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Editorial on the Research Topic
 Dynamic Functioning of Resting State Networks in Physiological and Pathological Conditions




INTRODUCTION

Modern neuroimaging techniques, such as Magnetic Resonance Imaging (MRI), allow for study of the brain from structural and functional perspectives. Particularly, resting state networks' (RSNs) connectivity explores the integration of activity across distant brain areas. In recent years a growing number of studies have shown that the resting state may provide a sensitive and valuable tool able to study cerebral functioning in normal and pathological conditions.

Cerebral activity recorded during cognitive tasks shows a baseline low frequency fluctuation at 0.01–0.1 Hz (Cordes et al., 2001). During rest, this baseline fluctuation organizes in a network of coordinated cerebral activity named the Default Network (DN), spanning the medial prefrontal, posterior cingulate, inferior parietal, and hippocampal cortices (Raichle et al., 2001; Andrews-Hanna et al., 2014). In recent decades, this network has received great attention because it contains several regions that support cognitive functions and undergo critical changes upon aging, cognitive decline, and neuropsychiatric disorders. The DN has been associated with reflective activity and self-referential mental processes and has been extensively characterized in neurological, psychiatric, and psychotherapeutic contexts (Cieri and Esposito, 2018, 2019). To date, in addition to the DN, at least 10 resting state networks have been identified. Among these, the Dorsal Attention Network (DAN) comprises regions commonly activated in attention demanding tasks. The DN and DAN show a pattern of anticorrelated activity in both task and resting state studies, suggesting that they are intrinsically organized into anticorrelated networks (Esposito et al., 2017).

The overall goal of this Research Topic was to provide a comprehensive coverage of the latest advances in dynamic functioning of RSNs both in physiological and neuropsychiatric conditions. The studies have used different neuroimaging techniques to probe functional connectivity (FC) in the brain, including resting-state functional MRI (rs-fMRI), Electroencephalography (EEG), Magnetoencephalography (MEG), and Positron Emission Tomography (PET).



NEURODEGENERATIVE DISEASES

Nine articles submitted to this Research Topic investigate FC changes occurring in physiological and pathological aging, with particular attention given to functional plasticity mechanisms and functional markers of prodromal dementia syndromes or conversion to dementia. The articles also highlight how the integration of multimodal functional imaging data (e.g., simultaneous EEG-fMRI recordings) and the analyses of dynamic functional connectivity (dFC) features, as well as subject-level molecular connectivity networks, may contribute to broadening our understanding of neurodegenerative disorders.


Aging, Mild Cognitive Impairment, and Alzheimer's Disease

Alzheimer's Disease (AD) is the most common form of dementia, and is becoming increasingly common in our increasingly older societies. AD is characterized by several brain changes including β-amyloid and tau proteins accumulation, synaptic dysfunctions, and brain atrophy, especially in the medial temporal lobe. In addition to these modifications, a loss of cognitive functions (mostly in the memory domain) and of independence in daily activities are observed. The transition from healthy aging to AD is usually not immediate and passes through different phases, such as Significant Memory Concerns (SMC) and Mild Cognitive Impairment (MCI). Functional imaging may play a crucial role in identifying early mechanisms predictive of dementia onset.

Hojjati et al. integrate rs-fMRI FC and structural MRI features to predict the conversion of MCI patients to AD. By investigating MCI converter patients, MCI non-converter patients, AD patients, and healthy controls (HCs), the authors show the power of integrating multi-modal MRI data for the identification of early-stage AD.

Cera et al. compare FC patterns of the cingulate cortex between a sample of MCI patients and HCs with comparable levels of education. The authors explore RSNs activities, mapping the FC patterns of different subregions of the cingulate cortex. The cognitive decline observed in MCI patients relates to the global FC of the cingulate cortex, suggesting that the analysis of the cingulate cortex FC could be a helpful tool to better understand the brain mechanisms underlying MCI.

Dimitriadis et al. introduce a novel approach to identify MCI through MEG resting-state data, estimating a dFC graph using the imaginary part of phase lag value for both intra-frequency and cross-frequency couplings. This work shows how the adaptation of neuroinformatic tools combining advanced signal processing and network neuroscience elements can properly highlight the non-stationarity of time-resolved FC patterns, revealing a robust biomarker for MCI.

Bubbico et al. explore cerebral plasticity induced by learning a new language in elders, investigating how cognition together with functional brain organization can be improved late in life. This study analyzes the functional effects of a 4-month second language learning program in a group of HCs. After the program, in the intervention group, there are significant improvements in global cognition together with increased FC in the right frontal gyrus and left superior parietal lobule.

Caldwell et al. investigate how gender moderates typical biomarkers of AD. The authors employed group independent component analysis (ICA) to analyze rs-fMRI data from the Alzheimer's Disease Neuroimaging Initiative dataset. Results suggest that stronger anterior/posterior DN connectivity may support verbal learning in women at risk for AD dementia.

Feng et al. investigate the correlation between hippocampal FC and MRI radiomic features in AD. The AD group showed abnormalities of FC levels in the bilateral hippocampal functional network relating to hippocampal radiomic features.



Parkinson's Disease

Evangelisti et al. explore the effects of L-dopa administration in early-stage Parkinson's Disease (PD) patients on FC patterns revealed by simultaneous recording of fMRI and EEG data. This pilot study provides a first insight into the potentiality of simultaneous EEG-fMRI acquisitions in PD patients, showing for both techniques the analogous direction of increased FC after L-dopa intake, mainly involving motor, dorsal attention, and the DN.



Neuroimaging of Neurodegenerative Diseases: Positron Emission Tomography and Magnetic Resonance Imaging

Two interesting reviews were submitted about neurogenerative diseases providing an exhaustive overview of literature on rs-fMRI and PET imaging.

Sala and Perani summarize available evidence in the field of PET molecular connectivity, offering an overview of how this approach may broaden our understanding of the pathogenesis of neurodegenerative diseases, over and above “traditional” structural/functional connectivity studies. The review gives focus to the available strategies to investigate molecular connectivity at the single-subject level, of potential relevance for both research and diagnostic purposes.

Filippi et al. summarize the main currently available approaches for dFC analysis and report the recent application of these methods for the assessment of the most common neurodegenerative conditions, including AD, PD, dementia with Lewy bodies, and frontotemporal dementia. The authors point out the key role of dFC analyses, highlighting both technical and clinical aspects.




EMOTIONAL DISTURBANCES AND PSYCHIATRIC DISEASES

One of the targets of neuroscience, and particularly of advanced neuroimaging techniques, is to identify specific biomarkers associated with neurological disorders. These biomarkers have induced a great progression in modern cognitive neuroscience but remain elusive in psychiatric disorders due to their clinical heterogeneity and comorbidities. A collection of thirteen studies of this Research Topic highlights the different functional changes occurring in a variety of psychiatric, emotional, learning, eating, and sleep disorders, possibly contributing to the identification of disease-specific biomarkers. Moreover, some of these studies show how new neuroimaging measures quantifying functional connectivity dynamics, rest-task transitions, or network information flow may provide a finer-grain characterization of brain functioning in psychiatric conditions. Finally, particular attention is given to the identification of brain functional features reflecting specific behavioral/cognitive/emotional traits (e.g., reading abilities) or clinical symptoms (e.g., verbal auditory hallucinations or depressive symptoms), tackling clinical heterogeneity and inter-individual variations in psychiatric conditions.


Depression

Damborská et al. explore whether resting-state EEG microstate temporal features can capture large-scale brain network dynamics relevant to depressive symptoms in patients with moderate to severe depression in bipolar affective disorder, depressive episode, and recurrent depressive disorder compared to HCs. Results suggest that the interindividual differences in resting-state microstate parameters could reflect altered large-scale brain dynamics relevant to depressive symptomatology during depressive episodes.

Wolff et al. conduct a combined rest and task EEG study in acute depressed major depression disorder (MDD) patients, compared to HCs. Results show that resting-state dynamics are atypical in MDD and strongly shape subsequent stimulus-induced activity. The authors conclude that MDD is characterized by alterations of the rest-stimulus interaction.



Schizophrenia

Salman et al. employ a new information theoretic framework named dynamic functional domain connectivity (DFDC) to analyze resting-state dFC and the amount of information shared among functional domains in schizophrenia patients (SZ) and HCs. Functional domains are defined as subsets of functional networks, and their properties and interactions are quantified with entropy and mutual information measures. The authors show that the DFDC pairs tend to function in a more independent manner in SZ patients compared to HCs, suggesting higher uncertainty and randomness in SZ brain function.

Liu et al. explore hippocampal dysconnectivity in SZ patients and its correlation with auditory verbal hallucinations. This study suggests that locations in the hippocampus mediate the neural mechanism behind auditory verbal hallucinations in SZ.

Li et al. review functional network changes occurring in SZ and epilepsy to highlight possible similarities and differences. In light of the reviewed literature, the authors question whether electroconvulsive therapy (ECT), one of the oldest therapeutic modalities in psychiatric clinical practice, relies on antagonistic and/or affinitive mechanisms between these two disorders. The authors highlight how the study of RSNs, such as the default, salience, and dorsal attention networks, has provided a new perspective to understand the relationship between schizophrenia and epilepsy and has shown how ECT modifies the dynamics of these brain networks.



Borderline Personality Disorder

Emerging evidence supports the hypothesis that emotional dysregulation results from aberrant connectivity within the fronto-limbic neural networks in patients with borderline personality disorder (BPD). Despite its important role in emotional regulation, the anterior cingulate cortex (ACC) has not yet been fully explored in BPD patients. Using seed-based resting-state FC and probabilistic fiber tracking, Lei et al. explore the alterations of functional and structural connectivity of the ACC in young non-medicated BPD patients compared to HCs. The authors show that ACC structural and functional connectivity alteration underlie the deficient emotional regulation circuitry of BPD patients. Such alterations may be important biomarkers of BPD and point to potential BPD treatment targets.



Phobia, Somatization Disorder, Psychogenic Erectile Dysfunction

Indovina et al. test the hypotheses that individuals with agoraphobic symptoms have visual-vestibular network alterations similar to those of patients with persistent postural perceptual dizziness, and that these alterations are influenced by neuroticism and introversion. They find that the FC of two brain networks is lower in subjects with subclinical agoraphobia as compared to HCs. These networks integrate visual vestibular and emotional responses to guide movement in space.

Ou et al. investigate the seed-based nucleus accumbens (NAc) FC in first-episode, drug-naive patients with somatization disorder. This study reveals that patients have increased NAc connectivity within the frontal regions of the reward circuit. Increased left NAc-right gyrus rectus connectivity can be used as a potential marker to discriminate patients with somatization disorder from HCs.

Previous studies have illustrated neural changes in patients with psychogenic erectile dysfunction, while only a few works have focused on the neural underpinning of the psychosocial status in patients with this dysfunction. Yin et al. investigate associations among altered cerebral activity patterns, impaired erectile function, and disrupted psychosocial status in patients and HCs, pointing out the key role of psychosocial disorders with respect to the neural changes observed in psychogenic erectile dysfunction.



Eating Disorders: Anorexia Nervosa

Anorexia nervosa (AN) is a severe psychopathology characterized by intense fear of gaining weight, relentless pursuit of thinness, deep concerns about food, and a pervasive disturbance of body image. Nowadays, eating disorders are more widespread and characterized by diagnostic fluidity with other eating disorders, carry a high psychiatric comorbidity burden, and are associated with elevated suicide risk (Welch et al., 2016). FMRI studies try to shed light on the neurobiological underpinnings of these disorders (Esposito et al., 2018).

Collantoni et al. use a graph-theory approach to explore FC differences between AN patients and HCs, focusing on the effect of serotonin transporter (5-HTTLPR) genotype on regional and global network characteristics. AN patients display lower network clustering and altered hub distribution compared to HCs. Moreover, carriers of the short allele are characterized by lower small-world and modularity indexes in the patient group, while an opposite trend is present in HCs.



Sleep Disorders: Primary Insomnia

Wu et al. compare the network properties of the structural and functional connectomes derived from diffusion MRI and rs-fMRI data of primary insomnia patients and HCs. They investigate the relationship between abnormal network metrics and clinical characteristics, including disease duration, sleep quality, and anxiety and depression indexes. Patients show small-world architecture with lower global and local efficiencies compared to HCs and present five disrupted subnetworks in the limbic cortico-basal-ganglia circuit and left DN. These results suggest that abnormalities of brain network architecture may be closely linked to the clinical characteristics of primary insomnia.



Post-traumatic Stress Disorder

Major adverse events trigger different kinds of emotional dysfunctions or psychiatric disorders in the exposed subjects. Recent literature shows that exposure to natural disasters such as earthquakes can generate difficulties in identifying and describing feelings (alexitimia), correlated to the intensity of post-traumatic symptoms (Di Giacinto et al., 2015). Neuroimaging data show that trauma exposure is related to derangement of resting-state FC. Pistoia et al. investigate the neurofunctional changes related to the recognition of emotional faces in L'Aquila earthquake witnesses. The results show that, in earthquake-exposed subjects, there is a significant reduction in the correlation between the accuracy in recognizing facial expressions and the FC of the visual network and DN.



Learning Disorder: Dyslexia

Nachshon et al. compare functional and cognitive features of children with reading difficulties and age-matched typical readers. A negative correlation between reading, emotional, and executive abilities is found in both groups. Children with reading difficulties show significantly decreased emotional and executive abilities, altered network efficiency within the emotional network, and lower FC between the amygdala and frontal pole regions. Stronger FC between the amygdala, pre-central, and post-central gyri related to worse reading, emotional, and executive abilities in both typical readers and children with reading difficulties.




OTHER CLINICAL CONDITIONS


Multiple Sclerosis

In their review, Valsasina et al. describe the methods currently used to assess dFC from rs-fMRI data and summarize the main dFC findings in multiple sclerosis. An overview of the main results obtained in neurodegenerative and psychiatric conditions is also provided. The analysis of dynamic (or time-varying) FC contributes to providing significant information on intrinsic brain functional organization, both in healthy and diseased conditions, which complements data produced by static FC approaches. Time-varying FC seems to be an intrinsic property of the brain with a neural origin, although some open questions still remain about its correct interpretation.



Chronic Inflammatory Bowel Disease: Crohn's Disease

Kornelsen et al. investigate differences in brain structure and function in patients with Crohn's disease compared to HCs. Voxel-based morphometry analysis is performed to contrast Crohn's disease and HCs' structural images. ROI analyses are run to assess FC for RSN nodes. ICA identifies whole brain differences in FC associated with RSNs. In patients, changes of FC associated with sex are observed in both ROI and ICA analyses and suggest an influence of Crohn's disease on brain function.



Eye Diseases: Glaucoma

Minosse et al. explore a putative reorganization of functional brain networks in Glaucomatous patients and evaluate the potential of functional network measures as biomarkers of disease severity in terms of their relationship to clinical variables and select retinal layer thicknesses. The authors compare resting-state FC of glaucoma patients and HCs using disruption indices that measure the degree of overall reorganization of specific properties in the whole brain network. In Glaucoma, group-wise disruption indices are negative for all graph theoretical metrics. The disruption index of the clustering coefficient yielded the best discriminative power for differentiating patients from HCs. These results support a possible relationship between FC and disease severity in Glaucoma.



Stroke

Kalinosky et al. describe brain connectivity associated with multisensory integration during wrist control in stroke survivors, age-matched HCs, and healthy young adults. They use a novel fMRI task paradigm involving wrist movement developed to gain insight into the effects of multimodal (visual and auditory) sensory feedback on brain function in stroke participants. Results show that stroke participants have greater contralesional activation than HCs during the visual feedback condition and less ipsilesional activity than HCs during the auditory feedback condition. Connectivity analyses between the lesioned sensorimotor cortex and the contralesional cerebellum demonstrate decreased FC in stroke participants, positively correlated to manual dexterity. These results suggest that task-based FC provides details on brain network reorganization in stroke survivors.



Neonatal Pathology: Preterm Neonates

Tortora et al. evaluate FC changes in preterm neonates that underwent invasive procedures during the postnatal period and correlate them with the neurodevelopmental outcome at 24 months. The authors investigate two groups of preterm neonates: subjected and non-subjected to painful invasive procedures during neonatal intensive care. The results show that early exposure to pain is associated with abnormal FC of developing networks involved in the modulation of noxious stimuli in preterm neonates, contributing to the neurodevelopmental consequence of preterm birth.



Neuropathic Pain: Post-herpetic Neuralgia

Huang et al. compare patients with herpes zoster, individuals with post-herpetic neuralgia, and HCs, using fMRI to explore the effects of these diseases on brain activity and to detect the neural mechanisms of cognitive impairment in neuropathic pain patients. The results show that spontaneous brain activity is reduced in both patient groups compared to HCs. In particular, patients have decreased ALFF in the precuneus, posterior cingulate cortex, and middle temporal gyrus. The authors conclude that ALFF values in pain-related regions can be used as an fMRI-based biomarker for the classification of subjects with different pain conditions.




BRAIN PHISIOLOGY AND METHODOLOGICAL APPROACHES

Five articles of this Research Topics tackle more general aspects of FC assessment, such as the influence on FC measures of data processing and analysis steps (e.g., spatial leakage correction and sliding window approaches), of the uncertainty of oxygen consumption quantification, and of additional factors specific to the investigated species (human or non-human primates).

Della Penna et al. evaluate the impact of the geometric correction scheme (GCS) on MEG functional topology at rest. Source-projected MEG signals are affected by spatial leakage, leading to the estimation of spurious, blurred connections that may affect the topological properties of brain networks. To reduce leakage effects, several correction schemes have been proposed, including the GCS. The authors explore the impact of GCS correction on classical graph measures used to describe the architecture brain functional networks by comparing such measures between GCS-corrected and uncorrected MEG connectomes. The use of GCS considerably reorganizes the topology of connectivity, reducing within-hemisphere interactions mainly in the beta and gamma bands and increasing cross-hemisphere interactions mainly in the alpha and beta bands. Overall, the GCS leakage correction removes spurious local connections, but confirms the role of dynamic hub regions (specifically, the anterior and posterior cingulate cortices) in integrating information in the brain at rest.

Liuzzi et al. propose another interesting MEG study on FC, using multivariate autoregressive and neural mass models with a priori defined ground truths to systematically analyze the sensitivity of conventional metrics in combination with different window lengths to detect genuine fluctuations in connectivity for various underlying state durations. The authors show that fixed sliding window connectivity approaches can detect modulations of connectivity, but mostly if the underlying dynamics operate on moderate to slow timescales. In practice, this can be a drawback, as state durations can vary significantly in empirical data.

In their mini review Watabe and Hatazawa discuss the value of PET imaging to evaluate FC. Previous studies have assessed RSNs mainly based on spontaneous fluctuations in blood-oxygen-level-dependent (BOLD) fMRI signals. However, separation between regional increases in cerebral blood flow and oxygen consumption is theoretically difficult using BOLD-fMRI. Such a separation can be achieved using quantitative 15O-gas and water PET. In addition, 18F-FDG PET can be used to investigate FC based on changes in glucose metabolism, which reflects local brain activity. Previous studies have highlighted the feasibility and clinical usefulness of 18F-FDG-PET for the analysis of RSNs, and recent studies have utilized simultaneous PET/fMRI recordings for such analyses. PET and fMRI provide different types of information and integrating these modalities may help elucidate the pathological mechanisms underlying certain brain diseases and in characterizing individual patients.

Jovellar and Doudet discuss anatomical and functional differences between human brains and non-human primate brains that can affect pre-processing and analysis of fMRI data, anesthetic effects on BOLD signal and FC, and factors that can affect dynamic causal modeling application in fMRI. There are established preprocessing methods that prepare human fMRI data for subsequent analyses, such as dynamic causal modeling to infer effective connectivity; however, these are not optimized for non-human primate fMRI image analysis. The majority of fMRI imaging in non-human primates is done under anesthesia, which can decrease BOLD signal-to-noise ratio and spontaneous fluctuations. While dynamic causal modeling is a tool that can reliably ascertain directed causal influence (effective connectivity) and address enduring questions on fMRI hemodynamic responses, many uncertainties remain.

Complementarily, van Den Brink et al. review recent works investigating how neuromodulatory systems shape correlations of large-scale cortical activity fluctuations. They discuss functional studies in the human, monkey, and rodent brain and provide a structured but selective overview of these works, distilling a number of emerging principles. The authors underline that efforts to chart the effect of specific neuromodulators and, in particular, of specific receptors, on intrinsic correlations may help in identifying shared or antagonistic principles between different neuromodulatory systems. Such principles can inform models of healthy brain function and may provide an important reference for understanding cortical dynamic alterations observed in neurological and psychiatric disorders, potentially paving the way for mechanistically inspired biomarkers and individualized treatments.

Two studies explore new methodological approaches to characterize brain network centrality dynamics and dynamic effective connectivity.

Wink explores the use of centrality dynamics extracted from eigenvector centrality mapping of fMRI data for measuring group-differences in imaging studies. The analyses on the OpenNeuro dataset show that centrality dynamics can be used to identify age and gender between-group differences, and that age and gender distributions need to be considered in functional imaging studies.

Deshpande and Jia employ a dynamic multivariate autoregressive model to estimate dynamic effective connectivity (DEC), a method first validated on simulated data and then applied to real rs-fMRI data. The authors perform a dynamic clustering (adaptive evolutionary clustering) of DEC matrices across multiple levels -spatial locations, time, and subjects- which highlights a small number of directional brain network configurations akin to brain microstates, alternating over time in a quasi-stable manner. The dominant DEC networks involved spatially distributed brain regions mainly pertaining to memory, emotion, and executive and language functions. Finally, the authors use a larger cohort of rs-fMRI and behavioral data from the Human Connectome Project to show that metrics derived from DEC analysis can explain larger variance in 70 behavioral scores compared to static effective connectivity measures.

One study illustrates how FC analyses can be used to assess in real time the impact of external interventions on brain function. Tang et al. conducted a multi-session analysis combing transcranial magnetic stimulation (TMS) and fMRI experiments to explore the spatiotemporal effects of TMS within the fronto-hippocampal network. Ten healthy volunteers are modulated by intermittent theta-burst stimulation at a precise site within the left dorsolateral prefrontal cortex, navigated by individual structural MRI images. The findings suggest that the intermittent theta-burst stimulation effect dynamically changed over time, from local neural activations at the stimulated site to its connected remote regions within the fronto-hippocampal network.

Finally, in his hypothesis and theory contribution Northoff reflects on the relationship between neuronal activity, world-brain interactions, and mental features. Northoff proposes a change in our methodological strategy to approach the brain, from a pre-Copernican vantage point from within brain to a post-Copernican vantage point from beyond brain. This change would allow neuroscience to take into view what happens beyond the brain itself, e.g., the world, and how that shapes the brain and its neural activity, e.g., world-brain relation. This view converges with the free energy principle proposed by Karl Friston.
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Purpose: Primary insomnia (PI) is the second most common mental disorder. However, the topologic alterations in structural brain connectome in patients with PI remain largely unknown.

Methods: A total of 44 PI patients and 46 age-, gender-, and education level matched healthy control (HC) participants were recruited in this study. Diffusion tensor imaging (DTI) and resting state MRI were used to construct structural connectome for each participant, and the network parameters were employed by non-parametric permutations to evaluate the significant differences between the two groups. Relationships between abnormal network metrics and clinical characteristics, including the disease duration, the Pittsburgh Sleep Quality Index (PSQI), the Insomnia Severity Index (ISI), the Self-Rating Anxiety Scale (SAS), and the Self-Rating Depression Scale (SDS), were investigated with Spearman’s correlation analysis in PI patients.

Results: PI patients demonstrated small-world architecture with lower global (P = 0.005) and local (P = 0.035) efficiencies compared with the HC group. The unique hub nodal properties in PI patients were mainly in the right limbic cortico-basal-ganglia circuit. Five disrupted subnetworks in PI patients were observed in the limbic cortico-basal-ganglia circuit and left default-mode networks (DMN) (P < 0.05, NBS corrected). Moreover, most unique hub nodal properties in the right limbic cortico-basal-ganglia circuit were significantly correlated with disease duration, and clinical characteristics (SAS, SDS, ISI scores) in PI processing.

Conclusion: These findings suggested the abnormal anatomical network architecture may be closely linked to clinical characteristics in PI. The study provided novel insights into the neural substrates underlying symptoms and neurophysiologic mechanisms of PI.

Keywords: primary insomnia, diffusion tensor imaging, human connectome, fMRI, limbic system


INTRODUCTION

Primary insomnia is the second most common mental disorder (Wittchen et al., 2011). PI is characterized by difficulty in initiating and maintaining sleep and early morning awakening for at least 3 months (American Psychiatric Association, 2013). Insomnia profoundly affects health and aging (Musiek and Holtzman, 2016) and is a significant risk factor for the development of other medical or psychiatric diseases. Although previous studies (Riemann et al., 2009, 2010, 2015; Levenson et al., 2015) have reported that heritability, polygenic vulnerability, specific cellular mechanisms and hyperarousal are involved in the pathophysiology of insomnia, the underlying neural substrate symptoms and pathological mechanisms of PI are not fully elucidated (Levenson et al., 2015; Morin et al., 2015).

Rapid development of neuroimaging technologies has provided diverse tools to non-invasively assess abnormal brain activity and anomalous structure for exploring the pathophysiology of insomnia. Two positron emission tomography studies (Nofzinger et al., 2004, 2006) have demonstrated that compared with healthy control participants (HCs), 18-fluorodeoxyglucose metabolism was lower in the prefrontal cortex while awake, and higher in the thalamus (THA), anterior cingulate gyrus, temporal region and pontine tegmentum during non-rapid eye movement sleep in PI patients (PIs). Wang T. et al. (2016) found that regional homogeneity values were higher in the left insula (INS.L), right anterior cingulate gyrus (ACG.R), left insula, bilateral precentral gyrus and left cuneus (CUN.L) in PIs than in HCs. They further used seed-based functional connectivity (FC) analysis and reported that the increased FC between left insular connectivity with many brain regions was related to emotional scores in PIs, primarily in the bilateral anterior cingulate cortex, bilateral thalamus, right fusiform, and middle temporal gyrus (Wang et al., 2017). A surface-based approach reported (Joo et al., 2014) that hippocampal volume decreased in PIs compared with that in HCs. However, a voxel-based morphometric (VBM) study (Li M. et al., 2018) found that gray matter volumes increased in the hippocampus (HIP) and decreased in the dorsolateral prefrontal and middle cingulate cortices compared with the HC group. These results were inconsistent and were mainly focused on single or few seed regions. Recently, many researchers have supported the presence of complex and advanced neural networks in different human brain regions. Brain hub regions particularly play important roles in information integration and are susceptible to attack during disease progression (Crossley et al., 2014). Thus, we speculated that brain network analysis may be more suitable to elucidate the pathophysiological mechanisms of PI.

Diffusion tensor imaging tractography can identify changes in the WM microstructure, cerebral anatomical connections and neural circuits in vivo. Using DTI, Spiegelhalder et al. (2014) demonstrated reduced integrity of WM tracts in the anterior internal capsule, indicating that disturbed frontosubcortical connectivity is a cause or consequence of PI. Similarly, Li et al. (2016) found that the integrity of the right lateralized WM was disrupted in PIs on DTI and tract-based spatial statistics, which involved the right internal capsule, right corona radiate, right superior longitudinal fasciculus, corpus callosum body and right thalamus (THA.R). These two studies demonstrated that DTI could detect changes and provide objective evidence to enhance our understanding of the underlying neurobiological mechanisms of PI. However, these studies focused on the reduced integrity of WM tracts, especially with regard to the internal capsule, and the results revealed no interconnections between abnormal WM tracts and cortical regions. Currently, anatomical networks constructed using DTI tractography successfully identify neuropathological changes in diverse diseases, such as Alzheimer’s disease (AD) (Shu et al., 2018), schizophrenia (van den Heuvel et al., 2013), post-traumatic stress disorder (Suo et al., 2017), and other such diseases. Lu et al. (2017a) already demonstrated disrupted structural connectivity in healthy adults with insomnia. However, topological alterations in the anatomical network, including the hub regions, remain largely unknown in PIs.

Considering these findings, we hypothesized that the PI-related brain WM network exhibits some abnormal network properties, especially in the hub regions, which are more closely related to the severity of insomnia or emotional disorders. We thus aimed to investigate the anatomical brain networks in PI patients, using DTI and graph theory analysis.



MATERIALS AND METHODS

Subjects

At the beginning, this prospective study recruited 100 right-handed individuals between April 2010 and April 2016. Adequate images of subjects could not be obtained because of severely head movement or brain lesions as detected by MRI. In the final analyses, the study included 44 PI patients and 46 age-, gender-, and education level matched subjects. This study was approved by the Ethics Committee of the Guangdong Second Provincial General Hospital. All participants signed informed consent forms to participate in this study.

The diagnosis of PI was performed by two neurologists with 15 years of experience. PI patients were enrolled in this study according to the following criteria: (a) patients were diagnosed and confirmed as PI based on the criteria of Diagnostic and Statistical Manual of Mental Disorders, version 5 (DSM-V) (American Psychiatric Association, 2013); (b) patients with a self-complaint of difficulty falling asleep, maintaining sleep or early awakening for at least 3 months; (c) patients with no other sleep disorders, such as hypersomnia, parasomnia, obstructive sleep apnea, or sleep-related movement disorder; (d) patients with no serious organic diseases or no severe mental diseases, such as brain stroke, depression (SDS < 70), and anxiety (SAS < 70); (e) all participants were right-handed according to the Edinburgh handedness inventory; (f) all subjects were aged 18–60 years. And HC subjects have good sleep quality and the Insomnia Severity Index (ISI) score < 7 or the Pittsburgh Sleep Quality Index (PSQI) score < 7, who were enrolled from the local community.

All participants were excluded according to the following criteria: (a) pregnant, nursing or menstruating females; (b) subjects who had an abnormal signal as verified by conventional T1- or T2-weighted fluid-attenuated inversion recovery MR imaging; (c) patients who had severe brain lesions as detected by MR; and (d) the subjects who had head motion of more than 1.5 mm or 1.5° during MR imaging.

Assessment of Sleep Situation and Mental Status

Each participant was asked to complete the PSQI, ISI, SAS, and SDS to determine the scores for estimating sleep quality and mental status prior to MRI.

MR Data Acquisition

MR images of all PIs and healthy control participants (HCs) were obtained on a Philips 1.5T MRI system (Achieva Nova-Dual; Best, Netherlands) at the Department of Medical Imaging, Guangdong Second Provincial General Hospital. Each participant was placed in the supine position with eyes closed and the head snugly restricted by a belt and foam pads. T1WI were acquired with the following parameters: TR, 25 ms; TE, 4 ms; matrix, 256 × 256; FOV of 230 mm × 230 mm; a flip angle of 30°; section thickness, 1 mm; 160 transverse sections without gap covering the whole brain. DTI images were collected using an echo planar imaging sequence with the following parameters: TR, 10,700 ms; TE, 80 ms; FOV of 256 mm × 256 mm; matrix size of 128 × 128; a flip angle of 90°; section thickness, 2 mm; b-value, 1000 s/mm2 together with an acquisition without diffusion weighting (b-value = 0); 75 transverse sections without gap covering the whole cerebellum. All images were reviewed and verified by two radiologists with more than 10 years of experience.

Data Preprocessing and DTI Network Construction

According to Cui et al. (2013), we preprocessed and analyzed all raw DTI and T1 data with the Diffusion Toolkit 0.6.4 in PANDA software (Cui et al., 2013). Because images of the cerebellum were incomplete, a WM deterministic fiber tracking approach using by PANDA software was used to construct a weighted network including 90 nodes without the cerebellum for each subject, which were defined by the Automated Anatomic Labeling (AAL90) template (Tzourio-Mazoyer et al., 2002). The abbreviations and full names of the AAL90 template are listed in Table 1. It was terminated if the WM deterministic fiber tracking with a turned angle greater than 45° or a voxel with a FA less than 0.2 by Continuous Tracking (FACT) algorithm (Chen et al., 2013). In lined with several previous brain DTI network studies (Lo et al., 2010; Wang X. N. et al., 2016; Lu et al., 2017a), we defined the weight of each effective edge between two nodes (i and j) of the WM structure as the product of FA and the fiber number (FN) along the fiber bundles, and normalized by the average volume of the two connecting regions (wi j = FN∗ FA/volume). As previous studies (Chen et al., 2013; Wang X. N. et al., 2016), the threshold value for the FN between two regions was defined as 3. Therefore, a weighted matrix of 90 × 90 WM structural network was constructed for each subject. After PANDA generated registration images for quality inspection, these images of each subject were carefully checked to ensure registration and segmentation quality by a radiologist with 15 years of experience.

TABLE 1. All cortical and subcortical regions with abbreviations and full name in the AAL-90 templates defined in our study.
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Network Analysis

Small-World Properties

Network analyses were performed with the GRETNA toolbox 2.0.0 release (GRETNA1) (Wang et al., 2015). All global and nodal metrics were defined by Rubinov and Sporns (2010), which including following: small-world coefficient (σ), clustering coefficient (Cp), characteristic path length (Lp), normalized Cp (γ), normalized Lp (λ), global efficiency (Eg), local efficiency (Eloc), nodal efficiency (Ne), betweenness centrality (Bc), and degree centrality (Dc) (the definitions of all network metrics are listed in Table 2). We used the sparsity threshold range of 0.05–0.23 with an interval of 0.01 to discriminate the between-group difference with 1,000 matched random networks. The sparsity threshold was selected based on the minimum threshold as determined by the average degree of all network nodes at each threshold which should be larger than log (N) (N = 90, N means the total number of nodes), and the max threshold as determined by the sigma of all individual networks must be larger than 1.1 to ensure compliance with the small world structure and was in line with previous studies (Tzourio-Mazoyer et al., 2002; Shu et al., 2018).

TABLE 2. The definitions of global and nodal topological properties in the study.
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Hub Distribution

Hub nodes were defined with nodal properties (Ne, Dc, Bc) at least one standard deviation (SD) above the mean nodal properties across all regions in each group. Meanwhile, we further compared between-hemisphere differences in three nodal properties (FDR corrected, P < 0.05) in the PI and HC groups.

PI-Related Subnetwork Analysis

According to the detailed descriptions in (Zalesky et al., 2010) study, network-based statistic (NBS) connectomes were employed to determinate PI-related subnetwork by the NBS toolkit (version 1.2) (NBS2). 10,000 non-parametric permutation tests and NBS corrected (P < 0.01) were performed to estimate the significance of each component in identifying the connected subnetworks.

Statistical Analysis

SPSS 16.0 software (SPSS Inc., Chicago, IL, United States) was used to compare demographic and clinical characteristics. We used the Shapiro–Wilk test to test the normality of all data. We evaluated the differences of education time, age, PSQI, ISI, SAS, and SDS scores in PIs and HCs by the Mann–Whitney U test. A χ2 test was used to compare the qualitative variables of gender. In MATLAB software, 10,000 non-parametric permutation tests (Nichols and Holmes, 2002) were employed to assess between-group differences in global and regional network metrics after adjusted age, gender, and education levels as covariates. Briefly, all differences were randomly divided into two groups, and the same primary threshold (P < 0.05) was set to compare by recalculating the mean differences between the two randomized groups (10,000 permutations). For comparisons of global and nodal metrics, Benjamin–Hochberg false discovery rate (FDR) correction (Benjamini and Hochberg, 1995) was performed to address the multiple comparisons at a significance level of 0.05 (p < 0.05). After between-group differences of network metrics were identified in the topological properties and nodal metrics, Spearman’s correlation was performed by SPSS 16.0 software to assess the associations of these nodal metrics with clinical scores (SAS, SDS, ISI, PSQI scores and disease duration) in PI patients, removing age, gender, and education levels as covariates. All differences of network properties were statistically analyzed by SPSS 16.0 software, MATLAB 2016 software (Matlab, MathWorks, United States), and GRETNA 2.0.0 release software (Gretna, Beijing Normal University, China).

Reproducibility Analysis

To evaluate the reliability and reproducibility of the research results, we repeated network analysis with different thresholds (FN ≥ 1, 2, 3, 5, and 10) in AAL-90 templates and a threshold (FN = 1) in AAL-1024 as previous studies (Bai et al., 2012; Chen et al., 2013). This finding can be replicated with different thresholds and parcellation schemes over the sparisity threshold range of 0.05–0.23 with an interval of 0.01.



RESULTS

Demographic and Clinical Characteristics

No significant differences were found in age, gender, and education between the PI and HC groups (P > 0.05; Table 3). The 44 PI patients (20 males, mean age: 42.4 ± 12.65 years and 24 females, mean age: 39.83 ± 11.04 years) and 46 HCs (17 males, mean age: 38.88 ± 7.26 years and 29 females, mean age: 39.41 ± 9.81 years) showed significant differences in PSQI, ISI, SAS, and SDS scores (P < 0.05, Table 3).

TABLE 3. Demographics and clinical characteristics of all participants.
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Global Topological Organization of Structural Connectome

Both PIs and HCs showed characteristic small-world topology in the brain structural connectome across all selected thresholds (γ > 1, λ ≈ 1, and σ > 1) compared with 1,000 matched random networks. Compared with HCs, PIs exhibited significantly lower σ (P < 0.001), γ (P < 0.001), Eg (P = 0.005), and Eloc (P = 0.035), higher λ (P = 0.027) and Lp (P = 0.004) (Figure 1).
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FIGURE 1. Overall sparsity of group comparison of global network topological properties (Sigma, Gamma, Lambda, Cp, Lp, Eg, and Eloc) of AAL-90 structural connectivity network between the PI and HC groups. The stars indicate the significantly statistical difference between two groups (10,000 permutations, p < 0.05, FDR corrected). The vertical bar indicates the standard deviation across subjects. For the abbreviations of network metrics, see Table 2; PI, primary insomnia; HC, healthy control.



Different Hub Regions of Regional Topological Organization of Structural Connectome in Two Groups

The PI patients and HCs had similar hub regions as shown in Figure 2 by cyan color. In nodal efficiency (Ne), PI patients presented twenty regions acting as hubs, while HCs presented nineteen regions (Figure 2, cyan point). Five unique regions of nodal properties (Ne, Dc, and Bc) in PIs were located in ORBsupmed.R, HIP.R, bilateral THA and CAU.R compared with HCs (Figure 2). PAL.L was the only unique Ne region in HC group. More specifically, three different regions were located in the right orbital part of the medial superior frontal gyrus (ORBsupmed.R), HIP.R and right thalamus (THA.R) in PI patients (Figure 2A, red point). The left lenticular nucleus and pallidum (PAL.L) was the only unique Ne region in HC group (Figure 2A, red point). In the degree centrality (Dc), fifteen hub regions were commonly identified in each group. Two unique regions in PI patients were found, locating in the ORBsupmed.R and THA.L (Figure 2B, red point). Meanwhile, PI patients presented three different brain nodes in the betweenness centrality (Bc) compared with HCs, including right caudate nucleus (THA.R), HIP.R and caudate nucleus (CAU.R) (left of Figure 2C, red point). These common hub regions shared by both patients and HCs were often bilateral brain regions, including orbital part of superior frontal gyrus (ORBsup), CAU, olfactory cortex (OLF), rectus gyrus (REC), posterior cingulate gyrus (PCG), and lenticular nucleus and putamen (PUT), which were found in more than two types of hub regions. Above all, five different hub regions were identified between the two groups with four regions in the right brain structural connectome except THA.L. There was a interesting asymmetric effect of the nodal properties (Ne, Dc, and Bc) between the PI and HC groups (P < 0.05, 10,000 non-parametric permutation tests) (Figure 3).
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FIGURE 2. The distribution of the hub regions, left (L) and right (R). The hub regions were identified of three type nodal properties (Ne, Dc, and Bc) at least one standard deviation (SD) above the mean nodal properties across all brain nodes in each group. Nodes with the red color presented unique nodal properties in PI patients compared with HC subjects. Nodes with the cyan point color presented the same hub nodes in both groups. The nodal efficiency was computed in the WM connections with a density of 15%. (A) Shows nodal properties in Ne. (B) Shows nodal properties in Dc. (C) Shows nodal properties in Bc. Ne, nodal efficiency; Bc, betweenness centrality; Dc, degree centrality. For the abbreviations of the brain nodes, see Table 1; L, left; R, right; PI, primary insomnia; HC, healthy control.
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FIGURE 3. Cortical regions with hemispheric asymmetry in node properties. (A) Bars and error bars represent the significant asymmetric effect of Ne (6 right nodes and 22 left nodes) in both hemispheres in structural connectome (p < 0.05, FDR corrected). (B) Bars and error bars represent significant differences of Dc only in right hemispheres in structural connectome. Ne, nodal efficiency; Dc, degree centrality; L, left; R, right; PI, primary insomnia; HC, healthy control.



Different Nodal Properties of Both Hemispheres in Structural Connectome

Our study further suggested that the nodal properties showed significant hemispheric effect (Ne, Dc, and Bc) between the PI and HC groups (P < 0.05, 10,000 non-parametric permutation tests). All patients with Ne showed lower Ne in PI patients compared with HC group, including all unique hub nodes in PI patients. In comparison with the HC group, Ne in PI patients showed a significant asymmetric effect (6 right nodes and 22 left nodes) in both the hemispheres in structural connectome (P < 0.05, Benjamin–Hochberg FDR correction, FDR for short). Specifically, REC.L, INS.L, and PUT.L showed lower Ne in the PI left hemisphere (P < 0.001, FDR corrected, Figure 3). Similarly, the Dc of all right brain regions showed significant differences between the two groups (P < 0.05, no FDR corrected, Figure 3), including all right unique hub nodes in PI patients. But the Dc of left hemisphere and the Bc of both hemispheres showed no significant differences when compared between PI patients and the HCs. For the abbreviations of the brain nodes, these can see Table 1 of the main manuscript.

PI-Related Subnetwork Connectivity

For the PI group, five subnetworks were revealed in the WM connectome (details listed in Figure 4 and Table 4) that were related to the limbic cortico-basal-ganglia circuit and default-mode networks (prefrontal cortex, CUN.L, left superior occipital gyrus, left middle occipital gyrus and left precuneus). Four decreased structural subnetworks were separated and mainly distributed in the bilateral prefrontal cortex, left occipital and temporal cortex, and many middle line regions of the brain (P < 0.01, NBS corrected; Figure 4). Most regions of the uniquely increased subnetworks were located in the left hemisphere, but with right hippocampus (HIP.R, P < 0.01, NBS corrected; Figure 4C). Moreover, our study showed the frontal cortex had lower the connection strength with the bilateral INS, ACG, PUT.R and increased the connection strength with THA.L, CUN.L, left precuneus (PCUN.L), and left superior occipital gyrus (SOG.L).
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FIGURE 4. The network-based statistic (NBS) shows the disrupted structural connection in the insomnia participants compared with the HCs. (A,B) Four structural subnetworks with decrease connections were separated (P < 0.01, NBS corrected). (C) One subnetwork with increase connections was uniformly significantly increased (P < 0.001, NBS corrected). For the abbreviations of the brain nodes, see Table 1; L, left; R, right.



TABLE 4. Regions of four insomnia-related subnetworks.
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Relationship Between Unique Nodal Properties of Hub Regions and Clinical Characteristics in PI Patients

We further assessed the associations of hub nodal properties (Ne, Dc, and Bc) with clinical characteristics in PI patients (Figure 5 and Table 5). There were significant positive correlations between SAS scores with unique hub nodal properties in PI patients (Ne of THA.L, r = 0.495, P = 0.001; Ne of ORBsupmed.R, r = 0.332, P = 0.028; Ne of HIP.R, r = 0.332, P = 0.028; Bc of CAU.R, r = 0.319, P = 0.035). Meanwhile, significant positive correlations between SDS scores and Ne of THA.L (r = 0.438, P = 0.003) were observed. In addition, a significant negative correlation between Dc of ORBsupmed.R with ISI scores (r = -0.336, P = 0.026) was observed. Moreover, significant positive correlations between disease duration and unique hub nodal properties of PI patients (Dc of ORBsupmed.R, r = 0.308, P = 0.042; Dc of HIP.R, r = 0.350, P = 0.020; Bc of HIP.R, r = 0.328, P = 0.030) were observed. However, no significant correlation between unique hub nodal values and PSQI scores was found in PI patients.
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FIGURE 5. Scatterplots show the relationships between hub nodal properties and clinical characteristics in participants with PI. The fitted values indicate the residuals of PSQI, ISI, SAS, and SDS scores after removing the effects of age, sex, and years of education. PI, primary insomnia; HC, healthy control; SAS, the Self-Rating Anxiety Scale; SDS, Self-Rating Depression Scale; PSQI, Pittsburgh Sleep Quality Index; ISI, Insomnia Severity Index.



TABLE 5. Relationship between unique nodal properties of hub regions and clinical characteristics in PI patients.

[image: image]



DISCUSSION

We found that PIs had small-world architectures with lower global and local efficiencies than HCs. Asymmetric changes in unique hub nodes and five disrupted subnetworks of the PI WM network suggested that topological alterations were mostly involved in the limbic cortico-basal-ganglia circuit (Haynes et al., 2018) and default-mode networks (DMN) (Van Calster et al., 2017). Additionally, there were significant correlations between clinical characteristics (SAS, SDS, ISI scores and disease duration) and unique hub nodal properties in PIs.

In our study, anatomical topology analysis revealed that the two study groups had characteristic small-world organization, which was consistent with the finding of previous studies (Lu et al., 2017b; Ma et al., 2018). Eg and Eloc were used as measures of functional integration and segregation, respectively (Rubinov and Sporns, 2010). Our finding implied neuroinformation transfer disruption in PI. A previous study (Crossley et al., 2014) suggested hub nodes may serve as important centers of information integration and segregation and may be targets of priority attack in diseases. Therefore, we speculated that these unique hub nodes may be affected in PI.

Here, abnormal unique hub nodes were indeed observed, including the prefrontal cortex, right HIP, right caudate nucleus (CAU.R) and THA.R in PIs compared with those in HCs. These hub nodes all are part of the limbic cortico-basal-ganglia circuit. Abnormal prefrontal cortexes in PIs have been reported by many previous studies; for example, Li S. et al. (2018) demonstrated that functional connections decreased in the right fronto-parietal network regions, including the superior frontal gyrus, which are linked to working memory and attention. Using EEG, Muzur et al. (2002) demonstrated that prefrontal cortex influences executive functions in PIs. Furthermore, whole-brain VBM studies demonstrated that orbitofrontal gray matter volume (Altena et al., 2010) and density (Stoffers et al., 2012) were associated with PI complaints. de Vivo et al. (2016) used an adolescent mouse model to investigate the ultrastructure of the frontal cortex that can predict and identify the effects of sleep and sleep loss. We found a negative correlation between the Dc of ORBsupmed.R and ISI scores in structural networks among PIs. Our study, as well as these previous studies, suggested that the prefrontal cortex may be associated with abnormal function or structure in PI. HIP is associated with information consolidation and working memory in sleep-related emotional processing (Murkar and De Koninck, 2018). Despite the inconsistent HP volume results of previous studies (Joo et al., 2014; Li M. et al., 2018), recent animal model studies (Lopez-Virgen et al., 2015; de Vivo et al., 2016; Wadhwa et al., 2017) provided compelling evidence that changes in neuronal ultrastructure in HIP are associated with sleep loss or deprivation. We speculated that these inconsistencies in neuroimaging findings with regard to PI are associated with clinical heterogeneity and use of various techniques and designs for the assessment of substructures in HIP. Our results provide further evidence to support the relation between HIP and PI severity, because PIs were susceptible to negative emotions and had consistent consolidation of negative or dreadful information. CAU is associated with executive dysfunction and control of the sleep–wake behavior, which promotes frequent sleep–wake transitions (Qiu et al., 2010; Stoffers et al., 2014). THA can regulate autonomic and endocrine activation and is associated with a hyperarousal state in PI (Lugaresi, 1992). We speculated that abnormalities in the hub nodes of THA and CAU may be associated with these difficulties in maintaining sleep and early morning awakening owing to frequent sleep–wake transitions in PI processing. Meanwhile, in the disrupted subnetworks, we found decreased connections of the frontal cortex with the bilateral INS, ACG, and PUT.R and increased connections of the frontal cortex with THA.L, CUN.L, PCUN.L and left superior occipital gyrus (SOG.L). Our results further showed the presence of complex and neuroinformation interaction in these hub regions. PIs often have a high comorbidity incidence associated with PI and anxiety/depression. Poor PI quality and cognitive emotional hyperarousal predisposition might trigger and maintain a negative cascade (Watling et al., 2017). Therefore, we speculated that these hub nodes may be associated with abnormal emotional reactivity, such as depression and anxiety in PI, which was supported by significant correlations of emotional scores (SAS and SDS) with the nodal properties of the ORBsupmed.R, CAU.R and THA.R in PIs. Our findings demonstrate that changes in the hub topological properties of the limbic cortico-basal-ganglia circuit may be related to the underlying symptoms of PI, especially in sleep-dependent emotional processing.

Meanwhile, some hub regions and PI-related subnetworks were related to DMN. A DMN is an essential network in the human brain and plays important roles in memory, dreaming, auditory/visual processing, self-awareness and self-processing operations (Domhoff and Fox, 2015; Zuo et al., 2016). Malfunctioning of the DMN may lead to sustained sleep difficulties and sleep architecture disturbances in PIs, particularly, decrease in connectivity between the DMN and HIP can increase sleep depth (Regen et al., 2016). Our NBS results revealed that PIs exhibited increased connectivity in the left hemisphere between many regions in the DMN with right hippocampus, which further demonstrated that the DMN plays an important role in PI processing.

Additionally, we interestingly found asymmetric distribution of these abnormal hub nodes in PIs, which may be due to have several reasons. First, the result might be associated with anatomical and functional lateralization in the two hemispheres. The left hemisphere of right-handed individuals plays a leading role in language, auditory and visual processing (Li et al., 2014; Shu et al., 2015), while the right hemisphere plays an important role in spatial attention, emotion and memory (Li et al., 2014). Over the last 3 years, however, studies have shown that the abnormal asymmetric topological properties of both hemispheres are associated with neurophysiological mechanisms in some diseases, such as AD (Yang et al., 2017), schizophrenia (Sun et al., 2017), and autism spectrum disorder (Sun et al., 2017). PIs often have high reactivity with regard to the functions of emotion and memory, which are closely related to the right hemisphere. Our findings showed that most abnormal hub nodes were located in the right limbic cortico-basal -ganglia circuit and were related to patient symptoms (clinical scores and disease duration). PIs also have heightened sensitivity, dreaminess and self-awareness (Domhoff and Fox, 2015; Zuo et al., 2016), and this is closely associated with the left hemisphere. This study also showed increased connections of DMN in the left hemisphere on NBS analysis. Therefore, we speculated that the asymmetric topology in structural networks provides novel insights into the neural substrates underlying patient symptoms, which requires further investigation. Second, asymmetric changes in nodal properties and disrupted subnetworks in both hemispheres might lead to the asymmetric distribution of these unique hub nodes. The observed rightward asymmetric hub nodes were attributed to changes in the complex topological properties of the left hemisphere in PIs, which is consistent with the findings in a previous AD study (Yang et al., 2017). Third, the definition approach for the WM network had a great effect on the constructed networks and results. Li S. et al. (2018) performed DTI and suggested disruption in the integrity of the right lateralized WM in PIs.

Limitations

The present study has some limitations. First, cognitive functions were not evaluated in this study, which limited the evaluation of the potential impact of cognitive function in PIs. Second, the sample size of PIs was relatively small. Third, the study was limited by the hardware used. We constructed WM networks according to DTI data using the deterministic fiber-tracking algorithm, which has been often used for DTI data with ‘not-so-good’ quality. However, deterministic tractography has some deficiencies in estimating the crossing fibers. Further investigations involving probabilistic fiber-tracking algorithms and 3T MR scanners are required.



CONCLUSION

Using DTI and graph theory analysis, we demonstrated abnormal hub nodal properties and subnetworks involving the limbic cortico-basal-ganglia circuit and DMN in PIs. Moreover, the altered network architecture may be related to the neural substrates underlying patient symptoms and the neurophysiologic mechanisms involved in PI.
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Background: Hippocampal dysconnectivity has been detected in schizophrenia patients with auditory verbal hallucinations (AVHs). Neuroanatomical evidence has indicated distinct sub-regions in the hippocampus, but which sub-regions within the hippocampus may emerge dysfunction in the brain network, and the relationship between connection strength and the severity of this debilitating disorder have yet to be revealed. Masked independent component analysis (mICA), i.e., ICA restricted to a defined region of interest, can provide insight into observing local functional connectivity in a particular brain region. We aim to map out the sub-regions in the hippocampus with dysconnectivity linked to AVHs in schizophrenia.

Methods: In this functional magnetic resonance imaging study of schizophrenia patients with (n = 57) and without (n = 83) AVHs, and 71 healthy controls, we first examined hippocampal connectivity using mICA, and then the correlation between connection metric and clinical severity was generated.

Results: As compared with patients without AVHs, mICA showed a group of hyper-connections for the left middle part, as well as another group of hypo-connections for the bilateral antero-lateral and right antero-medial parts in patients with AVHs. Connectivity was linked to the clinical symptoms scores in the sample of patients with AVHs.

Conclusion: These findings demonstrate that the left middle part is more densely connected, but the bilateral antero-lateral and right antero-medial parts are more sparsely connected in schizophrenia patients with AVHs. The findings in the present study show proof of precious location in the hippocampus mediating the neural mechanism behind AVHs in schizophrenia.

Keywords: auditory verbal hallucinations, schizophrenia, masked ICA, hippocampus, sub-regions, functional connectivity


INTRODUCTION

Hippocampal abnormalities have been implicated in the pathophysiology of hallucinations in schizophrenia (Behrendt, 2010, 2016). Converging lines of evidence point to an association between the hippocampus and auditory verbal hallucinations (AVHs) in schizophrenia (Jardri et al., 2011; Alderson-Day et al., 2016). Structural findings include a positive correlation between AVHs severity and hippocampal volume principally affecting the right side (Modinos et al., 2009) and a reduction in the total gray matter volume in schizophrenia with AVHs (Maller et al., 2012). Functional abnormalities have been reported in a variety of studies. There is evidence of reduced connectivity between the left hippocampus and superior temporal gyrus and increased connectivity between the left hippocampus/fusiform gyrus and thalamus in patients with AVHs (Sommer et al., 2012; Clos et al., 2014). Disrupted directed thalamic-auditory cortical-hippocampal connectivity has been found to be involved in AVHs in schizophrenia (Li et al., 2017). Studies comparing auditory and visual hallucinations continue to elucidate the contribution of hippocampal connectivity to schizophrenia. In patients with auditory and visual hallucinations, the hippocampus is hyperconnected to the medial prefrontal cortex and caudate, and there is higher white matter connectivity between the hippocampus and visual cortex (Amad et al., 2014), although no difference was detected in hippocampal connectivity between auditory hallucinations and auditory and visual hallucinations (Ford et al., 2015). Moreover, left hippocampal amplitudes of low-frequency fluctuations (ALFF) across all of the cases were related to reported hallucination severity in both auditory and visual domains (Hare et al., 2017). Patients who were experiencing hallucinations (24 out 25 patients had auditory hallucinations) were linked to effective connectivity from the hippocampus to the salience network (Lefebvre et al., 2016). Particularly, integrating ALFF and functional network connectivity, hippocampal ALFF was positively associated with functional network connectivity between the primary auditory cortex and the salience network in patients reporting auditory hallucinations (Hare et al., 2018). From the neuroanatomical perspective, the hippocampus consists of the dentate gyrus, hippocampus proper, and subiculum (Fogwe and Mesfin, 2018). However, it remains unclear which part in the hippocampus with dysconnectivity is linked to this core psychopathology of schizophrenia.

On structural MRI, the hippocampus is segmented into six sub-regions (Dalton et al., 2017). Despite a harmonized protocol for manual segmentation of hippocampal and parahippocampal sub-regions developed by the Hippocampal Subfields Group (Wisse et al., 2017), hippocampal sub-region segmentation is evolving and plays a limited role in fMRI research. To this end, masked independent component analysis (mICA), i.e., ICA restricted to a defined region of interest, is a high-resolution functional parcellation technique and provides insight into observing local functional connectivity in a particular brain region (Blessing et al., 2016; Moher Alsady et al., 2016). Using mICA, subdivisions of the caudate showing reduced cortical functional connectivity have been established in patients with traumatic brain injury (De Simoni et al., 2018).

Given such a background, we aimed to map out the sub-regions with dysconnectivity in the hippocampus associated with AVHs in schizophrenia. We hypothesized that dysconnectivity can be harnessed via mICA to aid in identifying symptom-specific pathophysiology of schizophrenia.



MATERIALS AND METHODS

The workflow of this research is presented in Figure 1.


[image: image]

FIGURE 1. The workflow of this research.




Participants

Two independent datasets were recruited in this study (Cui et al., 2017c, 2018). Dataset 1 included 74 patients (33 with AVHs, 43 without AVHs) with schizophrenia and 35 healthy controls, which were collected from May 2011 to September 2013 (Cui et al., 2017c). The structural clinical interview for Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision (DSM-IV-TR) was used, and consensus diagnoses were made using all of the available information. Each patient was assessed by using the Positive and Negative Syndrome Scale (PANSS) at the time of imaging. Dataset 2 included 64 patients (24 with AVHs, 40 without AVHs) with schizophrenia and 36 healthy controls, a partial sample of the dataset investigated in Cui et al. (2018). Patients were diagnosed according to DSM, Fifth Edition (DSM-5) from April 2015 to December 2017, with no more than two weeks of cumulative exposure to antipsychotics. We have previously described the criteria for AVHs and Non-AVHs (Chang et al., 2015; Cui et al., 2016, 2017a, 2017b, 2018). This study was approved by the local ethics committee. All participants (or their parents for those under age of 18 years) gave written informed consent after a full description of the aims and design of the study. Table 1 provides further details of the two patient populations.

TABLE 1. Clinical and demographical data.
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Image Acquisition

High-resolution structural imaging and resting-state functional data were acquired on a Siemens 3.0 T scanner for dataset 1 and a GE 3.0 T scanner for dataset 2 using protocols published previously (Cui et al., 2019). More details are shown in Supplementary Table 1. Those participants whose head motion exceeded more than 2.5 mm or 3.0° during resting-state functional MRI were detected and removed using our own Matlab scripts.



Data Preprocessing

Functional imaging data were processed using tools from CONN toolbox and FSL 5.0.11 (Oxford Centre for Functional MRI of the Brain, Oxford, United Kingdom1), mICA2 and scripts written in Matlab (MathWorks, Natick, MA, United States). Anatomical images were segmented using FEAT of FSL into gray matter, white matter and cerebrospinal fluid (CSF) using FEAT. Preprocessed functional data consisted of 240 time points, and due to a decrease in the magnetic field effect the first 10 volumes were removed. Preprocessing included realignment of echo-planar images to remove the effects of motion (using Motion Correction FMRIB’s linear image registration tool, MCFLIRT), brain extraction (using Brain Extraction Tool, BET), spatial smoothing with a 6 mm full width at half maximum Gaussian kernel, and high-pass temporal filtering by using a cutoff frequency of 150 sec (∼0.007 Hz). The Motion Correction FMRIB’s non-linear image registration tool (FNIRT) was used to register functional MR imaging volumes into standard montreal neurological institute (MNI) space templates (step1: individual functional space to individual structural space; step2: individual structural space to MNI standard space), and post-registration images were re-sampled to 2 mm for further analysis (Cui et al., 2017b, 2018). Furthermore, the factors of sex and age of all subjects were regressed using the FSL toolbox. In order to avoid the impact of the two different datasets in imaging, we compared the data preprocessing from the two datasets and did not find any significant differences (Supplementary Figure 1 and Supplementary Table 2).



mICA: Based on Hippocampus

Further analysis after preprocessing was implemented in mICA tools (see footnote 2) for both patients and healthy controls. Based on Blessing et al.’s (2016) research, left and right hippocampi in the Harvard-Oxford subcortical structural atlas were selected as the seed ROIs, and dimensionality of 10 was selected as the number of components (Figure 2; Blessing et al., 2016; Moher Alsady et al., 2016). In order to verify the stability of the ingredients, the 10 independent components (ICs) were identified in all subjects of two data sets separately (GE data set and Siemens data set) as suggested by Blessing et al. (2016) and then we compared the spatial correlation of each of the 10 ICs (Supplementary Figure 1 and Supplementary Table 2). The 10 hippocampus components generated by the combined data set were selected as the ICs for further analysis.
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FIGURE 2. Ten components produced by independent component analysis (ICA) restricted within the hippocampus (A–J). The z-scores > 3 are colored in the figure.





Functional Connectivity Analyses Based on 10 Hippocampus Components

Multivariate functional connectivity between 10 components and the whole brain was assessed via a modified dual regression approach. Data analysis was implemented in FSL tools (see footnote 1) according to the method of Filippini et al. (2009). Briefly, in the first step of dual regression, the concatenated multiple functional MR imaging data sets were decomposed by using ICA, in which 10 hippocampus components were applied to detect large-scale patterns of functional connectivity in subjects. Second, the dual-regression approach was used to identify subject-specific temporal dynamics and associated spatial maps within each subject’s functional MR imaging data set. This involved using the spatial maps of the group ICA in a linear model fit (spatial regression) against the separate functional MR imaging data sets, resulting in matrices that describe the temporal dynamics of each component and subject. Then, subject-specific spatial maps were estimated by using these time-course matrices in a linear model fit (temporal regression) against the associated functional MR imaging data sets. Third, the different component maps were collected across subjects into single four-dimensional files (one per original ICA map, with the fourth dimension being subject identification) and them tested voxel-wise for statistically significant differences between groups by using non-parametric permutation testing (5000 permutations). The maps were thresholded by using an alternative hypothesis test based on a mixed Gaussian and gamma distribution model in previous work and by controlling the local false discovery rate at P less than 0.05 (Cui et al., 2017b).



ROI-Based Functional Connectivity of the Hippocampus

After preprocessing, ROI-based correlational analyses were performed using the Functional Connectivity (CONN) toolbox3 between the hippocampus and whole brain ROIs. Briefly, (1) after preprocessing, the confounding effects of white matter, CSF, realignment and scrubbing were removed using linear regression. Then, (2) linear detrending. (3) first-level analysis, left- and right- hippocampi were selected as the seed ROIs to analyze the functional connectivity between the seed ROIs and all brain ROIs. (4) second-level analysis. Any differences between seed ROIs and all brain ROIs for the group comparison among AVHs, N-AVHs, and HCs using a general linear model (GLM) and differences between AVHs and Non-AVHs were calculated (Cui et al., 2018).



Statistical Analysis

The difference scores (removed the value > |Mean ± 3SD|) of significant different regions (difference scores, [image: image], R, the difference regions of each hippocampus component; k, the number of regions; S, the scores of difference regions; and i, the number of voxels of each significant different region) were calculated for AVHs and Non-AVHs patients. The correlation between PANSS scores and difference scores was calculated for patients.




RESULTS


Clinical Characteristics

Table 1 shows the full description of demographic and clinical characteristics of patients and healthy controls. No significant difference was found in age, gender, education, and handedness among the patient groups.



mICA Findings-Based Connectivity

Figure 3, Table 2, and Supplementary Table 3 summarize the regions where hippocampal components-seeded connections were altered between AVHs and Non-AVHs. Supplementary Figure 2 and Table 3 show the mean connection strength in each group. In contrast to patients without AVHs, patients with AVHs had increased connection strength in the left middle part and decreased connection strength in the bilateral antero-lateral and right antero-medial parts.

TABLE 2. The differences areas of mICA.
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TABLE 3. Mean connection strength for each group.
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FIGURE 3. Significant differences of hippocampus components between AVHs and Non-AVHs using dual regression (A–H). Correction via Bonferroni and the areas where P < 0.05 are shown in the figure. The color bar indicates the P-value.





ROI-Based Connectivity

The bilateral hippocampi were utilized as seeds for the ROI-based connectivity analysis. A few regions had altered functional connectivity with the seed areas (Figure 4 and Supplementary Table 4). Altered connectivity was seen between the right hippocampus and bilateral superior temporal gyrus among the three groups. No significant difference was found between patients with and without AVHs.
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FIGURE 4. Different functional connectivity between whole hippocampus and ROIs of the brain mask. F-tests were calculated and the functional connectivity with a significant difference after FDR correction is shown. The color of the ball indicated the relationship between mask ROI (Hippocampus) and the other ROIs (Gray ball: the mask ROI, the warm color indicated that the connection increased).





Clinical Correlates

Positive correlation was found between difference scores of functional connectivity and PANSS total scores in patients with AVHs (r = 0.67, P < 0.001), suggesting a significant effect of AVHs on clinical severity (Figure 5). There was no clear association between connectivity metrics and PANSS total scores in patients without AVHs (r = 0.18, P = 0.08). We also added supplementary analysis to calculate the correlation between PANSS positive, negative, general psychopathology, and supplemental scores and neuroimaging measures (Supplementary Table 5).


[image: image]

FIGURE 5. Scatter plot showing the correlation between difference scores (dscores) and PANSS total scores (PANSS_scores) in patients.






DISCUSSION

Identifying the disrupted hippocampal structure and function in schizophrenia at a sub-large-scale level has a critical role in fundamental research. In this study, combining neuroimaging and mICA analysis, we reported and presented a full view of hippocampal regional connectivity pattern for AVHs in schizophrenia, including bilateral anterior, antero-medial, antero-lateral, middle, and posterior parts.

The present study extends the previous findings (Sommer et al., 2012; Clos et al., 2014; Li et al., 2017) by providing a hippocampal sub-region-level pattern of AVHs-specific disrupted connectivity in schizophrenia via mICA. The unique advantage of mICA is separating the hippocampus into several sub-regions for the connectivity analysis. We explored the sub-regional aspects of hippocampal connectivity in schizophrenia patients with AVHs, which allows and ensures displaying dysfunctional brain regions involving AVHs in schizophrenia. We found patients with AVHs with increased connection strength in the left middle part and decreased connection strength in the bilateral antero-lateral and right antero-medial parts compared with patients without AVHs, indicating disrupted sensory representation or memory underlying hallucinations in this disorder.

In our study, another result is that patients in this cohort showed right hippocampus-seeded dysconnectivity with bilateral superior temporal gyri, which is in line with a previous report (Sommer et al., 2012). With the exception of the superior temporal gyrus, which proved to be a reasonable AVHs-related brain area (Orlov et al., 2018; Spray et al., 2018), we uncovered a much more complicated network for AVHs in schizophrenia by means of mICA. This finding is suggestive of aberrant patterns of multiple brain areas in schizophrenia patients suffering from AVHs, and has made an unexpected discovery of AVH proneness. ROI-based connectivity analysis of the whole hippocampus could be an impediment to detecting some subtle alterations for functional neuroimaging. On the contrary, mICA might be an alternative approach to explore much more changes missed by ROI-based analysis.

Affected memory to some extent is known to exist in cognitive symptoms of schizophrenia (Ricarte et al., 2017). The implications of hallucinatory experience as aberrant event memory formation for the pathophysiology of schizophrenia

have been established (Behrendt, 2016). A sizable number of studies have implicated hippocampal association with AVHs in schizophrenia. A recently proposed model for AVHs in schizophrenia is that “the aberrant neuromodulation within RSNs involving sensory information filtering, auditory processing/language processing, and memory retrieving might implicate a contribution to this distressing symptom” [see Figure 5 in Cui et al. (2017b) for review]. While it remains to be determined, neural mechanisms underlying disrupted connectivity of hippocampal sub-regions, the evidence from this study could support such a model involving memory retrieval.

Several aspects of the current study deserve further comments. With the mICA Toolbox, ICA dimensionality was set to a value of 10 for the hippocampus in our study, but this value was 12 in a previous study (Moher Alsady et al., 2016). The number of components varies from data to data in the ICA decomposition. In addition to 10 hippocampal components, we performed 8, 12, and 15 components, revealing consistent results (for details see Supplementary Materials). The neurobiological underpinnings behind findings of this study are currently not known. Schizophrenia-patient-derivedCA3 neurons from human pluripotent stem cells have been efficiently generated and enable modeling of deficit hippocampal connectivity in vitro (Sarkar et al., 2018). What should be done in the future includes linking the network of hippocampal sub-regions in relation to AVHs in schizophrenia using fMRI and cell physiology.

In summary, our study shows that schizophrenia patients with AVHs exhibit disrupted connectivity of hippocampal sub-regions, which represents a core symptom-specific pathophysiology of schizophrenia. Mapping out the sub-regions with dysconnectivity in the hippocampus associated with AVHs in schizophrenia may help elucidate neurobiological substrates of this disorder.
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Alzheimer’s disease (AD) is a neurodegenerative disease with main symptoms of chronic primary memory loss and cognitive impairment. The study aim was to investigate the correlation between intrahippocampal functional connectivity (FC) and MRI radiomic features in AD. A total of 67 AD patients and 44 normal controls (NCs) were enrolled in this study. Using the seed-based method of resting-state functional MRI (rs-fMRI), the whole-brain FC with bilateral hippocampus as seed was performed, and the FC values were extracted from the bilateral hippocampus. We observed that AD patients demonstrated disruptive FC in some brain regions in the left hippocampal functional network, including right gyrus rectus, right anterior cingulate and paracingulate gyri, bilateral precuneus, bilateral angular gyrus, and bilateral middle occipital gyrus. In addition, decreased FC was detected in some brain regions in the right hippocampal functional network, including bilateral anterior cingulate and paracingulate gyri, right dorsolateral superior frontal gyrus, and right precentral gyrus. Bilateral hippocampal radiomics features were calculated and selected using the A.K. software. Finally, Pearson’s correlation analyses were conducted between these selected features and the bilateral hippocampal FC values. The results suggested that two gray level run-length matrix (RLM) radiomic features and one gray level co-occurrence matrix (GLCM) radiomic feature weakly associated with FC values in the left hippocampus. However, there were no significant correlations between radiomic features and FC values in the right hippocampus. These findings present that the AD group showed abnormalities in the bilateral hippocampal functional network. This is a prospective study that revealed the weak correlation between the MRI radiomic features and the intrahippocampal FC in AD patients.

Keywords: Alzheimer’s disease, resting-state functional magnetic resonance imaging, functional connectivity, hippocampus, radiomics


INTRODUCTION

Alzheimer’s disease (AD) is a neurodegenerative disease with main symptoms of chronic primary memory loss and cognitive impairment. AD has become a public health problem due to its hidden onset, high incidence, and lack of effective drug treatment. The exact cause of AD is still unclear. It is believed some may be related to heredity, neurotransmitter changes, virus infection, immune dysfunction, and free radical damage. Nowadays, the clinical diagnosis of AD is based on cognitive measures and one or more biomarkers including structural MRI, PET, and cerebrospinal fluid analysis of amyloid β or tau proteins (Bruno et al., 2007). Researchers are investigating non-invasive neuroimaging biomarkers for the early diagnosis of AD (Claudia et al., 2010; Yong et al., 2014).

Cell degeneration in the hippocampus plays an important role in the onset of AD. It proved to be the cause of AD that amyloid-β plaques and Tau proteins are selectively deposited in the special cortex of the hippocampus in AD patients (Ball, 1997; Guzman et al., 2013). These special cortexes are the main pathways that connect the hippocampus to the other cortexes of the brain. A large number of magnetic resonance imaging (MRI) studies have revealed atrophy and some other changes in microstructure in the hippocampus in AD dementia (De et al., 2015;Mak et al., 2017).

MRI is an important technique for radiomics. MR images can acquire numerous sequences and do not receive a radiation dose. MRI shows both the structural change and the functional dynamic change. Several MRI techniques have been applied in AD research, including voxel-based morphometry (Whitwell et al., 2007), diffusion tensor imaging (DTI) (Denise et al., 2004), resting-state functional MRI (rs-fMRI; Wang et al., 2011), as well as radiomics analysis (Qi et al., 2018). Radiomics is a new frontier subject based on quantitative imaging, feature calculation, feature selection, and model construction. It uses a large number of automated feature extraction algorithms to transform the original image data into first-order or higher-order data, and then analyzes the deep relationship between the data to further improve the accuracy of clinical diagnosis and prognostic value. Radiomics has strong power for radiotherapy, chemotherapy, and immunotherapy evaluation (Horvat et al., 2018; Sun et al., 2018; Wang et al., 2018), cancer patients survival prediction (Kickingereder et al., 2016), molecular subtyping of tumor (Lu et al., 2018), and cancer recurrence prediction (Li H. et al., 2017). Nowadays, radiomics is also applied to non-tumor diseases, such as attention deficit hyperactivity disorder (Port, 2018) and autism spectrum disorder (Chaddad et al., 2017a). In this context, we select the high-resolution T1-weighted MR images for hippocampal microstructural radiomics analysis.

TABLE 1. Demographics and cognitive characteristics of the participants.
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Rs-fMRI is a functional MRI technique that based on blood oxygen level dependent (BOLD), and has emerged as one of the most important techniques for analysis of human brain function. Functional connectivity (FC) is the indirect reflection of synaptic connections. Rs-fMRI FC analysis is increasingly used to detect brain network changes in AD. There are two main methods used in rs-fMRI FC analysis. One is the “seed-based” approach, and the other is independent component analysis (ICA). In seed-based analysis, first, you need to set up a region of interest (ROI), then select BOLD signal fluctuations from the ROI, and associate them with BOLD signal fluctuations for all other voxels in the brain (Sheline and Raichle, 2013). The default mode network (DMN) is most commonly shown to be active when a person is not focused on the outside world and the brain is at wakeful rest, such as during daydreaming and mind-wandering. It is highly correlated with cognitive function (Menon, 2011). FC altered in DMN becomes a potential non-invasive biomarker in diagnosis of AD and amnestic mild cognitive impairment (aMCI) (Damoiseaux et al., 2012; Toussaint et al., 2014; Yu et al., 2016; Alderson et al., 2017). Functional activity in the hippocampus is the hot topic of AD research. One study found decreased synchrony of low-frequency fluctuations within the hippocampus in AD patients (Shi-Jiang et al., 2002). An ICA study of fMRI showed that the hippocampal activity diminished in AD (Wu et al., 2011). Intrinsic connectivity altered in hippocampal functional networks has been observed in aMCI patients (De et al., 2017). However, most of the rs-fMRI studies were focused on the DMN and some local brain regions; little is known regarding the hippocampus functional network.

TABLE 2. Regions showing altered FC for AD patients and NC subjects with the left hippocampus as seed.
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Many studies investigated the altered structure or function in the hippocampus in AD patients. Nevertheless, little is known regarding the relationship between hippocampal microstructure and FC in AD. The hypothesis of the present study is that the local structural change in hippocampus is correlated to the functional changes of the brain in AD patients. The aim of the study was to investigate the correlation between hippocampal MRI radiomic features and intrahippocampal FC in AD, and to explore non-invasive imaging biomarkers for early diagnosis of AD.



MATERIALS AND METHODS

Study Cohort

There were 82 AD patients and 50 normal controls (NCs) recruited initially. AD patients were enrolled prospectively in the study at the Zhejiang Provincial People’s Hospital from September 2016 to June 2018. The NCs were volunteers collected from the health promotion center of the hospital. All subjects were right-handed and provided written informed consent. This study was approved by the Ethics Committee of Zhejiang Provincial People’s Hospital (No. 2012KY002) and had been carried out in accordance with the Declaration of Helsinki.

TABLE 3. Regions showing altered FC for AD patients and NC subjects with the right hippocampus as seed.
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All subjects underwent medical history collection, laboratory examination, neuropsychological test, physical examination, and conventional brain MRI scans. The neuropsychological tests included the Mini-Mental State Examination (MMSE) and Montreal Cognitive Scale (MoCA). AD patients were diagnosed in terms of the revised NINCDS-ADRDA (National Institute of Neurological and Communicative Disorders and Stroke and the Alzheimer’s Disease and Related Disorders Association) criteria (Amp, 2011) with MMSE score ≤ 24 and MoCA score ≤ 26. The inclusion criteria for NC subjects were as follows: (1) no neurological deficits, such as hearing or vision loss; (2) no neurological or mental diseases, such as stroke, epilepsy, or depression; (3) no evidence of infarction, hemorrhage, or tumor on routine MRI; and (4) MMSE score ≥ 28. For both AD and NC groups, the exclusion criteria were (1) stroke; (2) brain trauma; (3) brain tumors, Parkinson’s disease, epilepsy, and other neurological diseases that cause memory disorders; (4) serious anemia, hypertension, diabetes, and other systemic diseases; (5) history of mental illness; and (6) signal abnormalities in the medial temporal lobe caused by infectious or vascular factors on MRI FLAIR or T2 images (Dubois et al., 2007). There were 73 AD patients and 45 NC subjects who completed all the required MR sequences successfully.

MRI Acquisition

Each subject underwent both structural and fMRI examinations on a 3.0-T MR scanner (Discovery MR750; GE Healthcare, Waukesha, WI, United States). The structural MRIs were acquired using a high-resolution three-dimensional T1-weighted magnetization-prepared rapid gradient echo (MPRAGE) sagittal sequence with scanning parameters of repetition time (TR) = 6.7 ms, echo time (TE) = 2.9 ms, inversion time (TI) = 450 ms, slice thickness/gap = 1/0 mm, FOV = 256 × 256 mm2, flip angle = 12°, matrix = 256 × 256; there were 192 sagittal slices collected from each subject. The rs-fMRI images were acquired using an echo-planar imaging (EPI) sequence with scanning parameters of TR = 2,000 ms, TE = 30 ms, slice thickness/gap = 3.2/0 mm, FOV = 220 × 220 mm2, and flip angle = 90°. Each rs-fMRI sequence contained 210 time points and each time point contained 44 slices. During rs-fMRI, all subjects were instructed to keep still and keep their eyes closed, but to not fall asleep.

Preprocessing of Resting-State Functional MRI

The image analysis of rs-fMRI after acquisition consists of preprocessing and FC analysis. The preprocessing was performed using the Data Processing Assistant for rs-fMRI (DPARSF1). The preprocessing steps were as follows:

(1) removing the first 10 time points (considering the time when the magnetic field of the machine was stable and the time when the subject adapted to the environment);

(2) slice timing correction and head motion correction;

(3) normalization to the Montreal Neurological Institute (MNI) space and resampling (with voxels of 3 × 3 × 3 mm);

(4) spatial smoothing using a 4-mm isotropic Gaussian kernel; removing the linear trend; bandpass filtering (0.01–0.08 Hz); and

(5) regression of covariates, including the six head motion parameters, the white matter, and cerebrospinal fluid signal.

Segmentation of Hippocampus

The 3D T1-weighted MPRAGE images were used in the hippocampus segmentation using an efficient learning-based deformable model (Wu et al., 2017). A joint classification and regression model was established to predict the location of the hippocampus. In the training stage, the extracted features were used to train the structured random forest classifier, and in the testing stage, the extracted features were input into the classifier in order to predict the segmentation of each hippocampus, and the prediction segmentation is iteratively improved through the training model. Finally, the hippocampal shape model gradually deformed to the target image to adapt the target hippocampus. We used this method to segment the right and left hippocampus, respectively. The segmentation results had been checked by a senior neuroradiologist, and the data with poor segmentation quality were resegmented.

Resting-State Functional Connectivity Analysis

The FC analysis of the bilateral hippocampus network was performed using REST plus V1.22. We took the averaged time courses of all voxels in ROI (above segmented left and right hippocampus as defined) as the reference sequence. And Pearson’s correlation was conducted between the BOLD time course within the ROI and each voxel in the brain. Then, ROI-wise whole-brain FC maps were obtained. Fisher’s r-to-z transformation was used to convert FC maps into normalized zFC maps for subsequent statistical analyses. One-sample t-test was conducted in the AD and NC groups to make a mask using Gaussian random field (GFR) correction. Two-sample t-test was then performed using the above mask between the AD and NC groups. Then, GFR correction was performed (voxel-level P < 0.05, cluster-level P < 0.05, two-tailed). Finally, the brain areas of significant differences were obtained. Furthermore, in order to quantify the FC values of the bilateral hippocampus in the brain network for next correlation analysis, the mean Z-value within the bilateral hippocampus was calculated using the above segmented left and right hippocampus images as ROI definition. The mean Z-value represents the average FC value within the hippocampus. These steps were performed in the left and right hippocampus data, respectively.

MRI Radiomic Analysis

Artificial Intelligence Kit (A.K) is a commercially available software developed by GE Healthcare Institute of Precision Medicine. It performs data loading, segmentation, feature calculation, feature selection, and model establishment of radiomics.

First, we loaded the original 3D T1-weighted images and ROI images into the A.K. software. Then, image features were calculated including Formfactor, Histogram, Haralick, gray level co-occurrence matrix (GLCM), and gray level run-length matrix (RLM). Formfactor features use mathematical methods to characterize the shape of the lesion, and describe the shape and compactness of the lesion. Histogram features calculate the gray intensity information of the lesion and describe the overall distribution of gray level information. GLCM obtains the co-occurrence matrix by counting the probability of the occurrence of pixel pairs in different directions and displacement vectors. It describes the complexity of the lesion, the level variation, and the degree of texture thickness (Seongjin et al., 2011). Haralick also based on the co-occurrence matrix to extract the corresponding features, but it has directional invariance. RLM obtains the length matrix by calculating the probability of the pixels appearing repeatedly in succession with different directions and displacement vectors. It also describes the complexity of the lesion, the level variation and the degree of texture thickness (Galloway, 1975). We chose “1, 4, and 7” for displacement vectors.

After feature calculation, we added labels “0” and “1” for each subject data representing NC and AD. The preprocessing for feature selection included replaced the abnormal value with the mean; set the training set proportion and testing set proportion to 0.7 and 0.3, respectively, and eliminate the unit restriction for each feature column through normalization. The feature selection steps were as follows. Step 1: T-test and rank sum test were used to identify the features with significant differences between the two groups (P < 0.05). Step 2: The correlation analysis was used to reduce the dimension. The filter threshold was set to 0.9, and the Spearman rank correlation coefficient was selected. Correlation analysis was performed between any two feature columns; one of the two highly correlated features was removed when the correlation coefficient was greater than 0.9. Step 3: The least absolute shrinkage and selection operator (LASSO) regression model was applied to reduce the dimension using 10-fold cross-validation. This method is applicable to the regression analysis of high-dimensional data. We performed feature selection on the left and right hippocampus data, respectively.

Statistical Analysis

Demographic, neuropsychological comparison, RS FC comparison of the two groups, and correlation analysis between the bilateral hippocampus radiomic features and FC were performed using SPSS version 22.0. All statistical methods about radiomic analysis were performed using the A.K. software.



RESULTS

Comparison of Demographic and Neuropsychological Performance

Among the remaining 73 AD patients and 45 NC subjects, 67 AD patients and 44 NC subjects were finally collected for analysis, who had head motion <3.0 mm translation and 3.0° rotation in any direction during preprocessing of rs-fMRI. Table 1 showed the statistical analysis results of demographics and neuropsychological performance. There was no significant difference between AD and NC subjects in demographics (P > 0.05). However, there were statistically significant differences in MMSE performance between the two groups (P < 0.05).

Functional Connectivity Analysis

After two-sample t-tests, RS FC had no significant difference between AD and NC within the left hippocampal mask (t = 0.34, P > 0.05) and the right hippocampal mask (t = −1.01, P > 0.05). In addition, we observed that FC in some brain regions was disrupted in the left hippocampal functional network in the AD patient group; these regions are right gyrus rectus, right anterior cingulate and paracingulate gyri, right orbital part of middle frontal gyrus, right caudate nucleus, left and right precuneus, left median cingulate and paracingulate gyri, left and right angular gyrus, left and right middle occipital gyrus, and inferior parietal but supramarginal and angular gyri (Figure 1 and Table 2). We also observed some brain regions with decreased FC in the right hippocampal functional network, including left and right anterior cingulate and paracingulate gyri, right median cingulate and paracingulate gyri, right dorsolateral superior frontal gyrus, right precentral gyrus, and right middle frontal gyrus (Figure 2 and Table 3).
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FIGURE 1. The left hippocampus seed-based functional connectivity (FC) maps in the Alzheimer’s disease (AD) patients compared with normal control (NC) subjects.
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FIGURE 2. The right hippocampus seed-based FC maps in the AD patients compared with NC subjects.



TABLE 4. Correlation between the left hippocampal radiomic features and functional connectivity values.
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TABLE 5. Correlation between the right hippocampal radiomic features and functional connectivity values.
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Radiomic Analysis

There were 385 features extracted in the bilateral hippocampus after feature calculation. For left and right hippocampus, after T-test and rank sum test, the remaining feature numbers were 196 and 215. After correlation analysis, the remaining feature numbers were reduced to 70 and 81 (Figures 3A,B). Finally, using the LASSO regression model, five and four features were selected (Figures 4A–C, 5A–C).
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FIGURE 3. Correlation analysis graph of the left hippocampus (A). Correlation analysis graph of the right hippocampus (B). Each grid represents the feature that enters the correlation analysis after the first step of dimensionality reduction.
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FIGURE 4. Least absolute shrinkage and selection operator (LASSO) dimensionality reduction of the left hippocampus. Error–lambda graph (A); coefficients–lambda graph (B). We chose λ according to the lowest error rate. Importance of the selected features (C).



Correlations Between Radiomic Features and Functional Connectivity

Pearson’s correlation analysis suggested that there were three radiomic features (RunLengthNonuniformity_angle45_offset1, Correlation_angle135_offset1, GreyLevelNonuniformity_AllDirection_offset1) associated with FC values in the left hippocampus (P < 0.05); the correlation coefficient values were −0.261, −0.260, and −0.282, respectively (Figure 6 and Table 4). However, there were no significant correlations between selected radiomic features and FC values in the right hippocampus (Table 5).
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FIGURE 5. LASSO dimensionality reduction of the right hippocampus. Error–lambda graph (A); coefficients–lambda graph (B). We chose λ according to the lowest error rate. Importance of the selected features (C).
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FIGURE 6. Pearson correlation analysis between some radiomic features and FC of the left hippocampus (p < 0.05). Pearson’s correlation analysis between “RunLengthNonuniformity_angle45_offset1” and FC value (A); Pearson’s correlation analysis between “Correlation_angle135_offset1” and FC value (B); Pearson’s correlation analysis between “GreyLevelNonuniformity_AllDirection_offset1” and FC value (C).





DISCUSSION

Our study indicated that the AD group showed abnormalities in the left and right hippocampal functional network compared with the NC group. Meanwhile, the present study selected the closely related radiomic features of the bilateral hippocampus. Pearson correlation analysis suggested weak relationship between some radiomic features and FC values in the left hippocampus. It’s a prospective paper to study the correlation between the hippocampal radiomic features and fMRI characteristics in AD.

In addition to hippocampal structural studies, some rs-fMRI studies suggest that hippocampal functional characteristics changed in the AD or aMCI stage. For example, Sorg et al. (2007) found that only selected brain areas such as the hippocampus showed reduced activities in MCI patients. Some AD and MCI studies indicated the destruction of functional connections between the hippocampus and the PCC, medial prefrontal cortex, inferior parietal lobule, and other brain areas (Wang et al., 2006a; Dennis and Thompson, 2014; Krajcovicova et al., 2014). One study showed alterations of three hippocampal subfield functional networks in aMCI patients (De et al., 2017). Our results have demonstrated diminished FC in the right gyrus rectus, right anterior cingulate and paracingulate gyri, bilateral precuneus, bilateral angular gyrus, and bilateral middle occipital gyrus of the left hippocampus functional networks. We also observed some brain regions of decreased FC in the right hippocampal functional network, including bilateral anterior cingulate and paracingulate gyri, right dorsolateral superior frontal gyrus, and right precentral gyrus. Some of these brain regions are major components of the DMN. Most seed-based and ICA studies have shown that functional connections of DMN and other brain networks are reduced in AD or MCI (Greicius et al., 2004; Christian et al., 2007). We observed no increase or decrease of FC in PCC; maybe there are both disruption and compensation effects in the AD stage. However, many studies have reported areas of aberrant increased connectivity in AD (Damoiseaux et al., 2012; Simona et al., 2015; Li M. et al., 2017). An ICA study by Damoiseaux et al. (2012) showed that the FC of posterior DMN began to decrease in the early stage of AD patients, while the connection increased within the anterior and ventral DMN. As the disease progressed, all Internet connections decreased. We observed most of the regions of decreased FC in the bilateral hippocampal functional networks, probably because patients with severe AD were in the majority of our AD subjects. Moreover, the disruption patterns of the left and right hippocampal networks are different in AD and aMCI patients (Wang et al., 2006b; Xie et al., 2013). Our result was consistent with these recent discoveries.

Radiomics analysis has been applied to some neuropsychiatric diseases. A radiomics study about autism spectrum disorder found significant differences in the texture features in the right hippocampus, corpus callosum, cerebellar white matter, and left choroid plexus between patients and controls (Chaddad et al., 2017b). Some texture analysis studies have found that there are texture differences in hippocampus, corpus callosum, and thalamus between AD patients and NCs (Li et al., 2010; Oliveira et al., 2011). The nine radiomic features selected in this study reflect the differences in image gray value distribution, texture characteristics, spatial heterogeneity, and other microstructural information in AD patients. Among the five selected features of the left hippocampus, “RunLengthNonuniformity_angle45_ offset1,” “LowGreyLevelRunEmphasis_AllDirection_offset1,” “LowGreyLevel RunEmphasis_AllDirection_offset7_SD,” and “GreyLevelNonuniformity_AllDirection_offset1” are RLM parameters. The higher the value of “RunLengthNonuniformity” or “GreyLevelNonuniformity” is, the more heterogeneous the lesion is. “LowGreyLevelRunEmphasis” describes the overall brightness of the lesion; the higher the value, the darker the lesion. “Correlation_angle135_offset1” is one of the GLCM parameters. “Correlation” describes the similarity of the gray levels in adjacent pixels and displays the correlation between a pixel and its neighbors across the image. Among the four selected features of the right hippocampus, “ShortRunEmphasis_angle90_offset7” and “GreyLevelNonuniformity_AllDirection_offset1” are RLM parameters. “ShortRunEmphasis” describes the degree of difference in gray value between adjacent pixels of the lesion; the higher the value is, the more complex and heterogeneous the lesion is. “GLCMEntropy_AllDirection_offset1_SD” is a GLCM parameter. “Entropy” describes the complexity of the co-occurrence matrix; the larger the value is, the more complex the co-occurrence matrix will be. “SurfaceVolumeRatio” is a Formfactor parameter; it describes the three-dimensional size and shape of the hippocampus. If the edge irregularity of three-dimensional lesions is large, the ratio is also large, indicating greater heterogeneity. These features extracted from the hippocampus structure reflect high-order imaging patterns and heterogeneity characteristics of microstructure in hippocampus in AD patients.

Although there was no significant difference in hippocampal FC between the two groups, there were significant differences in hippocampal radiomic features. In addition, our study showed weak and negative correlation between the intrahippocampal FC and the radiomic features. It suggests that the changes of hippocampal microstructure appeared before the changes of hippocampal function in AD patients. MR volumetry and DTI studies indicated the decreased volumes and increased mean diffusivity of the hippocampus in AD patients (Palesi et al., 2011; Brueggen et al., 2015). Structural MRI studies have shown that microstructural abnormalities of the hippocampus can be the neuroimaging biomarkers of early cognitive impairment. In future studies, we will pay more attention to the study of hippocampal microstructure to provide imaging basis for the early diagnosis of AD. The occurrence and development of AD is a complex process, and we can obtain more structural and functional information by using a variety of MRI techniques in future studies.

However, there were several limitations in our study. Firstly, a complete 1:1 match in age and sex ratio had not been achieved. Secondly, although patients with MCI were excluded, the severity of the disease in AD patients was not distinguished in the study, and these subjects were not followed up. Mild, moderate, and severe AD patients were all included in the AD group. Lastly, we did not correct the between-group comparison of RS FC adjusting for hippocampal volume. It may influence the results to a certain degree.

In summary, this study observed that there are decreased activity in hippocampus functional network in AD patients. It also indicates that the closely related hippocampal radiomic features can be neuroimaging biomarkers for the diagnosis of AD. Moreover, we explored the correlations between the MRI radiomic features and intrahippocampal FC in AD patients. It provides a very important reference for further understanding the pathogenesis of AD.
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Learning a new language requires the use of extensive neural networks and can represent a powerful tool to reorganize brain neuroplasticity. In this study, we analyze how a 4 months long second language learning program (16, 2 h sessions) can lead to functional changes in the brain of healthy elderly individuals. A large number of studies point out a decline of brain-skills with age; here it is analyzed how cognition together with functional brain organization can be improved later in life. Twenty-six older adults (59–79 years old) were enrolled in the present study. A complete neuropsychological examination was administered before and after the intervention to measure global cognition levels, short- and long-term memory, attention, language access and executive functions. At the end of the program, in the intervention group, the results showed a significant improvement in global cognition together with an increased functional connectivity in the right inferior frontal gyrus (rIFG), right superior frontal gyrus (rSFG) and left superior parietal lobule (lSPL). These findings can be added to the current neurobiological breakthroughs of reshaping brain networks with a short language learning practice in healthy elderly subjects. Therefore, learning a foreign-language may represent a potentially helpful cognitive intervention for promoting healthy aging.
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INTRODUCTION

Economic and social implications of pathological aging are dramatically growing (Winblad et al., 2016). Aging is the major risk factor for neurodegenerative diseases and dementia (Niccoli and Partridge, 2012; Alzheimer’s Disease International, 2018). In our society, healthy aging is an objective to be achieved in order to prevent dementia in epidemic proportions. Simple and affordable solutions should be investigated for reducing risks linked to aging, both for the well-being of the individual and caregivers (Lwi et al., 2017). In the course of lifetime, lifestyle factors, such as education, hypertension, diet and depression represent modifiable variables which dramatically impact the risk of pathological aging (Granzotto and Zatta, 2011, 2014; Isopi et al., 2015; Martin Prince et al., 2015; Davies, 2017; Frankish and Horton, 2017; Frisoni et al., 2017; Prince, 2017). It has been shown that older adults can benefit from cognitive and physical interventions (Greenwood and Parasuraman, 2003; Coffman et al., 2014; Ferrucci and Priori, 2014; Luber and Lisanby, 2014; Strenziok et al., 2014). Cognitive and aerobic trainings emerged as potent modulators of cognitive decline (Kivipelto et al., 2013; Ngandu et al., 2015; Firth et al., 2018). Clinical aspects can be supervised and treated with lifestyle factors such as physical exercise or cognitive stimulation. Social stimulation and nutritional components, together with the learning of new cognitive tasks, even late in life, can make the person more autonomous in daily routines and less dependent on caregivers (Granzotto and Zatta, 2011, 2014; Hughes et al., 2012; Isopi et al., 2015; Tan et al., 2016).

Dementia has a multifactorial etiology (Iqbal and Grundke-Iqbal, 2010; Alkadhi and Eriksen, 2011). Recent studies showed how cognitive and brain reserve can prevent detrimental brain aging. Cognitive activities in lifetime boost brain resilience against aging and neurodegenerative disease, this process is known as cognitive reserve (CR) (Schweizer et al., 2012).

In addition, evidence indicates that early bilingualism has defensive effects on our aging brain (Iqbal and Grundke-Iqbal, 2010; Alkadhi and Eriksen, 2011; Boissy et al., 2011; Hughes et al., 2012; Schweizer et al., 2012; Abutalebi and Weekes, 2014; Isopi et al., 2015; Perani and Abutalebi, 2015; Bialystok et al., 2016; Perani et al., 2017). However, it is still debated whether language learning in older monolingual individuals can bring neuroplastic changes on the brain, since life-long bilingual older adults show increased functional connectivity compared to monolingual individuals (Grundy et al., 2017), the investigation focused on the reorganization of distributed brain networks after learning a second language. Few studies have examined differences in language experiences in older adults, especially of a language learning experience later in life (Grady et al., 2015).

Recent works of Grundy et al. (2017), Anderson et al. (2018), DeLuca et al., 2019, and Rosselli et al. (2019) analyzed brain and cognitive modifications effects of bilingualism in young and old adults.

Learning a foreign language could improve cognitive plasticity as this learning task requires the recruitment of extensive neural networks and stimulates different cognitive abilities such as working memory, inductive reasoning, sound discrimination, speech segmentation, task switching, rule learning, and semantic memory (Ware et al., 2017).

Therefore, tests showed that learning a second language during adulthood may exert neuroprotective effects, promote strengthening of brain networks, and improve cognitive reserve (Stern, 2001). Since pharmacological tools with a long-term efficacy to prevent or delay dementia are still missing (Extance, 2010; Collis and Waterfield, 2015; Selkoe and Hardy, 2016), simple and affordable non-pharmacological solutions should be improved in order to train our brain before neurodegenerative condition.

Many studies have investigated the neuroprotective effects of bilingualism in different settings (Gold et al., 2013; Green and Abutalebi, 2013; Gold, 2015; Houtzager et al., 2017), however, it is still largely unknown whether a late intervention is, similarly, effective in monolingual elderly healthy individuals. In addition, functional and structural changes occurring in the brain and underpinning the protective effect of bilingualism have been only partially investigated.

To fill the gap on the effects of late second language learning on brain connectivity, tests concerned the effect of a 4 months intervention focused on learning a second language.

The stimulation of language skills can indirectly stimulate different cognitive abilities (Kowoll et al., 2016; Schroeder and Marian, 2017) and indirectly, eventually counteract detrimental brain aging boosting cognitive abilities. A controlled intervention study, in which 14 healthy Italian-speaking adults were subjected to a 4 months English course, was performed. The objectives of the study were the effects on cognitive status, which were assessed with a comprehensive neuropsychological battery and brain functional connectivity, which was measured by resting-state functional magnetic resonance imaging (rs-fMRI). Subjects underwent rs-fMRI and neuropsychological assessment before and after the language course; the results were compared with those of a control group of monolingual Italian-speaking elderly subjects who did not change their daily habits during the period of the study.



MATERIALS AND METHODS

Study Description

The Ethic Committee of University “G. d’Annunzio” of Chieti approved all procedures and all experiments were performed in accordance with the relevant guidelines and regulations. Thirty participants were recruited from the local community and randomly assigned to one of two groups (1:1) after giving informed written consent. One group was involved in a second language learning course training program, in this case an English course for beginners, which lasted 16 weeks with 120 min of training per week. In the current intervention, each training week consisted of a 1 h and a half classroom session, interspersed with 15 min break and half an hour of homework exercises. The intervention consisted of group lessons with a native teacher. Throughout the intervention, the participants worked on improving their English skills. They acquired basic vocabulary and grammar skills, so they could start communicating in English in everyday social situations. They also learned about British and American English traditions, customs and culture. Participants further developed their speaking and writing skills. They worked on team projects, which provided ample opportunities to practice oral and written communication in English. Participants focused on developing their grammar and vocabulary in areas such as: traveling, shopping and family. All participants were assessed qualitatively by the native teacher at the beginning and at the end of the course.

The control group also completed pre- and post-tests but did not engage in training. In addition, all participants completed a neuropsychological battery prior to and following the training period. Control participants received each month a telephone call to make sure they did not change their lifestyle over the 4 months of the study. According to prior cognitive training research, the battery of tasks measured multiple cognitive abilities, including measures of executive functions, working memory, episodic memory and fluid intelligence. In addition to neuropsychological examination, participants underwent an rs-fMRI acquisition pre- and post-training; the same procedure was applied for the control group.

Participants

Among the enrolled 30 participants, 26 finished the study (12 in the control group and 14 in the intervention group). Two did not accept to be re-tested at the post-training condition phase, one did not attend enough lessons and another one did not meet inclusion criteria for a re-test. The enrolled participants were right-handed subjects of both genders, aged between 59 and 79 years old. Exclusion criteria were a suspected of cognitive decline after the neuropsychological assessment as well as disorders affecting safe engagement in the intervention (i.e., depression, symptomatic cardiovascular disease, severe self-reported loss of vision, hearing, or communicative ability and coincident participation in another intervention trial, together with any contraindication to MRI scanning, including metal implants and claustrophobia). Smokers and drug abuse subjects were excluded. Participants were asked to refrain from caffeine and alcohol for 24 h prior to the fMRI experimental session to control for external confounders. We randomly assigned participants into the two groups (1:1). Mastery of English proficiency was determined by the teacher during the first meeting through informal conversation and questions concerning the participants’ previous experience with English. All participants were identified as beginner. It is common that Italian elderly people did not have English language lessons during their education. Table 1 describes participant characteristics.

TABLE 1. Participants demographics.
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Conditions

Participants in the intervention group (12 female, 2 male; average age = 69.5) underwent a learning program located in the Abruzzo region. Classes were held by a native English teacher. Participants in the control group (7 female, 5 male; average age = 65.66) did not change their daily routine during the 4 months. Subjects were called monthly; an informal interview was used to ask for changes in lifestyle. All participants completed the same pre- and post-cognitive evaluation as well as the rs-fMRI acquisition (for study design see Figure 1).
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FIGURE 1. Study design. The pictogram illustrates the study design paradigm.



Behavioral Assessment

A comprehensive neuropsychological assessment to investigate different cognitive abilities was performed at baseline and after the 4 months intervention. All subjects included in the study, of both control and intervention groups, completed the tests for cognitive domains scores. The battery included measures of: global cognition with a Mini Mental State Examination (MMSE) test (Measso et al., 1993); attention, in the present case sustained spatial attention evaluated by Trial Making Test (TMT) A; divided spatial attention evaluated by with TMT B; cognitive flexibility TMT AB (Giovagnoli et al., 1996); phonological lexicon access with a Verbal Fluency Test (FAS), which is also a measure of the executive functioning domain (Novelli et al., 1986; Bianchi and Dai Prà, 2008); short and long term episodic memory with Babcock Memory test (Carlesimo et al., 1996) and executive functions with the Frontal Assessment Battery (FAB) test (Lezak and Lezak, 2004; Appollonio et al., 2005). This procedure was repeated at the post-test phase and these scores were analyzed using Statistical 8 and Statistical Package for Social Sciences (SPSS, Inc, Chicago), version 15.0.T.

Behavioral Analysis

Arithmetic mean and standard deviation, as well as median, percentage and range were used to report the general characteristics of the study population and controlled between group using t-test or Chi-square statistic (Table 1). To compare the intervention group and the control group at enrollment, general linear model statistical test was performed. The analyzed outcomes were the pre- and post-differences in performance. To indicate statistical difference, two-tailed P-value of less than 0.05 was considered. The baseline cognition was included as a covariate. The significance threshold was further adjusted for multiple comparisons using Bonferroni’s correction. This data analysis was carried out using the software Statistica 8.

Imaging Procedure

Images were acquired with a Philips Achieva 3 Tesla scanner (Philips Medical Systems, Best, Netherlands) using a whole-body radiofrequency coil for signal excitation and an 8-channel phased-array head coil for signal reception. A high-resolution structural volume was first acquired using a 3D fast field echo T1-weighted sequence (sagittal, matrix 240 × 240, FOV = 256 mm, slice thickness = 1 mm, no gap, in-plane voxel size = 1 × 1 mm, flip angle = 8°, TR = 8.2 ms and TE = 4 ms). Afterward, the data from Blood Oxygen Level Dependent (BOLD) fMRI were obtained using a gradient-echo T2∗-weighted echo-planar (EPI) sequence with the following parameters: matrix 64 × 64, voxel size 3.6 mm × 3.6 mm × 5 mm, SENSE 1.8, TE = 30 ms, TR = 1.1 s. Three runs were acquired, with 300 volumes per run. During fMRI, cardiac (ppu) and respiratory (belt) data were also acquired. Physiological signals were recorded using a pulse oximeter placed on a finger of the left hand and a pneumatic belt strapped around the upper abdomen. Cardiac and respiratory data were both sampled at 100 Hz and stored by the scanner software in a file for each run.

fMRI Data Pre-processing

AFNI Software was used to perform the analysis of fMRI data1. To allow T1 balancing equilibration of the MR signals, the first five volumes of each functional run were discarded. First, despiking (AFNI’s “3d Despike”) was performed to remove transient signal spikes from the EPI time series, followed by RETROICOR (Glover et al., 2000) to remove signal fluctuations related to cardiac and respiratory cycles and slice scan time correction. Motion correction was performed using rigid body registration of EPI images to the sixth volume of the first run. To remove further physiological and hardware related confounds, ANATICOR (Jo et al., 2010) was employed for additional pre-processing. A global nuisance regressor was obtained extracting the EPI average time course within the ventricle mask and local nuisance regressors were obtained calculating for each gray matter voxel the average signal time course for all white matter voxels within a 3 cm radius (Jo et al., 2010). AFNI’s @ANATICOR was used to remove nuisance regressors and the six regressors derived from motion parameters from the EPI timeseries of each run. Structural scans segmentation done by FreeSurfer2 permitted to obtain individual masks of large ventricles and white matter. Then we performed a co-registration to EPI using an affine transformation.

Finally, preprocessed functional scans were normalized to the MNI space, spatial smoothing (6 mm FWHM), and band-pass filtering (0.01–0.1 Hz) were performed. The framewise displacement (FD) and the root average square value of the differentiated BOLD timeseries were calculated (DVARS) within a whole brain spatial mask. Quality control measures to inspect between-groups differences of motion effects, which could potentially not be calculated, were added in the special registration and regression of motion parameters accounted by spatial registration and regression of motion parameters (Power et al., 2012, 2014).

Functional Connectivity Analysis

First of all, seed-based resting state connectivity maps were created for individual subjects calculating the Pearson correlation coefficient (r-value) between the Posterior Cingulate Cortex (PCC) of the Default Mode Network (DMN) time series and the time series at each voxel. The PCC time series was derived by averaging the time courses of voxels inside a sphere with a 6 mm radius (Table 2). Individual correlation maps were converted using the z-Fisher transformation (z = atanh (r), where r is the correlation coefficient) to approach a normal distribution before calculating the random effect group analysis.

TABLE 2. Principal brain networks investigated in MNI coordinates.
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A one-sample t-test was performed on the z-Fisher maps to obtain group statistical functional connectivity maps, separately for the control and the intervention groups. These group statistical maps were thresholded at p < 0.05 corrected for multiple comparisons using False Discovery Rate (FDR) and were utilized to visually inspect the level of connectivity for the two groups. Then, to quantify statistically significant differences across groups and time, a number of spherical nodes (6 mm of radius) for each region, which is known to have a correlation, were defined using independent coordinates from the literature (see Table 2). The examined nodes have been chosen to be correlated, that is they increase their activity simultaneously, or anti-correlated, i.e., they decrease their activity with the PCC (Esposito et al., 2018).

This procedure was utilized in order to avoid circularity problems in the analysis (Kriegeskorte et al., 2009). Individual connectivity values were extracted from these regions of interest (ROI) and compared across groups and conditions using a repeated measure analysis based on multivariate modeling (MVM) approach as implemented in R Software (Chen et al., 2014). A multivariate, seed-based approach was employed to assess functional connectivity in brain networks simultaneously by including a seed for the DMN (the posterior cingulate cortex, or PCC). This seed-approach is useful for distinguishing network activity between groups of participants, and for distinguishing connectivity patterns that differ across brain regions (Campbell et al., 2013). Although there are conflicting opinions (Mineroff et al., 2018; DeLuca et al., 2019), multifaceted cognitive abilities (and language is one of those) depend on multiple mental processes that engage different large-scale functional networks including parietal, frontal and temporal cortical regions of the brain. In particular, executive processes involved in second language learning (including cognitive control, semantic processing, and working memory) are supported by DMN, executive control network (ECN) and language network (Varela et al., 2001; Woolgar et al., 2017). Since the DMN has been shown to be involved in age related changes, which are reflected in both within and between network connectivity modifications (Wu J.-T. et al., 2011; Esposito et al., 2018), the PCC (which is considered the main hub of the DMN) was chosen as a seed region for our analysis.

In contrast, choosing a seed region of the language network could have limited the investigation of potential plasticity effects due to the present training in regions not strictly linked to linguistic aspects.

Furthermore, semantic/conceptual processing engages regions of both DMN and language network (Chen et al., 2006; Toro et al., 2008; Uddin et al., 2009).

Data were analyzed with a linear mixed effects model in R3, which estimates both parameters using Maximum Likelihood Estimation and effects using specific contrast matrices. The fixed factors were defined as the group (control versus intervention) and time (T0 versus T1), and the subject of either group was entered as a random factor. By considering the nine ROIs, the number of statistical tests which were performed were 18 comparisons. To prevent Type I error, contrasts were both assessed at p < 0.05 corrected for Bonferroni multiple comparisons.

fMRI Data Analysis and Cognition

Pearson’s correlation analysis was performed in each group separately to examine the association between cognition (MMSE corrected score for age and education) and functional variables (connectivity signal variation in regions showing between-group effects). Sex and educational level were also included as a co-variate. Statistical Package for Social Sciences (SPSS, Inc, Chicago), version 15.0.T was used for the purpose. Statistical significance for correlation analysis was set at p < 0.05, corrected for multiple comparisons using Bonferroni correction.



RESULTS

Results of the study indicate that a 4 months second language learning intervention improves global cognitive performances and reorganizes functional connectivity.

Cognitive Performances

Control and intervention subjects were evaluated at the baseline phase (T0) and at the end of the 4 months (T1) period for their neuropsychological abilities. Four subjects were excluded, one did not observe inclusion criteria [had periventricular nodular heterotopia (PNH)], two did not accept to be retested at post-training condition, and one did not attend a sufficient percentage of lessons. We observed slight differences between group in terms of age (Control group Mean: 65.7, SD 3.7; Intervention group: Mean 69.5, SD 5.3; One-Way ANOVA F = 4.42, p = 0.046) and education (Controls: Mean 13.0, SD 3.0; Intervention group Mean 9.6 SD 2.9; One-Way ANOVA F = 8.43, p = 0.0008). A detailed description of statistical analysis results can be seen in Table 1. The normality of the distribution was controlled by Kolmogorov–Smirnov test (Ksd d = 0.11, p > 0.20). Statistically significant differences in MMSE score were found within and between the two groups at both T0 and T1 (p = 0.009). In more details, the two groups significantly differ at T0, with the control group performing better than the intervention group (29.35 versus 27.23, Duncan post hoc p = 0.001); on the contrary, the between group difference disappeared at T1 (28.28 versus 27.81, Duncan post hoc p = 0.42). In fact, only the control group significantly decreased its performances over time (29.35 versus 28.28 Duncan post hoc p = 0.017), whereas the intervention group remained stable (27.23 versus 27.81) (see Table 3 and Figure 2). Since language is a task that involves many cognitive abilities, several cognitive domains were investigated for this purpose, but all these domains were involved in the aging-related cognitive decline. Therefore, the performance in prose memory was then studied using the prose memory test (Babcock story version A) (Horner et al., 2002), a test that investigates short-term and long-term memory. The performance of both groups in their attention skills was evaluated by using TMT (Giovagnoli et al., 1996), a test that analyzes visual attention and task switching. The results of different subsets, A and B (Test-A: sustained attention; Test B: divided attention; and Test B-A: task coordination and set-shifting) were also analyzed.

TABLE 3. MMSE values; Group 0 is referred to Control group while Group 1 is referred to Intervention group.
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FIGURE 2. Second language learning positively affects global cognition performances. Histograms depict results of neuropsychological evaluation in control (A) and intervention (B) groups at the beginning of the study (Pre) and after 4 months (Post). Graphs show results, expressed as means of MMSE and SEM. The trained group shows, after 4 months (T1), a statistically significant improvement compared to control group.



Moreover, Frontal Assessment Battery (FAB) (Dubois et al., 2000; Cyarto et al., 2010) test and Verbal Fluency (FAS) (Tombaugh et al., 1999; Costa et al., 2014) test were performed: they are two tests that are employed to evaluate the functioning of frontal lobes (FAB) as well as attention or lexical production (FAS) (see Table 4).

TABLE 4. Neuropsychological performances.
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Finally, the subject autonomy for daily and instrumental activities (ADL, IADL) (Song et al., 2014) was investigated. No statistically significant differences were found within and between the groups for these tests (see Supplementary Figure 1).

Brain Functional Connectivity

Performing MVM FMRI interaction analysis between baseline (T0) and after 4 months (T1) in both groups (ANCOVA interaction, p = 0.001, FDR corrected), significant connectivity changes in specific areas of language network (LAN) and control executive network (CEN) were found (Figure 3). All FMRI data were controlled for age and education, entering these variables as co-variates. Significant (p < 0.001) longitudinal increases were found in the intervention group in the LAN for the strength of functional connectivity in the right inferior frontal gyrus (rIFG) (MNI 35.5, 27.5, -11.5) and in the right superior frontal gyrus (rSFG) (MNI 14.5, 54.5, 30.5) regions (t-test between T0 and T1, p = 0.001, t = 3.703, Figures 4, 5). Moreover, CEN network revealed a change in the strength of functional connectivity in the trained group in the superior parietal lobule (SPL), (MNI -24.5 -56.5 60.5), (SPL; t-test between T0 and T1 in the training group, p = 0.001; t = 3.703, Figure 6).


[image: image]

FIGURE 3. Second language learning improves neuronal connectivity: effects in the Language Network (LAN) and in the Central Executive Network (CEN). The graphics depict the connectivity values from rIFG (A), rSFG (B), and SPL (C) extrapolated from control and intervention group difference (T1–T0). ∗Indicates p < 0.05 and ∗∗indicates p < 0.01.
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FIGURE 4. rIFG of LAN network connectivity, non-radiological system L = L. Results from the right inferior frontal gyrus (rIFG, MNI 35.5 27.5 -11.5) from multivariate modeling (MVM) approach correlation analysis is displayed. BOLD connectivity showed a greater increase in the rIFG from pre- to post-training (p < 0.05, FDR corrected).
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FIGURE 5. rSFG of LAN network connectivity, non-radiological system L = L. Results from the right superior frontal gyrus (rSFG MNI 14.5 54.5 30.5) from multivariate modeling (MVM) approach correlation analysis is displayed. Connectivity values showed a greater increase in the rSFG from pre- to post-training (p < 0.05, FDR corrected).
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FIGURE 6. SPL of CEN network connectivity, non-radiological system L = L. Results from the superior parietal lobule (SPL MNI -24.5 -56.5 60.5) from multivariate modeling (MVM) approach correlation analysis are displayed. Connectivity values showed a greater increase in the SPL from pre- to post-training (p < 0.05, FDR corrected).



Analysis of the other Resting State Networks (RSNs, Table 2) did not show significant modifications.

Finally, a Pearson Correlation analysis between significant neuropsychological results and fMRI data was performed.

The relationships between longitudinal functional connectivity changes and global cognition changes were assessed by extracting connectivity values from the mean values of the voxels in the cluster showing a group × time interaction effect on connectivity.

For the trained group, a positive significant correlation between the strength of functional connectivity in rSFG and the global cognition abilities (Pearson r = 0.4255, p = 0.03) was found.

Changes in connectivity values correlated positively with changes in MMSE score, and all this supported the hypothesis that all the observed changes in the treated group were driven by the language learning course exposure and not by the 4 months time interval. A detailed description of correlation analysis is shown in Figure 7.
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FIGURE 7. Pearson correlation of global cognition differences between T1 –T0 (ΔMMSE) and connectivity differences values for right superior frontal gyrus (ΔrSFG).



To consider the possible confounding effect of differences in MMSE between groups at baseline phase, the MMSE at T0 was entered as a co-variate in the general linear model analysis. Also in this case, results remained significant in the rIFG [p = 0.02, F(1, 23) = 5.68] and in the rSFG [p = 0.04, F(1, 23) = 4.70] instead SPL showed only a statistical trend [p = 0.08, F(1, 23) = 3.13].

Moreover, to verify if the MMSE differences were linked to connectivity changes, GLM between Δ (T1 minus T0) connectivity values for LAN and CEN clusters and the Δ MMSE was performed.

Results were significant for rSFG [p = 0.012, F(1, 23) = 7.35] and for rIFG [p = 0.013, F(1, 23) = 7.08]; SPL showed, however, a trend [p = 0.08, F(1, 23) = 3.13] Yates corrected Chi-square. (Figure 3)

Only in the intervention group there was a significant change in both functional and behavioral measures after intervention, thus supporting the initial hypothesis that language learning training can improve cognition in healthy elderly subjects.

The present data were also controlled for age and educational level, in this case results were significant for rIFG [p = 0.024, F(1, 21) = 5.89], instead rSFG showed, however, a trend [p = 0.07, F(1, 21) = 3.59] and SPL was not significant for this condition [p = 0.39, F(1, 21) = 0.73].



DISCUSSION

The present study aimed at investigating neuroplastic-related effects of second language learning in terms of cognitive and brain networks functional connectivity changes. For this purpose, two groups of healthy elderly undergoing 4 months of second language learning course were tested. Resting-state fMRI was employed to observe effects on brain functional connectivity and cognition. Short-term longitudinal changes in functional connectivity together with an improvement in global cognition were also observed. Three new findings can be detected through the present study: an increase in global cognition scores in the intervention group (1), a significant short-term increase in functional connectivity in language network and CEN. The present work showed a significant longitudinal increase in the right inferior frontal gyrus and in the rSFG regions. Analysis of the CEN revealed a change in the strength of functional connectivity in the superior parietal lobule (2). Rate of change in global cognition was positively correlated with functional connectivity improvements, suggesting a relationship between behavioral change and functional alterations (3). There are several studies showing an improvement in cognition after physical or cognitive training or combined (Colcombe et al., 2006; Voss et al., 2010; Erickson et al., 2011; Kivipelto et al., 2013; Carlson et al., 2015; Ngandu et al., 2015). As far as one can know, this is the first study demonstrating an impact of short-term second language learning on cognition along with functional connectivity of language and control network in aging. Studies report brain connectivity changes in response to cognitive learning, motor training or both (Pieramico et al., 2012; Antonenko and Flöel, 2014). Nevertheless, as far as the authors’ know, functional neuroplastic effects of a short language learning intervention in healthy elderly individuals, have not been analyzed with functional magnetic resonance (fMRI) methods (Antoniou et al., 2013).

The present results showed increased functional connectivity in the language network, in particular in right inferior frontal gyrus and rSFG, together with the left parietal lobule of the control network. These regions are critical for different processes. The right inferior frontal gyrus, which is involved in inhibition and attentional control, also known as Brodmann Area 44, has been implicated in go/no go tasks (Hampshire et al., 2010), more specifically it runs impulse control through inhibition. This kind of process is needed in the switching between two languages in bilingual people, and it has been shown that it can protect brain in dementia condition (Luk et al., 2011b; Green and Abutalebi, 2013; Costa and Sebastián-Gallés, 2014; Rossi and Diaz, 2016). The rSFG is involved in control of impulsive response, a hallmark of cognitive control (Hu et al., 2016). The superior frontal gyrus (SFG) is located at the superior part of the prefrontal cortex and is involved in a variety of functions, it has also been parcellated in subregions which are: anteromedial (SFGam), dorsolateral (SFGdl), and posterior (SFGp) subregions which were divided according to the diffusion tensor tractography (Li et al., 2013; Hsiao et al., 2015). The SFGam is anatomically connected with the anterior and mid-cingulate cortices, which are critical nodes of the cognitive control network and the default mode network. The SFGdl was connected with the middle and inferior frontal gyri, which are involved in the executive network. The SFGp was connected with the precentral gyrus, caudate, thalamus, and frontal operculum, which are nodes of the motor control network. Resting-state functional connectivity analysis further revealed that the SFGam is mainly correlated with the cognitive control network and the DMN; the SFGdl was correlated with the cognitive execution network and the DMN; and the SFGp was correlated with the sensorimotor-related brain regions. The LPL is involved in retrieval of learnt facts and these are also involved in conceptual decisions on object names (Cappelletti et al., 2010). The present results are in line with and corroborate previous studies indicating the role of those brain regions in control processes. Also in bilingual or multilingual people, between-language competition requires neuronal effort to suppress activation of the non-target language (Marian et al., 2014, 2017). This neural effort is supposed to be involved in protecting against pathological aging and in the dementia delay (Abutalebi and Weekes, 2014; Alladi et al., 2014; Bak et al., 2014; Bialystok et al., 2016).

It has already been discussed that functional brain connectivity may be sensitive to disease-specific network changes in neurodegenerative diseases (Pievani et al., 2011). Assessed with resting-state connectivity, fMRI has shown distinct patterns of network disruption across the major neurodegenerative diseases.

Different works show how default mode network undergoes functional anomalies in Alzheimer Disease (AD) (Wu X. et al., 2011) or functional changes in the salience network in frontotemporal dementia (Filippi et al., 2017).

Properties of brain networks in healthy controls, compared to patients with behavioral variant of frontotemporal dementia (bvFTD) and patients with early-onset Alzheimer disease (EOAD) has been observed with graph analysis, a method for the analysis and representation of complex networks. In those studies, DMN is crucially impaired in AD, whereas ECN, dorsolateral prefrontal attention network, and semantic appraisal network are impaired in bvFTD. It can be hypothesized that the observed changes in LAN and CON in healthy aging can indirectly modify the functional connectivity of DMN together with other main brain networks. The brain is intrinsically organized into dynamic, correlated and anticorrelated functional networks, second language learning can longitudinally preserve principal network from deterioration (Fox et al., 2005). Moreover, plastic changes in the language network are, in the present work, lateralized to right hemisphere. Language functions are normally lateralized to the left hemisphere for right handed individuals. However, plasticity changes in the right hemisphere were observed. This could be expected in the case of second language acquisition whose process showed in adults right hemisphere involvement as well (Briganti et al., 2012; Plante et al., 2015). Moreover, other studies on bilingualism have provided evidence of reduced left lateralization (i.e., greater right hemisphere participation) for verbal tasks performed using the second language rather than the first, suggesting that the right hemisphere plays a role in the early stages of both child and adult language acquisition (Oxford and Ehrman, 1995).

This result can be explained with recent findings indicating that learning a second language triggers the recruitment of contralateral brain areas. With diffusion tensor imaging (DTI) measuring resting-state functional connectivity in monolingual and bilingual older adults, Luk et al. (2011a,b), showed higher white matter integrity in bilingual older adults, primarily in the corpus callosum connecting the two hemispheres but also extending to bilateral superior longitudinal fasciculi, right inferior frontal-occipital fasciculus and uncinate fasciculus. Luk and colleagues, with a resting-state functional connectivity analysis, showed that, while both monolinguals and bilinguals had correlating brain activity with contralateral regions at rest, bilinguals had increased anterior-posterior connectivity.

The present work shows that the approach of characterizing the brain as a network using rs-fMRI and MVM analysis can provide new insights into how language learning affects brain function and functional connectivity in aging.

Several protocols have been used with the purpose of maintaining healthy cognitive functions (Cotlarciuc et al., 2016; Brem and Sensi, 2018). In a recent study, Ware et al. (Ware et al., 2017) have shown that computer-assisted learning of a second language leads to social and motivational benefits, although they did not investigate different cognitive domains. In the present study, subjects were tested with a comprehensive battery for cognitive abilities as well as for changes in brain functional connectivity. Brain plasticity and potential reorganization against behavioral and functional brain deterioration were investigated. These results are in line with studies showing changes in brain reserve and metabolic connectivity in bilinguals (Li et al., 2017; Perani et al., 2017). The results of the analysis indicate beneficial effects of second language learning late in life on global cognition. Despite starting from a lower global cognitive level, the intervention group reached a higher global cognition improvement (MMSE T0 MEAN = 27.23, SD = 1.66; T1 MEAN = 27.81, SD = 0.97), in comparison to the control group (T0 MEAN = 29.35, SD = 1.13; T1 MEAN = 28.28, SD = 1.68).

Learning a new language, also late in life, is a big cognitive challenge (Blumenfeld et al., 2017). The present work supports the idea that the aging brain is a dynamic set of biological features that can plastically reorganize against pathological decline. Achieving positive results is possible thanks to a reorganization of a set of brain mechanisms, including adult neurogenesis, synaptic changes, dendritic branching, axon sprouting or changes in the number and morphology of glia cells, for both astrocytes and microglia (Wenger et al., 2017).

In the field of non-pharmacological stimulation against pathological aging, the present results suggest that rs-fMRI can be used to detect connectivity changes after a period of 4 months, demonstrating sensitivity of BOLD signal as an imaging biomarker for functional connectivity short-term changes in aging. Thanks to the adaptive and plastic structure of our brain, even late in the elderly, the brain is able to respond dynamically to cognitive challenges. It remains to be investigated whether such brain changes will be maintained over time.

However, some technical limitation must be included. The size of the present cohort is relatively small, and the training effects of the intervention group were compared with those of a passive, but not an active, control group.

Collectively, our findings show that just 4 months of learning a second language leads to functional reorganization processes in the mature human brain together with an improvement in global cognition. These findings crucially complement current neural concepts of neuroplasticity in aging brain, a condition that can delay any pathological cognitive process and dementia. The current study gives a contribution in the field of brain training. The concept of brain and cognitive reserve, that is the brain resilience capacity (Stern, 2012), become a resource that could be one shock-absorber for pathological aging and can be increased even later in life.

The present study confirms the ability-capability of the aging brain in reorganizing neural networks maintaining and even improve mental functioning despite aging.



CONCLUSION

In conclusion, the present results demonstrate that longitudinal changes in functional connectivity and in cognition can be detected over an interval of merely 4 months in middle-aged and older adults. Furthermore, connectivity changes differed between the control and the intervention groups, suggesting a positive impact of second language learning on short-term functional connectivity trajectories.

Change in global cognition performances addressed by the present intervention, correlated positively with the rate of change in the bold signal. This can support rs-fMRI as a behaviorally relevant imaging biomarker.

Aging is paralleled by an increase in deterioration of cognitive abilities, however, with a simple, short and economic training, robust effects in terms of brain connectivity, global cognition functioning, and brain plasticity can be provided. Challenging aging with a learning stimulation can be a powerful tool to reorganize neuronal networks and cognitive behavior with the involvement of boosted neuronal activity.

Brain dynamism of the aging system can be more consistent and can bring global improvement taking advantage of mechanisms like cognitive reserve and functional plasticity (Greenwood and Parasuraman, 2003).

A simple and short cognitive intervention can be designed to improve cognition supported by the reorganization of functional brain circuitry and the increase in neuronal structures. A picture of a static decline with aging can be easily improved with a dynamic way of life, by means of stimulation to continuous learning of new knowledge and with healthy and dynamic lifestyles. These results should consider that a second language learning program, even late in life, can be considered a non-pharmacological treatment able to counteract cognitive aging along with the onset of dementia. Learning a second language is a powerful tool that can be part of a healthy lifestyle program that can preserve brain plasticity in aging individuals. Further studies are needed to explore whether these improvements are long-lasting or are reverted at the end of the training period.
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FIGURE S1 | Second language learning affects cognitive performances. Histograms depict measures of neuropsychological evaluation in control and intervention groups at the beginning of the study (Pre) and after 4 months (Post). Graphs show results, expressed as means and SEM for the performance of both groups in their sustained attention skills using TMT_A test for controls (A) and interventions (B), divided attention (TMT_B) for controls (C), and interventions (D); task coordination and set-shifting (TMT_BA) for controls (E) and interventions (F). Global prose memory test (Babcock story, version A) was also performed, with immediate recall (IR) (I,J) and delayed recall (DR) subtest (M,N). Scores for functioning of frontal lobes (FAB) are represented for controls (K) and intervention group (L). Differences for scores for lexical production (FAS) are also displayed (G,H), together with ADL (O,P) and IADL scales (Q,R).
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A Corrigendum on
 Effects of Second Language Learning on the Plastic Aging Brain: Functional Connectivity, Cognitive Decline, and Reorganization

by Bubbico, G., Chiacchiaretta, P., Parenti, M., di Marco, M., Panara, V., Sepede, G., et al. (2019). Front. Neurosci. 13:423. doi: 10.3389/fnins.2019.00423



In the original article, the statistically significant differences in the MMSE scores between the two groups were incorrect. A correction has been made to the Results, subsection Cognitive Performances, paragraph one:

Control and intervention subjects were evaluated at the baseline phase (T0) and at the end of the 4 months (T1) period for their neuropsychological abilities. Four subjects were excluded, one did not observe inclusion criteria [had periventricular nodular heterotopia (PNH)], two did not accept to be retested at post-training condition, and one did not attend a sufficient percentage of lessons. We observed slight differences between group in terms of age (Control group Mean: 65.7, SD 3.7; Intervention group: Mean 69.5, SD 5.3; One-Way ANOVA F = 4.42, p = 0.046) and education (Controls: Mean 13.0, SD 3.0; Intervention group Mean 9.6 SD 2.9; One-Way ANOVA F = 8.43, p = 0.0008). A detailed description of statistical analysis results can be seen in Table 1. The normality of the distribution was controlled by Kolmogorov–Smirnov test (Ksd d = 0.11, p > 0.20). Statistically significant differences in MMSE score were found within and between the two groups at both T0 and T1 (p = 0.009). In more details, the two groups significantly differ at T0, with the control group performing better than the intervention group (29.35 versus 27.23, Duncan post hoc p = 0.001); on the contrary, the between group difference disappeared at T1 (28.28 versus 27.81, Duncan post hoc p = 0.42). In fact, only the control group significantly decreased its performances over time (29.35 versus 28.28 Duncan post hoc p = 0.017), whereas the intervention group remained stable (27.23 versus 27.81) (see Table 3 and Figure 2).

The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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The need for designing and validating novel biomarkers for the detection of mild cognitive impairment (MCI) is evident. MCI patients have a high risk of developing Alzheimer’s disease (AD), and for that reason the introduction of novel and reliable biomarkers is of significant clinical importance. Motivated by recent findings on the rich information of dynamic functional connectivity graphs (DFCGs) about brain (dys) function, we introduced a novel approach of identifying MCI based on magnetoencephalographic (MEG) resting state recordings. The activity of different brain rhythms {δ, 𝜃, α1, α2, β1, β2, γ1, γ2} was first beamformed with linear constrained minimum norm variance in the MEG data to determine 90 anatomical regions of interest (ROIs). A DFCG was then estimated using the imaginary part of phase lag value (iPLV) for both intra-frequency coupling (8) and cross-frequency coupling pairs (28). We analyzed DFCG profiles of neuromagnetic resting state recordings of 18 MCI patients and 22 healthy controls. We followed our model of identifying the dominant intrinsic coupling mode (DICM) across MEG sources and temporal segments, which further leads to the construction of an integrated DFCG (iDFCG). We then filtered statistically and topologically every snapshot of the iDFCG with data-driven approaches. An estimation of the normalized Laplacian transformation for every temporal segment of the iDFCG and the related eigenvalues created a 2D map based on the network metric time series of the eigenvalues (NMTSeigs). The NMTSeigs preserves the non-stationarity of the fluctuated synchronizability of iDCFG for each subject. Employing the initial set of 20 healthy elders and 20 MCI patients, as training set, we built an overcomplete dictionary set of network microstates (n μstates). Afterward, we tested the whole procedure in an extra blind set of 20 subjects for external validation. We succeeded in gaining a high classification accuracy on the blind dataset (85%), which further supports the proposed Markovian modeling of the evolution of brain states. The adaptation of appropriate neuroinformatic tools that combine advanced signal processing and network neuroscience tools could properly manipulate the non-stationarity of time-resolved FC patterns revealing a robust biomarker for MCI.

Keywords: magnetoencephalography, mild cognitive impairment, dynamic functional connectivity, resting state, brain states, chronnectome analysis, symbolic dynamics, connectomic biomarker


INTRODUCTION

The major cause of clinical dementia in the elderly is that of Alzheimer’s type (DAT; Qiu et al., 2009), which is mainly characterized by loss of synapses, the accumulation of the Beta amyloid protein (Aβ) and the phosphorylation of the Tau protein. Due to the progressive loss of synapses, which alters the efficient communication within and between various brain subsystems, the DAT may be considered a disconnection syndrome (Delbeuck et al., 2003). The pathological changes of DAT start decades before the first clinical symptoms appear, thus it is important to design proper analytic pathways for analyzing neuroimaging datasets via, e.g., the notion of brain connectivity, which allows the early detecting of such changes (Gómez et al., 2009a; Stam et al., 2009; Maestú et al., 2015). It is extremely important to Alzheimer’s disease (AD) research to identify early on preclinical and prodromal AD as it can assist clinical trials and targeted interventions (Livingston et al., 2017).

Mild cognitive impairment (MCI) is considered to be an intermediate clinical stage between the normal cognitive decline and DAT (Petersen and Negash, 2008). The main parts of the affected brain during the MCI, apart from those involved in action and thought, are those related to memory. For that reason, MCI patients face memory problems on a higher level compared to normal aged population but with no prevalent characteristic symptomatology of dementia-like reasoning or impaired judgment (Petersen et al., 2009). MCI is a heterogeneous state with different subtypes, which complicates in many cases the prediction of DAT (Portet et al., 2006). Additionally, it is also difficult to accurately discriminate symptomatic predementia (MCI) from healthy aging or dementia (DAT) (Petersen and Negash, 2008). Despite these difficulties to achieve an early diagnosis, an accurate identification of MCI should be attempted. Early diagnosis of MCI, even in the absence of a healing strategy, is significant for both pharmacological and non-pharmacological interventions. For that reason, new tools based on neuroimaging approaches are needed to increase sensitivity in the detection of MCI.

Analysis of magnetoencephalographic (MEG) recordings untangled the association between neural oscillations, functional connectivity assessment and neurophysiological activity (Brookes et al., 2011). Altered frequency-dependent functional patterns have been linked to the progression of cognitive decline (Poza et al., 2007). Alternative scenarios of analyzing MEG recordings include single channel analysis, e.g., power analysis, functional connectivity, and brain network analysis in resting state and also in task-based experiments (for a review, see Mandal et al., 2018). Analysis of single channel recordings is a less complex approach that identified aberrant oscillations in AD primarily in the left temporal-parietal-occipital brain areas (Gómez et al., 2009b). Functional connectivity (FC) and effective connectivity (EC) analysis revealed a loss of connectivity in AD compared to healthy control (HC) subjects found mostly in higher frequency bands (Gómez et al., 2017) while multiplex network analysis of MEG study in AD identified affected regions of the hippocampus, posterior default mode network (DMN) and occipital areas (Yu et al., 2017). However, the current clinical literature is limited and no strong conclusion can be drawn.

A recent multicenter MEG study addressed this issue using FC analysis (Maestú et al., 2015). It revealed hypersynchronization in MCI as the most discriminative feature of brain connectivity, mainly over the fronto-parietal and inter-hemispheric links. This pattern was stable across the five different neuroimaging centers that participated in the study (Accuracy ∼ = 80%), which might thereby be considered as a preclinical connectomic biomarker for MCI/DAT. Previous MEG studies based on connectivity analysis described a less organized functional brain network, a hypersynchrony in the fronto-parietal network in MCI subjects (Bajo et al., 2010; Buldú et al., 2011), while patients with DAT demonstrated a less synchronized brain network accompanied with cognitive decline (Stam et al., 2009). This hypersynchronization might be a compensatory mechanism but it cannot be adaptive since the patient’s network is closer to a random network compared to healthy elderly controls (Buldú et al., 2011). In a recent MEG study comparing progressive MCI and stable MCI, authors described hypersynchronization in the α band between the anterior cingulate and posterior brain areas in the progressive MCI group (López et al., 2014).

Spontaneous fluctuations of functional MRI (fMRI) blood-oxygen-level-dependent (BOLD) signals are temporally coherent between distinct spatial brain areas and not random. Biswal et al. (1995) demonstrated that fluctuations from motor areas were correlated even in the absence of a motor task. FC based on BOLD signal is modulated by cognitive and affective states (Richiardi et al., 2011; Shirer et al., 2012), by learning (Bassett et al., 2011), and also spontaneously (Kitzbichler et al., 2009; Britz et al., 2010; Chang and Glover, 2010).

When non-stationarity is taken into account and a dynamic functional connectivity (DFC) approach is adopted for studying FC patterns even in the absence of a task (resting state), more sophisticated algorithmic analyses should be used. In this line, two studies have recently been published simultaneously that presented a data-driven methodology. In the first one, Allen et al. (2014) proposed a method based on k-means clustering, aimed at detecting distinct “FC states” in the resting brain. These authors clearly showed differences from the stationary static functional brain networks. The second study proposed a data-driven method focused on extracting, out of hundreds of functional connectivity graphs (FCGs) in a multi-trial experimental paradigm, distinct brain states called functional connectivity microstates (FCμstates; Dimitriadis et al., 2013a). Both approaches revealed the need of dynamic FC to explore brain dynamics via the notion of brain connectivity, as it is clear that brain FC “hops” from one state to another (FCμstate) leading to a Markovian chain with characteristic favored transitions between distinct pairs of FCμstates (Dimitriadis et al., 2010b, 2013a,b; Allen et al., 2014).

In the last years, an increasing amount of human brain research based on functional imaging methods (electro-encephalography: EEG/magnetoencephalography: MEG/functional Magnetic Resonance Imaging: fMRI) has adopted a dynamic approach for exploring how brain connectivity fluctuates during resting-state and tasks alike (Laufs et al., 2003; Mantini et al., 2007; Dimitriadis et al., 2009, 2010b, 2012b, 2013a,b, 2015a,b,c,d, 2016a,b; Chang and Glover, 2010; Bassett et al., 2011; Handwerker et al., 2012; Ioannides et al., 2012; Hutchison et al., 2013; Liu and Duyn, 2013; Allen et al., 2014; Braun et al., 2014; Mylonas et al., 2015; Toppi et al., 2015; Yang and Lin, 2015; Calhoun and Adali, 2016). The aforementioned studies have demonstrated the superiority of DFC as compared to a static connectivity analysis.

In parallel, the concept of cross-frequency coupling (CFC) is gaining attention lately in the neuroscience community, as evinced by the increasing number of papers published with the incorporation of this type of interaction in the analysis (van Wijk and Fitzgerald, 2014; Dimitriadis et al., 2015a,c, 2016a,b; Florin and Baillet, 2015; Antonakakis et al., 2016a,b; Tewarie et al., 2016). Specifically, intrinsic coupling modes and especially CFC bias the task-related response and are sensitive to various brain diseases and disorders such as DAT, Parkinson, etc. (see, e.g., Engel et al., 2013 for a review). More recent studies have shown that the dynamics of spontaneously generated neural activity can be informative regarding the functional organization of large-scale brain networks (Fox et al., 2005; He et al., 2008; Hipp et al., 2012), revealing intrinsically generated “coupling modes” at multiple spatial and temporal scales (Deco and Corbetta, 2011; Engel et al., 2013).

Based on the aforementioned methodological evidence in microscale, it is significant to explore the repertoire of intra- and cross frequency interactions across brain rhythms and brain areas under the same integrated graph model (Dimitriadis et al., 2016a, 2017b, 2018a; Antonakakis et al., 2017).

In a previous study, we demonstrated how to design a connectomic biomarker for MCI based on source-reconstructed MEG activity via static brain network analysis (Dimitriadis et al., 2018a). Here, we extended this work by proposing a scheme to design a dynamic connectomic biomarker under the framework of DFC analysis. Additionally, the proposed scheme will be validated in a second blind dataset (SID did not know anything about the labels).

To this aim, we analyzed the MEG activity of healthy controls and MCI patients at resting-state (eyes-open) via DFC analysis. Based on a previous approach (Dimitriadis et al., 2016a, 2017b), we detected the dominant type of interaction per pair of MEG sources and temporal segment (Dimitriadis, 2018). This approach produced a subject-specific dynamic functional connectivity graph (DFCG). This approach created a 2D matrix of size sources × temporal segments that described the evolution of the eigenvalues across experimental time. Afterward, we used neural gas to design overcomplete dictionaries for sparse representation of NMTSeigen independently for the two groups (Dimitriadis et al., 2013a). Then, we validated the whole approach in a blind dataset to quantify the generalization of the proposed method.

In the Section “Materials and Methods,” we described the data acquisition, preprocessing steps, information about the datasets and the proposed methodological scheme. The Section “Results” is devoted to describing the results—including the prototypical network FCμstates, the accuracy of prediction in a blind dataset and network-based information of brain states. Finally, the Section “Discussion” includes the discussion of the current research results with future extensions.



MATERIALS AND METHODS

Subjects and Ethics Statement

The training dataset includes 18 right-handed individuals with MCI (71.89 ± 4.51 years of age), and 22 age- and gender-matched neurologically intact controls (70.91 ± 3.85 years of age) were also recorded. Table 1 summarizes their demographic characteristics. All participants were recruited from the Neurological Unit of the “The Hospital Universitario San Carlos,” Madrid, Spain. They were right-handed (Oldfield, 1971) and native Spanish speakers. We used also a set of 20 subjects of unknown label (blind author SD) for further validation of the proposed dynamic connectomic biomarker (DCB). Table 2 summarizes the mean and standard deviation of the demographic characteristics of controls and MCI subjects from the blind dataset. Including the blind subjects, the total sample consisted of 29 MCI and 31 controls. At the beginning, we used 18/22 subjects for MCI/control group, correspondingly to train the algorithm and we kept 20 (nine control subjects and 11 MCI) for blind classification.

TABLE 1. Mean ± standard deviation of the demographic characteristics of controls and MCIs.
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TABLE 2. Mean ± standard deviation of the demographic characteristics of the blind sample of controls and MCIs.
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To explore their cognitive and functional status, all participants were screened by means of a variety of standardized diagnostic instruments and underwent an extensive cognitive assessment, as described in López et al. (2016).

Mild cognitive impairment diagnosis was established according to the National Institute on Aging-Alzheimer Association (NIA-AA) criteria (Albert et al., 2011), with all of them being categorized as “MCI due to AD intermediate likelihood.” They met the clinical criteria and also presented hippocampal atrophy, which was measured by magnetic resonance (MRI). According to their cognitive profile, they were also classified as amnestic subtype (Petersen et al., 2001).

The whole sample was free of significant medical, neurological and/or psychiatric diseases (other than MCI). Exclusion criteria included: a modified Hachinski Ischemic score ≥4 (Rosen et al., 1980); a geriatric depression scale short-form score ≥5 (Yesavage et al., 1983); a T2-weighted MRI within 12 months before MEG screening with indication of infection, infarction or focal lesions (rated by two independent experienced radiologists, Bai et al., 2012); and other possible causes of cognitive decline such as B12 deficit, diabetes mellitus, thyroid problems, syphilis or human immunodeficiency virus (HIV). Finally, those participants with medical treatment that could affect MEG activity (e.g., cholinesterase inhibitors) were required to interrupt it 48 h before the MEG recordings.

The present study was approved by the local ethics committee and all subjects signed an informed consent prior to their MEG recording.

MRI Acquisition and Hippocampal Volumes

Three-dimensional T1-weighted anatomical brain magnetic MRI scans were collected with a General Electric 1.5 TMRI scanner, using a high resolution antenna and a homogenization PURE filter (Fast Spoiled Gradient Echo (FSPGR) sequence with parameters: TR/TE/TI = 11.2/4.2/450 ms; flip angle 12°; 1 mm slice thickness, a 256 × 256 matrix and FOV 25 cm). Freesurfer software (version 5.1.0.; Fischl et al., 2002) was used to obtain the hippocampal volumes, which were normalized with the overall intracranial volume (ICV) of each subject.

MEG Acquisition and Preprocessing

4 min of eyes-open resting state data were recorded while the participants were seated in a 306-channel (one magnetometer and two orthogonal planar gradiometers per recording site, sampling frequency of 1 kHz) Vectorview system (Elekta Neuromag) placed in a magnetically shielded room (VacuumSchmelze GmbH, Hanau, Germany) at the “Laboratory of Cognitive and Computational Neuroscience” (Madrid, Spain). Subjects had to fix their gaze at a cross, which was projected in a screen. The position of the head relative to the sensor array was monitored by four head position indicator (HPI) coils attached to the scalp (two on the mastoids and two on the forehead). These four coils along with the head shape of each subject (referenced to three anatomical fiducials: nasion and left-right preauricular points) were acquired by using a three-dimensional Fastrak Polhemus system. Vertical ocular movements were monitored by two bipolar electrodes, which were placed above and below the left eye, and a third one on the earlobe, for electrical grounding.

Four HPI coils were placed in the head of the subject, two in the forehead and two in the mastoids, for an online estimate of the head position. The HPI coils were fed during the whole acquisition, allowing for offline estimation of the head position.

Maxfilter software (version 2.2 Elekta Neuromag) was used to remove the external noise from the MEG data using the temporal extension of signal space separation (tSSS) with movement compensation (correlation threshold = 0.9 m time window = 10 s) (Taulu and Simola, 2006). This algorithm removes the signals, whose origin is estimated outside the MEG helmet, while keeping intact the signals coming from inside the head. In addition, the continuous HPI acquisition, combined with the tSSS algorithm, allowed continuous movement compensation. As a result, the signal used in the next steps came from a set of virtual sensors whose position remained static in respect to the head of the subject. Recordings from those subjects whose movement along the recording was larger than 25 mm were discarded, following the recommendations of the manufacturer.

Source Reconstruction

We generated a volumetric grid for the MNI template by adopting a homogenous separation of 1 cm in each direction, with one source placed in (0, 0, 0) in MNI coordinates. The whole procedure resulted in a source model with 2,459 sources inside the brain surface where each one consisted of three perpendicular dipoles. Every source was then labeled using the automated anatomical labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002). We finally considered 1,467 cortical sources. The computed grid was then transformed to subject specific space employing the original T1 image. The realignment of the grid and brain surface was realized manually to the Neuromag coordinate system following the three fiducials and the head shape guides. Employing a realistically shaped head, we estimated a lead field (Nolte, 2003). We source reconstructed frequency-dependent brain activity using a Linearly Constrained Minimum Variance (LCMV) beamformer (Van Veen et al., 1997). We ran the LCMV beamformer independently for the following eight frequency bands: δ (1–4 Hz), 𝜃 (4–8 Hz), α1 (8–10 Hz), α2 (10–13 Hz), β1 (13–20 Hz), β2 (20–30 Hz), γ1 (30–49 Hz), and γ2 (51–90 Hz). The resulting spatial filters were projected over the maximal radial direction, getting only one spatial filter per source. “Radial direction” means the direction of the segment connecting the dipole location to the center of the sphere best approximating the brain surface. Radial dipoles in a spherical conductor do not produce a magnetic field outside of the conductor (Sarvas, 1987), so this projection avoids the creation of undetectable sources among the target dipoles. Finally, we represented every brain area region of interest according to the AAL atlas by one source-space time series per frequency band using two alternative solutions: (1) the PCA of all the sources in the area or (2) the source closest to the centroid of the area (CENT).

Figure 1 illustrates the source-localization procedure and the different frequency-dependent representative Virtual Sensor time series for the two ROI representation schemes, PCA and the CENT.
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FIGURE 1. ROI Virtual Sensor representation of left precentral gyrus magnetoencephalographic activity from the first healthy control subject. Virtual sensor time series with blue and red color represent brain activity for (A) PCA and (B) CENT time series, respectively.



Dynamic Functional Connectivity Graphs (DFCGs)

Construction of the Integrated DFCGs

The DCFG analysis was restricted to the 90 ROIs of the AAL atlas. Adopting a common sliding window of width equal to 1 s to get at least 1 cycle of δ activity and a moving step of 50 ms, we estimated the dynamic networks for both intra-frequency (8 frequency bands) and inter-frequency coupling modes (8∗7/2 = 28 cross-frequency pairs) using the following formula of the imaginary part of phase locking value (iPLV).
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where ϕ(t) is the phase of the signal in the corresponding frequency band (intra-frequency modes) and between frequencies (CFCs). For further details regarding phase-to-amplitudeCFC, see Dimitriadis et al. (2015a) and the Section “Construction of the Integrated Dynamic Functional Connectivity Graph” in Supplementary Material.

This procedure, whose implementation details can be found elsewhere (Dimitriadis et al., 2010b, 2015a, 2016a, 2017a,b, 2018b), resulted in a four-dimensional tensor of size [coupling modes × temporal segments × ROIs × ROIs] or [36 × 2,401 × 90 × 90] time-varying PAC graphs per participant (TVPAC). Following proper surrogate analysis and a framework which have been presented in a previous study (Dimitriadis et al., 2018b), we defined the dominant intrinsic coupling mode (DICM) per pair of sources and across temporal segments. This procedure generates two three-dimensional tensors of size [temporal segments × ROIs × ROIs]. The first one keeps the functional coupling strength (iPLV) across anatomical space and time, while the second tabulates the DICM using an index for every possible case : {1 for δ, 2 for 𝜃, 3 for α1, …,8 for γ2, 9 for δ-𝜃,..., 36 for γ1-γ2}. The following section describes briefly the surrogate analysis appropriate for reducing pitfalls in CFC analysis and also to define the DICM.

Statistical Filtering Scheme

First, we must identify true CFC interactions that are not driven by the changes in signal power. Secondly, following a proper surrogate analysis our DICM model can detect the DICM between every pair of sources and at every temporal segment. The whole procedure of analysis is described elsewhere in detail in Dimitriadis et al. (2016a), Dimitriadis and Salis (2017), and Dimitriadis (2018) and also in the Section “From Prominent Intrinsic Coupling Modes to Dominant Intrinsic Coupling Modes” in Supplementary Material.

Figure 2 illustrates the whole procedure of the DICM model for the first two temporal segments of resting-state activity of the first healthy control subject.
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FIGURE 2. Determining DICM. An example for AU task derived from the first trial of the first subject. (A) Schematic illustration of our approach employed to identify the DICM between two sources (Left superior frontal gyrus, Right superior frontal gyrus) for two consecutive sliding time windows (t1, t2) during the first 4 s of resting-state activity from the first healthy control subject. In this example, the functional synchronization between band-passed signals from the two sources was estimated by imaginary Phase Locking (iPLV). In this manner iPLV was computed between the two sources either for same-frequency oscillations (e.g., δ to δ…, γ2-γ2; 8 intra-frequency couplings) or between different frequencies (e.g., δ to 𝜃, δ to α1..., γ1-γ2; 28 cross-frequency pairs). The sum of 8 + 28 = 36 refers to Potential Intrinsic Coupling Modes (PICM), which are tabulated in a matrix format. In the main diagonal, we inserted the intra-frequency couplings while in the off-diagonal the cross-frequency pairs were inserted. Statistical filtering, using surrogate data for reference, was employed to assess whether each iPLV value was significantly different from chance. During t1 the DICM reflected significant phase locking between α1 and α2 oscillations (indicated by red rectangles) in the oscillation list and a “∗” in the comodulogram. The DICM remains stable also for the t2 between α1 and α2 oscillations whereas during t3 the dominant interaction was detected between 𝜃 and α2 oscillations. (B) Burst of DICM between Left and Right superior frontal gyrus. This packing can be thought to associate the “letters” contained in the DICM series to form a neural “word,” a possible integration of many DICMs. From this burst of DICM, we can quantify the probability distribution (PD) of DICM across experimental time (see C). (C) Tabular representation of the probability distribution (PD) of DICM for left and right superior frontal gyrus across the experimental time shown in B. This matrix is called a comodulogram and keeps the information of PD from the 36 possible coupling modes. In the main diagonal the PD of the 8 possible intra-frequency coupling can be seen while in the off-diagonal are the 28 possible cross-frequency pairs. PICM, Prominent Intrinsic Coupling Modes; DICM, Dominant Intrinsic Coupling Modes; iPLV, imaginary part of Phase Locking Value; PD, probability distribution.



Figure 3A demonstrates the first 10 snapshots of the DFCG from the first healthy control subject.
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FIGURE 3. From DFCG to the temporal evolution of Laplacian eigenvalues (LEG; from the first healthy control subject). (A) The first 10 snapshots of DFCG. (B) The quasi-static FCGs shown in A were topologically filtered with OMST. (C) The normalized Laplacian transformation of the topologically filtered FCGs shown in B. (D) Temporal evolution of the Laplacian eigenvalues for the 2,401 temporal segments.



Topological Filtering Scheme Based on OMSTs

Apart from surrogate analysis, which is a statistical filtering procedure of the functional couplings within an FCG akin to a regularization to sparsify the 4D array described above, we adopted a topological filtering to further enhance the network topology and the most significant interactions. To this aim, we applied a novel data-driven thresholding scheme, proposed by our group and termed Orthogonal Minimal Spanning Trees (OMSTs; Dimitriadis et al., 2017a,b), to each FCG derived from each subject and temporal segment independently.

Figure 3B demonstrates the temporal evolution of the topologically filtered dFCG for the first 10 temporal segments.

Graph Signal Processing

After extracting the most significant connections in DCFGs from each individual, we transformed every snapshot of the DFCG into the graph Laplacian variant called the normalized Laplacian matrix. With A being the functional connectivity graph and D being the degree matrix containing the degree of every node in the main diagonal, graph Laplacian L can be defined as L = D – A. The normalized graph Laplacian is defined as Lsym = D-1/2LD-1/2 (Shuman et al., 2013). We estimated the sorted eigenvalues of the Lsym for every snapshot of DFCG resulting in a two-dimensional matrix of size [source (90) × temporal segments (2.401)] per subject. These two-dimensional matrices were concatenated separately for the healthy control and disease group of the training set. Practically, the concatenation was performance was performed along the temporal direction.

Figure 3C shows the temporal evolution of the normalized Laplacian transformation of the dFCG for the first 10 temporal segments while Figure 3D is dedicated to the temporal evolution of the eigenvalues.

A Vector-Quantization (VQ) Modeling of Group NMTSeigen

This subsection describes briefly our symbolization scheme, presented in greater details elsewhere (Dimitriadis et al., 2011, 2012a, 2013a,b). The group-specific NMTSeigen patterns can be modeled as prototypical FC microstates (FCμstates). In our previous studies, we demonstrated a better modeling of DFCG based on vector quantization approach (Dimitriadis et al., 2013a, 2017b, 2018b). A codebook of k prototypical FC states (i.e., functional connectivity microstates-FCμstates) was first designed by applying the neural-gas algorithm (Dimitriadis et al., 2013a). This algorithm is an artificial neural network model, which converges efficiently to a small number k of codebook vectors, using a stochastic gradient descent procedure with a soft-max adaptation rule that minimizes the average distortion error (Martinetz et al., 1993). A neural-gas algorithm has been applied independently to each group by concatenating the 2D matrix of size [2.401 × 90] that describes the fluctuation of Laplacian eigenvalues.

The outcome of the neural-gas algorithm over NMTSeigen is the construction of a symbolic sequence of group-specific prototypical FCμstates, one per subject. An example of such a symbolic time series (STS) is a Markovian chain with three FCμstates: {1, 2, 3, 2, 1, 3, 2…} where each integer defines a unique brain state (FCμstates) assigned to every quasi-static temporal segment.

External Validation in a Blind Dataset

We designed a novel approach for classifying a blind subject. We reconstructed the subject-specific NMTSeigen with both HC-based prototypical FCμstates and MCI-based prototypical FCμstates. Specifically, for every temporal segment expressed via a vector of 90 eigenvalues we estimated which of the prototypical FCμstates is much closer, employing Euclidean distance for an appropriate criterion. Under this scheme, we rebuilt the original NMTSeigen twice, once using prototypical FCμstates of HC and once using prototypical FCμstates of MCI. Then, we estimated the reconstruction mean squared error between the original NMTSeigen and the two rebuilt NMTSeigen based on prototypical FCμstates. Finally, we assigned the test sample to the class with the lowest reconstruction error (see Figure 6).

Markov Chain Modeling for Synchro State Transitions

The temporal sequence of spontaneous activity can be modeled as a Markovian process, which predicts the probabilities of several discrete states recurring or switching among themselves at different time points analyzing time-point-based brain activity (Van de Ville et al., 2010; Gärtner et al., 2015). Several studies have investigated transition probabilities between phase-synchronized states on a sub-second temporal scale, untangling the Markovian property and the switching behavior of finite network-level brain states (Dimitriadis et al., 2013c, 2015b; Baker et al., 2014; Jamal et al., 2014).

Markovian Process of Time-Sequential FCμstates

A Markov model describes the underlying dynamical nature of a system that follows a chain of linked states, where the appearance of a state at any given instant depends only on the preceding ones (Gagniuc, 2017). In the Markov chain modeling for synchrostate transitions during the deductive reasoning and task-free processes, the first order transition matrices were estimated in a probabilistic framework. According to discrete-time Markov chain theory (Jarvis and Shier, 1999), a finite number (S1, S2…, Sm) of inferred states that evolve in discrete time with a time-homogeneous transition structure can be mathematically represented by either its transition probability matrix or its directed graph (digraph). Here, the inferred states refer to the prototypical FCμstates. A feasible transition is one whose occurring probability is greater than zero. The probability of transition from node (state) i to node j is defined as
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where Nij is the number of transitions from node i to node j. Obviously, the sum of the transition probabilities along each row of the transition matrix P equals one. The complete digraph for a finite-state Markov process has edges of transition probabilities between every node i and every other node j. Here, nodes refer to FCμstates in the Markov chain. In the digraphs created in this study, Pij survives a p-value derived from 10,000 shuffled-surrogates of the original STS.

Temporal Measurements of an FCμstate Symbolic Sequence

For further summarizing inter-FCμstate transition patterns, relevant temporal measurements were obtained and analyzed from the Markov chain structures of the subject-specific FCμstate sequence, including: (1) fractional occupancy for each class of FCμstate (i.e., the fraction of the number of distinct FCμstate of a given class occurring within 2,401 temporal segments), (2) dwell time for each FCμstate which gives the average time the brain spends within a specific FCμstate in consecutive temporal segments, (3) transition probabilities (TP) of a given FCμstate to any other functional connectivity state, (4) the complexity index (CI) that quantifies the richness of the spectrum of code words formed up to a length based on the symbolic time series (Dimitriadis, 2018), and (5) the flexibility index (FI) that quantifies the transition of the brain states (FCμstates) between consecutive temporal segments.

Assessing the Statistically Significant Level of the Symbolic-Based Estimates

To assess the statistically significant level of the aforementioned four estimates (excluding CI), we shuffled the group symbolic time series 10,000 times and re-estimated the surrogate-based p-values for every estimate per subject. CI is normalized by default with surrogates.

Linking MMSE With Chronnectomics

To investigate the possible relation between MMSE and the chronnectomics derived by the FCμstate symbolic sequence (see section “Temporal Measurements of an FCμstate Symbolic Sequence”), we used the canonical correlation analysis (CCA) approach to see whether MMSE correlates with seven chronnectomic variables. In our analyses, the significance of the correlation was estimated using Bartlett’s approximate chi-squared statistic as implemented in MATLAB.

Algorithms and MATLAB Code

All the algorithmic steps of constructing the DCFGs were implemented on inhouse software written in MATLAB, freely available from the first author’s website. LCMV beamformer was programmed under Fieldtrip’s environment (Oostenveld et al., 2011).



RESULTS

Group Prototypical FCμstates

Figure 4 illustrates the prototypical group-specific FCμstates for each group by assigning the 90 AAL brain areas to five well-known brain networks. The size and color of every circle decode the mean degree within every brain network while the color of each connection defines the mean functional strength between every pair of brain networks. FCμstates can be described based on the most connected brain networks focusing on their degree. The most connected brain networks are the DMN and CO. Following a statistical test by comparing the functional coupling strength between FPN and DMN independently for every FCμstate, we found significant higher values for FCμstates 1 and 3 for HC compared to MCI (p = 0.00045 for FCμstate 1 and p = 0.000012 for FCμstates 3, Wilcoxon Rank Sum Test).
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FIGURE 4. Prototypical FCμstates for healthy control (HC) and MCI. The neural gas algorithm revealed three prototypical FCμstates per group with different spatial patterns. FP, Fronto-Parietal; DMN, Default Mode Network; CO, Cingulo-Opercular; S, Sensorimotor; O, Occipital.



Figure 5 demonstrates the dynamic reconfiguration of prototypical FCμstates for the first subject of both groups for the 1st min.
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FIGURE 5. Temporal Evolution of Prototypical FCμstates for the first subject of (A) HC and (B) MCI group for the 1st min of resting state.



Classification of Blind Samples via Representations With Prototypical Netμstateseigen

Each test sample with an unknown label was classified to one of the two classes using as a criterion the minimization of the reconstruction error. The minimum reconstruction error denotes the class label of the sample. In our study, we used 20 samples with a distribution of 11 MCIs and 9 controls with 85% accuracy for CENT (17 out of 20) and 70% for the PCA representation scheme (14 out of 20). SID received the blind dataset from MEL, who evaluated the outcome of this research. Figure 6 illustrates the methodological approach. Figure 6A refers to the temporal resolution of the Laplacian eigenvalues of a blind HC subject while Figures 6B,C the reconstruction of Figure 6A matrix employing the Prototypical Net μstateseigen related to HC and MCI, correspondingly. Based on the reconstruction error between the original matrix (Figure 6A) and the two reconstructed matrixes (Figures 6B,C), a decision regarding the label of the blind subject was taken based on the lowest reconstruction error (Figure 6D).
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FIGURE 6. Classification of blind subjects via prototypical Net μstateseigen. (A) Evolution of eigenvalues for the test sample. (B,C) Reconstruction of the temporal evolution of eigenvalues of the train sample with both group-specific prototypical Net μstateseigen. (D) Estimation of the reconstruction error between the original temporal evolution of eigenvalues in A. and the two prototypical-based shown in B. The decision of the subject’s label was taken via the lower reconstruction error.



Group-Differences of Temporal Measurements Derived From FCμstate Symbolic Sequence

FI, OT, and DT were significantly higher than the surrogates based values derived from the shuffled symbolic time series (p < 0.001). We detected significant higher FI and CI for HC compared to MCI applying a Wilcoxon Rank-Sum test (Figure 7, p-value < 0.00000001). Summarizing the results from OT and DT, HC subjects spent significantly higher time compared to MCI to first and third FCμstate while MCI spent significantly more time to the second FCμstate Figure 8, p-value < 0.00000001).
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FIGURE 7. Group-averaged CI and FI. ∗Wilcoxon Rank-Sum Test; p-value < 0.00000001.
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FIGURE 8. Group-averaged (A) OT and (B) DT per FCμstate. ∗Wilcoxon Rank-Sum Test; p-value < 0.00000001.



Modeling Dynamic Reconfiguration of Functional Connectivity Graphs as a Markovian Chain

The outcome of the VQ modeling of NMTSeigen is the derived Netμstateseigen called FCμstates (see Figure 4), where its evolution is described via a symbolic time series, a Markovian chain. Figure 9 illustrates a well-known scheme of the group-averaged transition probabilities (TP) between the three FCμstates for both groups. Our analysis revealed significant group differences in terms of TP, while the TPs were significantly different compared to the surrogates’ symbolic time series. Self-loops defined the “staying” TP of brain dynamics to the same brain state.
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FIGURE 9. A finite-state diagram showing group-averaged transition probability matrix (TP) of the symbolic time series, which describes the temporal evolution of the brain, states (FCμstate). (A) For healthy control and (B) forMCI.



The symbolic time series illustrated in Figure 5 is a Markovian chain of order 1 and it is shown schematically with a diagram of three nodes defining the three FCμstates (Figures 4, 9) while the arrows from one state to the other show the TP. Our results revealed significant group differences between every possible brain state transition (Wilcoxon Rank-Sum test, p < 0.0001/9).

Comodulograms of Dominant Intrinsic Coupling Modes (DICM)

Probability distributions (PD) of prominent intrinsic coupling modes across all sources pairs and time windows were summarized for each group in the form of an 8 × 8 matrix. The horizontal axis refers to the phase modulating frequency (Hz) while the y-axis refers to the amplitude modulated frequency (Hz). The main diagonal of the comodulograms keeps the PD of intra-frequency phase-to-phase coupling. Group-averaged comodulograms in Figure 10 demonstrate the empirical PD of DICM revealing a significant role of α1 as phase modulator of the whole studying spectrum up to high-gamma (γ2) activity, which covers almost 50% of pairwise source connections and time windows. No significant trend was detected regarding the PD of each pair of frequencies between the two groups (p < 0.05, Wilcoxon rank-sum test, Bonferroni corrected). Moreover, no significant difference was found regarding the PD of the groups for every possible pair of sources (p < 0.05, Wilcoxon rank-sum test, Bonferroni corrected). Finally, transition dynamics of DICM between consecutive time windows at every source pair did not uncover any group difference (for further details, see Dimitriadis et al., 2016a).
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FIGURE 10. Group-averaged empirical Probability Distribution values of DICMs for MCI (B) compared to control group (A).



Correlation of MMSE With Chronnectomics

Figure 11 demonstrates the outcome of CCA analysis between chronnectomics and the well-known MMSE. The Chi-square was 26.95 and the related p-value = 0.00033886. x-axis refers to the canonical variable scores of the chronnectomics, where the DT of the three NMTSeigen contributes most to the maximization of their canonical correlation with MMSE. OC_2 did not associate with the CCA mode of MMSE variability. The 1st canonical component is:
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FIGURE 11. Canonical Correlation Analysis of Chronnectomics and MMSE. Figure plots the canonical variable scores referring to the two sets.
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and the second is:

CC2 = 0.59∗MMSE.



DISCUSSION

We have demonstrated here a novel framework for designing a proper DCB for the detection of MCI subjects from spontaneous neuromagnetic activity. The whole approach exhibits novel, data-driven, algorithmic steps that can be summarized as follows:

• The construction of a IDFCG that incorporates dominant types of interactions, either intra- (e.g., 𝜃-𝜃) or inter-frequency [phase-to-amplitude coupling (PAC) (e.g., 𝜃-γ)] coupling.

• The application of a new thresholding scheme termed OMSTs as a topological filtering applied to DFCG to extract a “true” network topology.

• The VQ modeling of network metric time series (NMTS) based on nodal Laplacian eigenvalues for prototyping the spatiotemporal dynamics of both control and MCI subjects.

• Modeling of the switching behavior of brain states as a Markovian chain

• The validation of the whole approach to a second blind dataset achieving an 85% classification accuracy for the CENT ROI representation scheme compared to 70% for the PCA scheme

• Regions of interest representation scheme matters on the designing of connectomic biomarker in general and also for MCI

• Canonical correlation analysis between chronnectomics and MMSE revealed that the DT of brain states associates strongly with the CCA mode of MMSE variability.

We proved that the VQ modeling of NMTSeigen is an effective approach to extract an overcomplete dictionary for the representation of DFC that can accurately classify subjects as either control or MCI based on their resting state MEG activity. Adopting a static network analysis, the classification accuracy was 12 out of 20, demonstrating the need of a DFC approach for studying resting brain dynamics (Dimitriadis et al., 2010b, 2012a,c, 2013a,b, 2015a,b, 2016a, 2017a,b, 2018a,b; Allen et al., 2014; Damaraju et al., 2014; Kopell et al., 2014).

The capture of time-varying coupling between variables is a topic that has been heavily studied in other fields and in communications for signal processing in particular. However, the specific application to whole-brain functional connectivity is relatively new (Sakoglu et al., 2010; Dimitriadis et al., 2013a; Calhoun et al., 2014), and its application to brain-imaging data poses particular challenges, which are the topic of active current research. One important challenge is how to best identify relevant features from the high-dimensional brain imaging data. The main algorithms used for manipulating functional brain network dynamics in fMRI are group ICA (Calhoun and Adali, 2012) or spatial-constrained ICA (Lin et al., 2013) and tensor decompositions (Acar and Yener, 2009). To characterize the dynamics of time-varying connectivity brain patterns, the basic approach is the metastate analysis based on the sliding window or more adaptive approach (Dimitriadis et al., 2013a, 2015d; Damaraju et al., 2014; Nomi et al., 2016). From the dynamic connectivity patterns, FCμstates are extracted that are “quasi-stable” distinct brain states. Then, the state vectors can be modeled via a Markovian chain (Dimitriadis et al., 2013a, 2015b; Calhoun et al., 2014; Damaraju et al., 2014).

Cross-frequency coupling mechanisms support the brain interactions across space over multiple temporal scales (Canolty and Knight, 2010; Fell and Axmacher, 2011). Computational models have explored the theoretical advantages of the existence of cross frequency coupling (Lisman and Idiart, 1995; Neymotin et al., 2011). These models untangled the major mechanisms of the importance of CFC, which may serve as the brain’s neural syntax. Segmentation of spike trains into cell clusters (“letters”) and sequences of assemblies (neural “words”) are supported by the existing syntactic rules (Buzsaki, 2010).

In the present study, we demonstrated a methodology whose main scope is to provide a framework for modeling DFCG into a repertoire of distinct “quasi-static” brain states called FCμstates. Here, we modeled the NMTS derived from the DFC patterns expressed via the Laplacian eigenvalues (Dimitriadis et al., 2015d, 2017b, 2018b). After extracting the virtual source time series, we followed an algorithmic approach with the main aim of minimizing the effect of a priori selection of variables that can minimize the reproducibility of the results. The main steps of the proposed methodology are: (1) the construction of one integrated DFC per subject—which incorporates the DICM per each pair of brain areas and at every temporal segment, (2) the application of a data-driven topological filtering scheme to reveal the backbone of the network topology at every temporal segment, (3) the estimation of Laplacian eigenvalues to extract the so-called NMTSeigen (Dimitriadis et al., 2010a, 2015d, 2017b, 2018b), (4) the modeling of these NMTSeigen via a vector-quantization approach, and (5) the validation of the whole approach to a second blind dataset.

The analysis of the spatiotemporal evolution of Laplacian eigenvalues during the training phase revealed three prototypical brain states (FCμstates). For a better illustration of the FCGs linked to the prototypical eigenvalues, we assigned the 90 AAL brain areas to five well-known brain networks. In Figure 4, we mapped the average functional strength between ROIs belonging to every pair of brain networks while the size and color of every node define the within-brain network degree. The most connected brain networks in FCμstates are the DMN and CO. CO plays a key role in working memory mechanisms (Wallis et al., 2015) while cognitive complaints related to AD are linked to alterations of resting-state brain networks and mostly FPN and DMN (Contreras et al., 2017). The functional coupling strength between FPN and DMN was significantly higher for HC compared to MCI for FCμstates 1 and 3 (Figure 4). The functional strength between FPN-DMN was positively correlated with a better episodic memory performance (Contreras et al., 2017).

Well-known and novel chronnectomics were estimated from the Markovian (symbolic) Chain that describes the evolution of brain states. We detected significantly higher flexibility and complexity for HC as compared to MCI described from FI and CI, correspondingly (Figure 7). A summarization derived from OT and DT revealed a significant trend: HC subjects spent significantly more time compared to MCI in FCμstates 1 and 3 while MCI spent significantly more time in the second FCμstate (Figure 8). Following a CCA analysis between the extracted chronnectomics and the MMSE score, we found a significant contribution of the DT for the three NMTSeigen. OC related to the 2nd NMTSeigen did not associate with the CCA mode of MMSE variability (Figure 11).

In the era of data sharing and aggregating large datasets from different research groups worldwide who contribute to large consortiums, it is important to test the reproducibility of the proposed biomarkers (Abraham et al., 2017). Our study is a first step in this direction to diminish the effect of any arbitrary selection of algorithmic steps up to the extraction of biomarkers. The next step is to extend the analysis in larger populations from different sites and MEG scanners. A recent study showed that 70 percent of the preclinical research from academic labs could not be replicated (Collins and Tabak, 2014). Abraham’s work is one of the very first neuroimaging studies that lays the ground for the reliability and reproducibility of biomarkers extracted from neuroimaging data.

There is a large body of research based on different imaging methods covering various temporal and spatial scales that documents the association of electrophysiological rhythms with distinct cognitive processes within narrowly or broadly anatomical areas (for review, see Engel et al., 2001; Buszaky, 2006; Siegel et al., 2012; Başar and Güntekin, 2013). For example, low-frequency δ rhythms (1–4 Hz) are known to coordinate large portions of the brain (Fujisawa and Buzsaki, 2011; Nacher et al., 2013) while γ oscillations play a dominant role in stimulus processing and detection is shown to be locally anatomically constrained (Engel et al., 2001). Recently, an extension of Brodmann’s areas was suggested in order to associate distinct anatomical areas with preferable connectivity estimators and cognitive functions in both normal and brain disease/disorder populations as an initial step toward summarizing the large body of current brain connectivity research (Başar and Düzgün, 2016).

In the last few years, an increasing number of studies appeared studying CFC at resting state (Antonakakis et al., 2016a), during cognitive tasks (Dimitriadis et al., 2015a,c, 2016a,b) and in various brain diseases and disorders such as mild traumatic brain injury (Antonakakis et al., 2016a), amnestic MCI (Dimitriadis et al., 2015a), dyslexia (Dimitriadis et al., 2016a), schizophrenia (Kirihara et al., 2012), etc. It has been suggested that CFC is the key mechanism for the integration of information between anatomical distribution subsystems that function on a dominant frequency (Canolty and Knight, 2010; Jirsa and Muller, 2013; Florin and Baillet, 2015). However, only a few MEG studies have explored CFC at resting state (Antonakakis et al., 2015, 2016a,b; Florin and Baillet, 2015) and especially in a more dynamic fashion (Dimitriadis et al., 2015a, 2016a; Antonakakis et al., 2016b).

MEG source connectivity is at a mature level compared to a decade ago (Ioannides et al., 2012), and it is an active research area aimed at improving many aspects of “true” brain connectivity (Schoffelen and Gross, 2009; Colclough et al., 2016). The most significant issue is the parcellation of the cerebral cortex. In many cases, the AAL template (90 ROIs) is feasible for the detection of those changes induced by a specific task or obtained after comparing different groups. But in others such as the design of a reliable connectomic biomarker, there is a need to oversample more than 90 areas. The FC, which is directly linked to functional parcellation of the cerebral cortex, is an active area, which will further improve both the interpretation and the predictive power of source connectivity of many brain diseases such as MCI. The solution of a functional parcellation template for MEG source connectivity will improve the classification performance on the source level with the additional advantage, compared to sensor level, of facilitating the anatomical interpretation of the results.

Adopting the same framework and including also stable and progressive MCI groups, we will attempt to connect DCB with neuropsychological measures and cognitive scores (Cuesta et al., 2014, 2015). It is evident that a multifactorial model that includes cognition, neuropsychological measures and anatomical information can reliably predict the conversion from MCI to DAT, while genetic variation of risk genes like the APOE-e4 allele or cognitive reserve might play a secondary role (López et al., 2016).

Going one step further from our previous studies demonstrating the significance of a DCB (Dimitriadis et al., 2013b, 2015b), where we used network microstates extracted from DFCG patterns, in the present study we introduced a modeling approach of NMTSeigen estimated over DFCGs that preserve the dominant type of coupling (intra- or inter-frequency intrinsic coupling mode). Our study demonstrates the effectiveness of the data-driven analytic pipeline tailored to DFCG to the correct classification of a blind dataset based on control and MCI subjects compared to a static connectivity approach. Given these outcomes, the need is evident over the next years to adopt data-driven techniques that will not introduce bias, subjectivity and assumptions in neuroimaging datasets and also to improve the reproducibility of the outcome in large databases.

In magnetoencephalography (MEG) the conventional approach to source reconstruction is to solve the underdetermined inverse problem independently over time and space. Different algorithms have been proposed so far with alternative regularization procedures of space and time as with a Gaussian random field model (Solin et al., 2016).

Commonly used techniques include the minimum-norm estimate (MNE) (Hämäläinen and Ilmoniemi, 1994) and Linearly Constrained Minimum-Variance (LCMV) beamformer (Van Veen et al., 1997). It is in the right direction to compare the consistency of the outcome of the current study with alternative inverse solution algorithms to measure their consistency and sensitivity to the design of connectomic biomarkers tailored to MCI.



CONCLUSION

In this study, we presented a novel DCM for the prediction of MCI from an age-matched control group validated over a blind dataset. The novelties of the proposed analytic scheme are the incorporation in the DFCGs of the DICM (DICM, either intra- or inter-frequency coupling based on PAC), the adaptation of a novel data-driven thresholding scheme based on OMSTs, the estimation of Laplacian eigenvalues across time and the extraction of prototypical network microstates (FCμstates) for both the control and MCI group.

It is important for the near future to work in source space on MCI subjects that convert to AD after a following up study to further validate the proposed scheme as a potential tool of clinical importance. It would also be interesting to explore how the Apoe-e4 allele can induce changes to the DFC of spontaneous activity. Moreover, multimodal neuroimaging biomarkers is a novel trend that will further be validated (Jack et al., 2016).
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In this study we documented brain connectivity associated with multisensory integration during wrist control in healthy young adults, aged matched controls and stroke survivors. A novel functional MRI task paradigm involving wrist movement was developed to gain insight into the effects of multimodal sensory feedback on brain functional networks in stroke participants. This paradigm consisted of an intermittent position search task using the wrist during fMRI signal acquisition with visual and auditory feedback of proximity to a target position. We enrolled 12 young adults, 10 participants with chronic post-stroke hemiparesis, and nine age-matched controls. Activation maps were obtained, and functional connectivity networks were calculated using an independent component analysis (ICA) approach. Task-based networks were identified using activation maps, and nodes were obtained from the ICA components. These nodes were subsequently used for connectivity analyses. Stroke participants demonstrated significantly greater contralesional activation than controls during the visual feedback condition and less ipsilesional activity than controls during the auditory feedback condition. The sensorimotor component obtained from the ICA differed between rest and task for control and stroke participants: task-related lateralization to the contralateral cortex was observed in controls, but not in stroke participants. Connectivity analyses between the lesioned sensorimotor cortex and the contralesional cerebellum demonstrated decreased functional connectivity in stroke participants (p < 0.005), which was positively correlated the Box and Blocks arm function test (r2 = 0.59). These results suggest that task-based functional connectivity provides detail on changes in brain networks in stroke survivors. The data also highlight the importance of cerebellar connections for recovery of arm function after stroke.

Keywords: stroke, functional connectivity, upper limb, sensory integration, task based approach


INTRODUCTION

In this study, we used functional magnetic resonance imaging (fMRI) and a novel task paradigm to investigate the effects of multimodal sensory feedback on detection of brain functional networks after stroke. In prior studies, the primary motor cortical regions and their pathways have been a major focus in investigating the functional effects of stroke lesions on the brain (1–4). However, brain lesions might have an even stronger impact on integrative networks that process multisensory inputs and plan movements in a functional context. Lesions affecting sensorimotor integrative networks of the brain are likely to play a critical role in recovery, and damage to these networks could lead to chronic impairment, as they are important to motor learning and recovery (2, 4–9). Although current measures of functional connectivity characterize communication between brain motor regions, the changes in connectivity of the sensorimotor association areas have been largely unexplored in stroke survivors. In order to characterize the function of sensorimotor networks in stroke survivors, we measured brain connectivity and activation with functional magnetic resonance imaging (fMRI) during rest and during tasks that invoked key features of sensorimotor and multisensory integration.

fMRI has been used to characterize differences in brain activation patterns in stroke survivors and to document cortical plasticity with natural recovery or following targeted therapeutic interventions. In general, increased intensity and spread of brain activation after stroke have been associated with decreased functional outcomes. During finger movement, stroke survivors have increased cortical activation with a broader spatial extent in the ipsilesional hemisphere as well as contralesional activity that is absent in controls (10). Increases in cortical activity distant from primary motor areas impacted by a stroke lesion are considered evidence for cortical reorganization (11). These plastic changes might be compensatory or conversely, they could be maladaptive for functional recovery. During recovery, the intensity, and spread of brain activation associated with hand grip decreases in lower functioning stroke survivors (4), suggesting that simple task-related brain activation volumes are inversely correlated with functional recovery. In contrast, decreased activity in cortical areas have been documented in stroke survivors using the relatively more complex task of bilateral pedaling during fMRI (12), possibly due to a greater reliance on integrative sensorimotor regions that might become dysfunctional after stroke. The recent emergence of brain functional connectivity analyses (13, 14) offers the opportunity to interpret changes in task-related brain activity in the context of brain networks, potentially offering insight into the mechanisms underlying changes in brain function after stroke.

Functional connectivity analyses also provide evidence of changes in brain function after stroke. Functional connectivity MRI (fcMRI) (13, 15) infers coactivation of one or more cortical areas by their correlated fMRI signal over time. This analysis can be used to identify functional networks using fMRI signals obtained at rest (13) or during a task (15). For this analysis, nodes can be defined using predetermined anatomical regions of interest or identified by measuring regional homogeneity of voxel-wise intrinsic functional connectivity (16). Alternatively, functional connectivity can be decomposed into a set of spatiotemporal networks using an independent component analysis (17, 18); an independent component consists of a 3D volume that provides each voxel's contribution to a network and a BOLD time-course that is shared by all voxels within that network. In resting-state fMRI, one of the most consistent findings in stroke participants is decreased functional connectivity between the ipsilesional and contralesional sensorimotor cortices (19–21). While resting state functional connectivity and task-based connectivity share correspondence, they also have many notable differences (22–24). In healthy individuals, the spatial extent of nodes determined by an independent component analysis is similar across task and resting state paradigms (25). In contrast, task-based connectivity exhibits “local specialization” with increased connectivity of long-distance connections compared to resting state analyses (26, 27). This means that areas engaged in a given task have increased local connectivity in the task-specific area (i.e., local specialization) and increased global connectivity (long distance connections) between the different areas engaged with that task. For a multimodal sensorimotor task, we expect increased local specialization within the primary sensorimotor region and increased long-distance communication between the ipsilesional sensorimotor cortices and contralesional cerebellum, similar to activation results reported during complex motor tasks (28).

Functional connectivity analyses are particularly effective in quantifying functionally relevant changes in brain networks after stroke and during recovery (29). It has been suggested that network integrity and reorganization is critical for functional recovery after stroke (30). Each cortical region can actively participate in multiple functional networks, allowing the brain to reorganize after damage to a particular node. Network plasticity has been documented in the motor network of people with stroke (31) and the integrity of contralesional parietofrontal and sensorimotor cortical networks has been associated with lower motor impairment after stroke (6). These findings suggest that resting state and task-based connectivity of sensorimotor integration areas predict motor function, and plasticity of these networks provide mechanisms for restoring motor function.

In order to identify changes in sensorimotor networks in chronic stroke survivors, we calculated the functional connectivity of the brain using resting state and task-based MRI, with a unique sensorimotor task that employs sensorimotor and multisensory integration. The task was specifically designed to engage integrative sensorimotor networks during controlled wrist movement. We then compared the changes in these networks to a clinical measure of upper limb function. We hypothesized that only during the task, functional connectivity between brain networks associated with sensorimotor integration would be reduced in stroke survivors, and that the reduction would be correlated to arm function.



METHODS


Data Collection
 
Participant Recruitment and Clinical Testing

Twelve young adults (four female, 25.2 ± 2.4 years), 10 individuals with chronic post-stroke hemiparesis (four female, age 66.7 ± 7.94 years, at least 1.1 years since stroke), and nine age-matched control participants (five female, age 64.2 ± 7.73 years) participated in this study. The young adults were included as additional data to validate the new task paradigm in its ability to show areas of the brain involved in performing the task. Each participant provided informed written consent to the experimental protocol, which was approved by the Institutional Review Boards at Marquette University and the Medical College of Wisconsin. Inclusion criteria included a history of an ischemic cortical or subcortical stroke that occurred no <6 months prior to recruitment. Participants with no ability to perform supination, pronation, ulnar deviation, or radial deviation of the wrist were excluded. Controls without history of stroke or other neurological impairments were age-matched (within 3 years) and gendered-matched to the stroke participants. Each stroke participant completed the upper extremity (UE) portion of the Fugl-Meyer Assessment (32) for a maximum possible score of 126. Participants also completed the Box and Blocks Test of Manual Dexterity (33), the Wolf Motor Function Test (34) for upper extremity motor ability (maximum score of 75), and the Modified Ashworth Scale (35). These clinical measurements were correlated with measured brain activity during the task and the functional connectivity during resting state and during the task. The stroke participant clinical scores and lesion locations are shown in Table 1, and Figure S1 shows the lesion distribution; although there is little lesion overlap, the lesion distribution shows damage in the sensorimotor pathways.



Table 1. Stroke participant clinical scores and lesion location.
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Experimental Paradigm

Our sensorimotor integration experiment was designed with cues and feedback that contrasted the effects of auditory and visual sensation. We introduced a task paradigm for studying the role of sensory integration in complex movement. Chronic stroke participants have more difficulty coordinating sensorimotor behavior, especially in tasks with higher complexity (36). Our task required the participant to produce movement while integrating multiple sensory modalities.

Motion recording and audiovisual feedback

Every participant completed two sessions on separate days no more than 2 weeks apart. Participants were trained to perform a wrist-movement task during the first session. The second session used the same wrist movement task and consisted of a second training period 1 h before the task-based fMRI session. The experimental apparatus is shown in Figure 1 (left). The forearm of the impaired limb was fixed on a small ramp to allow for radial and ulnar deviation of the wrist. Both the elbow and the forearm were secured on the ramp to ensure that the task was controlled by wrist movement only. The hand gripped the end of a ShapeTape device (Measurand Inc., Canada), an array of 16 optical fiber sensor pairs that provide 3D Euclidean coordinates along the sensor region. Each sensor pair also provided a 3D rotation matrix expressed in quaternion form. Visual feedback was presented on a computer monitor, and speakers provided auditory feedback. Motion data were recorded every 24 ms, or 41.67 Hz.
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FIGURE 1. Task paradigm for wrist movement and sensorimotor integration. (Left) Illustration of the ShapeTape apparatus. The forearm position was fixed. (Right) Experimental design of the multisensory search task. During each trial, the participant maximized sensory feedback using wrist joint angles to minimize error to a target angle. The participant was instructed to move the wrist to maximize the circle diameter and/or a sound volume. Auditory, visual, or audiovisual feedback were presented at the start and during each trial. After reaching the target, the participant fixated on a yellow square during a 2–4 s intertrial period. The average trial duration was 5 s.



Shown in Figure 1 (left), two sensor pairs at the end of the ShapeTape were used to calculate a 3D ray with angle θ={θx, θz} relative to the horizontal (x-z) plane, which was used to define the orientation of the wrist. Effectively, pronation/supination was mapped to an angle within the x-y plane θz, and radial and ulnar deviation was mapped to an angle in the z-y plane. Letting pn and pn−1 be the 3D coordinates of the last two sensors, an orientation vector v was calculated as:
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The wrist orientation was estimated as θx = (vX/vY), and θZ = (vZ/vY). For each search task, a target angle, φ, was created. The error to φ during the search task was calculated as [image: image]. E was then used to provide feedback to the participant related to wrist proximity to the target. The feedback intensity, w, was calculated as w = exp(−E/σ), with the sensitivity parameter σ fixed at 0.1 radians for all trials. Intensity w was used to modulate visual and auditory feedback stimuli. Auditory feedback was a 440 Hz tone and its volume was modulated linearly by w. Visual feedback was presented as a solid red circle at the center of a black screen. The circle diameter was modulated linearly by w from 15 to 160 pixels or 0.38–4.06 cm. The screen was placed ~2 feet away from the eyes. The resulting aperture angle was effectively varied 0.179–1.91 degrees.

Experimental design

As shown in Figure 1 (right), a search-based wrist movement task was designed to invoke brain networks involved in sensorimotor and multisensory integration. The first session began with up to five familiarization trials, in which the participant used the wrist to move a white cursor to a yellow square target at the center of the screen. These trials were also used to verify the participant's range of motion. Once comfortable reaching the square, the participant was then informed that the square and cursor would not be visible. At the start of each trial, one of three types of sensory feedback was presented. For both the training session and the fMRI session, a series of two search-task runs (“search”) (6 min each) and one sensory-motor (“SM”) only run (6 min) were conducted.

The “search” task run consisted of a series of trials, each trial including visual, auditory, or combined audiovisual feedback. In the visual-only feedback condition, a solid red circle appeared and grew larger as error decreased. Once the participant reached the target, the solid red circle was changed into an outline and then disappeared. During auditory-only trials, the participant searched for the target with feedback provided by the tone volume. Upon reaching the target, the tone was altered to a fixed pitch of 880 Hz, giving a “beep” sound, and turned off. In audiovisual feedback trials, the red circle and auditory tone were mapped independently to the x-coordinate and y-coordinate errors. The goal was to maximize both feedback intensities. After the target was reached, the participant fixated at a yellow square at the center of the screen for an inter-trial period with a normal random duration of 2.5 ± 0.5 s. Participants were notified that the trial would end automatically after an unspecified time if they failed to reach the target. A maximum trial duration of 15 s was used for all experiments.

A control task (“SM”) involving isolated sensory and motor tasks was conducted after the two search-based task runs. In the motor task, the words “Keep Moving” appeared on the screen, and the participant was told to move the wrist randomly in a similar pattern as during the search task. The participant was instructed to stop moving once the words disappeared. The message “Relax” was displayed on the screen for 2 s prior to the sensory only trials. For this condition, the participant was warned that there would be times during which the red circle and sound would appear and change outside of the participant's control. The participant was trained to not move and just watch and listen. The last instruction to the participant was “If you see the words “Keep moving” then move. If you do not see the words “Keep moving,” then stay still no matter what happens.” Throughout this final run, the experiment would alternate between motor-only and sensory-only conditions every 12 ± 2.0 s.

MRI Scans

Every participant was screened for MRI safety before entering the magnetic environment. An axial T1-weighted anatomical image was acquired using a fast spoiled gradient recalled (SPGR) pulse sequence, with TE: 3.2 ms, TR: 8.16 ms, flip angle: 12 deg, prep time: 450, bandwidth: 22.73, FOV: 240 mm, 156 1 mm slices, matrix size: 256 × 240. For functional MRI, a sagittal view gradient-echo echo-planar sequence was acquired with TE: 25 ms, TR: 2,000 ms, flip angle: 77 deg, FOV: 240 × 240 mm, 41 slices with 3.5 mm thickness. Four 6 min fMRI scans were performed, one for resting state, two for the search task, and one for the sensory motor only task.

MRI Experimental Setup

As the participant lay supine, the forearm was elevated with foam and fixed in place with sandbags. The ShapeTape was placed into the participant's impaired hand, or right hand in healthy adults. Visual feedback was projected to a visor attached to the head coil, and earbuds were placed into the ears to provide auditory feedback. The MRI scan session consisted of one resting-state run followed by three task-based runs. During the 6 min resting-state run, each participant was asked to close their eyes and stay alert. After the resting-state scan, the ShapeTape was placed into the participant's hand. If the participant had difficulty gripping the device, then a surgical wrap was used to keep the hand closed. The participant completed three 6-min runs of the same experiment conducted for the first session, including two search-based and one sensory-motor only.



Image Registration and Lesion Side Normalization

Intersubject and intermodality image registration was completed in both healthy adults and stroke participants using fully automated techniques. Each participant's anatomical T1-weighted MRI volume was registered to a 152-brain MNI space using a 12-parameter affine registration, and then non-linear image registration was performed using Maxwell's demons algorithm (37). Local histogram matching was performed prior to deformable image registration in order to mitigate errors caused by lesion contrasts (38). In brief, each voxel in the subject's T1-weighted image was assigned a value from 0 to 1 based on its percentile for a 5 × 5 × 5 voxel neighborhood centered at that voxel. The resulting deformed T1-weighted image was histogram-matched to the MNI template, where the local percentile of the subject's T1-weighted image was matched to the same percentile of the MNI template. Finally, 5 iterations of the demons algorithm were performed at the full 1 mm resolution to align the edges of the images.

The images of all stroke participants that completed the experiment with the left arm were flipped over the sagittal plane so that all lesions were on the left side of MNI space. One of these participants had a lesion within the left cerebellum, which was flipped to the right side. The flipping placed all strokes outside the cerebellum on the left side of MNI space.



fMRI Data Processing
 
General Linear Model for the Search Task

Task-based functional MRI analysis was performed with AFNI (Analysis of Functional NeuroImages, RRID:SCR_005927, afni.nimh.nih.gov/afni). Data were temporally resampled in order to correct for non-uniform slice acquisition timing within each volume. BOLD signal changes related to head translation and rotation were corrected by affine coregistration between volumes using AFNI's 3dvolreg function. The data were high-pass filtered above 0.01 Hz. The motion parameters included roll, yaw, pitch, and x, y, z translations, and were treated as coregressors for all subsequent analyses.

General Linear Model and Cortical Activation Maps

We were interested in stroke-related differences in cortical activity involved in sensorimotor integration during movement. In addition, we are interested in the young and age-matched control differences during this task. As previously shown in Figure 1, at the start of the trial the sensory feedback was at its lowest value. On the contrary, the level of wrist motion (not displayed in the figure) was greatest at the start of the search. As the participant closed in on the target, sensory feedback increased. In this latter phase of the task, finer wrist movements were required. Thus, wrist movement was greatest at the start of each trial, and sensory feedback was greatest at the end. In order to identify the brain activity associated with movement, wrist motion was estimated as the absolute change in θ with time. However, as mentioned above, the wrist motion parameters throughout time were used as co-regressors to help control for the variation in movement during the earlier and later stages of the task.

The sensory feedback and wrist movement signals, both produced with our in-house software from the ShapeTape data, were median filtered with a window of 2 s. Using the “waver” function in AFNI, the signals were then convolved with a double-gamma variate hemodynamic response function to produce modeled BOLD responses and resampled to the fMRI temporal resolution of 0.5 Hz. This method was repeated for the auditory, visual, and audiovisual feedback conditions to produce three movement regressors (AM, VM, AVM) and three sensory feedback regressors (AS, VS, AVS). Using the 3dDeconvolve program in AFNI, a multilinear regression was performed for each voxel, with the six task-related regressors and six head motion parameters (three rotation, three translation) contributing to the BOLD signal. The marginal t-value for the beta coefficient of each task-related regressor was resampled into 1 mm MNI space. These six cortical activation maps were calculated for every stroke participant and age-matched control.

Within Network Functional Connectivity

We were interested in the within network and between network functional connectivity. For the within network functional connectivity, functional connectivity MRI analysis was performed with Multivariate Exploratory Linear Decomposition into Independent Components (MELODIC) Version 3.14 available with the FMRIB's Software Library (FSL, RRID:SCR_002823, www.fmrib.ox.ac.uk/fsl). All runs and the stroke and aged matched control participants were time concatenated for a single 75-run (19 participants and 4 runs) group ICA. The sensory-motor only task run of stroke participant S04 was not included in the analysis since data collection was not complete. The data were high-pass filtered with a cutoff frequency of 0.01 Hz (39). The first five TRs were discarded to exclude signal drifts due to system ramp-up. This left each run with 175 volumes over 350 s. The functional image volumes were motion corrected using the MCFLIRT implementation (40). Slice-time correction was applied using linear interpolation. Skull-stripping was automatically performed with the brain extraction tool (BET) (41), and the data were spatially smoothed with a 5 mm full-width half-max Gaussian kernel. The skull stripped images were visually inspected to ensure the quality of the skull stripping. The resulting brain mask was used to exclude non-brain voxels from the remaining analysis. All participants were spatially normalized to an anatomical MNI standard template using a 12-parameter affine registration implemented in FLIRT (42). The voxel BOLD times series were demeaned, variance normalized, and whitened.

The number of independent components were estimated using a Bayesian approach described by Minka et al. (18). Once the independent components for the combined stroke and age matched control data were calculated, a dual regression (43) was used to estimate individual spatial maps and time courses for each participant and session. Components with vertical stripes in the axial view were associated with motion and excluded from further analysis. Voxel-based general linear modeling was performed between stroke and age-matched controls, and between rest and task conditions for each independent component. The resulting maps of t values were used as representations of the contributions of each condition to the component of interest. The term “within network functional connectivity” was used to refer to this relationship between the group/task and the network component.

Task-Based Network Identification

Overall relationships between resting-state networks and the task conditions were estimated with temporal correlation. The BOLD response to each task condition was modeled by convolving the stimulus presentation time signal with a double-gamma hemodynamic response function. The modeled time courses were concatenated across all 19 participants and four runs using the same arrangement used for the time-concatenated group ICA. The relationship between an independent component and the experimental variable was estimated by correlating the spatial component's data time course to the modeled BOLD response of the experimental variable. Since the movement-only and sensory-only conditions were presented in regular 15 s intervals, their modeled time courses were used to identify the functional brain network associated with the task. Shown in Figure S2, one particular task-related independent component (SML) had a high correlation (r > 0.9) with the movement-only condition. This component, shown in Figure S2 below, will be referred to as the active sensorimotor network.

Between-Network Functional Connectivity Analysis

In order to assess the between-network functional connectivity, group ICA network maps were thresholded at a z-score of 30, and local maxima of clusters >2 cm3 were treated as nodes for a subsequent seed-based functional connectivity analysis. The z-score threshold and cluster size threshold were chosen heuristically such that only one or two clusters remained for each network. The voxel with the maximum z-score was used from each cluster for seed-based analysis. Shown in Table 2, a total of 27 local maxima were extracted from the left and right sensorimotor networks, the left and right parietofrontal control networks, the default-mode network, the bilateral cerebellar network, the bilateral extrastriate visual network, the primary visual network, the left and right auditory networks, and the bilateral thalamic network. Since the task-fMRI data were also included in the ICA, the left sensorimotor network map contained three clusters. These included the left precentral gyrus, and two clusters within the right cerebellum. The inclusion of task-positive BOLD data also caused the right sensorimotor network's local maximum to occur within the postcentral gyrus. Since the contralesional sensorimotor network has been shown to be involved in motor plasticity after stroke, the nodes from left and right sensorimotor networks were reflected over the mid-sagittal plane to produce 4 additional nodes. Independent components related to motion or cardiac artifact were regressed out of the raw BOLD data. The six motion regressors that were calculated by the MCFLIRT function prior to the group ICA were also used to clean the original BOLD data. The temporal correlation coefficient was calculated from the cleaned BOLD time courses of each pair of seed points.



Table 2. Locations used for between network seed-based FC analysis.
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Statistical Analyses
 
Voxel-Based Analysis of BOLD Activation Maps and Spatial Network Maps

All spatial map group comparisons were performed in MNI space and corrected for multiple comparisons using FDR correction. Group differences in functional connectivity maps were calculated in a 4 mm resolution MNI space as output by MELODIC. In our AFNI pipeline, we upsampled the BOLD activation maps into 1 mm MNI space before group comparison. Three BOLD activation maps from AFNI and four spatial network maps from the FSL dual regression analysis were compared between groups and conditions by using voxel-based Student's t-tests. Since we were focused on sensorimotor function in this study, only the spatial maps of networks included in Table 2 were analyzed. Voxel-level Student's t-tests were performed to test contrasts between stroke and control groups. In the functional network maps, additional paired t-tests were performed to determine within-group contrasts between resting-state and search. Spatial clusters of significantly different voxels (p < 0.01) were identified. In order to account for multiple comparisons, a corrected alpha value of 0.05 was used to remove clusters less than a threshold size determined by 3dClustSim tool in AFNI. 3dClustSim, which corrects for multiple comparisons using FDR correction, was applied to both 4 mm and 1 mm MNI space templates to estimate cluster size thresholds for FDR correction. The cluster size threshold was 359 voxels for the 1 mm BOLD contrasts from AFNI and 8 voxels for the 4 mm functional connectivity maps from MELODIC. Multiple comparisons correction was further applied for the number of contrasts performed (3 activation maps and 20 functional networks). For between-network connectivity, a Student's t-test with was performed between stroke participants and age-matched controls for the edge strength between each pair of seed points. Multiple comparisons FWE correction was applied for the number of pairwise t-tests, which was (n*(n-1)/2) = (27*26/2) = 702.

Correlational Analysis With Clinical Functional Scores

We hypothesized that stroke-related differences in task-related BOLD activation and functional network spatial maps would be correlated with the clinical evaluations of sensorimotor impairment/function. A linear regression analysis was performed with each BOLD activation contrast and functional network maps as a predictor of the Box and Blocks Score for the impaired arm. No linear regressions were performed with our activation and connectivity measures and the Fugl-Meyer or the Wolf Motor scores because there was a ceiling effect in our stroke participants with the Fugl-Meyer upper extremity (Table 1), and the Wolf Motor correlated with the Fugl-Meyer (R = 0.87). The independent components that were compared between groups included the left and right sensorimotor networks. The p-values were multiplied by the number of analyzed networks to correct for multiple comparisons.




RESULTS


The Search Task Produced Cortical Activation Patterns Within Motor and Multisensory Integration Areas

Figure 2 demonstrates that in young healthy individuals and in the age-matched control group, our search task successfully produced unique cortical activation patterns for different sensory feedback conditions. Activity is reported where the group mean is significantly positive (t > 2.79, p < 0.01, corrected). Search task-related activation common to all conditions was detected in contralateral sensorimotor cortex, bilateral premotor cortex, bilateral somatosensory association cortex, and bilateral anterior cerebellum. Purely visual or auditory activity was found in the primary visual and auditory cortices. An inferior-to-superior spatial gradient in overlapping activation maps were seen along the bilateral occipital surface. The superior occipital gyrus activity was exclusive to the unimodal auditory feedback condition. The middle occipital gyrus responded to the auditory and audiovisual conditions.
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FIGURE 2. Search-task BOLD activation maps in healthy individuals. These activations were produced from the novel search task paradigm. Mean BOLD activation for the auditory (AM), visual (VM), and audiovisual (AVM) task conditions in (A) the young healthy adult group and (B) the control group age-matched to the stroke survivors. Note the BOLD contrasts are shown for the movement regressors.



In young adults, there was unique activation during the audiovisual feedback condition within the bilateral dorsolateral prefrontal cortex and bilateral posterior parietal cortex, corresponding to the anterior and posterior multimodal association areas. BOLD activation in the control group that was age-matched to the stroke survivors was similar with the young healthy adults. However, this group did not have unique activation within the prefrontal and posterior parietal areas. Figure S3 illiterates stroke activity and the difference between stroke and control.



During Sensory-Guided Movement, BOLD Activation in Stroke Survivors Depends on Sensory Feedback Modality

As demonstrated in Figure 3 and Table 3, the BOLD activation in stroke survivors was dependent on the modality of sensory feedback. First, in the visual search condition, stroke survivors had similar activation to the age-matched controls within the active contralateral sensorimotor cortex. There was an increased activation in the contralesional prefrontal, posterior parietal, and sensorimotor cortices (p < 0.01, corrected). Increased activation was also observed within the ipsilesional prefrontal cortex (p < 0.01, corrected). Second, overall BOLD activity in stroke participants was lower than controls during the auditory feedback condition. Thirdly, the task-related BOLD activity in stroke survivors during the audiovisual search condition was significantly different from the age-matched controls in the contralesional inferior occipital gyrus and the posterior thalamic radiation. During the visual and the audiovisual search, contralesional regions positively correlated with the Box and Blocks score, with the exception of the superior temporal gyrus (Table 3). In the visual search task, the contralesional middle occipital gyrus, and superior temporal gyrus correlated with the Box and Blocks score; similarly, the inferior occipital and the posterior thalamic radiation correlated with the Box and Blocks score during the audiovisual task. As mentioned, the audio search task had decreased BOLD activity in the stroke group as compared to the controls, and these bilateral decreases were positively correlated with the Box and Blocks score.
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FIGURE 3. BOLD activation maps of stroke vs. controls. BOLD activation in visual, auditory, and audiovisual sensory guided movement. Group-averaged activity and significant differences (p < 0.01, un-corrected) are shown in stroke survivors (n = 10) and controls (n = 9) on inflated brain surfaces. The three sensory feedback conditions had similar activation in the contralateral sensorimotor cortex, bilateral premotor cortex, and bilateral somatosensory association cortex. Stroke participants had greater contralesional activation than controls during the visual condition and less ipsilesional activity during the auditory condition. The contralateral (ipsilesional) side is depicted on the left, and the ipsilateral (contralesional) side is depicted on the right.





Table 3. Localized group differences in BOLD activation.
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Stroke Participants Have Increased Contralesional Within-Network Functional Connectivity During the “Search” Task

Within-network functional connectivity information provided by the independent component analysis is shown in Figure 4; Table 4. Figure 4A presents the network that had the highest temporal correlation with the recorded movement. This network included the contralateral sensorimotor cortex, bilateral premotor cortex, and ipsilateral cerebellum, which had the highest temporal correlation with the modeled BOLD response (R = 0.716 across all participants). During both rest and the search task, this movement-related network was similar between stroke participants and age-matched controls. In controls, the participation of sensorimotor cortices became lateralized during the “search” task. Both hemispheres contributed to this shift in laterality, with greater positivity in contralateral sensorimotor areas and negative coefficients in the ipsilateral sensorimotor cortex. There was also an increased bilateral contribution from the supplementary motor area. These task-related network changes were not seen in stroke participants. Rather, contralateral somatosensory cortex and ipsilateral SMA and ventromedial premotor cortex increased in network participation. Thus, stroke participants had greater within-network participation in the ipsilateral hemisphere during the search task. This result also held after subtracting the resting-state network values.
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FIGURE 4. Within network functional connectivity: stroke vs. control functional network maps. Independent component spatial maps for the ipsilesional/contralateral (A) and contralesional/ipsilateral (B) sensorimotor networks. Stroke and control t-value group averages and differences for rest and task conditions are overlaid on an inflated cortical map surface. Group averages with a mean normalized component intensity above three are colored red. Difference maps show clusters >11 cubic millimeters after thresholding at p < 0.01. The ipsilesional side is depicted on the left, contralesional on the right. The colors represent p-values corresponding to the t-test run after the individual ICA maps were created with dual regression. Yellow and cyan are p < 0.05, where red and blue are p < 0.01. Blue/cyan represent significantly lower voxels and red/yellow represent significantly higher voxels for the test indicated.





Table 4. Localized group differences in network spatial maps.
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Stroke Survivors Have Decreased Between-Network Interhemispheric Connectivity and Increased Functional Connectivity to Visual Areas

Between-network functional connectivity at rest and during the search task are shown in Figure 5. The resting-state functional connectivity between left and right sensorimotor networks was lower (p < 0.05, corrected) in the stroke group. During both the task and resting state, functional connectivity in stroke participants showed an increase in connectivity between the sensorimotor areas and the visual areas in the occipital lobe as shown in Figure 5A. During the “search” task the left and right parietofrontal networks demonstrated lower between-network functional connectivity, both between the parietofrontal areas and the rest of the networks. Connections to the cerebellum (Figure 5D) were also lower in participants with stroke.
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FIGURE 5. Group differences in between network functional connectivity. An inflated pial surface of a template brain is shown with color-coded independent components and functional network graph overlay. The ipsilesional side is depicted on the left, contralesional on the right. Stroke-related increased connections are in red and decreases are in cyan. The overhead view in (A) shows the connectivity to the left and right sensorimotor network nodes and in (B) presents connectivity to the bilateral parietofrontal networks. (C) The posterior views show connectivity differences to four (C) sensorimotor network nodes, and (D) eight cerebellar nodes. Note that all nodes are within brain tissue, although some of the network edges are difficult to visualize.





Decreased Task-Based Functional Connectivity With the Cerebellum During Sensorimotor Integration Correlates With Motor Impairment After Stroke

Figure 6 shows that with the “search” task, decreases in network functional connectivity of the cerebellum and visual association areas were associated with Box and Blocks score in individuals with stroke. In stroke participants, the contralesional cerebellum had decreased functional connectivity with the active sensorimotor cortex as previously mentioned (Figure 5; p < 0.005, corrected). As shown in Figure 7, this cortico-cerebellar connectivity was significantly and positively correlated with Box and Blocks score (r2 = 0.64). Also, the connectivity of right and left extrastriate cortical regions (V5) measured during the search task were significantly and positively correlated with Box and Blocks score (r2 = 0.82). There were no significant correlations between resting state functional connectivity and the Box and Blocks score.
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FIGURE 6. Functional trends in seed-based functional connectivity. Differences in functional connectivity in individual stroke survivors during the search task vary with Box and Blocks Score (colored number indicated on top of each brain). Note that the z-score is calculated as the difference in connectivity strength between the age-matched controls and the individual stroke participant. The ipsilesional side is depicted on the left, contralesional on the right. Note that all nodes are within brain tissue, although some areas in the cerebellum are difficult to visualize with this slice.
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FIGURE 7. Scatterplots of seed-based connectivity during “search” task vs. motor function. Stroke participants are shown with black dots and controls are shown with blue triangles. The dependent variable in each plot is the partial correlation between two specified seed points. Linear regressions were performed within stroke participants and repeated across all participants (assuming that controls scored a 76). The first r2 and Pa are the coefficient of variation and slope's p-value for the regression analysis across all participants. The second r2 and Ps are associated with the analysis that included only stroke survivors. Group differences are reported by t-value and corresponding Pt-value. The figure shows the Box and blocks correlation with (A) Left M1 & Right M1 connectivity, (B) Left M1 & Right Crus-V1 connectivity, (C) Left IFS & Right IFS connectivity, and (D) Left V5 & Right V5 connectivity.






DISCUSSION

This study provides several novel findings that advance our understanding of network function of the brain after stroke. Consistent with our hypothesis, we found that the search task activated different parts of the brain dependent on visual, auditory, or audiovisual cues. For instance, in order to complete the visual search task control participants used greater contralateral activation, while stroke participants used greater ipsilateral activation. The connectivity analysis of the search task revealed more stroke-related deficits as compared to resting state. Of particular interest, we found a stroke-related increase in functional connectivity between the sensorimotor and visual areas only during the search task (not resting state), suggesting stroke survivors might rely more on visual feedback for motor control. The dependence of hand function on cerebellar and sensorimotor connectivity was only detected during the search task, indicative of the importance of performing task-based functional connectivity.


Multisensory Control in Wrist Movement Evokes Activation in Bilateral Motor and Association Areas

The activation patterns seen in the neurologically intact control group revealed that wrist movement during single and multisensory search tasks elicits activation patterns mainly in the contralateral sensorimotor, and the bilateral premotor and somatosensory association cortices (Figure 2). As expected, the visual feedback task produced additional activation in the occipital lobe (44–46), while the auditory feedback produced activation in the temporal and superior occipital gyrus (47–49). Interestingly, the combined audiovisual condition in young adults also recruited areas in the dorsolateral prefrontal cortex and the bilateral posterior parietal cortex. Similarly, the within-network and between-network functional connectivity also suggests that the complex search task used in the current study connects motor and association areas bilaterally, which contrasts to the lateralized contralateral activation seen in finger tapping fMRI protocols (50, 51). This is notable in Figure 4A, where the independent component network with the highest temporal correlation with the recorded movement during the search tasks included the contralateral sensorimotor cortex, the bilateral premotor cortex, and the ipsilateral cerebellum (not visible in figure). Our study shows that a search task paradigm reveals the effects of multimodal sensory feedback on brain functional networks in neurologically intact participants, providing evidence that single-joint movement during multisensory control recruits areas of the brain beyond contralateral motor regions.

Brain activation was sensitive to the search task fMRI paradigm in stroke participants. As seen in Figure 3, stroke participants' task-related activation was dependent on the type of sensory feedback. Stroke participants had increased activation in the bilateral prefrontal cortex, and contralesional posterior parietal and sensorimotor cortices during the visual search condition. During auditory feedback, stroke participants had reduced ipsilesional activity. In the combined audiovisual search task, activation of the inferior occipital and the posterior temporal gyri was significantly reduced in stroke, and activation of these regions positively correlated with the Box and Blocks score (Table 3). These results suggest that task-related activation is sensory-dependent, and that multisensory integration is impacted by stroke (52).

Functional connectivity was also dependent on the search task in the current study. The within-network functional connectivity results suggest that stroke participants engage bilateral motor regions to a higher extent to complete the search task. Figure 4 shows that the functional connectivity within the ipsilateral sensorimotor network was greater during the search task as compared to rest in stroke participants. Whereas, the sensorimotor cortices in the neurologically intact group became more lateralized toward the contralateral hemisphere, the stroke group had greater within network participation in the ipsilateral hemisphere during the search task, suggesting that stroke participants engage bilateral motor networks during a search task and wrist movement. This observation is consistent with prior reports on brain activation (10, 53, 54).



Task-Based Functional Connectivity Provides Unique Information About Sensorimotor Integration and Motor Control After Stroke

Consistent with our hypothesis, the search task revealed “local specialization” as evidenced by increased within-network functional connectivity, and greater between-network connectivity after stroke. The control group saw an increase in within-network connectivity in the contralateral sensorimotor areas and bilateral SMA (Figure 4A). As shown in Figure 4B, cortical areas within the ipsilateral sensorimotor network were lower during the search task in control participants, further suggesting task-related inhibition of the ipsilateral cortex in healthy individuals and lateralization toward the contralateral hemisphere (22). The increase in bilateral SMA contributions to the sensorimotor network with the task might be due to the strong reciprocal connections between the left and right SM (55). In contrast, the stroke group saw increased within network connectivity in the ipsilateral SMA and ventromedial premotor areas during the search task (Figure 4B). Due to lesion location in the contralateral hemisphere, stroke participants were unlikely to be able to increase contralateral cortical participation in the SM network with the task. Thus, the stroke group appeared to produce local reorganization in the ipsilateral side.

The task-based fMRI revealed stroke-related network connectivity changes that positively correlated with motor impairment (Figure 7). The resting-state functional connectivity between left and right sensorimotor networks was lower (p < 0.05) in the stroke group, which is consistent with other reports of decreased interhemispheric connectivity after stroke (21); however, these changes were not correlated with the box and blocks scores (Figure 7A). During the “search” task, reduced functional connectivity between the left and right V5 was strongly correlated with the box and blocks score in stroke individuals (Figure 7D). Additionally, the functional connectivity between the middle temporal gyrus and parietofrontal nodes showed stroke-related increases (Figure 5). The middle temporal gyrus has been shown to play a role in processing motion-related visual information (56).



Clinical Correlations During the Search Task Reveal Sensorimotor Integration Deficits in Stroke

A unique finding in this study is a stroke-related increase in functional connectivity between the sensorimotor and visual areas during a search task, suggesting that stroke survivors may rely on visual feedback for motor control. During the auditory feedback conditions, stroke participant's auditory cortex was less active (Table 3; Figure 3). In contrast, ipsilesional cortical activity was more widespread in stroke participants than controls during the visuomotor task. While auditory feedback has been shown to improve weight bearing and gait characteristics in stroke survivors (57), individuals with stroke have been shown to rely on visual feedback for posturing (58). Additionally, visual feedback during grip-force control increases activation in the visual cortex, premotor cortex, supplementary motor areas, and the ipsilateral cerebellum in stroke participants (59), and limb apraxia has been associated with a deficit in visuo-motor integration due to lesions in the fronto-parietal motor network (60). The findings suggest that visual information during a complex motor task is an important source of feedback in stroke survivors and highlights the importance of measuring brain activation and calculating between-network connectivity during task-state fMRI.

Although the results showed an effect during visual feedback that was not present during the auditory condition, it would be overreaching to conclude that stroke survivors are more sensitive to visual over auditory feedback during fine-motor control. We do not know the visual vs. auditory sensitivity in each subject, which is information that would require a psychophysical exam. Although we did not record the dB gain of the maximum auditory feedback, a reasonable volume was used during the experiment. The volume was set such that the subject reported that the auditory feedback could be heard.

In addition to identifying stroke participant's dependence on visual feedback for motor control, this work emphasized the importance of cerebellar functional connectivity after stroke, specifically during sensorimotor integration. As indicated in Figure 5, the bilateral cerebellum exhibited stroke-related decreases in functional connectivity during both at rest and during the search task. Additionally, the connectivity between the ipsilateral cerebellar crus VI and the contralateral M1 was positively correlated with the box and blocks score when tested using the search task (Figure 7B). Involvement of the cerebellum in different networks involving movement and multisensory integration give it a critical role in brain plasticity after stroke (61). The motor cortex and cerebellum together have been shown to be involved in plasticity during motor training and in sensorimotor integration (62). Past imaging studies have shown that the connectivity between the cerebellum and parietofrontal areas are related to post-stroke motor function (63, 64).



Study Limitations

This study is limited by its small sample size for each group, especially for the age matched control and stroke participants. Head motion is a potential confounding factor in any study using functional activity or connectivity MRI, especially those involving task-based paradigms and patient populations. Indeed, head motion has been found in past studies to be greater in patients than in controls, and also increases with age (65). Van Dijk et al. found that although most variability in functional connectivity is not associated with head movement, there is significantly reduced functional coupling between the parietofrontal and default-mode network nodes in young adults. Furthermore, greater mean head motion leads to increased local functional coupling and interhemispheric connectivity between sensorimotor areas. Stroke participants in this study had significantly greater mean head motion than controls (p < 0.05) at rest and during the search task. Thus, our findings that stroke survivors had decreased between-network connectivity to the bilateral parietofrontal networks and increased within-network connectivity contralesionally could be in part due to increased head motion. However, we observed decreased interhemispheric connectivity, opposite to what was observed by Van Dijk et al. Since head motion was regressed out of the original data before our seed-based analysis, we do not believe that it was the prime contributor to our findings.

Changes in vasculature after stroke can lead to differences in neurovascular coupling near the lesion, which may influence correlations of these voxels with distant areas. Differences in brain structure can have an impact on functional connectivity metrics due to changes in the partial volume of gray matter (66). Using simulations, Dukart and Bertolino showed that between-group differences in brain structure leads to significant differences in functional connectivity between the groups. Due to the large variability in lesion location in this study, partial volume was not expected to have a significant impact on functional connectivity results.

Non-stroke related lateralization of cortical activation and functional connectivity is a potential confounding factor in this study. Studies of healthy adults have shown significant lateralization of resting-state functional connectivity (67). Nielson et al. showed that there are 20 “lateralization hubs” that have the most lateralized functional connectivity. Some of these hubs included the dorsolateral prefrontal cortex, supplementary motor area, premotor cortex, Broca's area, insula, and junctions between the parietal, occipital, and temporal lobes. Many of these regions are unimodal and multimodal sensory association areas. Handedness of our participants and the procedures of flipping the brain over the mid-sagittal plane to place all lesions on the same side of the brain could have had an impact on the results.

Spatial group differences in BOLD contrasts and functional connectivity could have been affected by group differences in the level of head motion during the task. The fsl_motion_outliers program in the FMRIB Software Library was used to estimate mean frame-wise displacement (FD) and mean square of successive differences (DVARS) (68) from the BOLD data during the search task runs of each subject. Shown in Figure S4, both metrics of head motion were significantly different (p < 0.01) between groups, but neither DVARS (r2 = 0.02) nor FD (r2 = 0.08) were correlated with Box and Blocks score. Although head motion regressors were included in all fMRI analyses in this study, greater motion in stroke subjects may have reduced the peak values of the functional connectivity maps.

Differences between study groups in range of wrist movement, and task performance could also impact the interpretation of our imaging findings. We report the number of completed search-task trials as a rough estimate of performance in Figure S5a. On average, stroke subjects completed 49.4 trials, which was significantly (p < 0.01) >61.1 trials completed in age-matched controls. However, the number of completed trials did not correlate (r2 = 0.04) with the Box and Blocks score. Shown in Figures S5a–c, the number of search trials (Figure S5a) and the average error accumulated (Figures S5b,c) was not correlated with the box and blocks scores. Shown in Figures S5d,e, the range of wrist motion was not significantly different between groups nor correlated with Box and Blocks score in stroke subjects.




CONCLUSION

In conclusion, our novel functional MRI task paradigm involving wrist movement and multisensory feedback revealed changes in BOLD activation and functional connectivity after stroke, suggesting that task-based fMRI can highlight alterations in brain functional networks after stroke. We documented widespread bilateral activation in neurologically intact participants during an audiovisual search task, indicating that multisensory wrist control recruits primary motor and association areas. In contrast, stroke participant's activation patterns were task dependent; visual feedback produced increased contralesional activation compared to controls, while auditory feedback resulted in decreased activation ipsilesionally. Additionally, our within-network functional connectivity analysis detected a task-related lateralization to contralateral sensorimotor regions in control participants that was not found in stroke. Lastly, between-network functional connectivity during the search task revealed decreased connectivity between the ipsilesional sensorimotor cortex and the contralesional cerebellum, and between interhemispheric V5 regions, which both correlated with box and blocks scores of hand function. These results suggest that task-based functional connectivity provides detail on changes in brain networks in stroke survivors. The data also highlight the importance of cerebellar connections for recovery of arm function after stroke. Future work will investigate the role of structural connectivity in these mechanistic changes between sensorimotor and sensory integration networks.
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Figure S1. Stroke lesion distribution. Spatial distribution of lesioned voxels in the stroke subject cohort overlaid on eight slices in MNI space. Note that three stroke subjects' images have been flipped over the x-axis so that lesions are on the left and cerebellar lesions on the right. The lesions share limited overlap, with three lesions overlapping in the posterior limb of the internal capsule and two lesions overlapping in the superior temporal gyrus and sensorimotor cortex. Regions limited to a single lesion include the cerebellum, brainstem, and insula, and frontal gray and white matter.

Figure S2. Overlay of task-based network time-course and GLM model. A comparison of the active sensorimotor network time-course (blue) and the modeled BOLD response to the motor-only condition (dotted black line) for a single control participant.

Figure S3. BOLD Activation Maps for the search task. Respectively, the visual, auditory, and audiovisual feedback conditions are mapped to red, green, and blue. Cortical surface overlay with auditory, visual, and audiovisual brain activation regressors mapped to red, green, and blue by t-value. Coefficients are shown for (a) young adults, (b) age-matched controls, (c) stroke subjects, differences between groups are shown for Stroke > Controls (d) and Controls > Stroke (e), where t > 2.3.

Figure S4. Head motion in stroke subjects and age-matched controls. Comparison of head motion across all search task trials in stroke subjects (filled circles) and age-matched controls (triangles). (a) Mean framewise displacement (FD) and (b) mean square of successive differences (DVARS) (68) are plotted against Box and Blocks score. Age-matched controls were given an artificial score of 76 for visualization purposes only. Correlations were only performed on stroke subjects.

Figure S5. Wrist range of motion and task performance in stroke subjects and age-matched controls. Comparison of stroke subjects (filled circles) and age-matched controls (triangles) in range of wrist motion and number of completed search task trials. (a) Number of search task trials, (b) Average θx error, (c) and θy error in radians, (d) angular range of θx dominantly controlled by supination/pronation, (e) angular range of θy associated with radial/ulnar deviation, plotted against Box, and Blocks score. Age-matched controls were given an artificial score of 76 for visualization purposes only. Correlations were only performed on stroke subjects.
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Positron emission tomography (PET) represents a unique molecular tool to get in vivo access to a wide spectrum of biological and neuropathological processes, of crucial relevance for neurodegenerative conditions. Although most PET findings are based on massive univariate approaches, in the last decade the increasing interest in multivariate methods has paved the way to the assessment of unexplored cerebral features, spanning from resting state brain networks to whole-brain connectome properties. Currently, the combination of molecular neuroimaging techniques with multivariate connectivity methods represents one of the most powerful, yet still emerging, approach to achieve novel insights into the pathophysiology of neurodegenerative diseases. In this review, we will summarize the available evidence in the field of PET molecular connectivity, with the aim to provide an overview of how these studies may increase the understanding of the pathogenesis of neurodegenerative diseases, over and above “traditional” structural/functional connectivity studies. Considering the available evidence, a major focus will be represented by molecular connectivity studies using [18F]FDG–PET, today applied in the major neuropathological spectra, from amyloidopathies and tauopathies to synucleinopathies and beyond. Pioneering studies using PET tracers targeting brain neuropathology and neurotransmission systems for connectivity studies will be discussed, their strengths and limitations highlighted with reference to both applied methodology and results interpretation. The most common methods for molecular connectivity assessment will be reviewed, with particular emphasis on the available strategies to investigate molecular connectivity at the single-subject level, of potential relevance for not only research but also diagnostic purposes. Finally, we will highlight possible future perspectives in the field, with reference in particular to newly available PET tracers, which will expand the application of molecular connectivity to new, exciting, unforeseen possibilities.
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INTRODUCTION

During the last decades, positron emission tomography (PET) has established itself as a relevant tool, in providing in vivo biomarkers for neurodegenerative diseases associated with cognitive decline and dementia, and playing a leading role in the diagnostic work-up of these conditions (Albert et al., 2011; Gorno-Tempini et al., 2011; McKhann et al., 2011; Rascovsky et al., 2011; Sperling et al., 2011; Armstrong et al., 2013; Dubois et al., 2014; McKeith et al., 2017). PET represents a unique tool to in vivo measure different molecular processes that are key to the pathophysiology of neurodegenerative conditions (cf. Iaccarino et al., 2017b). Together with well-established tracers, such as [18F]FDG, measuring cellular glucose metabolism, new tracers have and are being developed, providing access to a widespread set of biological and pathological processes, from neurotransmission to amyloid and tau pathology.

Recently, the field of neurodegenerative diseases has witnessed a paradigmatic shift, with the research focus shifting from evaluating the effect of underlying pathology on local neuronal function to assessing the long-distance effects of brain pathology on interconnected neural systems (Fornito and Bullmore, 2015). Pathophysiological models of neurodegeneration now take into account brain inter-regional anatomical and functional networks, considered as relevant targets of pathology, on the one hand (Palop et al., 2006), and as key players in pathology spreading, on the other hand (Seeley, 2017).

The knowledge on functional and structural brain networks and connectivity is increased rapidly, with a plethora of studies focusing on magnetic resonance imaging (MRI), as a widely available and cost-effective in vivo tool (see for review Fornito and Bullmore, 2015; Fornito et al., 2015).

Information on molecular brain networks and connectivity, as assessed by PET, is still scarce, with the few studies mostly focusing on [18F]FDG–PET metabolic connectivity. Here we review the most recent advances in this emerging field. Following a brief introduction on the available PET tracers and on the theoretical and methodological framework of brain connectivity, we will review available molecular connectivity studies using PET, particularly in combination with [18F]FDG tracer, as a functional measure of brain metabolism. Pioneering studies assessing molecular connectivity with tracers for neurotransmission and brain pathology will also be discussed. Finally, methodological advances and future directions in the field will be reviewed.



PET: RELEVANT TRACERS FOR NEURODEGENERATIVE DISEASES

Positron emission tomography studies of neurodegenerative diseases have greatly contributed to the research in clinical neuroscience (Jagust, 2018), by providing access to a series of molecular measures impossible to obtain in vivo with other neuroimaging techniques (Iaccarino et al., 2017b). PET is increasingly showing its potential in supporting clinical diagnosis of neurodegenerative conditions, also in the early, if not preclinical, disease phases, by allowing the detection of subtle pathological and functional neural changes even before clinical symptoms become manifest (Albert et al., 2011; Sperling et al., 2011).

Traditionally, the focus of brain PET studies has been on brain metabolism, as accurately measured by [18F]FDG–PET. It is well-established that [18F]FDG–PET signal, reflecting both oxidative metabolism in neurons and aerobic glycolysis in astrocytes, is strictly coupled to synaptic function (Stoessl, 2017) and dysfunction. Since synaptic dysfunction can arise from several neuropathological events, among which altered intracellular signaling cascades and mitochondria bioenergetics, impaired neurotransmitter release, accumulation of neurotoxic protein species, and long-distance disconnections (Perani, 2014), [18F]FDG–PET can be considered as a “funnel” biomarker, able to capture all the different pathological events that produce a perturbation in glucose metabolism. Decades of research have shown that specific patterns of hypometabolism can be consistently detected in the major neurodegenerative conditions, from Alzheimer’s disease to dementia with Lewy bodies to the different syndromes of the frontotemporal dementia spectrum (cf. Perani et al., 2014; Cerami et al., 2015, 2016; Caminiti et al., 2019).

Positron emission tomography can also be used to measure receptor density (both at pre- and post-synaptic level) and transporter binding in neurotransmission systems. PET tracers have been developed for measuring the integrity of several brain neurotransmission systems, from the aminenergic to the μ-opioid systems. Although the major application of tracers for neurotransmission is in the field of psychiatric disorders, some of these tracers have been used to measure neurochemical alterations in neurodegenerative diseases. Among the most used tracers, [11C]MP4A – and analogous tracers for cholinergic presynaptic function – have shown reduced acetylcholinesterase activity in the cortex, hippocampus, and amygdala in Alzheimer’s disease (Herholz et al., 2004; Marcone et al., 2012), and even more severe reductions in dementia with Lewy bodies and Parkinson’s disease with dementia (Klein et al., 2010). In parallel, PET studies targeting the dopaminergic system have allowed to consistently show, in vivo, reduced dopaminergic transporter activity – a transmembrane protein regulating extracellular levels of dopamine – in Parkinson’s disease and atypical Parkinsonian conditions (Varrone and Halldin, 2010; Caminiti et al., 2017b). Still, the use of these tracers, usually carbon-labeled and thus requiring the presence of a cyclotron, on-site, is limited to research studies, with more restricted applications in daily clinical practice.

More recently, efforts in tracer development have focused on targeting brain aggregates of pathological proteins, with successful validation of tracers for amyloid and (partially) tau pathology, representing the key pathological aggregates of Alzheimer’s disease (Jack et al., 2018). The binding properties of currently available amyloid tracers have been well-characterized, with tracers binding selectively and with high affinity to the β-sheet structure of fibrillary amyloid plaques, with low affinity to diffuse plaques and showing no affinity for other amyloid isoforms, such as protofibrils or oligomers (Fodero-Tavoletti et al., 2012; Ni et al., 2013; Sabri et al., 2015). The availability of these in vivo markers for amyloid pathology has greatly improved the design of clinical trials for Alzheimer’s disease, advancing strategies for patients’ selection and allowing in vivo evaluation of target engagement (Vandenberghe et al., 2013). As for tau tracers, available data derive mainly from first-generation tau tracers, binding with high affinity to tau neurofibrillary tangles (Fodero-Tavoletti et al., 2011; Xia C.F. et al., 2013; Hashimoto et al., 2014). Preliminary studies have shown that tau PET imaging could be a valuable tool for the in vivo staging of Alzheimer’s disease pathology progression (Schöll et al., 2016; Schwarz et al., 2016). Still, major areas of concern remain, regarding the type of tau pathology being targeted, i.e., 3-repeat vs. 4-repeat tau isoforms, and presence of non-specific binding in the striatum and choroid plexus, and the off-target binding to neuromelanin and monoamine oxidase (MAO-A/B) (Saint-Aubert et al., 2017; Lemoine et al., 2018).



THE BRAIN AS A NETWORK

Although most imaging findings are based on massive univariate approaches, the increasing interest in multivariate methods has paved the way to the assessment of unexplored cerebral features, spanning from resting state brain networks to whole-brain connectome properties. The advantage of using multivariate methods is that they allow to assess variations in the relationship between brain regions, over and above local regional changes, measureable with univariate methods (Clark and Stoessl, 1986). The great majority of multivariate findings derive from structural and functional MRI (fMRI) studies, respectively, providing information on brain axonal pathways, and on the correlation of blood-oxygen-level-dependent (BOLD)-signal time course across brain regions. Still, the first seminal studies assessing covariations in brain function were performed, already in the 1980s, using brain metabolic data derived from [18F]FDG–PET (Horwitz et al., 1984, 1987). From the 1990s, the popularity of multivariate approaches steeply increased, following the development of fMRI, and the observation that spontaneous activity in the primary motor cortex correlates with the activity of a widespread, spatially distributed, network of brain regions (Biswal et al., 1995). Later, based on [18F]FDG–PET evidence of coherent metabolic decreases during cognitive tasks vs. resting condition, it was hypothesized that different sets of brain regions organize into different brain networks (Raichle et al., 2001). Subsequent fMRI studies confirmed that other large-scale networks, whose regions show coherent patterns of dynamic activity, exist in the “resting brain” (Greicius et al., 2003) and that brain spontaneous activity can essentially be decomposed in a series of internally coherent large-scale functional brain networks (Beckmann et al., 2005). From the 2000s, building on this evidence, and borrowing methodological tools from the field of graph theory, a new theoretical framework was proposed, under the name of “connectomics” (Sporns et al., 2005). This framework, also known as the new “systems biology of the brain,” uses graph theory indices to investigate the properties of the brain functional and structural architecture, on the assumption that a comprehensive characterization of the brain as a network is necessary to understand brain function (and dysfunction) (Sporns et al., 2005). In recent years, these methodological advances have been further extended to PET data. An excellent review of the analysis methods cited in this paragraph, and their adaptation to PET imaging data, is also available (Yakushev et al., 2017).

In the study of neurodegenerative diseases, the relevance of modeling the brain as a system of interconnected regions spans from two foundational hypotheses, one conceptualizing brain networks as passive targets of brain pathology (Palop et al., 2006) and the other as active players in the spreading of pathology (Seeley, 2017).

In the first “passive” conceptualization, brain networks are deemed relevant targets of brain pathology, dynamically altered by plasticity mechanisms that arise from pathological processes (Palop et al., 2006). It is assumed that pathological processes not only alter activity of isolated regions, but also produce distributed effects on brain networks, by prompting a reorganization of regional interconnections through induction of dedifferentiation and compensation processes (Fornito et al., 2015). A decade of evidence indeed suggests that the effects of molecular pathological alterations underlying neurodegeneration invariantly pass through large-scale brain networks, as a class-wide phenomena affecting each neurodegenerative disease (Seeley et al., 2009). The impairment of large-scale brain networks represents the endpoint of a chain reaction, where the perturbation of molecular processes at the microscale level propagates through the mesoscale to eventually affect the macroscale level. At the microscale level, the abnormal protein assemblies, that are the very basis of the neurodegenerative process alter, for example, receptor expression, neurotransmitters release, and synaptic plasticity, producing synaptic dysfunction and failure (Bellucci et al., 2015). In the long term, synaptic impairment alters neuronal functioning by affecting activity-dependent signaling and gene expression, also producing distributed effects, at the mesoscale, on local neuronal circuits (Palop et al., 2006). Dysfunction in specific brain circuits eventually reverberates onto distant brain regions, resulting in disintegration of large-scale brain networks (Palop et al., 2006).

The idea of an “active” role for neuron-to-neuron interconnections in the spread of pathology stems from the observation that stereotypical patterns of pathology spreading are detectable in every neurodegenerative disease (see Brettschneider et al., 2015). Sequential stages of pathology spreading have been identified from post-mortem data, suggesting that propagation of pathology follows highly specific topographies (Braak and Braak, 1991; Braak et al., 2003, 2006; Brettschneider et al., 2013). Specifically, it was shown that tau spreads from the locus coeruleus to the transentorhinal cortex to cortical areas (Braak and Braak, 1991; Braak et al., 2006); amyloid plaques, from the neocortex to subcortical and brainstem regions (Braak and Braak, 1991); Lewy bodies (composed of immunoreactive α-synuclein), from the olfactory bulbar/dorsal motor nucleus of the vagus nerve through the basal forebrain to the neocortex (Braak et al., 2003); TAR DNA-binding protein 43 (TDP-43) pathology, from the agranular motor cortex to brainstem motor nuclei and spinal cord, eventually reaching the neocortex in later disease stages (Brettschneider et al., 2013). This post-mortem evidence is complemented by recent in vivo and in vitro studies, demonstrating that pathological proteins, similarly to prions, spread trans-synaptically along neuronal interconnections (Dujardin et al., 2014; Song et al., 2014; Narasimhan et al., 2017). Notably, injection of pathological proteins triggers protein spreading to spatially remote but anatomically connected brain regions, and the pattern of spreading depends only on the site of injection and on the neural connectome at that specific site of injection, and not on the type of protein strain (Narasimhan et al., 2017). Brain networks are thus active players in pathology spreading, setting the topographical constraints according to which pathology can propagate from its initial site of aggregation (Zhou et al., 2013). Available in vivo studies support this view, as spreading of both pathology and neurodegeneration map onto functional and structural brain networks (Seeley et al., 2009; Schmidt et al., 2016; Franzmeier et al., 2019). In this framework, brain connectomics is a powerful tool to investigate and predict the pattern of long-distance pathology spreading, as pathology spreading is strictly dependent on the topology of the underlying brain connectome (Fornito et al., 2015).

Although both the “active” and “passive” conceptualizations of brain networks are backed up by solid evidence, it stands to reason that their relevance might change along the time course of the disease. We can hypothesize that, at the very beginning of the neurodegenerative processes, the brain connectome would indeed act as an hard-wired “roadmap,” determining the pattern of pathology spreading (Zhou et al., 2013). Early on, pathological changes would affect connectome functional and structural properties, disrupting the “healthy” neuronal pathways and brain networks (Prescott et al., 2014). At this stage, pathology-related alterations of the brain connectome would progressively superimpose on the “original” connectome, dynamically interacting with the pre-morbid brain architecture, to determine subsequent spreading of the disease.



PET MOLECULAR CONNECTIVITY

Molecular evidence on brain networks and connectivity pathways, obtained from PET imaging data, is now becoming increasingly available. The first PET connectivity studies, tracing back to the 1980s, took into account [18F]FDG–PET data to investigate metabolic molecular connectivity, defined as the association between inter-regional metabolic demands on the assumption that regions with similar metabolic demands are functionally associated (Horwitz et al., 1984). These pioneering studies remained “isolated experiments,” and were not replicated until the last decade, when the number of molecular metabolic connectivity studies steeply increased, in a “renaissance” (Yakushev et al., 2017) mainly driven by the renewed interest in the newborn field of connectomics. Together with [18F]FDG–PET metabolic connectivity studies, the application of connectivity approaches has now been extended to other PET targets, including neurotransmission systems. So far, molecular connectivity approaches have demonstrated novel network-level alterations in a wide range of neurodegenerative disorders. Crucially, the combination of connectivity approaches with PET molecular data provides extremely specific results on the underlying target, thus overcoming the “lack of specificity” typical of functional connectivity, as estimated from fMRI (Hahn et al., 2018). It is expected that molecular connectivity will greatly broaden the field of connectomics, providing an integrated, network-oriented, and biologically rooted, perspective, leading to a deeper understanding of the complexity of the brain architecture (Veronese et al., 2019).

Basic Principles and Methods in PET Molecular Connectivity

Different analytical approaches have been implemented for molecular connectivity modeling (Yakushev et al., 2017). Three main analytical approaches are commonly used to estimate PET molecular connectivity:

(i) Seed correlation or interregional correlation analysis (IRCA): this voxel-wise approach relies on the selection of a region of interest (ROI), or seed, from which the average value of tracer uptake is extracted (Figure 1A). The correlation between average uptake in the seed and uptake in each voxel in the rest of the brain is then tested (Lee et al., 2008), to obtain an estimation of the connectivity profile, or connectivity map, of the seed of interest. This method yields a certain flexibility, as the researcher can select the ROI, or seed, in either a data-driven fashion (e.g., Morbelli et al., 2013; Iaccarino et al., 2018) or based on an a priori hypothesis (e.g., Ballarini et al., 2016; Malpetti et al., 2018). In the former case, the seed is derived directly from data analysis, usually by inputting, as seed, the cluster derived from a first round of univariate analyses (e.g., Morbelli et al., 2013; Iaccarino et al., 2018). In the latter case, this method has been commonly used to estimate large-scale brain networks in [18F]FDG–PET molecular connectivity studies (e.g., Ballarini et al., 2016; Malpetti et al., 2018). Resulting networks have similar topographies to the ones obtained with resting state-fMRI (Passow et al., 2015).
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FIGURE 1. Schematic representation of the most common analytical approaches for molecular connectivity modeling. (A) Seed correlation analysis: molecular connectivity estimation is performed from a specific seed of interest, selected by the researcher. Here, the seed corresponds to a cluster encompassing the precuneus/posterior cingulate cortex; the resulting connectivity map corresponds to the default mode network. (B) Independent component analysis: whole-brain tracer uptake signal is decomposed into multiple statistically independent components, at voxel-wise level. The number of extracted components is set by the researcher. Here, N = 20 components are extracted (only six are shown for visualization purposes). By comparing the topography of the identified components with known anatomo-functional networks, the researcher can then select the components of interest. Here, three selected components are shown for visualization purposes, corresponding to the primary visual network, executive network, and default mode network. (C) Partial correlation analysis: molecular connectivity estimation is performed from ROIs selected by the researcher. Here, the ROIs comprehensively cover the whole brain. If the number of subject is smaller than the number of ROIs, sparse inverse covariance estimation (SICE) is used to estimate a connectivity matrix. This is then translated into a network, where nodes are represented by ROIs and edges by molecular connections. Here, a weighted connectivity matrix and weighted networks are shown, with edges computed at three different network densities. A wide array of graph theory metrics can then be estimated. BrainNet Viewer (http://www.nitrc.org/projects/bnv/) was used for rendering (Xia M. et al., 2013). ROIs, regions of interest.



(ii) Independent component analysis (ICA): this voxel-wise approach is based on the multivariate decomposition of PET signal across the brain (Di et al., 2012), under the assumption that PET signal can be described as a mixture of statistically independent components (Pagani et al., 2017). This approach allows identification of highly coherent brain networks in a data-driven fashion, without requiring any a priori selection of specific ROI (Figure 1B). Still, researcher’s intervention is needed to set the number of components to be extracted, and to select components with pathophysiological/anatomo-functional meaning, while discarding unimportant components of pure statistical noise. Although ICA represents the election method for connectivity analysis with fMRI data, contrasting results have emerged on its application to [18F]FDG–PET data for large-scale network estimation (Di et al., 2012; Savio et al., 2017).

(iii) Partial correlation analysis: this ROI-based approach allows to compute a comprehensive “connectivity matrix” following selection of a series of target regions, either based on a specific a priori hypothesis, i.e., ROIs belonging to a specific anatomo-functional system of interest or in a data-drive fashion, i.e., ROIs covering the whole brain (Figure 1C). This approach allows to estimate the degree of linear association between each couple of selected ROIs, after factoring out the contribution of all remaining ROIs to the target association. As such, partial correlation analysis overcomes the limitations of simple correlation analysis, that, by capturing pairwise information only, cannot characterize the effects of multiple brain regions interacting together (Huang et al., 2010). This method has subsequently been refined into a more advanced approach, known as sparse inverse covariance estimation (SICE) (Huang et al., 2010). The advantage of SICE is that it allows to estimate molecular connectivity even when the number of subjects included in the analysis is smaller than the number of ROIs, a relatively frequent scenario in PET studies (Huang et al., 2010). This is crucial particularly in connectivity studies for connectome assessment, where an elevated number of ROIs, covering the whole-brain, are selected. Once the whole-brain connectivity matrix is estimated through SICE, graph theory indices can be eventually computed, molecular hubs and modules identified, and changes in nodal and global network properties assessed [see Bullmore and Sporns (2009) for a review on graph theory indices].

Although these approaches are methodologically quite different, they all rely on the assessment of regional co-variation in PET tracer uptake across subjects to estimate molecular connectivity (Figure 1). This is quite different from fMRI studies, where the availability of a time series for each subject allows to estimate functional connectivity based on regional co-variation of BOLD signal, through time, within the same subject. Since a times series is not available in PET studies, i.e., parametric PET images are inherently “static,” molecular connectivity studies always rely on the identification of patterns of inter-subject co-variation of regional tracer uptake. This will be further detailed in the last paragraph of the present review.

Independent of the analytical method used to estimate molecular connectivity, and the resulting outcome, i.e., seed-based maps of connectivity, mutually independent networks or connectivity matrices, results of molecular connectivity studies are usually translated into a common lexicon, with reference to decreased or increased connectivity. This is usually achieved through statistical comparison of connectivity metrics (e.g., network topography, connectivity stregth, and number of significant connections) between the target population and a reference group of healthy controls. At a basic level, interpretation of decreased and increased connectivity is quite straightforward, i.e., decreased (or increased) connectivity of a region to another indicates that the former region has a tracer uptake that is less (or more) associated with tracer uptake in the latter. At a more informative level, however, interpretation of connectivity changes becomes non-trivial and varies greatly depending on the type of PET tracer being used. In [18F]FDG–PET studies, similarly to fMRI studies, connectivity changes are usually interpreted in terms of function: connectivity decreases indicate functional disconnection between regions, while connectivity increases indicate increased functional coupling between regions. Interpreting the significance of connectivity increases is particularly non-trivial (Pievani et al., 2014): when increased connectivity affects metabolically preserved brain regions, it might be indicative of a “beneficial” compensatory process, with recruitment of brain regions that are still functional; when increased connectivity affects metabolically impaired brain regions, it might be indicative of a common underlying pathological process, conjunctly affecting metabolism of multiple brain regions in a similar fashion. For tracers targeting pathology, molecular connectivity increases can be expected with progressive pathology spreading. For tracers targeting neurotransmission, interpretation strictly depends on the specific neurotransmission system and target being studied: connectivity decreases might be indicative, for example, of selective denervation from the neurotransmitter nuclei projecting to the target regions being evaluated. Of note, changes in molecular connectivity can, but do not necessarily, reflect changes in anatomical connections between regions. Although anatomical disconnection between regions would likely result in changes in molecular connectivity, changes in molecular connectivity can be expected also without structural disconnection. Accordingly, and similarly to fMRI functional connectivity (Smith et al., 2013), molecular connections reflect both direct or indirect (polysynaptic) connections between regions, i.e., regions can be functionally connected, with or without a direct anatomical connection.

Molecular Connectivity Studies Targeting Brain Metabolism

The investigation of brain metabolic connectivity has its foundation in the principle that regions whose metabolism is associated are functionally interconnected (Horwitz et al., 1984). This assumption stems from a pioneering study, demonstrating that metabolic connectivity results are largely consistent with known anatomo-functional data (Horwitz et al., 1984). Among the different declinations of molecular connectivity, metabolic connectivity theoretically represents the one most closely akin to functional connectivity, as assessed by fMRI. Available evidence suggests a close link between resting-state functional brain connectivity, as measured by resting-state fMRI, and glucose consumption, as measured by [18F]FDG–PET (Riedl et al., 2014; Passow et al., 2015). In a recent cross-modal study, it was shown that network properties of the brain metabolic covariance network indeed resemble that of the fMRI network, retaining the small-worldness property typical of functionally relevant organizations, as opposed to the randomness typical of structural organizations (Di et al., 2017). Direct comparison of the topography of brain networks as identified by [18F]FDG–PET vs. resting-state fMRI provided, however, contrasting results. Passow et al. (2015) demonstrated remarkably overlapping patterns of functional and metabolic connectivity seeding from the posterior cingulate gyrus, clearly corresponding to the topography of the default mode network (Passow et al., 2015). Savio et al. (2017), using simultaneously acquired [18F]FDG–PET and resting-state fMRI data, expanded these findings, reporting again substantial overlap within the major large-scale brain networks (Savio et al., 2017). While these results seem to point at a common underlying neural substrate for functional and metabolic connectivity (Passow et al., 2015; Savio et al., 2017), Di and colleagues (2012) reported mostly dissimilar findings, especially pertaining the default mode network (Di et al., 2012). It must be noted that, while both [18F]FDG–PET and fMRI signals represent proxies of synaptic function, they record extremely different aspects of neural activity. fMRI BOLD signal measures changes in the relative levels of oxy- and deoxy-hemoglobin, and is coupled to neural activity through the hemodynamic response, a neurovascular mechanism aimed at increasing blood flow to cover the energy demands of local brain activity (Bullmore and Sporns, 2009). BOLD signal is dependent on a combination of oxidative metabolism, blood flow, and blood volume (Gauthier and Fan, 2019), and is also affected by vessels size (Liu, 2013). fMRI is thus inherently more dependent of neuro-vascular coupling, and less directly linked to synaptic function, as compared to [18F]FDG–PET (cf. Yakushev et al., 2017). [18F]FDG–PET signal measures glucose consumption and is coupled to neuronal activity through a specific biochemical pathway, where excitatory glutamate release in the synaptic cleft elicits activation of the sodium/potassium pump, stimulating glucose consumption via aerobic glycolysis (Stoessl, 2017). Notably, energy consumption represents a proxy for directional signaling, as increases in local metabolism are indicative of increased afferent neuronal activity (cf. Riedl et al., 2016). Interestingly, this observation can be exploited to estimate effective brain connectivity with a completely data-driven approach, by combining undirected signaling pathways estimated from fMRI, with the information on directionality derived from [18F]FDG–PET data (Riedl et al., 2016).

In the following sections, we review the available metabolic connectivity findings in the main neurodegenerative disease spectra.

Amyloidopathies/Tauopathies – Among metabolic connectivity studies, Alzheimer’s disease represents definitely the nosographic entity that has received the greatest attention. The first study of metabolic connectivity in neurodegenerative conditions, in the 1980s, was indeed performed on a small sample of patients with Alzheimer’s disease dementia (Horwitz et al., 1987). Subsequent studies have consistently shown reduced metabolic connectivity seeding from the posterior cingulate gyrus/precuneus (Morbelli et al., 2012; Ballarini et al., 2016; Herholz et al., 2017), crucially representing the main hub of the default mode network. This finding was replicated in both late- and early onset Alzheimer’s disease, with involvement of additional brain networks in the latter group (Ballarini et al., 2016). It remains to be determined whether the pattern of metabolic connectivity alterations differs among atypical presentations of Alzheimer’s disease. To this regard, preliminary data suggest that, in atypical variants, specific alterations in metabolic connectivity might co-exist with the typical default mode network dysfunction (Herholz et al., 2017). Notably, cross-sectional studies suggest that metabolic connectivity deficits become increasingly more pronounced as disease progresses, with a gradual disintegration of the default mode network from prodromal to overt disease phases (Pagani et al., 2017). Interestingly, the majority of these studies reported reduced metabolic connectivity in both hypo-metabolic and metabolically preserved brain regions, at consistence with the view that connectivity alterations can exceed local metabolic deficits (Clark and Stoessl, 1986). This is also in accordance with recent pathophysiological models of neurodegenerative diseases, suggesting that connectivity alterations can spread at long-distance, affecting brain regions that would be otherwise spared by pathology (Warren et al., 2013). Together with decreases metabolic connectivity, increased network connectivity has also been reported in Alzheimer’s disease, in association to reserve proxies such as education (Morbelli et al., 2013; Malpetti et al., 2017) and bilingualism (Perani et al., 2017). It has been suggested that these results might be indicative of a common compensatory mechanism, according to which lifelong protective factors promote stronger integration of large-scale brain networks, in spite of more severe hypometabolism (Yakushev et al., 2017). Of note, in a recent report in Alzheimer’s disease, we found that –in females only – high body mass index levels determine decreased connectivity in the very same brain networks involved in the above-mentioned compensatory mechanisms (Malpetti et al., 2018), suggesting a multi-factorial modulation of brain connectivity in Alzheimer’s disease.

As for primary tauopathies, to the best of our knowledge, only one metabolic connectivity study is available. In this study, Titov et al. (2017) reported that pathological metabolic connections tend to cluster in the frontal and temporal lobes of subjects with the behavioral variant of frontotemporal dementia (Titov et al., 2017).

Although patterns of focal metabolic alterations have been relatively well-characterized in the other primary tauopathies, namely corticobasal degeneration and progressive supranuclear palsy (e.g., Niethammer et al., 2014; Caminiti et al., 2017a), a network-level characterization of these diseases is still lacking.

Synucleinopathies – In the spectrum of synucleinopathies, metabolic connectivity studies have focused mainly on Parkinson’s disease. Spetsieris et al. (2015) reported a perturbation of metabolic connectivity in the default mode network in late Parkinson’s disease, associated with subsequent development of cognitive dysfunction (Spetsieris et al., 2015). In a more recent study, we replicated these findings, and additionally showed that connectivity alterations, in Parkinson’s disease, go well beyond the default mode network, with perturbations of frontal connectivity in virtually each large-scale brain network (Sala et al., 2017). In the same study, we also assessed whole-brain connectome alterations, reporting connectivity decreases, locally and at long-distance, in the frontolateral cortex, opposed to connectivity increases, of possible compensatory significance, in occipital regions. This pattern of connectivity impairment was antithetical to the one observed in dementia with Lewy bodies, characterized by local and long-distance occipital connectivity decreases, and frontal connectivity increases (Caminiti et al., 2017c; Figure 2). Still, the two synucleinopathies showed a common backbone of connectivity alterations, involving cerebellum and mesencephalic–pontine regions, notably representing very early sites of α-synuclein aggregation into Lewy bodies, as the pathological hallmark of both diseases (Caminiti et al., 2017c; Sala et al., 2017). To the best of our knowledge, no metabolic connectivity studies are available in multiple system atrophy.
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FIGURE 2. Whole-brain metabolic connectome in Dementia with Lewy bodies. (A) Brain connectivity graphs in healthy controls and patients with dementia with Lewy bodies. A global connectivity reconfiguration is evident in patients with dementia with Lewy bodies, with metabolic connectivity decreases mainly affecting occipital cortex, thalamus, and cerebellum. Only the strongest connections (density ≈ 3%) are shown (yellow edges). The size of each node depends on the node total number of connections, whereas the color indicates its anatomical localization. (B) The T-score matrix reports T-test statistics, derived from the direct comparison of the number of metabolic connections (within and between each macroarea) between patients and healthy controls, following a bootstrapping procedure. Connectivity decreases are indicated by negative T-scores (green); connectivity increases by positive T-scores (violet). BrainNet Viewer (http://www.nitrc.org/projects/bnv/) was used for rendering (Xia M. et al., 2013). Modified from Caminiti et al. (2017c). F, frontal; PCL, paracentral lobule; MCC, median cingulate cortex; ROL, rolandic operculum; P, parietal; O, occipital; T, temporal; In, insula; Th, thalamus; BG, basal ganglia; BS, brainstem; Cbl, cerebellum.



Other – Little is known on network-level molecular alterations in neurodegenerative diseases underlid by other pathological proteins, such as TDP-43 and huntingtin proteins. To this regard, the only available study using IRCA in the TDP-43 spectrum, specifically in amyotrophic lateral sclerosis, reported a positive association between metabolism in the midbrain and white matter in the corticospinal tract (Pagani et al., 2014). Still, results deriving from group-level metabolic connectivity analysis in amyotrophic lateral sclerosis should be interpreted with caution, as they might be affected by the intrinsic metabolic heterogeneity that characterizes this condition (Matías-Guiu et al., 2016; Sala et al., 2019). Further reflection on group inhomogeneity and molecular connectivity is reported in the last section of this review.

Molecular Connectivity Studies Targeting Brain Neurotransmission Systems

Positron emission tomography studies targeting brain neurotransmission systems make up a significant proportion of molecular connectivity evidence. So far, the majority of these studies have focused on assessing network-level properties of neurotransmission systems in healthy controls and their alterations in neuropsychiatric disorders, with only a few studies available in neurodegenerative conditions. These studies are based on the assumption that cell firing and neurotransmitter release from a given neurotransmitter nucleus would affect the expression of tracer binding sites in the nucleus’ target regions (Hahn et al., 2018), and would do so in a similar way for targets innervated by the same nucleus. The first attempt to apply multivariate methods to tracers for neurotransmission was carried out by Cervenka et al. (2010), assessing patterns of correlations between striatal and extrastriatal dopaminergic D2-receptor in 16 control subjects. They found that the pattern of correlations of the radioligands [11C]raclopride and [11C]FLB457 was consistent with the known biochemical architecture of the dopaminergic systems, reflecting the segregation between nigrostriatal, mesolimbic, and mesocortical pathways (Cervenka et al., 2010). Additional studies followed, extending the investigation of molecular connectivity to the serotoninergic (e.g., Hahn et al., 2014; Tuominen et al., 2014; Pillai et al., 2018) and μ-opioid systems (Tuominen et al., 2014). During the last years, these studies have progressively moved from “simple” seed-based correlative approaches, to the implementation of methods borrowed from functional/structural connectomics, adopting graph theory measures to estimate neurotransmission systems’ organization properties. From the theoretical standpoint, these studies have progressively situated their results in the framework of connectomics, enriching “system level” knowledge with “molecular-level” information (see Tuominen et al., 2014). Altogether, this evidence shows that PET can reliably reconstruct brain connectivity patterns within and between neurotransmitter systems, providing in vivo access to the biochemical architecture of the brain.

To the best of our knowledge, only one study has measured molecular connectivity alterations of neurotransmission systems in neurodegenerative diseases. In this study, Caminiti et al. (2017b) investigated the nigrostriatal and mesolimbic dopaminergic pathways in a series of Parkinson’s disease patients, reporting a severe reduction in dopaminergic connectivity between substantia nigra and putamen, a portion of the striatum known to be early affected by nigral denervation (cf. Caminiti et al., 2017b). The mesolimbic network was also affected, with loss of connectivity between homotopic regions, but no change in connectivity between the ventrotegmental area and its subcortical targets. These results support the view of Parkinson’s disease as a disconnection syndrome, with axonal damage representing an early occurrence in the degeneration of the nigrostriatal system (Caminiti et al., 2017b; Fazio et al., 2018). Other studies, based, however, on single photon emission computed tomography (SPECT) radioligands for dopaminergic transporter imaging also adopted a similar approach (Premi et al., 2016, 2017). These studies showed abnormal patterns of subcortico-cortical molecular connectivity in Parkinson’s disease (Premi et al., 2016, 2017), with additional putaminal–cingulate disconnection specifically associated with the presence of impulse control disorder (Premi et al., 2016).

It must be mentioned that a few PET studies adopted an alternative strategy, mapping changes in neurotransmission pathways via estimation of molecular metabolic connectivity in selected brain regions (see Figure 3 for an example). This approach is based on the assumption that energy consumption is influenced by multiple pathological events, notably including altered neurotransmission (Perani, 2014) and builds on the evidence of a significant coupling between neurotransmission impairment and integrity of metabolic networks (Holtbernd et al., 2015). Using this approach, it was shown that metabolic connectivity alterations can be detected within the nigrostriatal dopaminergic and mesocorticolimbic system, in both Parkinson’s disease (Sala et al., 2017) and dementia with Lewy bodies (Caminiti et al., 2017c), with reconfigurations more prominent in the latter. Using a similar rationale, Verger et al. (2018) reported a disruption of metabolic connectivity in regions belonging to the mesocorticolimbic system, specifically in Parkinson’s disease patients presenting with impulse control disorder (Verger et al., 2018). Further application of this method extends to the cholinergic pathways, where derangement was reported running along cholinergic projections from the basal forebrain and brainstem nuclei, in dementia with Lewy bodies (Caminiti et al., 2017c; Figure 3).


[image: image]

FIGURE 3. Metabolic connectivity targeting cholinergic pathways. Left panel: selection of ROIs for assessment of metabolic connectivity within the major cholinergic pathways. The first row shows regions supplied by basal forebrain (Ch1-2; Ch3) and brainstem (Ch5-6) nuclei. The second row shows the three cholinergic pathways projecting from the nucleus basalis of Meynert (Ch4). Right panel: histograms show the prevalence of regional connectivity decreases in dementia with Lewy bodies, in each cholinergic pathway. Prevalence of metabolic connectivity decreases in each pathway was computed as the number of regions, within the pathway, presenting with significantly decreased metabolic connectivity, divided by the total number of regions belonging to that pathway. Only connections within each pathway (i.e., between regions innervated by the same cholinergic nucleus) were taken into account to compute the prevalence of connectivity decreases within each pathway. Prevalence of metabolic connectivity decreases was higher in regions supplied by Ch1–Ch2 nuclei (100% of regions presenting with significantly decreased metabolic connectivity within this pathway) and Ch5–Ch6 nuclei, with additional involvement of the medial and lateral projection (capsular subdivision) of the nucleus basalis of Meynert (Ch4). BrainNet Viewer (http://www.nitrc.org/projects/bnv/) was used for rendering (Xia M. et al., 2013). Modified from Caminiti et al. (2017c). Ch4m, Ch4 medial projections; Ch4lc, Ch4 lateral projections, capsular subdivision; Ch4lp, Ch4 lateral projections, perisylvian subdivision.



Molecular Connectivity Studies Targeting Brain Pathology

The most recent application of brain molecular connectivity involves the use of PET tracers for brain amyloidosis and tau pathology. Contrarily to molecular connectivity studies targeting metabolism and neurotransmission systems, where the focus is on assessing the effects of pathology on the energetic and biochemical architecture of the brain, this branch of molecular connectivity clearly builds upon the hypothesis of brain networks as active players in the spreading of pathology (see above, paragraph: “The brain as a network”). Since pathology spreading maps onto the underlying structural brain networks, superimposing on the brain connectome, pathology spreading might show, per se, “network” properties, and thus be modeled with network-level approaches. Accordingly, recent studies have started to make reference to the “amyloid network” and “tau network” (Sepulcre et al., 2013; Hoenig et al., 2018). Quite a few molecular connectivity studies using established PET tracers for amyloidosis are available, while molecular connectivity studies with tau tracers are emerging.

As a side note, it must be underlined that although the models of connectivity-based pathology spreading hold true for tau pathology and amyloid pathology in the form of oligomers (Ahmed et al., 2014; Domert et al., 2014), some evidence suggests that spreading of extracellular fibrillary amyloid plaques, targeted by currently available PET tracers, might be led by spatial proximity and not by brain connectivity (Mezias and Raj, 2017). Still, this finding remains controversial.

Amyloidosis – In the first study targeting the “amyloid network,” Sepulcre et al. (2013) demonstrated that it is possible to use molecular connectivity data to derive information on putative mechanisms of amyloid spreading (Sepulcre et al., 2013). They showed that “hubs” in the amyloid network act as seeding nodes from where amyloid accumulation spread to more peripheral regions (Sepulcre et al., 2013). The hubs that they identified, including the medial temporal lobe and orbitofrontal cortex, are partially consistent with the early regions of amyloid accumulation, as defined by post-mortem studies (Braak and Braak, 1991; Thal et al., 2002). Braak and Braak (1991) described the presence of amyloid pathology in basal portions of the isocortex (including orbitofrontal cortex), together with mild involvement of medial temporal lobe structures, already in Stage A (Braak and Braak, 1991). Thal et al. (2002) reported involvement of the neocortex first (including orbitofrontal cortex) (Phase 1), followed by medial temporal lobe structures already in Phase 2 (Thal et al., 2002). Although presence of amyloid pathology in the medial temporal lobe is described as an early (Stage A according to Braak’s staging) or relatively early (Phase 2 according to Thal’s phases) event, it is worth noting that medial temporal amyloid burden remains mild even in the latest stages of amyloid accumulation (Braak and Braak, 1991). Due to the mismatch between timing and severity of amyloid pathology, univariate approaches based on severity of amyloid pathology only would necessarily not be able to identify the same amyloid hubs as those reported by Sepulcre et al. (2013) using multivariate connectivity techniques. Interestingly, a recent study has shown that the localization of pathological hubs in the amyloid network might not be invariant, but differ across different variant of the Alzheimer’s disease spectrum (Leyton et al., 2015). This result contrast with the well-established homogeneity of amyloid burden reported across different conditions (Iaccarino et al., 2017a). Further studies on large population of patients are necessary to better define these aspects.

Other recent studies have compared nodal and global properties of the amyloid network in healthy controls, subjects with mild cognitive impairment and patients with Alzheimer’s disease dementia (Jiang et al., 2015; Son et al., 2015; Duan et al., 2017). These studies have however reported contrasting results, with respect to both the direction and the localization of the amyloid network’s alterations, possibly due to differences in the proportion of amyloid positive/negative cases in the tested cohorts (Duan et al., 2017). To this regard, a recent study adopted a radically different approach, classifying subjects not on the basis of their clinical status, but on a multi-modal biomarker-based amyloid staging, allowing classification of subjects into “negative,” “early,” and “late” amyloid accumulators (Pereira et al., 2017). This elegant study has shown that the amyloid network is characterized by a “community” of strongly interconnected regions, notably partly overlapping with the default mode network, invariantly detectable across all amyloid stages (Pereira et al., 2017). Interestingly, as amyloid accumulation becomes more severe, this community progressively expands to include additional neocortical regions (Pereira et al., 2017), suggesting that changes in network topology reflect amyloid pathology progression and spreading.

Tau pathology – To the best of our knowledge, only one study has investigated molecular connectivity using tau tracers. In this extremely recent study, Franzmeier et al. (2019) reported that tau covariance is linearly associated with functional connectivity, independently of spatial proximity (Franzmeier et al., 2019). These results provide in vivo support to the view that patterns of tau spreading map onto the underlying connectome, and that tau spread preferentially across connected (but not necessarily adjacent) brain regions (Franzmeier et al., 2019). Notably, these results were confirmed not only in Alzheimer’s disease, but also in normal aging and cerebrovascular cognitive impairment, suggesting a strong coupling between tau propagation and functional connectivity, independent of amyloidosis (Franzmeier et al., 2019). Still, these findings need to be interpreted with caution, as significant off-target binding has been reported for the [18F]AV–1451 tau tracer used in this study (cf. Lemoine et al., 2018).

α-Synuclein pathology – Currently, there is no validated tracer to in vivo measure α-synuclein pathology. Several compounds have been investigated, but subsequently discarded as they did not show sufficient in vivo binding or acceptable selectivity for the target (Jovalekic et al., 2017; Mathis et al., 2017). To remedy the lack of information on molecular connectivity alterations within the α-synuclein network, we used an alternative approach based on [18F]FDG–PET, following the same rationale explained above. We mapped [18F]FDG–PET metabolic connectivity in a series of a priori selected brain regions, as derived from currently available neuropathological models of α-synuclein staging (Braak et al., 2003). Using this approach, we showed that metabolic connectivity alterations map onto the underlying pathology, with the most severe alterations involving regions early affected by α-synuclein pathology, in both Parkinson’s disease (Sala et al., 2017) and dementia with Lewy bodies (Caminiti et al., 2017c). In spite of the relative lack of specificity of the [18F]FDG–PET signal, these results show that α-synuclein pathology leaves a unique imprint on metabolic connectivity.

Limitations and Future Directions in Molecular Connectivity – Getting at the Single-Subject Level?

Although compelling, the net majority of molecular connectivity results are based on group-level analyses, due to the inherently “static” nature of PET images – containing either tracer uptake values averaged over a certain time window or parametric values derived from the tracer’s dynamics. As a consequence, quantified PET images do not possess the temporal “dynamic” component that is typical, for example, of fMRI data (Yakushev et al., 2017). This limitation makes a within-subject “fMRI-like” analysis of PET images impossible. For this reason, molecular connectivity analysis is necessarily performed at group level. It follows that the reliability of molecular connectivity findings depends on the definition of a relatively homogeneous cohort, on the one hand, and on the normalization of between-subject differences, e.g., due to variability in image acquisitions, on the other hand (cf. Veronese et al., 2019). Currently, little is known on the effect of sample heterogeneity on molecular connectivity results, and, more in general, on test–retest reliability and reproducibility of molecular connectivity findings. Encouragingly, a very recent validation study has shown good reproducibility of molecular connectivity results, obtained with an ROI-based correlative approach and graph theory, and confirmed using three different tracers, suggesting a general applicability within typical experimental settings (Veronese et al., 2019). More studies are urgently needed to confirm and extend these findings using other analytical methods and other tracers, and address the effect of other experimental variables, e.g., sample size, on molecular connectivity results.

Together with validation studies, derivation of individual metrics to quantify molecular connectivity alterations at the single-subject level represents a top priority in the field of neurodegenerative diseases. Availability of single-subject metrics would allow to test the value of molecular connectivity as a biomarker of diagnostic and prognostic interest, and to perform correlative analysis, e.g., to investigate the association between individual connectivity metrics and other imaging parameters, clinical symptoms/neuropsychological deficits or, eventually, as complementary outcome measures to evaluate the effects of new emerging treatments (e.g., Fortier et al., 2019). Although the estimation of molecular connectivity patterns necessarily requires – as a first step – a group-level analysis, different approaches have been developed to subsequently derive information at the single-subject level. So far, it has been shown that single-subjects connectivity metrics can be estimated following group-level molecular connectivity analysis, from: (i) independent connectivity analysis, followed by computation of the loading coefficient (Savio et al., 2017); (ii) partial correlation analysis, followed by a bootstrapping procedure that allows to obtain a distribution of connectivity parameters, still at group-level, but that can nevertheless be used for correlative analysis (Franzmeier et al., 2019); and (iii) SICE, using the equation of the multivariate Gaussian distribution (Titov et al., 2017). Finally, a radically different approach has been proposed, involving the use of dynamic PET data, traditionally used only to estimate the final parametric “static” PET image (Passow et al., 2015; Tomasi et al., 2017). This approach takes full advantage of the dynamic nature of PET data, using the temporal fluctuations in tracer uptake to estimate within-subject “temporal” molecular connectivity, adopting an analytical pipeline similar to the one used in resting-state fMRI analysis (Passow et al., 2015; Tomasi et al., 2017). This allows to obtain a “direct” estimation of the patterns of connectivity alterations at single-subject level, similarly to fMRI data. Still, it has been noted that results obtained with this approach, based on estimation of molecular connectivity using tracer dynamics, might lack biological specificity (Veronese et al., 2019), in particular for [18F]FDG tracer. In general, tracer dynamics are dependent not only on tracer’s specific binding, but also on its non-specific binding and its delivery properties (Veronese et al., 2019), making the interpretation of results obtained with such approach less straightforward, as compared to “traditional” approaches based on parametric static PET images. In addition, the use of individual frames of PET acquisitions might harbor other limitations; most importantly, the necessarily shorter duration of individual frames would yield lower signal-to-noise ratio compared to static images derived from the whole acquisition time.



CONCLUSION

Molecular connectivity represents a powerful tool to investigate the pathophysiology of neurodegenerative diseases, providing in vivo access to a potentially endless series of biological processes, from cellular metabolism, to neurotransmission, to aggregation of pathological proteins. The potential of molecular connectivity is still emerging, and might possibly be endless, as new areas of application would arise in parallel with the validation of new tracers for new biological targets. A recent development is related to the possibility to assess not only brain glucose metabolism, as measured by [18F]FDG–PET, but also brain ketone metabolism, using [11C]AcAc–PET (Courchesne-Loyer et al., 2017). Although contribution of ketones to brain energy requirements is scarce under standard conditions (<5%), recent evidence suggests that ketone metabolism might hold relevance in both aging and Alzheimer’s disease (Croteau et al., 2018). Combining [18F]FDG and [11C]AcAc tracers would allow to test for similarities and differences between glucose-based and ketone-based brain metabolic networks. Another interesting development would concern the possibility to assess molecular connectivity using tracers for synaptic activity, such as the newly developed [11C]UCB-J tracer (Finnema et al., 2016). This would give us a direct access to molecular networks of “pure” neural activity, without the mediation of BOLD signal or metabolic processes (Heurling et al., 2017).

Thus, the progressive implementation of molecular connectivity techniques, with possibly unlimited applications brought by the development of new PET tracers, will allow unique breakthroughs in our understanding of neurodegenerative mechanisms. Once approaches to estimate single-subject brain molecular connectivity will become well-established, brain connectivity signatures might hold promises to be validated as biomarkers for diagnostic and prognostic use, or, eventually, as complementary outcome measures to evaluate the effects of new emerging treatments. Hopefully, molecular connectivity studies “will gain momentum, and deservedly so!” (Yakushev et al., 2017).
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Studies of functional neurosurgery and electroencephalography in Parkinson’s disease have demonstrated abnormally synchronous activity between basal ganglia and motor cortex. Functional neuroimaging studies investigated brain dysfunction during motor task or resting state and primarily have shown altered patterns of activation and connectivity for motor areas. L-dopa administration relatively normalized these functional alterations. The aim of this pilot study was to examine the effects of L-dopa administration on functional connectivity in early-stage PD, as revealed by simultaneous recording of functional magnetic resonance imaging (fMRI) and electroencephalographic (EEG) data. Six patients with diagnosis of probable PD underwent EEG-fMRI acquisitions (1.5 T MR scanner and 64-channel cap) before and immediately after the intake of L-dopa. Regions of interest in the primary motor and sensorimotor regions were used for resting state fMRI analysis. From the EEG data, weighted partial directed coherence was computed in the inverse space after the removal of gradient and cardioballistic artifacts. fMRI results showed that the intake of L-dopa increased functional connectivity within the sensorimotor network, and between motor areas and both attention and default mode networks. EEG connectivity among regions of the motor network did not change significantly, while regions of the default mode network showed a strong tendency to increase their outflow toward the rest of the brain. This pilot study provided a first insight into the potentiality of simultaneous EEG-fMRI acquisitions in PD patients, showing for both techniques the analogous direction of increased connectivity after L-dopa intake, mainly involving motor, dorsal attention and default mode networks.
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INTRODUCTION

Alterations in the temporal pattern of neuronal discharge have been found to be associated with parkinsonian symptoms (Marsden and Obeso, 1994; Obeso et al., 1997), but the central mechanisms underlying motor deficits in Parkinson’s Disease (PD) is still unclear (Brown and Marsden, 1998; Jankovic, 2008).

Findings based on functional neurosurgery in PD patients suggest the existence of excessive neuronal synchronization mainly in the subthalamic nucleus (STN) and globus pallidus (Levy et al., 2002b; Williams et al., 2002; Brown, 2003), in particular within the beta band (13–30 Hz). It has been demonstrated that treatment with L-dopa not only reduces this synchronization, but it is also associated with a stronger synchronization within the gamma band (30–100 Hz) (Brown et al., 2001; Levy et al., 2002a,b; Priori et al., 2002; Williams et al., 2002; Brown, 2003). Moreover, abnormal synchronized activity in the basal ganglia may be coupled to activity in the motor cortex: oscillatory synchronization within and between cortical areas is increasingly recognized as a key mechanism in motor organization (Ohara et al., 2001; Serrien and Brown, 2003) and over the last few decades, electroencephalographic (EEG) studies have shown a high incidence of background and focal intermittent EEG slowing in PD (Yeager et al., 1966; McPherson, 1970). The correlation between motor disability and slowing of the background EEG suggests that this effect may be related to failure of nigrostriatal modulation of basal ganglia inputs to the cortex (Neufeld et al., 1988). In PD patients, relevant changes may also occur in the pattern of synchronization across distributed areas of the cortex (cortico–cortical coherence) (Silberstein et al., 2005; Hirschmann et al., 2011, 2013). This finding is especially significant in the beta and gamma bands, given the importance of cortico–cortical coherence at these frequencies in motor organization and the evidence that basal ganglia activity is preferentially synchronized in these bands. In particular, it has been shown that, when exploring resting state scalp EEG, there is a correlation between EEG–EEG coherence over the 10–35 Hz range and the severity of parkinsonism, and that the reduction of cortical coupling correlates with L-dopa therapy, STN stimulation and with the consequent clinical improvement (Silberstein et al., 2005). The frequency-specific functional connectivity between basal ganglia and cortex was investigated in PD patients also using simultaneous magnetoencephalography (MEG) and local field potentials recordings (Hirschmann et al., 2011, 2013). Coherent activity was observed in the beta range in the ipsilateral sensorimotor and premotor cortices, as well as in the alpha range in the ipsilateral temporal lobe, and, besides, it was found that beta coherence between primary motor cortex (M1) and STN was suppressed after the administration of L-dopa.

Brain magnetic resonance techniques are valuable methods to explore the pathophysiological bases of PD for both structural and functional aspects, and might provide new potential biomarkers for the in vivo differential diagnosis with atypical parkinsonism (Bajaj et al., 2017; Heim et al., 2017; Zanigni et al., 2017; Morisi et al., 2018). In particular, functional neuroimaging techniques have been mostly applied to give further insights into the pathophysiology of motor dysfunction in PD and to explore brain dysfunction underlying core motor symptoms such as bradykinesia and rigidity by using specific motor tasks during the MRI acquisitions (Rizzo et al., 2012). Overall, these studies mainly reported altered functional activation in supplementary motor area (SMA), pre-SMA, M1, premotor cortex, prefrontal cortex, parietal cortex, cingulum, basal ganglia, thalamus and cerebellum. Some discrepancies in the findings could be related to the stage of disease and/or to differences between the motor fMRI paradigms. L-dopa administration relatively normalized the functional activation patterns (Haslinger et al., 2001; Buhmann et al., 2003; Wu and Hallett, 2005). More recently, resting state fMRI has been used to investigate brain functional connectivity in PD patients. Typically, such patients show lower functional connectivity, compared to healthy subjects, for M1, SMA, dorso-lateral prefrontal cortex, temporal lobe, putamen, substantia nigra, striatum, STN, thalamus, cerebellum and the default mode network, and alterations in connectivity were likewise appreciably normalized by L-dopa administration (Wu et al., 2009, 2011, 2012; Sharman et al., 2013). The differences among the results reported by resting state fMRI studies might depend, in addition to clinical samples and methodological differences, on resting state being an uncontrolled condition, with a risk of unstable wakefulness (Tagliazucchi and Laufs, 2014).

The combined acquisition of EEG and fMRI was originally developed with a clinical interest to investigate the neuronal activity and the hemodynamic response simultaneously to try to detect and localize epileptic discharges (Rosenkranz and Lemieux, 2010; Huster et al., 2012; Vitali et al., 2015). In the recent years, however, EEG-fMRI became a promising techniques also in experimental neuroscience, in psychiatric and behavioral disorders related to mesocorticolimbic dopamine pathway dysfunction, such as attention-deficit hyperactivity disorder or schizophrenia, in narcolepsy, and in neurodegenerative disorders, such as Alzheimer’s disease (Boecker et al., 2014; Lei et al., 2014; Schneider et al., 2015; Drissi et al., 2016; Brueggen et al., 2017; Syed Nasser et al., 2019).

Given the evidence that both fMRI and EEG independently provided important insights into PD pathophysiology and specific functional alterations, the aim of this exploratory pilot study was to investigate the effect of acute L-dopa administration on functional connectivity in early-stage PD patients as revealed by simultaneous recording of hemodynamic (fMRI) and electrical (EEG) activity. The combined use of EEG and fMRI techniques guaranteed a controlled resting state acquisition and might provide a more comprehensive perspective on functional connectivity changes in PD: the simultaneous acquisition of these techniques gives the possibility to have both high temporal resolution EEG electrical measure and fMRI whole-brain neurometabolic evaluation with good spatial resolution at the same time and in the same group of patients.



MATERIALS AND METHODS

Subjects

Eight PD patients were recruited at the Movement Disorders outpatients center, IRCCS Istituto delle Scienze Neurologiche di Bologna, DIBINEM, University of Bologna, Italy. Inclusion criteria were: diagnosis of probable idiopathic PD, according to Gelb’s criteria (Gelb et al., 1999); ongoing L-dopa therapy at stable dosage in at least two previous months (other drug therapies, such as dopaminergic agents, MAO or COMT inhibitors, were stopped during the week before the EEG-fMRI session); L-dopa efficacy documented by kinetic-dynamic monitoring within 1 year from the session. Exclusion criteria were: cognitive impairment and/or inability to provide informed consent; MR contraindications; neuroimaging findings inconsistent with PD diagnosis, severe involuntary movements; antidepressant or other therapies acting on central nervous system.

The same neurologist (GR) performed neurological evaluation of all patients using the Unified Parkinson’s Disease Rating Scale (UPDRS) – III testing and the Hoehn and Yahr scale (HY) (Hoehn and Yahr, 1967).

This study was carried out in accordance with the Declaration of Helsinki. The protocol was approved by the Local Public Health Service (AUSL) of Bologna Ethics Committee and all participants provided written informed consent. No healthy controls were included, as the primary goal of the study was to compare connectivity patterns before and after the administration of L-dopa in PD patients.

EEG-fMRI Acquisitions

Each participant was instructed to go to bed at his or her preferred time on the evening before the examination, to fast after midnight, and not to take the first daily dose of L-dopa tablet (100 mg) in the morning. All acquisitions were performed between 8 am and 1 pm. Patients first underwent UPDRS-III and HY testing before taking L-dopa (i.e., in the OFF state), then the MR compatible EEG cap was set-up. This was followed by the positioning in the MR scanner and the OFF state acquisition. Immediately afterward, L-dopa was administered and patients underwent UPDRS-III retesting every 10 min in order to identify the ON state (i.e., under L-dopa effect). Within 15 min following the onset of the effect of the medication, patients were repositioned in the MR scanner and the ON state EEG-fMRI was acquired. Scalp EEG was recorded with an MR-compatible 64-channel cap (Brain Vision), according to the 10–20 International System (reference: central top electrode, near Cz). The recording resolution was 0.1 μV and the sampling frequency was 5 kHz. The ECG trace was continuously recorded at the same sampling frequency by means of a specific ECG cable.

Brain MRI acquisitions were performed using a 1.5 T scanner (GE Medical Systems Signa HDx 15) equipped with an 8-channel phased array brain coil. Participants were instructed to stay during the scan awake, relaxed and motionless with their eyes closed, and to avoid goal-directed attention. Simultaneously to the EEG recordings, two resting state runs were acquired during the OFF and the ON conditions (13 min for each condition) with a pure axial GE-EPI sequence (Gradient Echo–Echo Planar Imaging, TR/TE = 3000/40 ms, flip angle = 90°, FOV = 24 cm, voxel = 1.875 × 1.875 × 4 mm); for each run the first five volumes were discarded. A high-resolution volumetric sequence was acquired at the end of the session (T1-weighted Fast SPoiled Gradient, TR/TE/TI = 12/5/600 ms, FOV = 25.6 cm, voxel = 1 mm3).

Data Analysis

Subjects’ UPDRS rating was compared between OFF and ON states with the Wilcoxon test.

EEG

Electroencephalographic signal preprocessing was performed with Brain Vision Analyzer 2.0 software. This included gradient artifact off-line correction and EEG signal filtering (Allen et al., 2000). A 50-Hz low-pass filter was also applied to remove the remaining artifact. The ballistocardiogram and eye-movements and blinking artifacts were removed by Independent Components Analysis (ICA) (Bénar et al., 2003). Finally, signals were down-sampled to 250 Hz and examined by visual inspection to remove sections containing muscular artifacts and sleep patterns. In both conditions, the artifact-free sections were concatenated.

To perform EEG-directed connectivity analysis, a previously published approach (Coito et al., 2015, 2016) was used, and is summarized below. For regional electrical source imaging (ESI), the forward model consisted of a simplified realistic head model [Locally Spherical Model with Anatomical Constraints, LSMAC (Birot et al., 2014)]. Based on the MNI template, about 5000 solution points were equally distributed within gray matter, which represented the solution space. A linear distributed inverse solution with biophysical constraints was then used to calculate the 3D current density distribution [Local Auto-Regressive Averages, LAURA (Grave de Peralta Menendez et al., 2004)]. The brain was then parcellated into 82 regions of interest (ROIs) using the AAL atlas, and the source activity of the solution point closest to the geometric center of each ROI was considered as the representative source activity of the ROI. To account for the changing tridimensional orientation of the source dipoles, these were projected at each time point on the predominant dipole direction of each ROI to obtain scalar values of the current density. Directed functional connectivity was determined with a Granger-causality measure: the time-varying weighted Partial Directed Coherence (wPDC) (Astolfi et al., 2008; Van Mierlo et al., 2011; Plomp et al., 2014). This gave a 4-dimensional matrix (82 ROIs × 82 ROIs × time × frequency) that was then reduced to the theta, alpha and beta frequency bands and averaged over time. Specifically, The time–frequency distribution of the power spectral density (PSD) was calculated using the S-transform (ST). To determine the PSD for each voxel in the inverse space, ST was computed for each scalp electrode, and source estimation was then applied to this frequency-domain complex data. The mean PSD for each patient was computed and normalized (0–1) across regions, time, and frequencies (1–100 Hz) by subtracting the minimum power and dividing by the range. The PDC (partial directed coherence) was analyzed for each frequency band. Time-varying PDC estimates directed interactions between pairs of signals in the time and frequency domain using adaptive multivariate autoregressive models (AMVAR). We estimated the time-varying AMVAR parameters by means of a recursive least squares (RLS) algorithm (Astolfi et al., 2008). PDC values were scaled, in the same way as the ST, and multiplied by the spectral power (weighted PDC, wPDC) (Van Mierlo et al., 2011; Plomp et al., 2014). The summed outflow for a given ROI and time point was defined as the sum of wPDC values from that ROI to all others ROIs at that time point. For each time point, the summed outflow for a given ROI and time point was then computed, as the sum of wPDC values from that ROI to all others. For each patient, the summed outflow of each region at each time point of the OFF segments was compared to each time point of the ON segments with a non-parametric test (Mann–Whitney–Wilcoxon, p < 0.05). As 82 different regions are tested at each band, a Bonferroni multiple comparisons correction is considered. EEG connectivity analysis and ESI were carried out using the software Cartool1 and Matlab 2012b (MathWorks Inc.).

fMRI

Functional magnetic resonance imaging data processing and analysis were mainly performed using FSL (version 4.1.4) (Jenkinson et al., 2012). Functional connectivity was investigated with a seed-based approach, using four distinct ROIs: right and left supplementary motor area (R-SMA, L-SMA), and right and left precentral gyri (R-PG, L-PG). Seeds were drawn in the MNI space as spheres of radius 5 mm centered at the following coordinates: R-SMA (6, 0, 54), L-SMA (-6, 0, 54), R-PG (44, -8, 38), and L-PG (-44, -8, 38).

The measured ECG trace was used to remove cardiac physiological noise from fMRI data by means of a retrospective method [RETROICOR, RETROspective Image-based CORrection (Glover et al., 2000)]. We used the RETROICOR implementation in AFNI [version AFNI_2008_07_18_1710), that follows the original method described by Glover et al. (2000)]. The input data were raw fMRI data with only volume registration performed. Since respiration could not be monitored during the acquisitions due to technical limitations, breathing noise was estimated with PESTICA [Physiologic EStimation by Temporal ICA (Beall and Lowe, 2007)] from the data themselves. The respiration timecourses obtained in this way were then included in RETROICOR correction as well.

For two patients (Table 1, subjects 2 and 5) the disease symptoms were on the left at onset, corresponding to the right brain hemisphere, so we flipped MR functional and structural images in the right/left direction, in order to have all patients’ predominantly affected hemisphere on the left side of the brain. Structural images were then registered to a symmetrical version of MNI template created by copying, flipping along the x axis and averaging the original and the mirrored version of the template, similarly to the procedure used by Kwak et al. (2012).

TABLE 1. Demographic and clinical data of the patients at the time of the MR session.
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Functional MR data preprocessing also included high-pass filtering (cut-off = 100 s), motion correction (motion parameters were then added as confounding variables to the model), slice timing correction, brain extraction and spatial smoothing (Gaussian filter, FWHM = 6 mm). Functional data were aligned to structural images using a linear registration (flirt) and structural images were non-linearly aligned to standard MNI space (fnirt), so that, combining the two steps, functional images could be registered to MNI as well. Once ROIs were aligned to fMRI space, their voxel time series were averaged. The first-level of the analysis was based on a general linear model, constructed with the time series of each seed used separately as a regressor. Clusters were determined in Z-statistic images (|Z|≥ 2.3) and the family wise-error was controlled with a cluster significance threshold of p = 0.05. A second level within-subject fixed-effects analysis was then performed, in order to combine the results of the two OFF resting state runs and the two ON runs, giving each subject’s mean response for each of the two conditions. Finally, the third-level analysis was a mixed-effects group statistics: a two-sample paired t-test was performed to compare the connectivity with each seed before and after L-dopa. Clusters were determined with a threshold of Z = 2.3 then family wise-error was controlled with a cluster significance threshold of p = 0.05. We did not explore whether the variations of brain connectivity correlated with the disease severity because of the small cohort and the homogeneity of the UPDRS motor score in the OFF state.



RESULTS

Two out of eight patients were unable to complete the EEG-fMRI acquisition protocol. Demographic and clinical data are reported in Table 1.

Patients’ motor performances as assessed by the UPDRS were significantly ameliorated when on medication than when off medication (UPDRS score reduction after L-dopa: 49%, p < 0.05).

fMRI

A significantly higher connectivity with all four seeds was found for the contrast ON vs. OFF (Figure 1 and Table 2). Brain areas showing increased connectivity with both L-PG and R-PG after L-dopa intake were right angular gyrus, middle cingulate gyrus, posterior cingulate gyrus, bilateral middle frontal gyrus, superior frontal gyrus, superior occipital cortex, superior parietal gyrus, postcentral gyrus, precentral gyrus, precuneus and SMA, while left middle and posterior cingulate gyri showed increased connectivity only with L-PG.
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FIGURE 1. Functional connectivity in the group analysis of ON state vs. OFF state; images show sagittal views of the main areas with significant clusters of voxels, superimposed on the MNI template; box R-PG: connectivity with seed in right precentral gyrus (a: occipital cortex -green arrow-, motor areas -orange arrow-, b: angular gyrus, c: superior parietal lobe, d: precuneus, e: superior frontal gyrus); box L-PG: connectivity with seed in left precentral gyrus (a: motor areas, b: superior frontal gyrus, c: superior parietal lobe, d: angular gyrus, e: precuneus, f: cingulum, g: occipital cortex); box R-SMA: connectivity with seed in right SMA (a: frontal pole – superior frontal gyrus); box L-SMA: connectivity with seed in left SMA (a,b: motor areas, c: precuneus, d: middle/superior frontal gyrus, e: superior parietal lobe).



TABLE 2. Brain areas showing a significant variation in fMRI connectivity with the four seeds (R-PG, L-PG, R-SMA, and L-SMA) when comparing the ON and the OFF state.
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As for the SMA, L-SMA showed increased connectivity with right angular gyrus, posterior cingulate gyrus, left superior occipital cortex, bilateral middle cingulate gyrus, middle and superior frontal gyri, superior parietal gyrus, postcentral gyrus, precentral gyrus, precuneus and SMA, while R-SMA had an increased connectivity only with right middle and superior frontal giri and right precentral gyrus. The group analysis showed no significant variations in connectivity for the contrast OFF vs. ON.

EEG

When evaluating the connections among the four seeds of the motor system (R-PG, L-PG, R-SMA, and L-SMA) we did not find any significant difference in PDC in ON vs. OFF (p > 0.05) for all the studied frequencies (alpha, beta, and theta). Although not significant, a trend toward a decreased FC in ON vs. OFF among the different structures of the motor system was observed for each frequency.

Similarly, no significant differences for ON vs. OFF were observed when evaluating whether the motor system was changing its outflow (in term of summed outflow from the four ROIs) toward the remaining regions of the brain. In this case as well, we can observe a tendency toward a decreased summed outflow from the motor system, especially concerning the alpha and the theta bands, after L-dopa intake.

As for the PDC from each ROI of the whole brain, we observed a strong tendency (p < 0.06) toward a change in the summed outflow between ON and OFF conditions mainly in the following structures: posterior cingulate, left amygdala, left hippocampus, right anterior cingulate and right lingual gyrus in the alpha band; left amygdala, bilateral hippocampi and right anterior cingulate in the beta band; posterior cingulate, left amygdala, bilateral hippocampi and right anterior cingulate in the theta band (Supplementary Figures 1–3).

Although this difference was not statistically significant, an interesting common behavior is that in the OFF state, the strongest connections originated from the posterior regions of the default mode network (DMN), while in ON they came from the anterior cingulate, part of the anterior portion of the DMN (Figure 2). Specifically, in the alpha band the main driver of connection is the posterior cingulate in the OFF state and the anterior cingulate in the ON state; in the beta band the main driver of connections is the right hippocampus in the OFF state and the anterior cingulate in the ON state; in the theta band the main driver of connections is the right hippocampus in the OFF state and the anterior cingulate in the ON state.
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FIGURE 2. Connections between each ROI in OFF (left) and ON (right). Only the strongest 30% connections are shown. Alpha band: the main driver of connections is the posterior cingulate in the OFF state and the anterior cingulate in the ON state. Beta band: the main driver of connections is the right hippocampus in the OFF state and the anterior cingulate in the ON state. Theta band: the main driver of connections is the right hippocampus in the OFF state and the anterior cingulate in the ON state.





DISCUSSION

This exploratory pilot study is the first that describes the potentialities of resting state functional connectivity measured simultaneously with EEG and fMRI in early-stage PD patients to describe acute L-dopa effect.

Resting state fMRI results showed, after the administration of L-dopa, an increased bilateral connectivity of PG and SMA with cortical areas that belong to three resting state brain networks: sensorimotor, DMN and dorsal-attention network (Figure 1 and Table 2). The sensorimotor network deals with the integration of sensitive and motor stimuli and its characteristic spatial pattern includes pre- and post-central gyri, extending from the superior bank of the sylvian fissure to the medial wall of the interhemispheric fissure and the SMA (Damoiseaux et al., 2006).

Our findings of increased connectivity within the sensorimotor system after the intake of L-dopa are in line with previous results (Esposito et al., 2013) that showed enhanced function connectivity within the SMA in drug-naïve PD patients after acute L-dopa administration. Effects of L-dopa administration on resting connectivity were also investigated in patients with advanced PD, and a higher resting state functional connectivity was found between striatum and prefrontal cortex, and a lower connectivity between pallidum, STN, and supplementary and primary motor cortices (Akram et al., 2017). Compared to previous studies (Wu et al., 2012; Esposito et al., 2013; Akram et al., 2017) we detected limited variations of functional connectivity between the motor cortex and deep brain structures: this result may be related to differences in clinical samples and methodological approaches.

The DMN is typically constituted by ventro-medial prefrontal cortex, cingulate cortex, inferior parietal lobule, lateral temporal cortex, dorsal medial prefrontal cortex and hippocampus, and it is particularly active during rest condition while it deactivates when specific goal-directed behavior is needed (Damoiseaux et al., 2006). For PD patients, a stronger connection of DMN with PG and SMA after the administration of L-dopa may contribute to an increased readiness to plan and perform movements. In line with this hypothesis, Krajcovicova et al. (2012) found no differences in DMN integrity between PD patients on dopaminergic medication and healthy controls, suggesting that dopaminergic therapy may have specific effects on restoring default mode functional integrity. It has also been shown (Van Eimeren et al., 2009) that in PD patients, deficits in executive tasks such as planning and set-shifting were associated with less deactivation of posterior cingulate cortex and precuneus. On the other hand, a resting state fMRI study in cognitively unimpaired PD patients (Tessitore et al., 2012b) showed lower DMN functional connectivity in patients compared to healthy controls, and this impairment was uncorrelated with the L-dopa dosage.

The dorsal attention system is crucial in voluntary orientation and attention and it mainly involves the intraparietal sulcus, the frontal eye field, the junction of precentral and superior frontal sulci, and middle and superior frontal gyri (Damoiseaux et al., 2006). In our study, structures of attentive and executive systems showed increased functional connectivity with cortical motor areas after L-dopa administration. This may suggest that dopaminergic medication could be of help to PD patients as for their executive dysfunction, by improving the cognitive, attentional and executive steps, essential for movements preparation. When activations and connectivity were investigated during the performance of a motor-attentional task (Rowe et al., 2002), an attentional modulation of connectivity was observed only in the healthy subjects, but not in PD patients. In particular, the attention to action led to further activations of prefrontal, parietal, and para-cingulate cortices and SMA. The engagement of the attentional control network was also investigated in PD and a lower activation of frontal and parietal hubs of the dorsal attention network was described (Shine et al., 2014). Reduced functional connectivity has been reported within both the executive-attention and visual networks in PD patients with freezing compared to those without (Tessitore et al., 2012a), suggesting that freezing may be related to a dysfunction of the visuo-spatial network. As none of our early-stage PD patients presented freezing, the freezing related network may be impaired before clinical manifestation.

Partial directed coherence analysis of EEG data acquired during the fMRI scans revealed no statistically significant motor network changes when comparing ON vs. OFF. Nevertheless, the results suggest an interesting tendency toward a decreased coherence after the intake of L-dopa within the motor system and between the motor system and the rest of the brain. However, the effect of L-dopa on cortico-cortical coherence is still debated and opposing results can be found in the literature. Previous resting state scalp EEG studies (Silberstein et al., 2005; Hirschmann et al., 2013) have shown that STN-cortical and cortico-cortical coherence correlate with the severity of parkinsonism and that this coupling was modulated by L-dopa therapy and STN stimulation. When MEG and subthalamic local field potential recordings were used to investigate connectivity in PD patients (Litvak et al., 2011), two major spatio-temporal patterns of coupling between cortex and STN were observed, in alpha and beta bands. In the alpha band, coherence between STN and bilateral temporo-parietal cortex and brainstem has been described, suggesting a possible attentional role; in the beta band the pattern involved the STN and the ipsilateral anterior parietal and frontal cortices, suggesting an involvement in the executive functions. In this study, dopaminergic medication increased beta coherence between STN and prefrontal cortex. However, later studies did not confirm this effect of pharmacological intervention on cortical coherence. For example, the evaluation of the direct transfer function between STN and cortex at rest and during movement (Lalo et al., 2008), with and without pharmacological dopaminergic input, showed that the beta band coherence did not change after dopaminergic therapy. MEG coherence among SMA and other motor areas has also been investigated during resting and during isometric muscular contraction (Pollok et al., 2013), before and after L-dopa intake. Interestingly, an increased SMA–M1 coherence in OFF during isometric contraction was found, and it was remedied by L-dopa. Nevertheless, coherence strength for the resting state did not differ after L-dopa intake, suggesting that SMA–M1 coherence might be more related to movement execution than to the rest condition. Besides, a high-density EEG study investigated the effect of acute L-dopa administration on movement-related cortical oscillations, showing that L-dopa reduce the exaggerated movement-related beta-band desynchronization in the SMA that was observed in PD patients compared to healthy subjects (Chung et al., 2018) and that functional brain activity in the basal ganglia pathways relate to the response of beta-band cortical activity to levodopa.

When whole brain outflow was considered, the regions that showed a stronger tendency to change their connectivity are the posterior and anterior cingulate, and the right hippocampus, mainly ascribable to the DMN. This is quite interesting as changes in the connectivity with the DMN were also observed in our fMRI results, and we discussed above the crucial role of this network and its connections with the sensorimotor areas in PD patients. Moreover, there seems to be a shift of the involvement in connections toward the anterior subpart of DMN after the intake of L-dopa. Structural and functional alterations of cingulate cortex has been previously shown in PD patients. For example, increased functional connectivity and higher eigenvector centrality (a network measure that allow to identify prominent nodes in the whole brain network) in the posterior cingulate gyrus and lower centrality for the anterior cingulate gyrus (de Schipper et al., 2018), white matter microstructural alterations in the cingulate bundle near the orbital and anterior cingulate gyrus (Albrecht et al., 2019), or a loss of integrity in cingulate structural covariance network, for both anterior and posterior cingulate cortices (de Schipper et al., 2017). It would be suggestive to hypothesize that what we see is a relative normalization of the connectivity pattern, speculating about different roles of anterior and posterior cingulate cortices, but it might be a rash speculation, as a group of healthy controls is not available and there are no similar findings in literature to compare with.

The absence of clear PDC findings in the present study may be related to methodological limitations. Simultaneous recordings to MRI induces artifacts in the EEG, reducing the quality of the trace. The gradient artifact is the most important one, with an amplitude of about 50 times the background EEG. The most widely used method to remove it consists of estimating the artifact and subtracting it from each frame (Bénar et al., 2003). In our case, the frequency removed by the gradient artifact correction was within the beta band. Furthermore, when removing the cardioballistic artifact by ICA, there is also a risk of removing components of signal which are actually coming from the brain. A precise description of the influence of MRI gradients and ECG artifacts on multivariate measures performed on EEG signals, such as PDC, is still lacking. Further exploration of these effects by using various acquisition protocols and scanning equipment are necessary to properly evaluate the method’s sensitivity to these artifacts.

The main limit of this exploratory study is the small number of recruited patients. This poses substantial limitation to the generalizability of the results, indeed the present study should be considered a pilot investigation, that might show the potentialities of EEG and fMRI combination in PD patients, but without any presumptions of fully reliable and solid conclusions. Further studies in larger samples are needed to confirm and expand the present results. However, the sample is very homogeneous as all PD patients are in an early stage of the disease course with comparable motor impairment. Despite the small cohort, both fMRI and EEG findings are directionally similar, showing increased connectivity after L-dopa intake in PD patients, particularly for motor areas and their connections with dorsal attention and DMN areas. Taking into consideration the novelty of this approach in PD patients, this pilot study showed the potentialities of this methodology to better understand the mechanisms underlying electrical and hemodynamic functional connectivity changes in these patients.
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In the last few decades, brain functional connectivity (FC) has been extensively assessed using resting-state functional magnetic resonance imaging (RS-fMRI), which is able to identify temporally correlated brain regions known as RS functional networks. Fundamental insights into the pathophysiology of several neurodegenerative conditions have been provided by studies in this field. However, most of these studies are based on the assumption of temporal stationarity of RS functional networks, despite recent evidence suggests that the spatial patterns of RS networks may change periodically over the time of an fMRI scan acquisition. For this reason, dynamic functional connectivity (dFC) analysis has been recently implemented and proposed in order to consider the temporal fluctuations of FC. These approaches hold promise to provide fundamental information for the identification of pathophysiological and diagnostic markers in the vast field of neurodegenerative diseases. This review summarizes the main currently available approaches for dFC analysis and reports their recent applications for the assessment of the most common neurodegenerative conditions, including Alzheimer’s disease, Parkinson’s disease, dementia with Lewy bodies, and frontotemporal dementia. Critical state-of-the-art findings, limitations, and future perspectives regarding the analysis of dFC in these diseases are provided from both a clinical and a technical point of view.
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INTRODUCTION: FROM STATIC TO DYNAMIC FUNCTIONAL CONNECTIVITY

Neurodegenerative diseases are characterized by a progressive loss of neurons associated with deposition of aberrant proteins, leading to alterations of the structural and functional properties of the brain (Kovacs, 2017). In the last decades, the non-invasive resting-state (RS) functional magnetic resonance imaging (RS-fMRI) technique has been widely applied in these clinical populations, to investigate more in depth the spatial topology and strength of interactions between brain networks (Smitha et al., 2017; Hohenfeld et al., 2018).

Functional magnetic resonance imaging uses the blood-oxygenation-level dependent (BOLD) signal, which is sensitive to spontaneous neural activity. In particular, low-frequency oscillations (<0.1 Hz) of the BOLD signal are analyzed to obtain functional information of brain networks. Functional connectivity (FC) quantifies the temporal correlation of functional activation in different brain regions and can be expressed in terms of pairwise Pearson’s correlation coefficients, covariance, or mutual information between time series, revealing specific networks (Smitha et al., 2017). FC has been recognized as an important biomarker for better understanding the pathophysiological mechanisms of numerous neurodegenerative diseases, including Alzheimer’s disease (AD) (Filippi et al., 2017), Parkinson’s disease (PD) (Baggio et al., 2015; Filippi et al., 2019), and frontotemporal dementia (FTD) (Filippi et al., 2017).

So far, the implicit hypothesis on which FC analysis has been based is the assumption of temporal stationarity of the functional interaction between connections. Considering the dynamic nature of brain activity, a novel approach is provided by dynamic functional connectivity (dFC), which considers the temporal fluctuations of functional connections in faster timescales (Hutchison et al., 2013). Unlike conventional static FC, which is obtained from the correlation within an entire time series, dFC refers to the brain activity within sub-portions of time series (Menon and Krishnamurthy, 2019). Major efforts have been made to identify and analyze time-varying, but recurring, FC sub-patterns of coupling among brain regions, constituting the brain “chronnectome” (Calhoun et al., 2014).

The aim of this review is to describe the contribution of dFC studies in RS conditions for a better understanding of neurodegenerative diseases. We are going to focus on the most common approaches to analyze dFC and review recent findings in this field concerning AD, PD and other parkinsonisms, and FTD. We conclude this work summarizing caveats, limitations and future perspectives regarding dFC analysis.



METHODOLOGICAL OVERVIEW

Several computational strategies have been implemented to characterize temporal and spatial variations of BOLD signal (Wee et al., 2016; Jie et al., 2018; Liu et al., 2018). The most common approach is provided by the sliding-window technique (Chen et al., 2016, 2017; de Vos et al., 2018; Diez-Cirarda et al., 2018), characterized by the selection of a time window – shorter than the whole-scan time – whose data points are used to calculate FC metrics. The window is shifted in time by a fixed number of data points, referred as step, which defines the overlap between two successive windows. The step duration ranges from one single data point to the length of the window (i.e., non-overlapping windows) (Jie et al., 2018; Park et al., 2018).

In combination with the sliding-window approach, several studies have applied clustering methods to identify reproducible, transient patterns and to evaluate the commonly used graph metrics, the dwell time, defined as the number of consecutive windows in a specific state, and the number of transitions between states (Allen et al., 2014).

Since a subject could be in more than one state at a given point, the concept of “meta-states” and meta-state measures has been introduced to intuitively characterize the dynamic fluidity in FC (Miller et al., 2016; Premi et al., 2019). Meta-state measures include the number of occupied meta-states, number of switches between meta-states, greatest distance between two meta-states and overall distance (Premi et al., 2019). Furthermore, the sliding-window approach can be integrated with the application of independent component analysis (ICA) to identify spatial maps in the windowed BOLD signal and assess variability or graph theoretical metrics (Jones et al., 2012; de Vos et al., 2018; Premi et al., 2019). The sliding-window approach can also be used jointly with classification algorithms to exploit the information resulting from patterns of dFC (Chen et al., 2016; Guo et al., 2017; Figure 1).
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FIGURE 1. Framework for construction of high-order functional connectivity (FC) network. (1) Partition of the RS-fMRI time series into multiple overlapping segments of subseries applying sliding-window technique; (2) collection of low-order FC matrices, one for each subseries; (3) stack of all matrices of all subjects together to obtain correlation time series for each element; (4) application of the clustering algorithm to group all the correlation time series; (5) construction of high-order FC network, considering the mean correlation time series for each cluster as vertex and the pairwise Pearson’s correlation coefficient between each pair of vertices as weight; (6) calculation of local clustering coefficients; (7) selection of a discriminative feature subset from the local clustering coefficients; (8) implementation of support vector machine (SVM) model for classification. RS-fMRI, resting-state functional magnetic resonance imaging; FC, functional connectivity (reproduced with permission from Chen et al., 2016).



Alternative approaches to evaluate dFC are represented by time-frequency analysis, dynamic connectivity regression (DCR) and dynamic connectivity detection (DCD), which are data-driven techniques for detecting FC change points within RS fMRI time series, and derive dynamic information from such points (Xu and Lindquist, 2015).



ALZHEIMER’S DISEASE

Alzheimer’s disease is the most common neurodegenerative cause of dementia (Alzheimer’s, 2016) and has been extensively studied by means of advanced MRI techniques. The inclusion of RS fMRI into imaging protocols in AD has been particularly advantageous, as the difficulty to obtain subjects’ cooperation could influence task-related fMRI results. Conspicuous evidence has shown decreased FC of the default mode network (DMN) across the AD continuum, including patients with full-blown AD dementia and amnestic mild cognitive impairment (MCI) (Greicius et al., 2004; Bai et al., 2008; Agosta et al., 2012; Koch et al., 2012). Decreased connectivity within the DMN – consisting of the posterior cingulate, inferior parietal, inferolateral temporal, anterior cingulate, prefrontal, and hippocampal regions – is often accompanied by increased connectivity in the attentional fronto-parietal and salience networks, likely mirroring compensatory mechanisms (Agosta et al., 2012; Badhwar et al., 2017). Disconnection between posterior (i.e., posterior cingulate and parietal regions) and anterior DMN nodes (i.e., anterior cingulate and prefrontal regions) was found to cause relative decreased connectivity within the posterior DMN and increased connectivity within the anterior DMN (Jones et al., 2011). Functional rearrangements have demonstrated clinical usefulness for predicting conversion to AD in MCI patients (Bai et al., 2011; Petrella et al., 2011; Li et al., 2016).

Given the high consistency of these findings across static FC studies, AD represents a good candidate to apply dFC approaches to the field of neurodegenerative disorders, since capturing the evolving architecture of brain networks over short periods of time might provide further pathophysiological insights into these conditions, and eventually better diagnostic or prognostic indicators. The first study investigating dFC of AD patients examined changes over time of a modularity metric using a sliding-window analysis (Jones et al., 2012). The non-stationary nature of the brain modular organization was demonstrated and related with significant variations of the dwell time within different sub-network configurations of the DMN in subjects with AD dementia compared with healthy controls; specifically, AD patients spent less time in brain functional states with strong posterior DMN region contribution and more time in states with greater anterior DMN region contribution (Jones et al., 2012). A subsequent study investigated the evolution of dFC disruptions across the AD spectrum, showing alterations in patients with dementia compared to MCI and subjective cognitive decline (SCD) in terms of local dFC within the temporal, frontal-superior and default-mode networks; decreased global metastability between functional states was also found, supporting the hypothesis that oscillatory patterns are progressively altered over the AD continuum, eventually leading to a shrinkage of the “dynamic repertoire” (i.e., a smaller set of functional configurations) in the brain of AD patients (Cordova-Palomera et al., 2017). Consistently, another study showed a progressive loss of whole-brain metastability according to the severity of cognitive impairment along the AD continuum, reaching statistical significance only in patients with dementia, when compared with healthy controls (Demirtas et al., 2017).

Researchers have also aimed to identify dFC alterations that may represent candidate non-invasive diagnostic biomarkers in the early stages of AD. A sparse temporal network-based framework has been tested for the classification of patients with early MCI by means of support vector machine (SVM) algorithms, yielding an accuracy of approximately 80% in the discrimination from healthy controls, compared with accuracies ranging 62–72% using FC static approaches (Wee et al., 2016). Another recent study aimed to integrate both temporal and spatial properties of dFC networks for the classification of early and late MCI patients (Jie et al., 2018). Accuracies of approximately 78% were obtained when SVM algorithms were trained based on the dFC patterns of components of the DMN and temporal and cerebellar regions (Jie et al., 2018). An attempt to combine multiple dFC parameters for an automated classification of early MCI patients was recently proposed by applying a tensor model of spatio-temporal BOLD signal to each voxel of the white matter (WM), to be integrated with the information provided by the FC of grey matter (GM) regions (Chen et al., 2017). Such combined GM and WM approach yielded an accuracy of almost 79% in discriminating early MCI patients from healthy subjects, compared with 74% provided by GM dFC measures alone (Chen et al., 2017). Another promising approach is the clustering of standard-correlation time series for all pairs of brain regions (i.e., the classic “low-order” FC networks) into a smaller set of “high-order” dFC networks according to their intrinsic common patterns. The combination of high-order dFC with the conventional low-order analysis allowed SVM-based discrimination of early MCI patients from healthy subjects with an accuracy of 88%, outperforming other previous approaches (Chen et al., 2016; Figure 1).



PARKINSON’S DISEASE

Parkinson’s disease (PD) is the second most common neurodegenerative disorder and is characterized by dopamine depletion in the nigro-striatal system leading to progressive functional impairment (Poewe et al., 2017). Widespread functional rearrangements related to the development of motor and non-motor symptoms occur over the clinical progression in PD patients (Filippi et al., 2019). Several RS fMRI studies have identified alterations of the cerebello-thalamo-cortical circuit as a key hallmark of PD (Helmich et al., 2010; Hacker et al., 2012; Agosta et al., 2014; Akram et al., 2017), with reduced activation of the posterior putamen correlating with motor impairment as the most consistent finding (Herz et al., 2014). Furthermore, disrupted FC in the DMN, fronto-parietal, salience and associative visual networks has been linked to the development of cognitive deficits in PD (Amboni et al., 2015; Baggio et al., 2015; Putcha et al., 2015; Zhan et al., 2018). Particularly, normal decoupling between the DMN and fronto-parietal networks was reduced in PD patients with MCI (PD-MCI) (Baggio et al., 2015; Putcha et al., 2015), and FC alterations within the DMN were able to predict subsequent cognitive decline in cognitively unimpaired PD patients (van Eimeren et al., 2009; Tessitore et al., 2012; Putcha et al., 2015).

The first study assessing the dynamic functional properties of RS networks in PD patients identified two main FC configurations: a more frequent and strongly segregated state (defined as “State I”) and a less frequent, more integrated “State II” (Kim et al., 2017). Compared with healthy subjects, PD patients showed a significant decrease of dwell time in State I, with a proportional increase of dwell time in State II that was correlated with the severity of motor symptoms, indicating that the loss of functional segregation between brain networks might represent a key element in PD pathogenesis (Kim et al., 2017; Figure 2). To eliminate the possible influence of long-term dopaminergic therapy, dFC alterations were also assessed in early stage, drug-naïve PD patients, who showed decreased switching rate between dynamic states correlating with disease severity, supporting the view that a limited dynamic range of whole-brain FC might represent an early PD marker (Cordes et al., 2018; Zhuang et al., 2018). Another recent study focused on the spatial configuration of dFC alterations within two homogeneous subunits of the putamen of PD subjects, demonstrating a degradation of subregional specificity between the anterior and posterior putaminal subunits that was related with disease severity (Liu et al., 2018).


[image: image]

FIGURE 2. Functional connectivity state results. (A) Group-specific cluster centroid for each state, averaged across subject-specific median cluster centroids of each group [percentage of total occurrences for stage I and II: 83.4% and 16.6% in the healthy controls (HC) and 70.8% and 29.2% in the Parkinson’s disease (PD) group, respectively]. (B) Functional connectivity in each state is shown for healthy controls and Parkinson’s disease groups, representing the 5% of the functional connectivity network with the strongest connections. BG, basal ganglia; AUD, auditory; SMN, sensorimotor; VIS, visual; CEN, cognitive executive; CB, cerebellar network (reproduced with permission from Kim et al., 2017).



Along with motor impairment, dFC has also provided significant information regarding the underpinnings of cognitive symptoms in PD. Decreased dwell time in a more segregated state and increased state transitions have been demonstrated in PD-MCI patients compared with healthy controls, configuring a pattern that PD patients with normal cognition lacked (Diez-Cirarda et al., 2018). Increased dFC within the dorsal-attention network was found to predict attention performance in PD patients (Madhyastha et al., 2015), whereas a positive correlation between dFC of the DMN and performance on a visuospatial memory task has also been recently reported (Engels et al., 2018).



OTHER NEURODEGENERATIVE CONDITIONS

To date, most dFC studies assessing patients with neurodegenerative conditions have focused on the two most common diseases, i.e., AD and PD. Considering also the novelty of these approaches, evidence regarding other pathological entities is currently scarce, but in rapid development.

Dementia with Lewy bodies (DLB) is among the most common causes of dementia after AD, and is characterized by cognitive fluctuations, parkinsonism, and visual hallucinations (McKeith et al., 2017). Classic RS-fMRI static studies have shown FC reductions in widespread brain networks in DLB subjects, with desynchronization of cortical and subcortical areas within the attention-executive networks correlating with cognitive fluctuations (Lowther et al., 2014; Peraza et al., 2014). Considering the transient nature of some of the main features of DLB (i.e., cognitive fluctuations and hallucinations), dFC studies are expected to provide fundamental insights into the pathophysiology of this disease. Indeed, dFC has demonstrated significant differences in DLB patients compared with healthy subjects in visual (i.e., the occipito-parieto-frontal and medial occipital networks) and attentional networks (i.e., the right fronto-parietal control network), which also showed decreased mutual dependency, suggesting that temporal disconnection between these networks might be relevant for DLB pathogenesis (Sourty et al., 2016).

Frontotemporal dementia is another frequent neurodegenerative condition encompassing a wide range of clinical presentations, including behavioral, executive, language and motor deficits (Olney et al., 2017). To our knowledge, no study has assessed dFC alterations in patients with FTD. However, a recent work focused on presymptomatic carriers of FTD-causing mutations (Premi et al., 2019), being FTD an inherited autosomal disorder in 30–40% of cases (Rohrer and Warren, 2011). Mutation carriers showed lower number of meta-states, decreased switching rate between meta-states and shorter meta-state total distance compared with healthy controls, demonstrating that a reduced dynamic fluidity and restricted dynamic range in brain functional “chronnectome” is an early event in the development of FTD (Premi et al., 2019). The assessment of such alterations in the phase which is closest to clinical conversion might be a promising research field for the development of biomarkers to be used in clinical trials of FTD.



CAVEATS, LIMITATIONS AND FUTURE DIRECTIONS

Based on the evidence here reviewed, dFC studies have shed new light on the pathophysiological alterations underlying the most common neurodegenerative diseases. However, important concerns remain regarding the possible influence of vigilance fluctuations during the fMRI scan. Although patients are routinely instructed to stay awake for the whole scan duration, sleep disturbances are frequent clinical features of dementias and parkinsonian syndromes (Malhotra, 2018), and fluctuating alertness will affect FC (Tagliazucchi et al., 2012; Haimovici et al., 2017). This important issue would be overcome by simultaneous EEG-fMRI acquisition (Tagliazucchi and Laufs, 2014; Allen et al., 2018), although this approach is technically challenging and has not been explored in neurodegenerative conditions yet.

Some technical caveats also need to be considered. The sliding-window technique has been repeatedly applied because of its analytical simplicity and easy implementation: in most studies, the number of BOLD signal subseries K is decided based on the window length W, the number of temporal image volumes N and the step, according to the formulation K = [(N – W) / s] +1 (Chen et al., 2016; Wee et al., 2016; Guo et al., 2017). However, the window length, as well as the step parameter, are matter of debate: choosing a short window could increase the risk of misleading spurious fluctuations, while choosing a long window could fail to identify state transitions (Preti et al., 2017). A trade-off must be reached: at present, different studies suggested a window length of 30–60 s as sufficient for detecting dFC changes (Jones et al., 2012; Diez-Cirarda et al., 2018; Premi et al., 2019), even though some studies opted for longer windows (Chen et al., 2016; Wee et al., 2016). An alternative way to find the optimum window length is represented by the time-frequency analysis (Cordes et al., 2018). The step parameter is also chosen arbitrarily, commonly ranging one to two volumes for overlapping windows (Quevenco et al., 2017; Liu et al., 2018), although a few studies adopted non-overlapping windows (Jie et al., 2018; Park et al., 2018). Another crucial point is the choice of window shape: rectangular, modulated rectangular or tapered windows are the most used (Diez-Cirarda et al., 2018; Premi et al., 2019).

Beyond these methodological aspects, there are still some unsolved questions regarding dFC. Neurobiological underpinnings and mechanisms of dynamic states have to be clarified (Smith et al., 2011), as the possibility that reported changes may be driven by signal noise or sampling variability needs to be considered (Laumann et al., 2017). Indeed, the fluctuations in the sliding-window correlation time series can be associated to dFC or simply generated by random noise, so more complex statistical models are required to deal with this issue (Hindriks et al., 2016). The artifact problem that applies to conventional resting-state fMRI is also a crucial aspect for dFC analysis (Nalci et al., 2019), as the BOLD signal is sensitive to non-stationary physiological processes, such as head motion (Power et al., 2014) and blood partial pressure of carbon dioxide (pCO2) due to respiration (Power et al., 2018). Moreover, important factors to take into account for a correct interpretation of dFC results are the selection of the a priori atlas or ICA algorithm used to obtain regions of interest and the assessment of specific FC metrics. Finally, the reliability and reproducibility of dFC patterns are still a challenge, although some efforts have been made on solving this issue (Abrol et al., 2017).



CONCLUSION

Assessing dFC is a promising way to better understand neurodegenerative processes and investigate novel disease diagnostic and prognostic biomarkers. However, future developments are needed to rule out the influence of vigilance fluctuations, overcome the limitations of the sliding-window approach – possibly using other methods as time-frequency analysis –, identify the most informative dFC metrics, and minimize artifacts by means of adequate preprocessing, so as to be more confident in the description and interpretation of these findings.



AUTHOR CONTRIBUTIONS

MF contributed to the study concept and acted as study supervisor. All authors contributed to writing, reading, and approving the final version of the manuscript.



REFERENCES

Abrol, A., Damaraju, E., Miller, R. L., Stephen, J. M., Claus, E. D., Mayer, A. R., et al. (2017). Replicability of time-varying connectivity patterns in large resting state fMRI samples. Neuroimage 163, 160–176. doi: 10.1016/j.neuroimage.2017.09.020

Agosta, F., Caso, F., Stankovic, I., Inuggi, A., Petrovic, I., Svetel, M., et al. (2014). Cortico-striatal-thalamic network functional connectivity in hemiparkinsonism. Neurobiol. Aging 35, 2592–2602. doi: 10.1016/j.neurobiolaging.2014.05.032

Agosta, F., Pievani, M., Geroldi, C., Copetti, M., Frisoni, G. B., and Filippi, M. (2012). Resting state fMRI in Alzheimer’s disease: beyond the default mode network. Neurobiol. Aging 33, 1564–1578. doi: 10.1016/j.neurobiolaging.2011.06.007

Akram, H., Wu, C., Hyam, J., Foltynie, T., Limousin, P., De Vita, E., et al. (2017). l-Dopa responsiveness is associated with distinctive connectivity patterns in advanced Parkinson’s disease. Mov. Disord. 32, 874–883. doi: 10.1002/mds.27017

Allen, E. A., Damaraju, E., Eichele, T., Wu, L., and Calhoun, V. D. (2018). EEG signatures of dynamic functional network connectivity states. Brain Topogr. 31, 101–116. doi: 10.1007/s10548-017-0546-542

Allen, E. A., Damaraju, E., Plis, S. M., Erhardt, E. B., Eichele, T., and Calhoun, V. D. (2014). Tracking whole-brain connectivity dynamics in the resting state. Cereb. Cortex 24, 663–676. doi: 10.1093/cercor/bhs352

Alzheimer’s, A. (2016). 2016 Alzheimer’s disease facts and figures. Alzheimers Dement 12, 459–509. doi: 10.1016/j.jalz.2016.03.001

Amboni, M., Tessitore, A., Esposito, F., Santangelo, G., Picillo, M., Vitale, C., et al. (2015). Resting-state functional connectivity associated with mild cognitive impairment in Parkinson’s disease. J. Neurol. 262, 425–434. doi: 10.1007/s00415-014-7591-7595

Badhwar, A., Tam, A., Dansereau, C., Orban, P., Hoffstaedter, F., and Bellec, P. (2017). Resting-state network dysfunction in Alzheimer’s disease: a systematic review and meta-analysis. Alzheimers Dement 8, 73–85. doi: 10.1016/j.dadm.2017.03.007

Baggio, H. C., Segura, B., Sala-Llonch, R., Marti, M. J., Valldeoriola, F., Compta, Y., et al. (2015). Cognitive impairment and resting-state network connectivity in Parkinson’s disease. Hum. Brain Mapp. 36, 199–212. doi: 10.1002/hbm.22622

Bai, F., Liao, W., Watson, D. R., Shi, Y., Wang, Y., Yue, C., et al. (2011). Abnormal whole-brain functional connection in amnestic mild cognitive impairment patients. Behav. Brain Res. 216, 666–672. doi: 10.1016/j.bbr.2010.09.010

Bai, F., Zhang, Z., Yu, H., Shi, Y., Yuan, Y., Zhu, W., et al. (2008). Default-mode network activity distinguishes amnestic type mild cognitive impairment from healthy aging: a combined structural and resting-state functional MRI study. Neurosci. Lett. 438, 111–115. doi: 10.1016/j.neulet.2008.04.021

Calhoun, V. D., Miller, R., Pearlson, G., and Adali, T. (2014). The chronnectome: time-varying connectivity networks as the next frontier in fMRI data discovery. Neuron 84, 262–274. doi: 10.1016/j.neuron.2014.10.015

Chen, X., Zhang, H., Gao, Y., Wee, C. Y., Li, G., Shen, D., et al. (2016). High-order resting-state functional connectivity network for MCI classification. Hum. Brain Mapp. 37, 3282–3296. doi: 10.1002/hbm.23240

Chen, X., Zhang, H., Zhang, L., Shen, C., Lee, S. W., and Shen, D. (2017). Extraction of dynamic functional connectivity from brain grey matter and white matter for MCI classification. Hum. Brain Mapp. 38, 5019–5034. doi: 10.1002/hbm.23711

Cordes, D., Zhuang, X., Kaleem, M., Sreenivasan, K., Yang, Z., Mishra, V., et al. (2018). Advances in functional magnetic resonance imaging data analysis methods using empirical mode decomposition to investigate temporal changes in early Parkinson’s disease. Alzheimers Dement 4, 372–386. doi: 10.1016/j.trci.2018.04.009

Cordova-Palomera, A., Kaufmann, T., Persson, K., Alnaes, D., Doan, N. T., Moberget, T., et al. (2017). Disrupted global metastability and static and dynamic brain connectivity across individuals in the Alzheimer’s disease continuum. Sci. Rep. 7:40268. doi: 10.1038/srep40268

de Vos, F., Koini, M., Schouten, T. M., Seiler, S., van der Grond, J., Lechner, A., et al. (2018). A comprehensive analysis of resting state fMRI measures to classify individual patients with Alzheimer’s disease. Neuroimage 167, 62–72. doi: 10.1016/j.neuroimage.2017.11.025

Demirtas, M., Falcon, C., Tucholka, A., Gispert, J. D., Molinuevo, J. L., and Deco, G. (2017). A whole-brain computational modeling approach to explain the alterations in resting-state functional connectivity during progression of Alzheimer’s disease. Neuroimage Clin. 16, 343–354. doi: 10.1016/j.nicl.2017.08.006

Diez-Cirarda, M., Strafella, A. P., Kim, J., Pena, J., Ojeda, N., Cabrera-Zubizarreta, A., et al. (2018). Dynamic functional connectivity in Parkinson’s disease patients with mild cognitive impairment and normal cognition. Neuroimage Clin. 17, 847–855. doi: 10.1016/j.nicl.2017.12.013

Engels, G., Vlaar, A., McCoy, B., Scherder, E., and Douw, L. (2018). Dynamic functional connectivity and symptoms of Parkinson’s disease: a resting-state fMRI study. Front. Aging Neurosci. 10:388. doi: 10.3389/fnagi.2018.00388

Filippi, M., Basaia, S., Canu, E., Imperiale, F., Meani, A., Caso, F., et al. (2017). Brain network connectivity differs in early-onset neurodegenerative dementia. Neurology 89, 1764–1772. doi: 10.1212/WNL.0000000000004577

Filippi, M., Sarasso, E., and Agosta, F. (2019). Resting-state functional MRI in Parkinsonian syndromes. Mov. Disord. Clin. Pract. 6, 104–117. doi: 10.1002/mdc3.12730

Greicius, M. D., Srivastava, G., Reiss, A. L., and Menon, V. (2004). Default-mode network activity distinguishes Alzheimer’s disease from healthy aging: evidence from functional MRI. Proc. Natl. Acad Sci. U.S.A. 101, 4637–4642. doi: 10.1073/pnas.0308627101

Guo, H., Liu, L., Chen, J., Xu, Y., and Jie, X. (2017). Alzheimer classification using a minimum spanning tree of high-order functional network on fMRI dataset. Front. Neurosci. 11:639. doi: 10.3389/fnins.2017.00639

Hacker, C. D., Perlmutter, J. S., Criswell, S. R., Ances, B. M., and Snyder, A. Z. (2012). Resting state functional connectivity of the striatum in Parkinson’s disease. Brain 135(Pt 12), 3699–3711. doi: 10.1093/brain/aws281

Haimovici, A., Tagliazucchi, E., Balenzuela, P., and Laufs, H. (2017). On wakefulness fluctuations as a source of BOLD functional connectivity dynamics. Sci. Rep. 7:5908. doi: 10.1038/s41598-017-06389-6384

Helmich, R. C., Derikx, L. C., Bakker, M., Scheeringa, R., Bloem, B. R., and Toni, I. (2010). Spatial remapping of cortico-striatal connectivity in Parkinson’s disease. Cereb. Cortex 20, 1175–1186. doi: 10.1093/cercor/bhp178

Herz, D. M., Eickhoff, S. B., Lokkegaard, A., and Siebner, H. R. (2014). Functional neuroimaging of motor control in Parkinson’s disease: a meta-analysis. Hum. Brain Mapp. 35, 3227–3237. doi: 10.1002/hbm.22397

Hindriks, R., Adhikari, M. H., Murayama, Y., Ganzetti, M., Mantini, D., Logothetis, N. K., et al. (2016). Can sliding-window correlations reveal dynamic functional connectivity in resting-state fMRI? Neuroimage 127, 242–256. doi: 10.1016/j.neuroimage.2015.11.055

Hohenfeld, C., Werner, C. J., and Reetz, K. (2018). Resting-state connectivity in neurodegenerative disorders: is there potential for an imaging biomarker? Neuroimage Clin. 18, 849–870. doi: 10.1016/j.nicl.2018.03.013

Hutchison, R. M., Womelsdorf, T., Allen, E. A., Bandettini, P. A., Calhoun, V. D., Corbetta, M., et al. (2013). Dynamic functional connectivity: promise, issues, and interpretations. Neuroimage 80, 360–378. doi: 10.1016/j.neuroimage.2013.05.079

Jie, B., Liu, M., and Shen, D. (2018). Integration of temporal and spatial properties of dynamic connectivity networks for automatic diagnosis of brain disease. Med. Image Anal. 47, 81–94. doi: 10.1016/j.media.2018.03.013

Jones, D. T., Machulda, M. M., Vemuri, P., McDade, E. M., Zeng, G., Senjem, M. L., et al. (2011). Age-related changes in the default mode network are more advanced in Alzheimer disease. Neurology 77, 1524–1531. doi: 10.1212/WNL.0b013e318233b33d

Jones, D. T., Vemuri, P., Murphy, M. C., Gunter, J. L., Senjem, M. L., Machulda, M. M., et al. (2012). Non-stationarity in the “resting brain’s” modular architecture. PLoS One 7:e39731. doi: 10.1371/journal.pone.0039731

Kim, J., Criaud, M., Cho, S. S., Diez-Cirarda, M., Mihaescu, A., Coakeley, S., et al. (2017). Abnormal intrinsic brain functional network dynamics in Parkinson’s disease. Brain 140, 2955–2967. doi: 10.1093/brain/awx233

Koch, W., Teipel, S., Mueller, S., Benninghoff, J., Wagner, M., Bokde, A. L., et al. (2012). Diagnostic power of default mode network resting state fMRI in the detection of Alzheimer’s disease. Neurobiol. Aging 33, 466–478. doi: 10.1016/j.neurobiolaging.2010.04.013

Kovacs, G. G. (2017). Concepts and classification of neurodegenerative diseases. Handb. Clin. Neurol. 145, 301–307. doi: 10.1016/B978-0-12-802395-2.00021-23

Laumann, T. O., Snyder, A. Z., Mitra, A., Gordon, E. M., Gratton, C., Adeyemo, B., et al. (2017). On the stability of BOLD fMRI correlations. Cereb. Cortex 27, 4719–4732. doi: 10.1093/cercor/bhw265

Li, Y., Wang, X., Li, Y., Sun, Y., Sheng, C., Li, H., et al. (2016). Abnormal resting-state functional connectivity strength in mild cognitive impairment and its conversion to Alzheimer’s Disease. Neural. Plast. 2016:4680972. doi: 10.1155/2016/4680972

Liu, A., Lin, S. J., Mi, T., Chen, X., Chan, P., Wang, Z. J., et al. (2018). Decreased subregional specificity of the putamen in Parkinson’s disease revealed by dynamic connectivity-derived parcellation. Neuroimage Clin. 20, 1163–1175. doi: 10.1016/j.nicl.2018.10.022

Lowther, E. R., O’Brien, J. T., Firbank, M. J., and Blamire, A. M. (2014). Lewy body compared with Alzheimer dementia is associated with decreased functional connectivity in resting state networks. Psychiatry Res. 223, 192–201. doi: 10.1016/j.pscychresns.2014.06.004

Madhyastha, T. M., Askren, M. K., Boord, P., and Grabowski, T. J. (2015). Dynamic connectivity at rest predicts attention task performance. Brain Connect. 5, 45–59. doi: 10.1089/brain.2014.0248

Malhotra, R. K. (2018). Neurodegenerative disorders and sleep. Sleep Med. Clin. 13, 63–70. doi: 10.1016/j.jsmc.2017.09.006

McKeith, I. G., Boeve, B. F., Dickson, D. W., Halliday, G., Taylor, J. P., Weintraub, D., et al. (2017). Diagnosis and management of dementia with Lewy bodies: fourth consensus report of the DLB consortium. Neurology 89, 88–100. doi: 10.1212/WNL.0000000000004058

Menon, S. S., and Krishnamurthy, K. (2019). A comparison of static and dynamic functional connectivities for identifying subjects and biological sex using intrinsic individual brain connectivity. Sci. Rep. 9:5729. doi: 10.1038/s41598-019-42090-42094

Miller, R. L., Yaesoubi, M., Turner, J. A., Mathalon, D., Preda, A., Pearlson, G., et al. (2016). Higher dimensional meta-state analysis reveals reduced resting fMRI connectivity dynamism in schizophrenia patients. PLoS One 11:e0149849. doi: 10.1371/journal.pone.0149849

Nalci, A., Rao, B. D., and Liu, T. T. (2019). Nuisance effects and the limitations of nuisance regression in dynamic functional connectivity fMRI. Neuroimage 184, 1005–1031. doi: 10.1016/j.neuroimage.2018.09.024

Olney, N. T., Spina, S., and Miller, B. L. (2017). Frontotemporal dementia. Neurol. Clin. 35, 339–374. doi: 10.1016/j.ncl.2017.01.008

Park, H. J., Friston, K. J., Pae, C., Park, B., and Razi, A. (2018). Dynamic effective connectivity in resting state fMRI. Neuroimage 180(Pt B), 594–608. doi: 10.1016/j.neuroimage.2017.11.033

Peraza, L. R., Kaiser, M., Firbank, M., Graziadio, S., Bonanni, L., Onofrj, M., et al. (2014). fMRI resting state networks and their association with cognitive fluctuations in dementia with Lewy bodies. Neuroimage Clin. 4, 558–565. doi: 10.1016/j.nicl.2014.03.013

Petrella, J. R., Sheldon, F. C., Prince, S. E., Calhoun, V. D., and Doraiswamy, P. M. (2011). Default mode network connectivity in stable vs progressive mild cognitive impairment. Neurology 76, 511–517. doi: 10.1212/WNL.0b013e31820af94e

Poewe, W., Seppi, K., Tanner, C. M., Halliday, G. M., Brundin, P., Volkmann, J., et al. (2017). Parkinson disease. Nat. Rev. Dis. Primers 3:17013. doi: 10.1038/nrdp.2017.13

Power, J. D., Mitra, A., Laumann, T. O., Snyder, A. Z., Schlaggar, B. L., and Petersen, S. E. (2014). Methods to detect, characterize, and remove motion artifact in resting state fMRI. Neuroimage 84, 320–341. doi: 10.1016/j.neuroimage.2013.08.048

Power, J. D., Plitt, M., Gotts, S. J., Kundu, P., Voon, V., Bandettini, P. A., et al. (2018). Ridding fMRI data of motion-related influences: removal of signals with distinct spatial and physical bases in multiecho data. Proc. Natl. Acad Sci. U.S.A. 115, E2105–E2114. doi: 10.1073/pnas.1720985115

Premi, E., Calhoun, V. D., Diano, M., Gazzina, S., Cosseddu, M., Alberici, A., et al. (2019). The inner fluctuations of the brain in presymptomatic Frontotemporal Dementia: the chronnectome fingerprint. Neuroimage 189, 645–654. doi: 10.1016/j.neuroimage.2019.01.080

Preti, M. G., Bolton, T. A., and Van De Ville, D. (2017). The dynamic functional connectome: state-of-the-art and perspectives. Neuroimage 160, 41–54. doi: 10.1016/j.neuroimage.2016.12.061

Putcha, D., Ross, R. S., Cronin-Golomb, A., Janes, A. C., and Stern, C. E. (2015). Altered intrinsic functional coupling between core neurocognitive networks in Parkinson’s disease. Neuroimage Clin. 7, 449–455. doi: 10.1016/j.nicl.2015.01.012

Quevenco, F. C., Preti, M. G., van Bergen, J. M., Hua, J., Wyss, M., Li, X., et al. (2017). Memory performance-related dynamic brain connectivity indicates pathological burden and genetic risk for Alzheimer’s disease. Alzheimers Res. Ther. 9:24. doi: 10.1186/s13195-017-0249-247

Rohrer, J. D., and Warren, J. D. (2011). Phenotypic signatures of genetic frontotemporal dementia. Curr. Opin. Neurol. 24, 542–549. doi: 10.1097/WCO.0b013e32834cd442

Smith, S. M., Miller, K. L., Salimi-Khorshidi, G., Webster, M., Beckmann, C. F., Nichols, T. E., et al. (2011). Network modelling methods for FMRI. Neuroimage 54, 875–891. doi: 10.1016/j.neuroimage.2010.08.063

Smitha, K. A., Akhil Raja, K., Arun, K. M., Rajesh, P. G., Thomas, B., Kapilamoorthy, T. R., et al. (2017). Resting state fMRI: a review on methods in resting state connectivity analysis and resting state networks. Neuroradiol. J. 30, 305–317. doi: 10.1177/1971400917697342

Sourty, M., Thoraval, L., Roquet, D., Armspach, J. P., Foucher, J., and Blanc, F. (2016). Identifying dynamic functional connectivity changes in dementia with lewy bodies based on product hidden markov models. Front. Comput. Neurosci. 10:60. doi: 10.3389/fncom.2016.00060

Tagliazucchi, E., and Laufs, H. (2014). Decoding wakefulness levels from typical fMRI resting-state data reveals reliable drifts between wakefulness and sleep. Neuron 82, 695–708. doi: 10.1016/j.neuron.2014.03.020

Tagliazucchi, E., von Wegner, F., Morzelewski, A., Brodbeck, V., and Laufs, H. (2012). Dynamic BOLD functional connectivity in humans and its electrophysiological correlates. Front. Hum. Neurosci. 6:339. doi: 10.3389/fnhum.2012.00339

Tessitore, A., Esposito, F., Vitale, C., Santangelo, G., Amboni, M., Russo, A., et al. (2012). Default-mode network connectivity in cognitively unimpaired patients with Parkinson disease. Neurology 79, 2226–2232. doi: 10.1212/WNL.0b013e31827689d6

van Eimeren, T., Monchi, O., Ballanger, B., and Strafella, A. P. (2009). Dysfunction of the default mode network in Parkinson disease: a functional magnetic resonance imaging study. Arch. Neurol. 66, 877–883. doi: 10.1001/archneurol.2009.97

Wee, C. Y., Yang, S., Yap, P. T., and Shen, D. Alzheimer’s Disease Neuroimaging Initiative (2016). Sparse temporally dynamic resting-state functional connectivity networks for early MCI identification. Brain Imaging Behav. 10, 342–356. doi: 10.1007/s11682-015-9408-9402

Xu, Y., and Lindquist, M. A. (2015). Dynamic connectivity detection: an algorithm for determining functional connectivity change points in fMRI data. Front. Neurosci. 9:285. doi: 10.3389/fnins.2015.00285

Zhan, Z. W., Lin, L. Z., Yu, E. H., Xin, J. W., Lin, L., Lin, H. L., et al. (2018). Abnormal resting-state functional connectivity in posterior cingulate cortex of Parkinson’s disease with mild cognitive impairment and dementia. CNS Neurosci. Ther. 24, 897–905. doi: 10.1111/cns.12838

Zhuang, X., Walsh, R. R., Sreenivasan, K., Yang, Z., Mishra, V., and Cordes, D. (2018). Incorporating spatial constraint in co-activation pattern analysis to explore the dynamics of resting-state networks: an application to Parkinson’s disease. Neuroimage 172, 64–84. doi: 10.1016/j.neuroimage.2018.01.019

Conflict of Interest Statement: MF is Editor-in-Chief of the Journal of Neurology; has received compensation for consulting services and/or speaking activities from Biogen Idec, Merck-Serono, Novartis, Teva Pharmaceutical Industries; and has received research support from Biogen Idec, Merck-Serono, Novartis, Teva Pharmaceutical Industries, Roche, Italian Ministry of Health, Fondazione Italiana Sclerosi Multipla, and ARiSLA (Fondazione Italiana di Ricerca per la SLA). FA is Section Editor of NeuroImage: Clinical; has received speaker honoraria from Biogen Idec and Novartis; and receives or has received research supports from the Italian Ministry of Health, AriSLA (Fondazione Italiana di Ricerca per la SLA), and the European Research Council.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Filippi, Spinelli, Cividini and Agosta. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	REVIEW
published: 27 June 2019
doi: 10.3389/fneur.2019.00688






[image: image2]

The Principles of Electroconvulsive Therapy Based on Correlations of Schizophrenia and Epilepsy: A View From Brain Networks

Qi Li1†, Sha Liu1†, Meng Guo1, Cheng-Xiang Yang1 and Yong Xu1,2,3,4*


1Department of Psychiatry, First Hospital/First Clinical Medical College of Shanxi Medical University, Taiyuan, China

2MDT Center for Cognitive Impairment and Sleep Disorders, First Hospital of Shanxi Medical University, Taiyuan, China

3National Key Disciplines, Key Laboratory for Cellular Physiology of Ministry of Education, Department of Neurobiology, Shanxi Medical University, Taiyuan, China

4Department of Humanities and Social Science, Shanxi Medical University, Taiyuan, China

Edited by:
Nicoletta Cera, University of Porto, Portugal

Reviewed by:
Christopher C. Abbott, University of New Mexico Health Science Center, United States
 Zhi-De Deng, National Institute of Mental Health (NIMH), United States

*Correspondence: Yong Xu, xuyongsmu@vip.163.com

†These authors have contributed equally to this work

Specialty section: This article was submitted to Applied Neuroimaging, a section of the journal Frontiers in Neurology

Received: 15 March 2019
 Accepted: 13 June 2019
 Published: 27 June 2019

Citation: Li Q, Liu S, Guo M, Yang C-X and Xu Y (2019) The Principles of Electroconvulsive Therapy Based on Correlations of Schizophrenia and Epilepsy: A View From Brain Networks. Front. Neurol. 10:688. doi: 10.3389/fneur.2019.00688



Electroconvulsive therapy (ECT) was established based on Meduna's hypothesis that there is an antagonism between schizophrenia and epilepsy, and that the induction of a seizure could alleviate the symptoms of schizophrenia. However, subsequent investigations of the mechanisms of ECT have largely ignored this originally established relationship between these two disorders. With the development of functional magnetic resonance imaging (fMRI), brain-network studies have demonstrated that schizophrenia and epilepsy share common dysfunctions in the default-mode network (DMN), saliency network (SN), dorsal-attention network (DAN), and central-executive network (CEN). Additionally, fMRI-defined brain networks have also been shown to be useful in the evaluation of the treatment efficacy of ECT. Here, we compared the ECT-induced changes in the pathological conditions between schizophrenia and epilepsy in order to offer further insight as to whether the mechanisms of ECT are truly based on antagonistic and/or affinitive relationships between these two disorders.

Keywords: electroconvulsive therapy (ECT), schizophrenia, temporal lobe epilepsy (TLE), brain networks, graph theory


INTRODUCTION

Electroconvulsive therapy (ECT) is one of the oldest therapeutic modalities in psychiatric clinical practice. The therapeutic effects of ECT putatively depend on the ECT-induced manifestation of seizure-like states, which was first proposed by the Hungarian neuropsychiatrist Ladislas Meduna in 1934 (1). This hypothesis arose from conspicuously opposite pathological results in epileptic vs. schizophrenic patients; Meduna observed an excess of glial cells in the brain tissue of epileptic patients (2), while his colleague found a reduction of glial cells in the brain tissue of schizophrenic patients (3). This findings convinced Meduna that there was an antagonism between schizophrenia and epilepsy, and gave birth to the idea that induction of seizure might help to alleviate the symptoms of schizophrenia. Subsequently, Meduna conducted the first human experiment by using camphor intramuscular injections (4). Finally, camphor was replaced by electricity to achieve more stable therapeutic effects by Ugo Cerletti and Lucio Bini, from which ECT was born (5).

Although Meduna' hypothesis has since been refuted by the finding that different glial subtypes have different pathological features and do not exhibit a homogeneous opposing relationship between epilepsy and schizophrenia (6, 7), the relationship between these two disorders is still an interesting topic and has been debated for many years (8, 9). Schizophrenia is a serious psychiatric disorder that is always characterized by positive symptoms (hallucinations and delusions), negative symptoms (emotional disorders and impaired motivations), and cognitive impairment (10). Temporal lobe epilepsy (TLE) is the most widely studied and specific subtype of epilepsy (11, 12). Since these two neuropsychiatric disorders always shared some common symptoms, such as psychosis (13), emotion recognition disorders (14), and cognitive impairment (15), TLE showed a tight relation with schizophrenia in clinical diagnosis. The primary point of controversy is whether these two disorders have biological antagonism or affinity with one another. Some recent neuropathological studies still supported the antagonistic hypothesis for decreased astrocyte numbers in schizophrenia (16, 17) and increased astrocyte numbers and size in epilepsy (7). However, increasing sources of data also indicate that these two disorders may share some similarity. One study reported that there were some overlapping etiological factors between epilepsy and schizophrenia based on a population-based family study (18). Another study reported that schizophrenia and epilepsy share common features at the genetic level (19). As such, the relationship between epilepsy and schizophrenia is still an open question and requires further exploration for its elucidation.

Originating from the putative relationship between epilepsy and schizophrenia, ECT is now widely used for depression, acute manic episodes, catatonia, and treatment-resistant schizophrenia (20). Over the past 80 years, numerous psychological, psychoanalytical, and biological theories have been built to posit the potential therapeutic mechanisms of ECT (5). The present putative mechanisms of ECT have been primarily focused on structural, functional, and compositional changes of the brain after ECT treatment (21). Among these phenomena, the roles of cerebral blood flow (22), the blood-brain barrier (23), neurotransmitters (24), and the immune system (25) during ECT have been investigated. However, the potential mechanisms of ECT based on the correlation of epilepsy and schizophrenia remain largely unknown.

With the development of structural magnetic resonance imaging (sMRI) and functional MRI (fMRI), both structural and functional neuroimaging studies have provided more information to help better understand the relationship between schizophrenia and epilepsy (11, 26). Based on neuroimaging data, brain networks have been defined as correlational networks between several related brain regions in resting or task conditions. Disrupted brain networks—including the default-mode network (DMN), dorsal-attention network (DAN), central-executive network (CEN), and saliency network (SN)—have been detected in both schizophrenic (27, 28) and epileptic patients (29–31). These shared brain networks may help to better understand the relationship between schizophrenia and epilepsy. These disease-disrupted brain networks can also be used as valuable biomarkers for assaying the therapeutic effects of ECT (32–34), which have shown apparent changes after ECT treatment at both structural and functional levels. Thus, comparison of the ECT-induced changes in the pathological conditions of schizophrenia and epilepsy may offer further insight as to whether the mechanisms of ECT are truly based on antagonistic and/or affinitive relationships between these two disorders.

This review will focus on brain-network changes in schizophrenia and epilepsy to discuss the affinity and/or antagonism between these two disorders. Our view was synthesized based on brain networks including the DMN, DAN, CEN, and SN, and a more large scale assessment of networks from graph theory. Additionally, changes in brain networks after ECT treatment will be compared under these two pathological conditions to help better understand the principles of ECT. All of the cited articles included in this review were written and published in English and were published before January 2019. The search engine, PubMed, was used with MESH terms.



DEFAULT-MODE NETWORK

Initial fMRI studies mainly focused on task-induced increases in regional brain activities during goal-directed behaviors. Subsequently, it was found that there are also consistent and task-independent decreases in regional brain activities, which is a phenomenon that has been defined as the baseline or default mode of brain function (35). Since then, the default mode of brain function has generated far more interest, discussion, and controversy, and it has called more attention to the importance of intrinsic brain activities (36). Combined with blood-oxygen-level-dependent (BOLD) signals and diffusion-tensor imaging (DTI) data, these intrinsic brain activities have been shown to depend on networks across several brain regions, which collectively has been termed the DMN and consists of the following: the posterior cingulate cortex (PCC); adjacent precuneus (PCUN); medial prefrontal cortex (mPFC); mesial and inferior temporal lobes (mTL/iTL); and the inferior parietal lobe (iPL) (37) (Figure 1A). Functionally, these intrinsic brain activities of the DMN are activated at rest, become deactivated at the initiation of a task, and play an important role in cognitive functions and emotional processing (38). In the N-back working-memory task, when cognition load increased, the functional connectivity within the DMN concomitantly decreased (39). Additionally, during long-term stabilization of memory, the intra-network synchrony of the DMN was positively corelated to individual performance (40). In emotional processing, less decreased DMN activity was highly related to poor emotionality (41). These physiological signatures of the DMN have attracted more and more attention in terms of their promising clinical applications in assessing and treating neuropsychiatric disorders.
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FIGURE 1. Components of DMN, DAN, CEN, and SN. (A) Spatial components of DMN. (B) Spatial components of DAN. (C) Spatial components of CEN. (D) Spatial components of SN. DMN, default mode network; DAN, dorsal attention network; CEN, central executive network; SN, salience network; mPFC, medial prefrontal cortex; iPL, inferior parietal lobe; iTL, inferior temporal lobes; PCC, posterior cingulate cortex; PCUN, adjacent precuneus; FEF, frontal eye fields; IPS, intraparietal sulcus; dlPFC, dorsal lateral prefrontal cortex; pPC, posterior parietal cortex; ACC, anterior cingulate cortex; AI, anterior insula.



Brain network studies have demonstrated increasing evidence of correlations between the DMN and some symptoms of schizophrenia (42). Auditory verbal hallucinations represent the most common positive symptom of schizophrenia and induce alterations of functional connectivity within the DMN (43). Additionally, patients with delusions also exhibit reduced regional deactivation of the DMN (44). Besides typical symptoms, positive symptoms scored by Positive and Negative Syndrome Scale (PANSS) have also been shown to be positively correlated with increased deactivation of brain regions, including the medial frontal, temporal, and cingulate gyri (45). For negative symptoms, emotional disorders of patients were found to be positively related to the magnitude of deactivation of rAC and mPFC regions (46). Additionally, negative symptoms scored by SANS have been shown to have a linear correlation to the functional connectivity within the DMN (47). These results indicate that changes of deactivation and functional connectivity within the DMN may represent a valuable means for assessing positive and negative schizophrenic symptoms; however, further evidence is required before this potential utility is sufficiently verified. Since the DMN is an important brain network that participates in cognitive processes, the relationship between the DMN and cognitive impairment of schizophrenia has also been widely studied. In a working memory task, the mPFC showed less deactivation (48) and greater activation (49). When the task load changed, DMN functions were over-recruited during a low-task load, and hyper-deactivated during a high-task load (50). Other brain regions, such as the left-superior temporal gyrus, have also been shown to be positively correlated to cognitive impairment (51). In addition to BOLD-based functional studies, DTI anatomical data have also revealed that altered frontal structural connectivity is corelated to cognitive ability as well as schizophrenic symptoms (52).

Studies of the DMN in TLE have indicated altered task-related deactivations compared with those of healthy controls (53) and reduced functional connectivity (54). However, it may be difficult to confirm the affinity or antagonistic relationship of psychiatric manifestations between schizophrenia and TLE based on the present DMN results. More well-designed investigations are needed in terms of elucidating the short-term and long-term effects of seizure on the DMN, and for the comparison of the symptoms of these two disorders. Similar to schizophrenia, the role of the DMN in TLE-induced cognitive impairment has also been comprehensively studied. In the N-back working-memory task, the ACC showed greater deactivation in TLE patients (55). Additionally, there was decreased functional connectivity between the mPFC and mTL/iTL (54), as well as the mPFC and hippocampus (56). Interestingly, comparison of the cognitive-related DMN changes between TLE and schizophrenia suggests an affinity between these two disorders. This relationship may be due to similar pathological changes in terms of the hippocampus exhibiting overlapping pathological features between the two disorders (57).

Clinical practices have demonstrated that ECT can effectively ameliorate the positive symptoms of schizophrenia (58) and significantly reduce PANSS scores (59). Additionally, a brain network study revealed that increased mTL connectivity and PCC volume were accompanied by clinical improvement (33). These results may suggest that the therapeutic effects of ECT are achieved by an opposite regulation of the DMN in schizophrenia. However, this hypothesis still requires additional evidence from large-sample investigations. Additionally, whether this opposing change of the DMN can be detected in TLE patients requires further investigation. By exploring seizure-induced changes in TLE patients, we may better elucidate the relationship between schizophrenia and TLE and any therapeutic outcomes of ECT. Although ECT is effective, the side effects of ECT still harbor great concerns (60). Also, although similar cognitive impairments between schizophrenia and TLE have been documented, further studies are required to determine whether the side effects of ECT are related to seizure-induced hippocampal dysfunction.



DORSAL ATTENTION NETWORK

The DAN has been defined as a network that is comprised of the intraparietal sulcus (IPS) and the frontal eye fields (FEF) (61) (Figure 1B). Both IPS and FEF within the DAN play an important role in the maintenance of spatial attention, saccade planning, and visual working memory (62). The DAN is also activated during feature-based attention and provides a spatial coding in multiple reference frames (63). Furthermore, there is an interaction between the DAN and the DMN to carry out brain functions (64).

The DAN has been found to be altered in schizophrenic patients while carrying out several tasks that are mainly related to cognitive impairment. In visual attention and motor learning tasks, patients had reduced activation in the dorsal neocortical visual attention network (65). In a visual oddball task, connectivity between the right IPS (intraparietal sulcus) and right anterior insula (AI, a component of the ventral network) was significantly decreased in schizophrenic patients (66). In an N-back task, patients with schizophrenia had decreased inhibitory self-connections within the DAN regions, particularly in the left FEF and the left SPL (67). The interacting changes between the DAN and other networks have also been found. In schizophrenics during a working memory task, the DMN connectivity with the DAN was decreased (68, 69). In contrast to the default mode, patients demonstrated less connectivity in the executive control and dorsal attention networks (70).

Patients with TLE presented decreased functional connectivity in almost all of the regions within the DAN (31, 71). For example, the FC values of the bilateral frontal eye field (FEF) and left intraparietal sulcus (IPS) were decreased (72). Thus, the DAN can also be regarded as a biomarker to explain the common cognition pathological mechanisms between schizophrenia and TLE, for which neuroimaging studies have revealed similar connectivity changes. ECT has also been shown to influence the DAN in depressed patients (73). However, the influence of the DAN in schizophrenia requires further investigation.



CENTRAL-EXECUTIVE NETWORKS

The CEN is a brain network that links the dorsal lateral prefrontal cortex (dlPFC) and posterior parietal cortex (pPC) (74) (Figure 1C). The CEN is frequently activated during typical fMRI executive tasks and its activity is often contrary to that of DMN activity (75). Brain imaging studies have shown that intelligence differences are positively correlated to functional interactions within the CEN, in both children and adults (76). Additionally, another important role of the CEN is to inhibit the DMN functions under certain conditions (77). This coordination between the CEN and the DMN is important in many neuropsychiatric disorders.

From recent literature, most results have reported that the CEN participates in a triple network including the DMN, the CEN, and the salience network (SN) rather than serving an isolated role in schizophrenia (78). Thus, we will be discuss this topic after introducing the SN.



SALIENCE NETWORK

The SN is defined as a brain network comprised of the anterior insula (AI) and anterior cingulate cortex (ACC) (79) (Figure 1D). Physically, there is a strong functional connectivity within the SN, which is important for sensory perception and the coordination of behavioral responses (80, 81). Additionally, during many forms of emotional processing, the brain regions within the SN exhibit increased activity (82). The SN can also interact with the DMN and CEN to form a triple network, which participates in many mental process and disorders (83–85).

Schizophrenic patients show consistent abnormalities of insular signatures in both structural and functional neuroimaging studies, which indicates that the SN is involved in pathological processes (86). The SN has a direct correlation to schizophrenia symptoms, in which both auditory verbal hallucinations and delusions were detected to induce aberrant SN functional connectivity (87, 88). However, the strengths of these functional connectivities are not always homogeneous, because some studies have found a reduction in such connectivities (86), whereas other studies have reported a mixed pattern of increased and decreased connections (89). The interaction of the SN and DMN showed delayed communication that was directly correlated to positive and negative symptoms of schizophrenia (90). Additionally, a disrupted SN-CEN circuit also accounted for these schizophrenic symptoms (91). The triple network formed by SN-CEN-DMN nodes has shown dysregulated connections in schizophrenia (92) and mainly contributes to positive symptoms (93).

In TLE patients, one study reported that there was decreased connectivity to insula and ACC, suggesting a reduced SN (31). However, this result still needs to be further confirmed by more neuroimaging studies. When compared to schizophrenia, TLE showed a similar changes of the SN activity. However, it is difficult to confirm this hypothesis since there is still not enough neuroimaging evidence to properly assess this phenomenon. After ECT treatment, enhanced inter-network connectivity between the SN and the DMN has been found (73). However, whether this enhanced connectivity would be found in TLE patients requires further investigation.



THE EMERGING ROLE OF GRAPH THEORY

An increasing number of studies has supported that schizophrenia and TLE are disorders involving abnormal brain networks rather than several abnormal discrete brain regions (29, 70). It may be difficult to reach a unifying result by analysis of regional activation/deactivation or connectivity abnormalities. Therefore, graph theory, which is a mathematical framework that allows for the quantitative modeling and analysis of networks, has been applied with increasing success to neuroimaging data (94). In graph theory, the brain can be represented as a graph, and the set of nodes may be composed of brain regions or voxels (on a macroscopic level) or individual neurons (on a cellular level). Thus, edges will represent the connections between these brain regions/voxels or individual neurons depending on the conditions (95). Then, this information can be encoded in a mathematical data structure called a connectivity matrix. Based on the connectivity matrix, graph theory provides a more large-scale assessment of the human brain and can provide more integrative information of various diseases (96).

The results of graph theoretical analysis on schizophrenia are still inconsistent, but there has been some convergence around the concept of topological randomization (97, 98). Previous studies have shown that the functional brain networks of schizophrenia are relatively shifted toward the randomness of small-world topology (99). Another study also confirmed that schizophrenics demonstrate significant randomization of global network metrics (100). Additionally, the parameters of the global-network topology of schizophrenia have been found to be decreased in both functional and anatomical networks (96, 101).

On the contrary, graph theoretical analyses of networks have provided evidence generally suggesting a shift toward a more regularized topology in TLE patients (102). Within the range of small-world topologies, a more regularized network topology is present in TLE patients (103). The increased path length and clustering in TLE patients supports this more regularized arrangement (104). Thus, interestingly, topological characteristics have revealed an antagonistic feature between schizophrenia and epilepsy, although these studies of schizophrenia and epilepsy were independently conducted.

However, there are limited reports regarding the effects of ECT on brain-network dynamics in schizophrenia. Whether ECT treatment reverses randomized brain networks to a more regularized pattern will require further investigations. As for the side effects of ECT, graph analysis of TLE patients showed that individuals with poor seizure control experienced more severe memory impairment (105). These results may indicate that a well-organized ECT practice may reduce side effects, but further neuroimaging evidence is still needed to validate or refute this hypothesis.



CONCLUSIONS

Functional brain networks, such as the DMN, the SN and the DAN, have provided a new perspective to understand the relationship between schizophrenia and epilepsy. At this level, these two diseases show similar connectivity changes and suggest that they have more of an affinity-type relationship due to their similar pathological features. At larger scale, graph theoretical analysis has indicated an antagonistic relationship between these two diseases, although more evidence is needed to determine the validity of these findings. In addition, ECT treatment has been shown to modify the dynamics of these brain networks. If future studies verify that ECT treatment can reverse randomized brain networks in schizophrenia to more regularized patterns, the original premise for the creation of ECT may be further corroborated and better understood.
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With the increasing use of functional brain network properties as markers of brain disorders, efficient visualization and evaluation methods have become essential. Eigenvector centrality mapping (ECM) of functional MRI (fMRI) data enables the representation of per-node graph theoretical measures as brain maps. This paper studies the use of centrality dynamics for measuring group differences in imaging studies. Imaging data were used from a publicly available imaging study, which included resting fMRI data. After warping the images to a standard space and masking cortical regions, ECM were computed in a sliding window. The dual regression method was used to identify dynamic centrality differences inside well-known resting-state networks between gender and age groups. Gender-related differences were found in the medial and lateral visual, motor, default mode, and executive control RSN, where male subjects had more consistent centrality variations within the network. Age-related differences between the youngest and oldest subjects, based on a median split, were found in the medial visual, executive control and left frontoparietal networks, where younger subjects had more consistent centrality variations within the network. Our findings show that centrality dynamics can be used to identify between-group functional brain network centrality differences, and that age and gender distributions studies need to be taken into account in functional imaging studies.

Keywords: graph theory – graph algorithms, trees, functional MRI (fMRI) methods, imaging studies, age-related, gender-related


INTRODUCTION

Functional brain network properties are increasingly studied as markers of neurological and psychiatric disorders. With the availability of fast computer hardware and increased memory, analyses have been focusing on the dynamics of networks. We describe an efficient implementation and application of dynamic centrality and its differences between males and females.

Resting functional magnetic resonance imaging (RfMRI) acquires MR images of the brain that are sensitive to blood oxygenation, which serves as a proxy for local brain activity. In the absence of a task, a number of recurring patterns in RfMRI data (Smith et al., 2009) are referred to as resting-state networks (RSNs) computed from pairwise similarity matrices between voxel time series (Damoiseaux et al., 2006). In the case of these non-evoked, non-causal, undirected similarities, the term ‘functional connectivity’ is used, and (Pearson) correlation is a common connectivity measure.

Visualization and interpretation of complete network connections matrices is increasingly problematic with increasing network size. Voxelwise whole-brain network analyses therefore focus on properties of network nodes. The concept of centrality of a node in a network represents the proportion of the network traffic involving that node. It can be expressed in a number of ways, for example:

– the number of connections of a node (degree centrality)

– the number of times a node appears in the shortest path between two other nodes (betweenness centrality).

For eigenvector centrality EC, this measure is the coefficient in the dominant eigenvector (the one with the largest eigenvalue) of the connections matrix. It can be computed iteratively as the weighted sum of centralities of a node’s neighbors. Voxelwise EC computation, or eigenvector centrality mapping (ECM) (Lohmann et al., 2010), has shown to provide a measure for functional brain network analysis that is robust with respect to physiological and technical confounding factors and sensitive to changes correlated with pathology.

Eigenvector centrality mapping has been used to identify functional brain network changes in patients, e.g., with Alzheimer’s disease (AD) (Binnewijzend et al., 2014), multiple sclerosis (Eijlers et al., 2017), and healthy subjects at risk for AD (Wink et al., 2018).

The observation that functional brain properties vary over time led to the emergence of dynamic functional connectivity (Tagliazucchi et al., 2016; Preti et al., 2017). Unlike dynamic causal modeling experiments, where a change in cognitive tasks leads to a different connection pattern, dynamic functional connectivity itself is also non-evoked and non-causal. Functional similarities such as the correlation between time series, are measured inside a sampling interval, and network dynamics are often measured by shifting a fixed-size time window across the scan duration. The result is a time series of network measures which can be further analyzed.

This makes dynamic functional connectivity as a method bit of a double-edged sword: properties of temporal connectivity can be studied in greater detail, but the method produces an enormous amount of intermediate results, requiring an extra step in analysis, visualization, and interpretation.

We propose dynamic eigenvector centrality mapping (dECM), which produces a time series of centrality maps, each of which is an image of the same size as the original volumes. This allows easy and intuitive visualization of each window position for which centrality is computed. This technique has been used before as an intermediate result (Preti and Ville, 2017), which showed that dominant EC patterns over time are similar to RSN. This paper uses those previous findings to detect group-based differences in EC variability.

We use dual regression, an analysis used for functional connectivity studies (Nickerson et al., 2017), to demonstrate how differences between males and females and age groups can be found in a public example data set.



MATERIALS AND METHODS

Data From OpenNeuro

Imaging data was downloaded from the OpenNeuro project1. The “Washington 120” data set includes structural T1-weighted MR images and resting fMRI time series of 120 healthy subjects (59 male), recruited from Washington University. Subjects were right-handed native English speakers, reported no neurological or psychiatric disease, were not on medication and had previously given written informed consent (Power et al., 2013). Mean age was 24.7 years at scanning (median: 24.5) and standard deviation 2.4 years (interquartile range: 3.1). Ages were not significantly different between males and females (Kruskal–Wallis p = 0.5).

Imaging was done on a Siemens MAGNETOM Trio 3T scanner (Erlangen, Germany) with a Siemens 12 channel Head Matrix Coil. The T1-weighted scans used the MP-RAGE sequence with TE = 3.06 ms, TR-partition = 2.4 s, TI = 1000 ms, flip angle = 8° and 127 slices with 1 mm × 1 mm × 1 mm voxels. Resting fMRI (RfMRI) was acquired using an EPI sequence with TE = 27 ms, TR = 2.5 s, flip angle = 90° and 32 contiguous interleaved 4 mm axial slices with in-plane resolution = 4 mm × 4 mm. Subjects kept their eyes open during scanning, fixating on a cross displayed on the screen. The duration of scan varied from 130 volumes ∼ 5 min, to 720 volumes ∼ 30 min.

The OpenNeuro website provides the preprocessed data, using SPM2 version 8 (Ashburner and Friston, 2005), in standard space. The original scans had been corrected for slice timing to align the start times of all slices per volume, spatially realigned to correct head motion, and their intensities normalized to a mean of 1000. Images were then resampled to MNI-space on an isotropic 3 mm grid (Power et al., 2014). The preprocessing using mriqc (Esteban et al., 2017) reported five subjects with a mean frame displacement FD (Power et al., 2012) of 0.2 mm. We excluded these five subjects from our analysis. Remaining motion-related effects were removed from the standard-space time series by computing the effects of motion using single-subject GLMs with the motion parameters as covariates, and subtracting these from the data (Soares et al., 2016). The resulting data set were 115 subjects (57 male) with median age 24.5 years (57 below) whose time series had the linear effects of rigid-body motion parameters for removed for each volume.

The T1-weigted images available from the OpenNeuro website were accompanied by segmentations into tissue types and parameters for mapping those to the MNI space in SPM. We applied these parameters to the anatomical images to bring them in the same space as the RfMRI data.

The gray matter masks were thresholded at 20% gray matter density and binarized before being mapped into MNI space. The MNI-space masks were then thresholded again at 0.2 and binarized, to create one gray matter mask for the group. A mask of each of the functional images was created by taking the time series’ minimum at each voxel, and thresholding the map of temporal minima at the 20th percentile, yielding a binary mask. The group mean over all subjects’ binary masks was thresholded at 75% yielding one binary mask for the group. Every RfMRI data set was masked by the intersection of the group gray matter and functional masks and an additional mask to exclude the cerebellum. Using the same mask for every subject ensured that sizes between the RfMRI networks did not vary, which would have been a source of variance (Van Wijk et al., 2010).

Eigenvector Centrality Mapping

Most connectivity analyses for RfMRI are based on the matrix R of pairwise correlations between voxels or brain regions. In the voxelwise case, the size of this matrix poses two problems: (i) the matrix is too big for the working memory of standard computers and (ii) the total connectome, i.e., the set of connections describing a condition or an experiment, is to big to visualize or interpret. A common solution is to spatially downsample the data or to group the voxels into sub-networks or parcellations. Another approach is to look at node properties instead of connections, with the benefit of keeping the full imaging resolution. The centrality property signifies the prominence of a node in terms of the participation in the connections of the network.

Centrality can be expressed using a growing number of measures. The simplest is degree: the number of connections of a node to others. One of the more intuitive measures of a node’s centrality is betweenness: the proportion of all the shortest paths between pairs of nodes in the network on which it lies (Fletcher and Wennekers, 2016).

A node’s eigenvector centrality (EC) is defined as the sum of its neighbors’ centralities (Lohmann et al., 2010) and can be efficiently computed from the connections matrix R using power iteration if this matrix is semi-definite and positive (or irreducible and non-negative). Power iteration starts with an estimate vector v0 and computes
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followed by L2 normalization, for subsequent steps, until a convergence criterion is met. A computationally efficient definition of voxelwise ECM uses R+1 as the connections matrix to ensure positivity and the fact that for intensity-normalized scaled fMRI data Y[N × T] of N voxels and T time points (Equation 1) can be re-written as
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so that it needs to store at most NT values during computation instead of N2 (Wink et al., 2012). The ECM technique has since been used in a number of settings to differentiate between experimental conditions and patient groups (Lohmann et al., 2010; Wink et al., 2012, 2018; Binnewijzend et al., 2014; Schoonheim et al., 2014; Duinkerken et al., 2017; Eijlers et al., 2017).

Correlations of signals measured during a time interval are static measures, yet we know that functional connections in the brain are dynamic in that their strength varies in time (Tagliazucchi et al., 2012; Zalesky and Breakspear, 2015; Breakspear, 2017). To capture the temporal evolution of centrality, we computed voxelwise EC in a sliding window, resulting in a time series of 3-dimensional EC maps. We used the fastECM matlab toolbox3 for ECM computations, which enables the computation of centrality time series as follows: given the number T of volumes in the input time series and a requested number M of centrality maps, it moves a window of T-M+1 volumes over all M different positions and returns the time series of centrality maps. For the data used in this paper, with input time series of different lengths, this meant that the size of the window for EC computation varied between subjects.

We used M = 100, resulting in a time series of 100 ECMs per subject (see Figure 1), containing each voxel’s centrality given the starting time of the interval in which it was computed. Maps were multiplied to have intensities around 4500.
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FIGURE 1. (Top) Eigenvector centrality maps (ECM) computed in a sliding window at 100 different positions, at window position 0∗TR (a) and 65∗TR (b). (Bottom) Mean-centered centrality timecourses for voxels at position (3, –67, 35) in MNI space (green), position (3, –37, 50) in MNI space (blue) and position (3, –7, 65) in MNI space (orange).



Statistics of EC Variability Over Time

Each map of the EC time series shows the spatial pattern of the voxelwise temporal correlations inside its time window, and if well-defined RSNs such as the default mode network (DMN) and visual networks (Damoiseaux et al., 2006) vary over time, these variations should be visible in the time-varying EC maps. One way to determine this temporal variability is using dual regressions, DR (Nickerson et al., 2017). This method first regresses each fMRI data set onto a set of spatial patterns, e.g., ones that represent RSN, resulting in a representative time series per pattern, per subject. After that, the fMRI data are regressed onto these representative time series, yielding a voxelwise measure of temporal correspondence with each pattern, for each subject. Both steps are generalized linear models: for data Y[N × T] and a set C[N × M] of M spatial patterns, the first step solves
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for the pattern-specific time series S[M × T], and the next step solves
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for the voxelwise correspondence D[N × M] to S[M × T], and can be computed with a least squares method. The dual regression method, first introduced in 2009 (Beckmann, 2009) has been used to identify between-group RSNs differences (Smith et al., 2014; Nickerson et al., 2017). We computed DR using 10 spatial components linked to RSN by performing independent component analysis (ICA) on the results of 7,342 fMRI analyses (Smith et al., 2009), resulting in 10 regression maps per subject between-group differences in temporal EC variations between female and male participants, and young vs. old participants, respectively, were assessed for each RSN mask except the ‘cerebellar’ RSN with permutation statistics, using 10000 permutations and family-wise error (FWE) control with threshold-free cluster enhancement (TFCE) and a significance threshold of p < 0.05. FWE was done by re-computing the statistics (Equation) after group/age permutation, respectively and storing the maximum statistic found (Nichols and Holmes, 2002). Observed statistics were compared with the histogram of these maximum statistics, thus achieving location independence, and therefore, FWE control. TFCE (Smith and Nichols, 2009) increases the statistic values of each peak that is part of a spatial cluster by integrating the cluster’s spatial extent at different levels below the peak, providing a balance between correction for multiple voxelwise tests and relaxing the correction for voxels that are part of a cluster (and therefore not independent). Effects of gender and age were investigated in the between-group design using a contrast between male and female participants and younger and older participants, respectively, the latter being defined by a median split. A covariate for scan length (and thus, window length) was also included in the model. The dual regression script was slightly modified to only test for EC variations with each RSN pattern inside the mask (of Z-scores for that pattern above Section “Statistics of EC Variability Over Time”), as used previously (Binnewijzend et al., 2012). Analysis scripts for this paper are available at https://github.com/amwink/openNeuro.



RESULTS

Participant Sub-groups

The median(mean) age of the female and male participants, respectively, were 24.4(24.5) and 24.9(24.5), and their standard deviations (interquartile ranges) were 1.9(3.1) and 2.6(3.2), respectively. The median split of the subjects into younger and older resulted in a ‘younger’ and ‘older’ group with mean (median) age of 22.8(23.2) and 26.5(26.3), respectively, and standard deviations (interquartile ranges) of 1.1(1.3) and 1.5(2.1), respectively. The ‘younger’ and ‘older’ group both consisted of 28 males and 29 females. The distributions of ages did not differ significantly for males and females in the young subjects (Kruskal–Wallis p = 0.39; it did so in the old subjects (Kruskal–Wallis p = 0.04) where the males were older than the females. Across the whole group there was no effect (Kruskal–Wallis p = 0.32).

Eigenvector Centrality Mapping

Time averages of each subject’s voxelwise EC time series were combined for four subgroups: young-old × male-female. The averages across these groups are shown in Figure 2 The overall features of the maps are very similar in the groups and to individual EC maps per volume (see Figure 1), indicating robust features and temporal stability.
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FIGURE 2. EC time series means, averaged per subgroup: (a) younger males, (b) younger females, (c) older males, (d) older females. The groups are generally similar; the female participants show more contrast than the males participants and the older groups show higher peaks than the younger groups of the same gender.



Statistics of EC Variability Over Time

The dual regression analysis and non-parametric testing showed effects for a number of resting network patterns. Many of these were limited to single voxels; we report only the clusters of more than 10 voxels. These were found in the medial and lateral visual networks (see Figures 3a,b), the default mode network (Figure 3c), the sensorimotor network (Figure 3d), the auditory network (Figure 3e), and the left fronto-parietal network (Figure 3f). The EC variations in the other networks (occipital visual, lateral visual, cerebellum, executive control and right fronto-parietal) did not differ between male and female subjects or between the two age groups.
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FIGURE 3. Difference in covariability of EC with established resting-state networks (RSN, salmon) between males and females (blue) and younger and older subjects (green): the medial visual network (a), the lateral visual network (b) the default mode network (c), the sensorimotor network (d), the executive control network (e), and the left fronto-parietal network (f).



In the medial visual network (Figure 3a), EC covariations with the mean time course were lower in females than in males (blue voxels) in the precuneus. In a partly overlapping region they were also lower in the older group than the younger (green voxels). This region was concentrated in the cuneus and precuneus, touching visual cortices V1 (Brodmann area 18) and, to a lesser extent, V2 (Brodmann area 17).

Two small clusters in the lateral visual network (Figure 3b) showed lower correlations in the female group compared to male (blue voxels). These voxels were in the right medial temporal gyrus and bilateral inferior temporal gyrus.

In the default mode network, DMN (Figure 3c), two voxel locations showed lower covariatons in EC with its mean time course in the female group compared to the male (blue voxels). These voxels were contained in the parietal lobe: precuneus and posterior cingulate cortex.

EC covariations with the sensorimotor network (Figure 3d) were lower in females than in males (blue voxels) in a small region in the primary motor cortex (Brodmann area 4) and premotor cortex (Brodmann area 6) and primary somatosenory cortex (BA 2).

Smaller clusters were also found in the executive control network (Figure 3e), with lower covariations in females than males in the right medial frontal gyrus (blue voxels) and lower covariations in the older group than the younger in the left and right middle and superior frontal gyrus (green voxels).

In the left frontoparietal network (Figure 3f), EC covariations with the mean time course were lower in the older group than the younger in the left lateral occippital cortex (green voxels). No corresponding clusters were found in the right frontoparietal network.

Plots of the group mean network time courses found during dual regression were made by averaging the result of the spatial regressions (yielding a time course per network mask) of subjects by group, and then plotting the winsorized mean time course for each network (with a trim of 0.1), and the standard deviation divided by 5 as a ribbon to show the relative variability inside the group for each network (see Figure 4).
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FIGURE 4. Mean time courses per resting network. Average time series were made from the spatial regression maps minus the cerebellum, which were then averaged per group using a winsorized mean.



Although no obvious difference is visible between males and females, the older groups on the right show less EC variability than the younger groups on the left. There is a partial ordering in the networks in average centrality that is consistent across groups: the DMN has the highest mean centrality in all four groups, followed by the medial and lateral visual networks. The right frontoparietal and occipital visual networks are generally next, with the sensorimotor network being in different positions around them. The auditory and executive control networks are below those. Interestingly, the left frontoparietal network, consistently consistently has the lowest mean EC in all groups, showing a large difference with its right counterpart.



DISCUSSION

The method of dynamic voxelwise brain network centrality computed from fMRI combines the advantage of ECM of being able to investigate functional brain network properties on the voxel level so that the results can be presented together with other brain image statistic maps, and the sensitivity to time-dependent changes of sliding-window correlation-based analyses of fMRI experimental data.

Comparisons of single-window ECM (Figure 1) with the mean ECM taken over all windows (Figure 2), and their comparison with single ‘static’ ECM from previous studies (Binnewijzend et al., 2014; Duinkerken et al., 2017; Eijlers et al., 2017) show that the pattern of centralities is relatively stable across windows; changes over time are mainly fluctuations around the pattern represented by the mean ECM. This is also in line with the dominant patterns found previously in EC time series (Preti and Ville, 2017).

In line with earlier findings in resting fMRI data network analysis (Achard et al., 2006; Kiviniemi et al., 2011), we found slowly varying variability in our centrality maps. Other methods for studying functional brain network dynamics (Fraiman et al., 2009; Allan et al., 2015; Thompson et al., 2018) find different spatiotemporal dynamics. As our method uses a sliding window, slow temporal variability is expected (Hindriks et al., 2016).

Differences in resting fMRI connectivity between males and females have been described before (Gong et al., 2011) but gender differences in the stability/rigidity of functional brain networks have had less attention. Earlier studies have found lower connectivity with the primary visual and auditory cortex in female participants (Filippi et al., 2013; Smith et al., 2014), indicating that their strength is lower than in men; but this does not mean that centrality in these networks is lower. Synaptic density in the visual cortex has been reported to be higher in male subjects than female (Alonso-Nanclares et al., 2008), although it is not immediately clear that this would lead to stronger covariations within the visual cortex.

Not much is known about resting between-gender functional connectivity differences in the motor network. Ritchie et al. (2018) found stronger functional connectivity in males than in females between the sensorimotor network and visual and prefrontal areas. This could indicate an increased centrality, which could in turn lead to increased temporal correspondence in centrality variations within the motor network. Another study found higher fractional amplitudes of low-frequency fluctuations (fALFF) in the sensorimotor cortex in males than females (Biswal et al., 2010). These slower oscillations may cause a more stable temporal behavior in signal, connectivity, and centrality.

The effect of age on resting-state connectivity has been studied extensively, although this has concentrated more on older subjects. The regions in the first network that shows differences between the age groups in temporal EC variability, medial visual (Figure 3a), have been previously reported as having decreased centrality in patients with Alzheimer’s disease (AD) compared with controls (Binnewijzend et al., 2014) and in subjects with elevated risk factors for AD, including age (Wink et al., 2018). If synchronization in these regions with the rest of the visual network deteriorates, this may cause a lower covariability with the centrality of the rest of the network as well. The fact that an age effect can already be measured in the young adults included here, confirms previous findings of the age-sensitivity of eigenvector centrality in the visual cortex.

Decreased connectivity with age has been measured in the DMN (Vidal-Piñeiro et al., 2014; Sala-Llonch et al., 2015). Geerligs et al. (2015) report age-related changes in the same networks found in this study, where segregation of networks is higher in younger participants: the networks can more clearly be separated. The DMN and the frontoparietal network showed a reduction in local efficiency, which me be related to our intra-network reductions in connectivity and centrality with age. A difference was also found in visual and motor networks between the ‘participation index’ between younger and older subjects, that is: the proportion of signal that is directed toward other RSN. This was higher in older subjects. Our findings may relate to this, in that better concordance with external networks may lead to weaker intra-network connectivities and centralities.

Older adults have also been shown to use the fronto-parietal network more ‘efficiently’ in cognitive tasks to reduce the influence of external distractions, and this network showed lower connectivity at rest (Campbell et al., 2012, 2013). There is also evidence that connectivity between the DMN and frontoparietal networks is an indication of cognitive flexibility (Douw et al., 2016), suggesting mental agility but also distractability, which would decrease with age. However, this combination of terminology is speculative at the moment.

Mean network-specific centralities as measured with the sliding-window approach (Figure 4) show smooth and slow dynamics, indicating that they are relatively stable on the time scale of an fMRI experiment, in agreement with earlier findings on time-varying centrality (Liao et al., 2015), indicating that functional networks are associated with structural connections. This is also reflected by the fact that relative mean network centralities are stable within and between age and gender groups, with the DMN having the highest average centralities in all cases.

The differences in dynamic eigenvector centralities between gender and age groups enjoin graph theoretic analyses of fMRI data studies to model or correct for these factors.

Limitations

One of the aims of this paper was inviting others to reproduce these analyses. For this reason, we used a publicly available data set with fully pre-processed images to minimize differences in outcomes to pre-processing. A disadvantage of this strategy is the reduced level of control over these previous steps (such as the correction of motion effects between realignment and standard space mapping).

Not all subjects were scanned for the same amount of time, which yields variable underlying signal to noise ratios for the volumes of different ECM time series. At the moment it is not known how this influences the ECM time series dynamics; this is the subject of ongoing work.

The connections matrix used for ECM is the correlations matrix, increased with 1 to guarantee non-negativity (Wink et al., 2012). This equation, which negatively correlates with the squared L2-norm of signals with a Gaussian distribution, cannot be as trivially used for more advanced measures of connections, such as partial correlation (Zhen et al., 2007).

The statistical tests between groups are corrected for multiple voxel comparisons, but not for multiple contrasts (resting networks). If this correction is applied (p = 0.05/10) then none of the RSNs show significant differences in dynamics.



CONCLUSION

We have presented dynamic ECM, provide an implementation in the fastECM package and demonstrate its application in a publicly available dataset, demonstrating changes in EC variability inside resting networks between gender and age groups.
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Functional magnetic resonance imaging (fMRI) at resting state (RS) has been widely used to characterize the main brain networks. Functional connectivity (FC) has been mostly assessed assuming that FC is static across the whole fMRI examination. However, FC is highly variable at a very fast time-scale, as demonstrated by neurophysiological techniques. Time-varying functional connectivity (TVC) is a novel approach that allows capturing reoccurring patterns of interaction among functional brain networks. Aim of this review is to provide a description of the methods currently used to assess TVC on RS fMRI data, and to summarize the main results of studies applying TVC in healthy controls and patients with multiple sclerosis (MS). An overview of the main results obtained in neurodegenerative and psychiatric conditions is also provided. The most popular TVC approach is based on the so-called “sliding windows,” in which the RS fMRI acquisition is divided in small temporal segments (windows). A window of fixed length is shifted over RS fMRI time courses, and data within each window are used to calculate FC and its variability over time. Sliding windows can be combined with clustering techniques to identify recurring FC states or used to assess global TVC properties of large-scale functional networks or specific brain regions. TVC studies have used heterogeneous methodologies so far. Despite this, similar results have been obtained across investigations. In healthy subjects, the default-mode network (DMN) exhibited the highest degree of connectivity dynamism. In MS patients, abnormal global TVC properties and TVC strengths were found mainly in sensorimotor, DMN and salience networks, and were associated with more severe structural MRI damage and with more severe physical and cognitive disability. Conversely, abnormal TVC measures of the temporal network were correlated with better cognitive performances and less severe fatigue. In patients with neurodegenerative and psychiatric conditions, TVC abnormalities of the DMN, attention and executive networks were associated to more severe clinical manifestations. TVC helps to provide novel insights into fundamental properties of functional networks, and improves the understanding of brain reorganization mechanisms. Future technical advances might help to clarify TVC association with disease prognosis and response to treatment.
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INTRODUCTION

The human brain at resting state (RS) exhibits highly structured spontaneous fluctuations in functional magnetic resonance imaging (fMRI) data, which reflect the underlying network architecture (Biswal et al., 2010). RS functional connectivity (FC) captures the temporal associations between such fluctuations, and has been successfully used to characterize the main networks of the brain and map abnormalities of functional network architecture occurring in different neurological conditions. In healthy controls, RS FC strength was found to be associated to age, with RS fluctuations being strongest in adulthood and lowest in children and elderly (Mak et al., 2017). A dependency of connectivity from sex (Biswal et al., 2010; Mak et al., 2017), as well as from cognitive, emotional, and behavioral variables was also detected (Kelly et al., 2012).

Multiple sclerosis (MS) is an inflammatory and neurodegenerative disease of the central nervous system leading to a progressive increase over time of clinical disability and cognitive impairment (Filippi et al., 2017, 2018). Reorganization of brain functional networks in MS has been shown from the first RS fMRI studies (Lowe et al., 2002, 2008; Rocca et al., 2010; Roosendaal et al., 2010), which is thought to limit the clinical consequences of widespread tissue damage (Filippi et al., 2013a; Sbardella et al., 2015). Cortical reorganization has been demonstrated to be variable across the different stages of the disease, and a progressive exhaustion or inefficiency of the adaptive properties of the cerebral cortex is likely to be among the factors responsible for the worsening of clinical disability (Rocca et al., 2010, 2018; Roosendaal et al., 2010; Loitfelder et al., 2011). In neurodegenerative conditions, RS FC studies showed a progressive and gradual spreading of connectivity changes from a target brain network, reflecting specific behavioral and cognitive dysfunctions (Zhou et al., 2017). In psychiatric diseases, disruption of fronto-parietal network connectivity seems to be the common fingerprint across distinct forms of pathology (Baker et al., 2019).

However, current understanding of the role of functional abnormalities in neurological and psychiatric disorders is still incomplete, mostly due to inconsistencies in the findings from several studies. Specifically, in MS some investigations found trends toward lower RS FC vs. healthy controls in the default-mode (Rocca et al., 2010, 2012, 2018; Bonavita et al., 2011), sensorimotor (Rocca et al., 2018) and subcortical (Liu et al., 2011; Rocca et al., 2018) networks, while in other studies the opposite trends were observed (Roosendaal et al., 2010; Tona et al., 2014; Schoonheim et al., 2015). Similarly, even if RS FC abnormalities were principally located in the core regions hit by pathology, a certain variability of brain areas involved by RS FC changes was detected in neurodegenerative and psychiatric conditions (Busatto, 2013; Weiner et al., 2017).

The wide spectrum of clinical characteristics of MS patients has been considered as one of the main causes for the discrepancies described in RS fMRI literature (Filippi et al., 2013a; Sbardella et al., 2015). However, technical factors might also bias connectivity estimation, including scanner-related signal instabilities, an inappropriate control of confounding covariates, and the application of analysis methods based on inaccurate assumptions.

For instance, one of the main assumptions of classical RS FC assessment methods is that connectivity is static across the entire fMRI examination, e.g., it can be assessed by calculating the mean correlation between whole-length RS fMRI time series (Biswal et al., 2010). However, as widely evident by neurophysiological techniques, brain FC is highly variable at a very fast time-scale. The functioning human brain during any state of wakefulness repeatedly changes between different combinations of cognitive, sensorimotor, attentional, emotional, auditory, and visual-related tasks. Notably, the majority of brain regions experience continuous functional changes even during sleep (Tagliazucchi and van Someren, 2017). Thus, studying time-varying RS FC patterns is likely to shed light not only on physiological processes occurring in healthy subjects, but also to understand clinical manifestations of different neurological and psychiatric conditions. In fact, clinical symptoms associated to these diseases are likely to depend not only from damage to specific brain regions, but also from delayed (or abnormal) communication between brain areas. The study of the temporal reconfigurations of FC occurring within RS fMRI sessions has been defined as time-varying functional connectivity (TVC) (Hutchison et al., 2013; Calhoun et al., 2014; Preti et al., 2017).

The main goal of this review is to summarize the main results obtained using TVC in healthy and diseased populations. A particular focus is given to studies of patients with MS; however, the main findings of investigations performed in neurodegenerative and psychiatric conditions are also reported. The review is structured as follows: in section Methods Used to Assess Time-Varying Functional Connectivity, we present the main approaches developed to investigate TVC using fMRI data, with a main emphasis on the methods applied to study MS patients. Then, we summarize the results obtained applying these methods in healthy controls (section Application of TVC to Healthy Subjects) and in patients with MS (section Application of TVC Techniques to MS). An overview of the results derived from other neurological and psychiatric conditions is also given (section Application of Time-Varying FC Techniques to Psychiatric and Other Neurological Diseases). In the final part (section Current Limitations and Future Directions), current TVC methodological limitations are discussed and possible future developments are presented.



METHODS USED TO ASSESS TIME-VARYING FUNCTIONAL CONNECTIVITY

Several analysis strategies have been applied so far to quantify temporal variations of blood oxygenation level dependent (BOLD) signal fluctuations (Hutchison et al., 2013; Preti et al., 2017). Some strategies aim at capturing variations in inter-regional associations between pairs of brain areas (Sakoglu et al., 2010; Allen et al., 2014), while others try to detect changing patterns of temporal synchrony at a multivariate level, e.g., considering all brain regions at once (Tagliazucchi et al., 2012; Liu and Duyn, 2013). One of the most popular methods for TVC analysis, which is based on the use of the so-called “sliding windows” (Sakoglu et al., 2010; Allen et al., 2014), belongs to the first category, since it relies on the calculation of a series of pairwise correlation coefficients over small shifting segments of fMRI time series.

Despite the great variability of available pipelines, TVC analysis usually requires the performance of the following steps: (1) selection of a set of regions of interest (ROIs) in the brain; (2) assessment of time-varying correlations among the selected ROIs; and (3) extraction of features quantifying connectivity changes over time, as described in details in the next paragraphs.


Selection of Regions of Interest for TVC Analysis

It is important to properly identify the ROIs (which may be areas of the brain, or even entire functional networks) that will be included in TVC analysis. Several factors can influence the choice of ROIs: spatial resolution, the use of a priori hypotheses or data-driven strategies, and the rationale of the experiment, which may focus on selected functional circuits or on the whole brain.

The large majority of studies assessing TVC in MS patients mainly relied on the use of a priori atlases, such as the Automatic Anatomical Labeling (AAL) (Tzourio-Mazoyer et al., 2002) or the Desikan (Desikan et al., 2006) cortical atlas (Leonardi et al., 2013; Lin et al., 2018; van Geest et al., 2018a,b). Some studies built ad-hoc ROIs centered in critical nodes of large-scale brain networks (Bosma et al., 2018). However, a widely used approach in previous literature consists in a ROI data-driven selection through independent component analysis (ICA; Rocca et al., 2010, 2019; Sakoglu et al., 2010; Filippi et al., 2013b; Allen et al., 2014; Damaraju et al., 2014; Yang et al., 2014; Zalesky et al., 2014; Bisecco et al., 2018; Castellazzi et al., 2018; d'Ambrosio et al., 2019) (Figure 1). The broad application of ICA in previous TVC studies can be explained by the flexibility of this approach, which allows to extract ROIs at different spatial resolution according to ICA dimensionality, to perfectly fit the data (avoiding non-linear registrations with a priori atlases, which may be challenging in diseased populations) and to reduce the impact of physiological and motion-related noise.
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FIGURE 1. Schematic representation of the post-processing steps used in the assessment of time-varying functional connectivity (TVC). Top row: selection of regions of interest for TVC analysis, which can be done using data-driven approaches (e.g., independent component analysis, A) or using a priori atlases (B). Middle row: assessment of time-varying correlations between fMRI time series. The most popular approach consists in using a sliding-window analysis (C); alternative approaches, such as time-frequency analysis (D) or point-process analysis (E) have been also proposed. Bottom row: extraction of features quantifying connectivity changes over time, which can be done using several techniques, such as graph theory (F), k-means clustering to estimate recurring TVC states (G), or fuzzy meta-state analysis (H). ICA, independent component analysis; AAL, automatic anatomical labeling; ACC, anterior cingulate cortex; CAP, co-activation pattern; MCC, middle cingulate cortex; PCC, posterior cingulate cortex; SPG, superior parietal gyrus; MFG, middle frontal gyrus; R, right; L, left.



Since ROIs identified by “static” a priori atlases may not reflect significant connectivity variations occurring within brain regions at short time scales (Ryyppo et al., 2018), recent studies have suggested that incorporating information of time-varying connectivity between neighboring voxels to parcellate the brain may improve accuracy of TVC analyses (Preti and Van De Ville, 2017; Ryyppo et al., 2018).



Assessment of Time-Varying Correlations Among Brain Regions

Sliding Window Analysis

The most popular strategy used to examine time-varying correlations between RS fMRI time series relies on the use of sliding windows (Sakoglu et al., 2010; Allen et al., 2014). In this approach, a time window of fixed length is selected, and correlations between pairs of fMRI time series are calculated using data within that window. Then, the window is shifted in time by a certain number of time points, and correlations are re-assessed on the new data. This procedure results in a series of pair-wise correlation matrices that describe the time-resolved behavior of connectivity over the entire duration of the fMRI experiment (Allen et al., 2014; Figure 1).

The choice of an appropriate length for sliding windows is crucial: too short time segments may introduce spurious fluctuations associated with intrinsic fMRI signal instability, while with increased window size TVC estimation may become too similar to the classic static FC (Leonardi and Van De Ville, 2015; Preti et al., 2017). Different validation analyses recommended to set window length around 30–60 s (or the equivalent time expressed as repetition times, TRs), demonstrating consistent reproducibility of the obtained results (Allen et al., 2014; Damaraju et al., 2014; Rashid et al., 2014, 2016; Zalesky et al., 2014; Leonardi and Van De Ville, 2015; Qin et al., 2015; Zalesky and Breakspear, 2015; Choe et al., 2017; Zhang C. et al., 2018).

Once sliding windows correlation matrices have been produced, different strategies can be applied to extract features describing connectivity reorganization through time inside the data (Leonardi et al., 2013; Allen et al., 2014; Miller et al., 2016), as described in details in section Extraction of Features Quantifying Time-Varying Connectivity.

Beyond Sliding-Window Analysis

A variety of approaches alternative to sliding windows have been developed to quantify TVC in fMRI data (Preti et al., 2017). For instance, time-frequency decomposition has been used to represent correlations between two fMRI time series in the joint time and frequency domain (Chang and Glover, 2010; Yaesoubi et al., 2015a; Figure 1). Point-process analysis allowed to detect recurring patterns of co-activation between brain regions from a small fraction of the total scans of a RS fMRI experiment (Tagliazucchi et al., 2012; Liu and Duyn, 2013). Phase coherence connectivity has been proposed to calculate RS FC at each recorded fMRI time point (Deco and Kringelbach, 2016).

In MS studies, two alternative methods to sliding windows have been applied. One study (Bosma et al., 2018) used dynamic conditional correlations (DCC) to quantify TVC. DCC were originally proposed to study fluctuations of financial time series (Engle, 2002) and subsequently adapted to neuroimaging data to quantify time-varying variances and correlations between multivariate RS fMRI time series (Lindquist et al., 2014). DCC overcome some limitations intrinsic to sliding-window techniques, since they do not depend from any arbitrary window length and do not give the same weight to all time points within the window, ignoring older observations. Moreover, DCC are not easily confused by changes of correlation occurring in fMRI time series merely due to random noise (Lindquist et al., 2014).

Another study (Zhou et al., 2016) quantified connectivity reorganization over time using brain entropy (BEN). Entropy is a statistical and physical index that measures irregularity of a time-varying system (Sandler, 2006). In RS fMRI data, voxel-wise assessments of entropy were performed by calculating sample entropy, defined as the negative logarithm of the probability that if two time series of length m have a correlation < r, then two time series of length m+1 also have a correlation < r. A higher entropy indicates increased randomness of a system, meaning that the time-varying system activity is less predictable and less organized (Wang et al., 2014).



Extraction of Features Quantifying Time-Varying Connectivity

Sliding-window (or alternative) techniques produce a large amount of correlation data, calculated on several time segments. Some features have then to be extracted from this big data mass, to summarize to what extent functional relationships reorganize through time. The simplest summary TVC statistic is standard deviation (or variance) of sliding-window correlation time series (Sakoglu et al., 2010; Choe et al., 2017) or of DCC time series (Lindquist et al., 2014; Bosma et al., 2018). The mean TVC (Huang et al., 2019) or the sum of absolute differences in pair-wise connectivity between consecutive windows have also been used as a summary TVC measure (van Geest et al., 2018a,b). Another interesting metric assessing temporal variability of BOLD fluctuations is the so-called amplitude of low-frequency fluctuations functional connectivity (ALFF-FC) (Shen et al., 2016), which sums up the spectral content of low-frequency RS fluctuations through consecutive sliding windows.

Flexibility metrics quantifying time-varying global and regional network properties were also calculated using a graph theory framework (Lin et al., 2018), as described in section Graph Theoretical Analysis. More complex strategies rely on the identification of connectivity patterns that reoccur over time during the course of the experiment. Reoccurring RS FC patterns, often called “states,” can be determined using clustering techniques (Allen et al., 2014), principal component analysis (Leonardi et al., 2013) or tensor decomposition (Mokhtari et al., 2018a), as detailed in section Definition of Reoccurring Connectivity States. Finally, approaches overcoming a rigid data decomposition into “fixed” connectivity states have been recently proposed (Miller et al., 2016), as described in detail in section Fuzzy Meta-State Analysis.

Graph Theoretical Analysis

Graph theory analysis can be applied to series of matrices derived from sliding-window analysis (Figure 1). Besides the classical network metrics (Rubinov and Sporns, 2010), which can be quantified as a function of time (Fukushima and Sporns, 2018), more specific metrics can be used to assess time-varying network structure. For instance, network power measures the summed values of TVC pairs in all windows, and density estimates how dense, on average, connections are over time. Specific time-resolved network features include network variation, which describes how different are connectivity values between two adjacent windows, flexibility of homologous, non-homologous and intra-hemispheric connections, which quantify connectivity differences between two consecutive windows for the specified type of connections (Lin et al., 2018), or the Fiedler value, which summarizes how well-connected a network is (Cai J. et al., 2018). Recently, novel approaches have been proposed to improve modeling of brain network TVC using graph theory (Khambhati et al., 2018). Such modeling strategies aim to assess time-varying patterns of connectivity (e.g., dynamic community detection or non-negative matrix factorization), time-varying patterns of activity, or a combination of both. A detailed review of these methods is reported in Khambhati et al. (2018).

Definition of Reoccurring Connectivity States

One of the most diffuse approaches used to identify reoccurring FC states from sliding-window matrices is based on hard-clustering algorithms (Preti et al., 2017), such as the k-means algorithm (Allen et al., 2014). In this approach, data are partitioned into different connectivity states by maximizing a cluster validity index, which describes the between-cluster/within-cluster distance ratio. In this way, identified recurring connectivity states have a minimal degree of overlap (Allen et al., 2014). The amount of time spent in each recurring state (dwell time) and the number of transitions between states can be calculated and compared between groups (Figure 1). Between-group comparisons can be also performed on pair-wise TVC strengths within each detected state (Allen et al., 2014).

Other ways to identify FC states from sliding-window data rely on principal component analysis (PCA) (Leonardi et al., 2013) or tensor decomposition (Mokhtari et al., 2018a). PCA is able to decompose sliding-window matrices into patterns of correlated connectivities (called “eigenconnectivities”) between brain regions. Each eigenconnectivity pattern is characterized by a “contribution” (which can be thought as the equivalent of dwell times for k-means clustering analysis), which varies over time across subjects. Between-group comparisons of such contributions may allow to characterize TVC abnormalities in patients' populations (Leonardi et al., 2013). Similarly, tensor decomposition (Mokhtari et al., 2018a) is able to decompose sliding-window connectivity matrices in a set of components, each with an associated weight, which explain the majority of data content.

Fuzzy Meta-State Analysis

In hard-clustering analysis, windowed correlation matrices are forced to fit into determined TVC recurring states. However, the existence of just one state at each time point may be a too rigid assumption. A more flexible approach is to consider the possibility that multiple states might be represented to varying degrees at the same time point. The contribution of each state for a specific time is characterized by a vector that is called a “meta-state” (Miller et al., 2016). Four different measures of neural reorganization over time can be associated to such meta-states and can be calculated for each study subject: (1) the total number of distinct meta-states that a subject assumes during the experiment; (2) the number of changes between distinct meta-states; (3) the range of meta-states occupied in the n-dimensional meta-state space during the entire RS fMRI experiment; and (4) the total distance traveled in the n-dimensional state space (Figure 1).




APPLICATION OF TVC TO HEALTHY SUBJECTS


Main TVC Findings in Healthy Subjects

The results of the main studies assessing TVC in healthy controls are summarized in Table 1.



Table 1. Summary of studies assessing time-varying resting state functional connectivity in healthy subjects and simulated data.
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In healthy subjects, it was always possible to identify a certain number of recurring connectivity configurations (from 3 to 12, depending on the method applied and on RS fMRI sequence settings). The DMN was one of the functional networks showing the highest degree of connectivity change over time, both when analyzing within-DMN TVC (Chang and Glover, 2010; Liu and Duyn, 2013; Lindquist et al., 2014; Zalesky et al., 2014) and when considering connections between the DMN and other crucial cognitive networks (Chang and Glover, 2010; Liu and Duyn, 2013; Allen et al., 2014; Marusak et al., 2017; Vidaurre et al., 2018). High dynamism was also observed in multimodal brain regions, involved in high-order emotional and cognitive processing (Yang et al., 2014; Zalesky et al., 2014; Chen S. et al., 2016; Marusak et al., 2017; Vidaurre et al., 2018). Such quick temporal reconfigurations may be required to facilitate transient psychological states between different brain functions (starting, maintenance or conclusion of the different attentional, cognitive, and executive tasks). Conversely, networks involved in sensory and motor processing showed more “static” connectivity profiles (Allen et al., 2014; Zalesky et al., 2014).

TVC was also useful to characterize age- and sex-related features. For instance, it was shown that children have higher TVC between the DMN and other subnetworks than young adults, but that young adults have stronger TVC than children among sensorimotor, executive control, and auditory networks (Cai B. et al., 2018). Moreover, variability of TVC among cognitive networks increased with age (Marusak et al., 2017). Overall, these results suggest that maturation is associated with a higher flexibility of functional connections. More discrepancies were found when analyzing sex-related characteristics of connectivity dynamics (Yaesoubi et al., 2015a,b; Nini et al., 2017). While some studies found no differences in TVC configurations between males and females (Yaesoubi et al., 2015b), other studies found that connectivity configurations were different between genders (Yaesoubi et al., 2015a,b; Nini et al., 2017): males showed a higher connectivity flexibility than females in the amygdala, hippocampus, fusiform, and temporal gyrus, whereas the opposite trend was found in the middle cingulate cortex, thalamus, precuneus, and some temporal-occipital regions (Nini et al., 2017).

TVC constitutes a complex and novel methodology. Studies from healthy controls also served to test how reliable and reproducible TVC results were across scanning sessions. This was the goal of some recent investigations (Choe et al., 2017; Smith et al., 2018; Zhang C. et al., 2018), which found that TVC metrics were reliable across days (Smith et al., 2018) and had an overall good reproducibility (Choe et al., 2017; Smith et al., 2018; Zhang C. et al., 2018), even if lower than that of the corresponding static FC metrics (Zhang C. et al., 2018). The highest reliability was found for intra-network connections in the DMN, fronto-parietal, sensorimotor, and occipital networks (Zhang C. et al., 2018).

To better investigate the intrinsic nature of TVC states and their electrophysiological correlates, simultaneously acquired electroencephalography (EEG) and RS fMRI data were analyzed and concurrent temporal variations were assessed (Allen et al., 2017). Results indicated that connectivity states detected by TVC analysis correspond to neuro-electric brain activity with distinct spectral signatures. Moreover, eyes open/eyes closed conditions show some common and some different connectivity patterns, with a greater integration within sensory systems, as well as reduced modularity and increased global efficiency, in the eyes-closed compared to the eyes-open condition (Allen et al., 2017). These results integrate and complete previous EGG/RS fMRI studies, which showed a variable TVC configuration between wakefulness and different stages of sleep (Tagliazucchi et al., 2013), with temporal memory and long-range temporal dependencies decreasing from wakefulness to deep non-rapid eye movement sleep.



Correlations Between TVC and Behavioral/Neuropsychological Performances in Healthy Subjects

To date, correlations between TVC measures and cognitive performances in healthy controls have been evaluated by one study (Cabral et al., 2017), which found that worse cognitive performance in healthy elderly was associated with a lower permanence in a TVC state characterized by strong, positive connectivity. These results suggest that a more static pattern of TVC may characterize poor vs. good performers.

Another study (Shi et al., 2018) analyzed the correlation between TVC and scores obtained at questionnaires of subjective well-being, and found that subjects with higher well-being scores spent less time in low cross-network and strong within-network connectivity states. The total number of transitions between states was also higher in subjects with high well-being scores, suggesting a more efficient transfer of information between networks in this group (Shi et al., 2018). Finally, two studies assessing the relationship between TVC and mindfulness in healthy adults (Lim et al., 2018) and children (Marusak et al., 2018) had similar conclusions, showing that high-mindfulness subjects spent more time in highly-connected states and switched more frequently between states than low-mindfulness subjects, suggesting a more efficient and flexible connectivity in the first group.




APPLICATION OF TVC TECHNIQUES TO MS


Main TVC Findings in MS Patients

The main studies assessing TVC abnormalities in MS patients are summarized in Table 2. As it is evident from this table, TVC methodologies applied in MS investigations were quite heterogeneous. Despite this, results of different studies share some common points.



Table 2. Summary of studies assessing time-varying resting state functional connectivity modifications in multiple sclerosis (MS).
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First of all, networks showing the greatest amount of TVC abnormalities in MS patients in comparison to healthy subjects were the DMN, salience, executive and sensorimotor networks (Leonardi et al., 2013; Zhou et al., 2016; Bosma et al., 2018; Lin et al., 2018; d'Ambrosio et al., 2019; Rocca et al., 2019).

The regional pattern of TVC abnormalities was quite complex, and regions involved by TVC changes were variable across studies, probably depending from the used TVC approach and patients' clinical characteristics. The analysis of eigenconnectivity patterns helped to identify the presence of stronger TVC in parietal regions and weaker TVC in frontal/subcortical regions in relapsing-remitting MS patients with mild to moderate disability compared to healthy controls (Leonardi et al., 2013). These patients also showed more frequently strong connections in temporal and parietal (angular gyrus) regions as well as weaker connections in motor and amygdalar regions vs. control subjects (Leonardi et al., 2013). Another study assessing TVC abnormalities in relapsing-remitting MS patients with mild disability found an increased BEN (corresponding to an increased connectivity disorganization) of regions involved in motor, executive and spatial coordination, as well as reduced BEN in memory brain areas (including temporal and hippocampal cortices) and relay areas as the cerebellum or the brainstem compared to healthy subjects (Zhou et al., 2016).

A recent study using DCC to quantify TVC (Bosma et al., 2018) confirmed the results obtained by Leonardi et al. (2013), and found an increased BOLD signal variability in posterior regions of the DMN in MS patients vs. controls. The same study also found an increased TVC between the salience network and the ascending nociceptive pathway. Conversely, divergent results were obtained by Lin et al. (2018), who showed an overall reduction of network variation in MS patients compared to healthy controls, suggesting a globally more “static” FC configuration, but at the same time found an increased flexibility of interhemispheric connections, which was interpreted as a compensatory mechanism for the decreased global connectivity. A complex pattern of increased and decreased TVC was also shown by d'Ambrosio et al. (2019), who found, in a multicenter study, a selective TVC increase between subcortical and visual/cognitive networks, and a TVC decrease between subcortical and sensorimotor networks in relapsing-remitting MS patients compared to healthy controls (d'Ambrosio et al., 2019).

Specific investigations of crucial systems involved in cognitive functions were performed by Van Geest et al., who studied TVC of the hippocampal network (Lin et al., 2018; van Geest et al., 2018a,b) and of the DMN (Lin et al., 2018; van Geest et al., 2018a,b) and by Huang et al., who investigated the attention network (Huang et al., 2019). Overall, hippocampal and DMN TVC were not different between MS patients and control subjects; however, including TVC measures in multivariate statistical models contributed to explain the performance of MS patients at visuospatial memory (Lin et al., 2018; van Geest et al., 2018a,b) and information processing speed (Lin et al., 2018; van Geest et al., 2018a,b) tasks. Huang et al. detected a complex pattern of TVC abnormalities, which was characterized by a TVC decrease within the dorsal and ventral attention networks, as well as TVC increase between the same networks (Huang et al., 2019).

Changes in TVC at the earliest stages of the disease have been rarely assessed, but interesting results have been observed. Patients with clinically isolated syndrome (CIS) suggestive of MS exhibited, early after the first demyelinating attack, reduced TVC in the functional networks more affected by the clinical onset, compared to healthy controls (Rocca et al., 2019). These patients also showed, in the first 2 years after the clinical event, a progressive increase over time of TVC strength, mainly between the DMN and sensorimotor/visual/cognitive networks, combined with a progressive increase over time of global fuzzy meta-state dynamism (Rocca et al., 2019).

Overall, these results suggest that, at the beginning of the disease, TVC dysfunctions have a specific correspondence with clinical symptoms. Then, a progressive increase of TVC oscillations occurs, probably trying to compensate disease-related damage. This initial phase seems to be followed by a loss of coordination and flexibility among brain regions in MS patients (Leonardi et al., 2013; Zhou et al., 2016; Lin et al., 2018; d'Ambrosio et al., 2019), which may be compensated by local increased fluctuations between specific areas (Lin et al., 2018;van Geest et al., 2018a,b).

Recent studies tried to investigate TVC changes in MS populations affected by specific clinical manifestations. In details, cognitive impairment in patients with MS was associated to reduced TVC between subcortical and DMN areas, as well as to reduced global dynamism, compared to cognitively preserved patients (d'Ambrosio et al., 2019). Patients with MS suffering from neuropathic pain expressed selectively reduced TVC strength in the salience-descending nociceptive circuit (Bosma et al., 2018), whereas in patients without such neuropathic pain, TVC strength was increased in the same network (Bosma et al., 2018).

The large majority of the above-mentioned studies assessed TVC changes in relapsing-remitting MS patients, while detailed investigations of TVC abnormalities occurring in progressive MS phenotypes or over the course of the disease, are still missing.



Correlations Between TVC and Clinical, Neuropsychological, and Structural MRI Variables in MS

Different correlation analyses have been performed in MS patients, in order to understand the possible association between TVC abnormalities and motor and cognitive performances, as well as with specific clinical symptoms such as fatigue.

A higher expanded disability status scale (EDSS) score, reflecting more severe clinical disability, was found to be correlated with increased BEN in the bilateral supplementary motor area and in the right precentral operculum (Zhou et al., 2016), as well as with a more rigid (less fluid) global connectivity in MS patients (Lin et al., 2018). Conversely, other studies failed to show significant associations between TVC abnormalities and disability, probably because of the relatively low sample size and/or a narrow EDSS range (Leonardi et al., 2013).

Several correlations have been detected between TVC abnormalities and MS patients' cognitive performances. In particular, better scores in tests involving executive control functions and processing speed ability were correlated with a higher global network dynamism (Lin et al., 2018). Similar findings were shown by van Geest et al. (2018a), who found that a higher dynamism in the DMN during an information processing speed task vs. a resting state condition was associated with better information processing speed performances. These results are in agreement with the reduced network dynamics observed in cognitively impaired vs. preserved MS patients (d'Ambrosio et al., 2019). Conversely, a lower hippocampal TVC contributed to explain, at least partially, better verbal learning, visuospatial learning, and memory performances (van Geest et al., 2018b).

Lower fatigue was associated with reduced TVC in the parahippocampal gyrus, right posterior cerebellum, and brainstem (Zhou et al., 2016). Pain interference has been associated with increased TVC in the posterior cingulate cortex, an associative region involved in the salience and nociceptive networks and DMN (Bosma et al., 2018).

A few studies investigated the relationship between TVC and white matter lesions or MS-related structural damage. Decreased TVC between parietal and fronto-temporal regions of the attention network was associated with an higher lesion load in relapsing-remitting MS patients (Huang et al., 2019). A significant association has been demonstrated between reduced global dynamism in cognitively impaired MS patients and brain atrophy (d'Ambrosio et al., 2019), as well as between increased TVC and diffuse microstructural damage in relapsing-remitting MS patients, quantified as a higher mean diffusivity on diffusion-tensor MRI (Zhou et al., 2016). At the earliest stages of MS, a progressive increase of TVC over 2 years of follow-up was associated with a lower white matter lesion volume change over the same period of time (Rocca et al., 2019).

In summary, in MS patients, abnormal global TVC properties of the sensorimotor, DMN and salience networks were associated with more severe tissue damage at structural MRI, more severe clinical disability, worse cognitive performance and pain interference, evidencing a maladaptive neuronal response to direct disease-related damage. Conversely, abnormal TVC properties of the temporal network and relay areas as the cerebellum and brainstem were correlated with better cognitive performances and less severe fatigue, suggesting a compensatory role of TVC changes.




APPLICATION OF TIME-VARYING FC TECHNIQUES TO PSYCHIATRIC AND OTHER NEUROLOGICAL DISEASES


Main Findings in Psychiatric and Other Neurological Diseases

The main studies discussed in this section are summarized in Table 3.



Table 3. Summary of studies assessing time-varying resting state functional connectivity modifications in different psychiatric and neurological pathologies (excluding multiple sclerosis).
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Several studies tried to characterize TVC abnormalities present in different psychiatric and neurological diseases, sometimes looking for an early diagnostic biomarker (Du et al., 2018; Mennigen et al., 2018). Modification of TVC strength, dwell time or number of transitions between states varied according to the disease status in patients affected by bipolar disorder (Rashid et al., 2014, 2016), schizophrenia (Yu et al., 2015; Cetin et al., 2016; Rashid et al., 2016; Gazula et al., 2018; Yue et al., 2018; Zhang W. et al., 2018), depression (Liao et al., 2018; Qiu et al., 2018; Zhi et al., 2018), autism (He et al., 2018; Rashid et al., 2018a), stroke (Chen et al., 2018), mild traumatic brain injury (Vergara et al., 2018), epilepsy (Ridley et al., 2017; Klugah-Brown et al., 2018), Alzheimer's disease (Quevenco et al., 2017; Jie et al., 2018), and Parkinson's disease (Engels et al., 2018).

In psychiatric diseases, widespread TVC abnormalities have been found. Patients with bipolar disorder and major depression expressed TVC abnormalities mainly in executive (Rashid et al., 2014; Du et al., 2017), amygdala/salience (Qiu et al., 2018; Zhi et al., 2018), and salience/executive regions (Mokhtari et al., 2018a,b). Schizophrenia patients showed a complex pattern of decreased and increased TVC mainly in the DMN (Sakoglu et al., 2010; Abrol et al., 2017), and in frontal, parietal, auditory (Damaraju et al., 2014; Rashid et al., 2014; Du et al., 2017, 2018; Sun et al., 2018), visual (Fu et al., 2018; Rashid et al., 2018b; Sun et al., 2018), and thalamic areas (Damaraju et al., 2014; Rashid et al., 2014, 2018b; Du et al., 2018). Schizophrenia patients spent less time and made fewer transitions between states characterized by weak correlations between the thalami and sense-related brain regions (Damaraju et al., 2014). They also showed more lagged correlations between the DMN and sensory networks (Yaesoubi et al., 2017a) and a higher occupancy rate of globally disconnected states (Yu et al., 2015; Cetin et al., 2016; Rashid et al., 2016; Gazula et al., 2018; Yue et al., 2018; Zhang W. et al., 2018). In children with autism spectrum disorders, TVC was mainly decreased in DMN and insular areas (Falahpour et al., 2016; Guo et al., 2018; He et al., 2018; Rashid et al., 2018a).

In neurological disorders, TVC abnormalities have been mainly observed in areas directly affected by the disease. For example, subcortical stroke and mild traumatic brain injury patients showed TVC abnormalities in sensorimotor networks (Chen et al., 2018; Vergara et al., 2018). Patients with myoclonic/frontal lobe epilepsy showed reduced TVC mainly in frontal and parietal brain regions, whereas patients with temporal lobe epilepsy experienced TVC decrease mainly in temporal regions (Ridley et al., 2017; Klugah-Brown et al., 2018; Wang et al., 2018). Generalized epilepsy was related to TVC strength changes mainly in the DMN and cognitive networks (Liu et al., 2017; Li et al., 2018). Patients suffering from Alzheimer's disease had reduced regional (nodal) TVC (Alderson et al., 2018) and alterations in inter-network TVC of the anterior and posterior regions of the DMN (Jones et al., 2012; Quevenco et al., 2017), the frontal cortex and temporal areas (Jie et al., 2018). Patients with Parkinson's disease showed TVC changes mainly in sensorimotor, executive, cognitive (Liu et al., 2018), visual, and DMN areas (Diez-Cirarda et al., 2018), combined with reduced global and nodal TVC (Cai J. et al., 2018; Diez-Cirarda et al., 2018).



Correlations Between TVC and Clinical, Neuropsychological, and Structural MRI Variables in Psychiatric and Other Neurological Diseases

In schizophrenia patients, reduced global time-resolved graph metrics have been related to structural disease-related damage (Yu et al., 2015), while abnormalities in TVC of auditory brain regions have been correlated with the presence of auditory hallucinations (Sun et al., 2018). Hallucinations were also correlated with a more rigid, reduced global dynamism (Miller et al., 2016; Mennigen et al., 2018). Autistic behavior and diagnosis were associated with longer dwell times in a globally disconnected state (Rashid et al., 2018a).

In patients with temporal lobe epilepsy, recurring states characterized by high inter-network TVC expressed reduced dwell time and correlated with an early seizure onset (Klugah-Brown et al., 2018). Interestingly, reduced TVC in the ictal irritative zone was associated to an intracranial EEG connectivity increase in the same epileptic region in alpha, beta and gamma bands (Ridley et al., 2017). In patients with Alzheimer's disease, TVC abnormalities between the anterior and the posterior DMN areas correlated with poorer episodic memory performance (Quevenco et al., 2017), while reductions in global TVC were associated with microstructural tissue damage (Alderson et al., 2018). In patients with Parkinson's disease, TVC abnormalities in the DMN have been associated with memory performance (Engels et al., 2018), while TVC alterations in the putamen were associated with clinical disability (Liu et al., 2018).

At this moment, TVC approaches are applicable only at a group level. However, some preliminary investigations have successfully used TVC abnormalities to classify schizophrenia patients from bipolar patients and/or healthy controls (Cetin et al., 2016; Rashid et al., 2016), suggesting a future application of TVC at an individual level.




CURRENT LIMITATIONS AND FUTURE DIRECTIONS

The field of TVC is relatively new: all main technical developments have been achieved in the last 9 years. Nonetheless, in such short period of time TVC has provided greater insights into fundamental properties of functional networks, and has improved knowledge of the pathophysiological brain reorganization occurring in MS and other neurological and psychiatric diseases.

However, TVC methodology presents some inherent limitations that are likely to be overcome in the next future. Further investigations are also needed to better understand the physiological meaning of TVC fluctuations and their electrophysiological correlates.


How Reliably Can Time-Varying Fluctuations Be Detected From fMRI Data?

One of the main pitfalls of current TVC analysis approaches consists in the fact that the mere presence of signal fluctuations in an fMRI time series is often taken as an evidence of TVC (Hindriks et al., 2016). This might be not necessarily true: FC values fluctuating over time might be observed just because of noise, or statistical uncertainty. Several measures have been employed to test the effective presence of FC variability in fMRI time series, including variance (Sakoglu et al., 2010), standard deviation (Chang and Glover, 2010), kurtosis (Laumann et al., 2017), or more complex, non-linear measures (Zalesky et al., 2014). Usually, these metrics are compared between real fMRI data and simulated data, constructed ad-hoc to have a static FC. If the test is significant, the null hypothesis of stationarity can be rejected, and TVC can be considered to be effectively present in the data.

Results of studies assessing evidence of TVC in RS fMRI data were quite disappointing, showing that the power of TVC detection in typical 10-min RS fMRI acquisitions was relatively low (Leonardi and Van De Ville, 2015; Hindriks et al., 2016; Zhang C. et al., 2018). Solutions to improve the likelihood of detecting TVC might be the choice of appropriate lengths for sliding windows (Leonardi and Van De Ville, 2015) or the concatenation of more RS fMRI sessions (Hindriks et al., 2016). On the other hand, it is possible that measures used to test the hypothesis of dynamism so far might be not fully appropriate (Miller et al., 2018). Indeed, novel wavelet-based metrics (Miller et al., 2018) seem to be more sensitive to capture non-stationarities present in real RS fMRI data.



Improving Temporal Resolution of fMRI Acquisitions

Results of TVC also depend upon the temporal resolution used to acquire fMRI data. TVC studies usually investigate modifications in RS FC occurring within seconds, by using fMRI volumes acquired with TRs ranging from 1 s to 3 s (Chang and Glover, 2010; Allen et al., 2017; Cabral et al., 2017; Nini et al., 2017; Yaesoubi et al., 2017b; Marusak et al., 2018). Investigations performed on RS fMRI data acquired with a higher sampling rate, e.g., thanks to the use of simultaneous multi-slice imaging techniques, may be more powerful in detecting changing connectivity reconfigurations over time (Choe et al., 2017). Also, the use of ultra-fast fMRI acquisition techniques, such as inverse imaging (Lin et al., 2006), generalized inverse imaging (Boyacioglu and Barth, 2013), or multi-slab echo-volumar imaging (Posse et al., 2013), might constitute an important improvement for TVC. Ultra-fast fMRI allows to acquire a single functional volume covering the whole brain in <300 ms, resembling the results of magnetoencephalography studies (Asslander et al., 2013). Therefore, fMRI scans acquired with ultra-fast techniques do not include physiological aliasing and allow the detection of more accurate BOLD signal responses to neural activity. Seminal studies already showed that ultra-fast fMRI significantly enhanced the sensitivity of mapping RS FC dynamics (Posse et al., 2013).



Improving TVC Pre- and Post-processing

Regardless of the analysis method, the signal-to-noise ratio of the BOLD signal in RS fMRI is low, especially in small temporal segments (Handwerker et al., 2012). Non-neural processes contaminating RS fMRI time series can affect TVC estimates (Hutchison et al., 2013; Murphy et al., 2013; Preti and Van De Ville, 2017). These confounds often include the effects of motion, cardiac and respiratory activity, and fluctuations in arterial CO2 concentration (Hutchison et al., 2013; Murphy et al., 2013; Nikolaou et al., 2016; Glomb et al., 2018). Global signal regression (GSR) may be useful to better denoise RS fMRI time series (Murphy and Fox, 2017); however, it was shown to slightly reduce reliability of the estimated TVC connectivity states (Smith et al., 2018). Moreover, the impact of GSR was spatially heterogeneous across brain regions and was dependent from the amount of global signal magnitude across windows (Xu et al., 2018). As such, caution is suggested in applying GSR to sliding-window correlation analyses, and a control of subjects' mental fluctuations during RS fMRI scanning is recommended (Xu et al., 2018). By applying accurate pre-processing steps on the fMRI data, the rate of artifacts present in the TVC analyses will be minimized (Murphy et al., 2013), thus increasing the quality of the observed findings.

Improvements can still be done not only to pre-processing of RS fMRI time series, but also to TVC post-processing, e.g., by implementing new, accurate methods to estimate changing connectivity over time. Recent papers proposed new approaches to analyse TVC, which aim at capturing change points of connectivity in functional correlation matrices (Cribben et al., 2012; Jeong et al., 2016; Kundu et al., 2018). Other studies introduced tensor-based multilayer community detection algorithms, which are able to describe how organization of functional networks evolves over time (Al-Sharoa et al., 2019). All these methods might be useful to complement TVC information obtained by using more standard, state-of-art methods, such as sliding-window analysis. Finally, improvements can still be done in statistical thresholding strategies. TVC assessment relies on the use of a massive amount of pairwise correlations, stored in series of connectivity matrices, and the best way to perform a proper adjustment for multiple comparisons is still an open issue. Traditional methods of correction for multiple comparisons (Friston et al., 1994) may be too conservative and may suppress all significant results; therefore, different approaches of adjustment for multiple comparisons might be more suitable. For instance, network-based statistic (NBS, Zalesky et al., 2010) was proposed as an alternative method of multiple comparison correction in studies using graph theory, which suffers of similar drawbacks as TVC. NBS has been rarely applied in TVC studies (Diez-Cirarda et al., 2018), probably because the process to construct “components” is not straightforward when connectivity matrices change over time. Future studies investigating new strategies of adjustment for multiple comparisons may propose new solutions for this issue.



Functional Interpretation of TVC Findings

Although some studies have tried to provide a functional interpretation of TVC output, several questions remain to be answered by future work. Preliminary data found some degree of correspondence between EEG rhythms and TVC frequency content (Allen et al., 2017) and hypothesized that some of the TVC states observed in healthy subjects, especially at the end of RS fMRI sessions, might be related to drowsiness or light sleep (Allen et al., 2014, 2017). A preliminary study assessing contemporary TVC and EEG registrations confirmed the presence of connectivity changes over different phases of sleep, with long-range temporal dependencies becoming weaker during deep sleep (Tagliazucchi et al., 2013). Still, it is not clear why larger TVC oscillations have been registered in functional networks at the beginning of RS fMRI sessions (Allen et al., 2014, 2017). Theories hypothesizing the brain functional “anticipation” (e.g., brain predisposition to switch quickly between different psychological states; Zalesky et al., 2014) might partially explain why more “specialized” functional networks (sensorimotor, auditory, visual) express more constant TVC behavior, while more complex, multi-modal networks express more dynamism. On the other hand, constant TVC oscillations in sensorimotor, auditory and visual networks might only reflect their lower activity during RS (Syed et al., 2017).

From this perspective, additional multi-modal studies integrating information from imaging and electrophysiological modalities are necessary for a better comprehension of the neural origin, mechanisms and function of temporal FC variations, as well as of the physiological meaning of TVC states.




CONCLUSIONS

The analysis of time-varying FC has contributed to provide significant information on intrinsic brain functional organization, both in healthy and diseased conditions, which complements data produced by static FC approaches. TVC seems to be an intrinsic property of the brain with a neural origin, although some open questions still remain about the correct interpretation of TVC output.

In MS patients, TVC helped to better understand the pathophysiological functional reorganization occurring in the brain, with a peculiar involvement of the DMN, salience, sensorimotor, and fronto-temporal networks. TVC abnormalities were partially correlated with more severe tissue damage and more severe clinical disability, while more extensive correlations were found with abnormal cognitive performances. In patients with neurodegenerative and psychiatric conditions, TVC abnormalities of the DMN, attention and executive networks were also associated to stronger clinical manifestations. Overall, these results suggest a maladaptive neuronal response to disease-related damage.

There are still several unmet needs in neurological and psychiatric conditions that TVC analysis may help to address. First, TVC may be useful to identify multi-modal regions, crucial for functional network plasticity, which may constitute possible targets for motor and cognitive neurorehabilitation protocols, as well as for symptomatic or disease-modifying treatments. Second, trajectories of TVC changes over time during the disease course need to be better defined, both in MS and in psychiatric/other neurodegenerative disorders. This may be the topic of future longitudinal studies, or of cross-sectional studies enrolling patients at different disease phases. Finally, it is still unclear whether TVC abnormalities may have a prognostic value on future disease course. The collection of clinical data at medium- or long-term follow-up may allow to define whether some TVC abnormalities are associated with a more favorable/worse disease prognosis.
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Resting-state networks (RSNs) exhibit spontaneous functional connectivity in the resting state. Previous studies have evaluated RSNs mainly based on spontaneous fluctuations in blood oxygenation level-dependent (BOLD) signals during functional magnetic resonance imaging (fMRI). However, separation between regional increases in cerebral blood flow (CBF) and oxygen consumption is theoretically difficult using BOLD-fMRI. Such separation can be achieved using quantitative 15O-gas and water positron emission tomography (PET). In addition, 18F-FDG PET can be used to investigate functional connectivity based on changes in glucose metabolism, which reflects local brain activity. Previous studies have highlighted the feasibility and clinical usefulness of 18F-FDG-PET for the analysis of RSNs, and recent studies have utilized simultaneous PET/fMRI for such analyses. While PET provides seed information regarding the focus of the abnormalities (e.g., hypometabolism and reduced target binding), fMRI is used for the analysis of functional connectivity. Thus, as PET and fMRI provide different types of information, integrating these modalities may aid in elucidating the pathological mechanisms underlying certain diseases, and in characterizing individual patients.
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INTRODUCTION

Resting-state networks (RSNs) exhibit spontaneous functional connectivity in the resting state. Among these is the default mode network (DMN), in which the posterior cingulate cortex (PCC) plays a central role, connecting with the medial-prefrontal, hippocampal, and lateral temporal areas (Raichle et al., 2001; Buckner et al., 2008; Raichle, 2015). While the DMN is active during the resting state, it becomes deactivated during task states (McCormick and Telzer, 2018). Previous studies have demonstrated that the DMN is related to cognitive functions including memory, thinking, and the integration of social information. Furthermore, DMN abnormalities have been observed in patients with autism, schizophrenia, and Alzheimer’s disease (AD) (Buckner et al., 2008).

The default mode network was first discovered by Raichle et al. using positron emission tomography (PET) (2001). The authors focused on the regional oxygen extraction fraction (OEF), and which refers to the ratio of the cerebral metabolic rate of oxygen (CMRO2) to cerebral blood flow (CBF). Increases in CBF during task-related brain activation occur in conjunction with smaller changes in CMRO2, resulting in a relative decrease in the OEF. In contrast, the OEF increases during the deactivated state. Raichle et al. (2001) reported that the OEF increases in the visual cortex of healthy adults during the resting state (i.e., awake with eyes closed). Eye closure usually induces deactivation in the visual cortex and corresponding increases in OEF. However, many brain regions exhibit decreases in OEF when compared to the mean hemispheric value, suggesting that some areas are activated even in the baseline or “default” state of the brain.

Since the discovery of the DMN, several studies have used functional magnetic resonance imaging (fMRI) to analyze functional connectivity based on spontaneous fluctuations in blood oxygenation-level dependent (BOLD) signals (Greicius et al., 2003). When an area of the brain is activated, the BOLD signal of the corresponding region increases, reflecting a larger increase in regional CBF than in regional CMRO2 (Raichle et al., 2001). Therefore, functional connectivity among brain regions can be estimated by evaluating the correlations among the time-courses of changes in BOLD signals. While the methodologies for detecting decreased OEF on PET and increased BOLD signaling on fMRI are similar, PET is associated with superior quantitative accuracy for the evaluation of CBF and CMRO2, which are determined separately in the calculation of OEF.

In the present study, we summarized recent advances in the evaluation of functional connectivity using PET. Since the methodological aspects of connectivity analysis have been summarized by Aiello et al. (2016), Yakushev et al. (2017), and Verger and Guedj (2018), we mainly focused on how PET data beyond fluorodeoxyglucose (FDG) can be utilized for functional connectivity analyses. Using the term “functional connectivity PET,” we searched PubMed for articles published between February 2016 and February 2019. Similarly, we searched PubMed using the term “functional connectivity FDG PET” for articles published between February 2014 and February 2019. We included clinical studies involving patients or healthy volunteers in which PET was used for connectivity analyses. Preliminary studies and those with incomplete methodological information were excluded from our analysis.



EVALUATION OF FUNCTIONAL CORRELATIONS USING 15O-gas PET

Regional CBF and CMRO2 can be quantitatively evaluated via 15O-labeled gas and water PET (Hatazawa et al., 1996; Watabe et al., 2014). Our group recently reported that functional correlations in the DMN can be estimated using quantitative 15O-PET (Aoe et al., 2018). Our findings indicated that evaluation based on changes in CBF revealed a larger number of brain networks than evaluation based on changes in CMRO2, suggesting that the contribution of blood flow to functional correlations in the DMN is greater than that of oxygen consumption (Figure 1). In this method, two brain regions are considered functionally correlated when their quantitative CBF or CMRO2 values exhibit a significant positive inter-subject correlation. Similar methods were also adopted in another previous study (Di et al., 2012).


[image: image]

FIGURE 1. Significant positive functional correlations involving the DMN. (A) Correlations based on CBF; (B) CMRO2; (C) the overlap between CBF and CMRO2 (reprint from Aoe et al., 2018; permission obtained from the Annals of Nuclear Medicine in accordance with their open access policy).



Unlike BOLD-fMRI, 15O-gas and water PET is advantageous in that CBF, and CMRO2 can be evaluated separately. Local brain activation first increases regional CMRO2, reflecting increases in energy metabolism, following which CBF increases (Figure 2). However, one disadvantage of PET is that it is difficult to clarify temporal changes due to the long scan duration of each acquisition and the time required for radioactive decay when compared with fMRI, which exhibits a temporal resolution on the order of seconds. Therefore, researchers should remain aware that the theoretical bases of determining functional correlations via PET and determining functional connectivity via BOLD-fMRI are different.


[image: image]

FIGURE 2. Brain responses during activation for each modality.





EVALUATION OF FUNCTIONAL CONNECTIVITY VIA 18F-FDG PET

Glucose is the fundamental metabolic substrate in the brain. Given that glucose metabolism reflects local brain activity, this measure can be used to analyze functional connectivity. Passow et al. (2015) reported a close association between local metabolic activity and functional connectivity by comparing fluctuations in FDG-uptake and BOLD signals, suggesting that 18F-FDG-PET is feasible and reliable for functional connectivity analyses in the brain. In their study, FDG-PET images were acquired in 12 frames (5 min each) following intravenous injection of FDG, and fluctuations among these frames were evaluated based on global normalization. Wehrl et al. (2013) also utilized temporal information from dynamic PET, while additional studies have highlighted the utility of static PET data for the evaluation of metabolic functional connectivity. In a graph theory-based network analysis, Vanicek et al. (2016) evaluated preoperative FDG-PET data for patients with right-sided temporal lobe epilepsy (TLE) (RTLE; n = 30), left-sided TLE (LTLE; n = 32), and healthy controls (n = 31). FDG-PET has also been used in clinical practice to detect seizure lateralization in patients with TLE. Indeed, patients with RTLE exhibit higher lobar connectivity weights than those with LTLE for connections involving the temporal and parietal lobes of the contralateral hemisphere. Although the mechanisms underlying such differences remain to be fully elucidated, the authors suspected that compensatory mechanisms were more prominent in patients with RTLE than in those with LTLE.

Pagani et al. (2017) performed independent-component analysis of 18F-FDG PET data, revealing that patients with AD exhibit gradual disruptions in functional brain connectivity during the progression of cognitive decline. Chen et al. (2018) investigated alterations in whole-brain intrinsic functional connectivity in patients with dementia with Lewy Bodies (DLB). In their study, the DLB group exhibited increases in the strength of some connections when compared to the healthy control group. These findings suggest that alterations in functional connectivity can be evaluated with a certain level of sensitivity in patients with dementia using 18F-FDG PET.

Another study highlighted the usefulness of functional connectivity analysis for predicting responses to vagus nerve stimulation (VNS) in patients with epileptic seizures (Yu et al., 2018). Yu et al. (2018) performed preoperative FDG-PET in pediatric patients with refractory epilepsy undergoing VNS and analyzed metabolic connectivity via an independent component analysis. The authors reported significant differences in metabolic connectivity between the VNS-effective and VNS-ineffective groups. Relative changes in glucose metabolism were strongly connected among areas of the brainstem, cingulate gyrus, cerebellum, bilateral insula, and putamen in the VNS-effective group. Thus, these studies demonstrate that 18F-FDG-PET analyses of functional connectivity are clinically useful for identifying potential responders to therapy.

In, Villien et al., 2014 reported a new method for overcoming the temporal limitations of 18F-FDG-PET, observing that temporal changes in glucose metabolism can be evaluated during continuous injection of FDG. Since FDG is metabolically trapped in neurons or glial cells in the brain after being metabolized into glucose-6-phosphate by hexokinase, the upslope of the time-activity curves reflects real-time glucose metabolism. This technique can used to detect focal brain regions exhibiting task- or stimulus-related activation, similar to BOLD-fMRI (Jamadar et al., 2019). Although further technical adjustments are required to improve the analysis of functional connectivity during continuous-infusion PET, this technique is promising for overcoming the temporal limitations of PET.



INTEGRATED DETECTION VIA PET AND MRI

Recent studies have utilized simultaneous or combined PET/MRI for functional connectivity analysis, allowing for perfect co-registration in terms of spatial, and temporal matching (Table 1). Using an independent component analysis, Savio et al. (2017) compared the detection of RSNs between resting-state fMRI and 18F-FDG PET using simultaneous PET/MR in healthy volunteers (2017). Similar networks were detected using the two modalities, suggesting that coupling between glucose metabolism and blood oxygenation responses is preserved in healthy individuals. Marchitelli et al. (2018) reported that bioenergetic coupling between glucose utilization and neurovascular transmission decreases with age in healthy adults, and that more marked decreases are observed in patients with amnestic mild cognitive impairment (MCI) and mild-to-moderate AD (2018). In their study, 18F-FDG-PET was used to detect regions exhibiting hypometabolism, rather than for connectivity analysis. Within-subject analysis, in which correlations between glucose utilization (PET) and connectivity (fMRI) were evaluated for each participant, revealed that patients with MCI/AD exhibited significant decreases in such correlations. For between-subjects comparisons of PET/fMRI data, in which each imaging modality and metric (volumes) were concatenated across all participants, overlap between the two modalities varied depending on fMRI connectivity parameters.

TABLE 1. Main findings of functional connectivity analyses using PET and fMRI.
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UTILITY OF PET AS A SEED FOR fMRI ANALYSIS

Previous studies have compared the correlations between PET and fMRI data using simultaneous PET/MRI. Wehrl et al. (2014) proposed the concept of cometomics, which combines connectivity data and metabolic information. When comparing patients with healthy controls, regions exhibiting hypometabolism or reduced target binding on PET can be identified via statistical parametric mapping or region-of-interest (ROI)-based analyses. Resting-state BOLD-fMRI data can be used to derive RSN maps or related parameters during functional connectivity analyses. When combining these methods, regions exhibiting abnormalities on PET images are used as seed regions for the connectivity analysis.

Yokoi et al. (2018) performed resting-state fMRI and 18F-THK5351 PET in amyloid-positive patients with early AD (n = 23) and healthy, amyloid-negative controls (n = 24). To perform seed-based connectivity analysis, they generated several seed ROIs based on significant differences in 18F-THK5351 retention between the AD and control groups. Histological evaluations at autopsy indicated that 18F-THK5351 retention corresponded to tau deposition, monoamine oxidase-B (MAO-B) levels, and astrogliosis in the brains of patients with AD. Furthermore, seed-based connectivity analysis revealed significant decreases in connectivity between the posterior cingulate cortex (PCC) and widespread brain regions in patients with AD.

Kim et al. (2019) performed seed-based functional connectivity analysis using resting-state fMRI data with seed regions derived from quantitative [11C]ABP688 PET analysis in patients with major depression. To determine metabotropic glutamate receptor-5 (mGluR5) availability, the binding potential (BPND) of [11C]ABP688 was quantified using the simplified reference tissue model. ROI-based analysis revealed that the [11C]ABP688 BPND in the prefrontal cortex was significantly lower in patients than in controls. BPND seed-based functional connectivity analysis revealed significantly reduced connectivity between the inferior parietal cortex and fusiform gyrus/inferior occipital cortex in patients, relative to that observed in controls. Patterns of correlation between [11C]ABP688 BPND and the strength of functional connectivity involving the superior prefrontal cortex seed were opposite in the depression and control groups. Thus, using PET to determine mGluR5 availability revealed related alterations in functional connectivity in the patient group. In addition, Hamilton et al. (2018) conducted whole-brain functional connectivity analysis via fMRI using striatal regions exhibiting significant BPND differences on 11C-raclopride PET as seeds. They examined dopamine D2 receptors using 11C-raclopride PET in patients with major depressive disorder (n = 16) and controls (n = 14). Increased BPND in both the left ventral striatum and right dorsal striatum and decreased functional connectivity between the affected striatal areas and their respective cortical targets were observed in patients with major depressive disorder.

Although previous reports on functional connectivity determined using simultaneous PET/MR are still limited (Table 1), a combination of connectivity data and metabolic/receptor information will be the major approach in future research.



CONCLUSION

Functional correlations between blood flow and oxygen consumption can be separately estimated using quantitative 15O-gas and water PET. Glucose metabolism during 18F-FDG PET can also be used for functional connectivity analysis. Moreover, PET can provide information regarding the focus of abnormalities, which can then be used for functional connectivity analyses via fMRI. Comparisons between PET and fMRI data may thus allow for improved understanding of the pathophysiology of several brain disorders. Such comparisons may also aid in characterizing individual patients with these disorders.
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How Sensitive Are Conventional MEG Functional Connectivity Metrics With Sliding Windows to Detect Genuine Fluctuations in Dynamic Functional Connectivity?
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Despite advances in the field of dynamic connectivity, fixed sliding window approaches for the detection of fluctuations in functional connectivity are still widely used. The use of conventional connectivity metrics in conjunction with a fixed sliding window comes with the arbitrariness of the chosen window lengths. In this paper we use multivariate autoregressive and neural mass models with a priori defined ground truths to systematically analyze the sensitivity of conventional metrics in combination with different window lengths to detect genuine fluctuations in connectivity for various underlying state durations. Metrics of interest are the coherence, imaginary coherence, phase lag index, phase locking value and the amplitude envelope correlation. We performed analysis for two nodes and at the network level. We demonstrate that these metrics show indeed higher variability for genuine temporal fluctuations in connectivity compared to a static connectivity state superimposed by noise. Overall, the error of the connectivity estimates themselves decreases for longer state durations (order of seconds), while correlations of the connectivity fluctuations with the ground truth was higher for longer state durations. In general, metrics, in combination with a sliding window, perform poorly for very short state durations. Increasing the SNR of the system only leads to a moderate improvement. In addition, at the network level, only longer window widths were sufficient to detect plausible resting state networks that matched the underlying ground truth, especially for the phase locking value, amplitude envelope correlation and coherence. The length of these longer window widths did not necessarily correspond to the underlying state durations. For short window widths resting state network connectivity patterns could not be retrieved. We conclude that fixed sliding window approaches for connectivity can detect modulations of connectivity, but mostly if the underlying dynamics operate on moderate to slow timescales. In practice, this can be a drawback, as state durations can vary significantly in empirical data.
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INTRODUCTION

Large-scale functional interactions in the brain are assumed to be mirrored by statistical dependencies between time evolving activity of neuronal populations, which can be quantified by magnetoencephalography (MEG), electroencephalography (EEG) and functional (f)MRI. The spatiotemporal patterns of these functional interactions (functional connectivity) are still commonly treated in a “static connectivity” sense, i.e., functional connectivity estimates are obtained by collapsing connectivity over windows. There is ample evidence that neuronal interactions appear in spatial clusters or subnetworks that form and dissolute over time (Breakspear et al., 2004; O’Neill et al., 2015, 2017a; de Pasquale et al., 2016). By collapsing connectivity over time windows, we potentially miss crucial information about the temporal evolution of these clusters. Furthermore, recent electrophysiological studies have demonstrated that taking into account the temporal domain of connectivity may give insight into abnormal brain function in neurological diseases (Stam et al., 2005; Carbo et al., 2017; Kim et al., 2017; Watanabe and Rees, 2017). Therefore, there is a need to include the dynamics of functional interactions into our analysis. In addition, given the superior temporal resolution of MEG and EEG to fMRI, these modalities could offer a means to analyze the dynamics of functional interactions in more detail.

A conventional approach to tackle dynamic functional connectivity is to use fixed sliding window approaches, i.e., a window of fixed length is moved in time, using an overlapping or non-overlapping approach, and “static” connectivity is estimated within every fixed window (O’Neill et al., 2017b). This approach comes with the arbitrariness of the window length. Recent approaches have demonstrated that dynamic connectivity can be well-described at a variety of time-scales, therefore a fixed window length may not be appropriate to capture the underlying fluctuations in connectivity (Baker et al., 2014; Vidaurre et al., 2016, 2018; Brookes et al., 2018; Tewarie et al., 2018; Tronarp et al., 2018). In other words, there may be a mismatch between the temporal scale of the underlying fluctuations and the predefined fixed window length, potentially leading to erroneous estimates of connectivity. Nevertheless, studies have used the sliding window approach during cognitive tasks and also in neurological disease (O’Neill et al., 2017b). Of special interest in these studies was the variability of connectivity, which was shown to relate better to outcome measures, such as cognitive decline after neurosurgical intervention (Carbo et al., 2017), than static connectivity information. However, it is known from the fMRI literature that variability of connectivity does not necessarily imply that the underlying system is non-stationary or dynamic (Hindriks et al., 2016; Laumann et al., 2016). Furthermore, most of the popular functional connectivity metrics have mainly been systematically evaluated in the static connectivity sense (David et al., 2004; Wang et al., 2014; Colclough et al., 2016; Dimitriadis et al., 2018). Therefore, there is a need to understand the strengths and limitations of commonly used metrics of functional connectivity when used with a fixed sliding window approach.

In the current work, we systematically analyze the sensitivity and specificity of the fixed sliding window approach in conjunction with commonly used connectivity metrics to detect genuine fluctuations in connectivity. We opted to include connectivity metrics based on the two important intrinsic modes of connectivity, i.e., phase- and amplitude based methods (Siegel et al., 2012). In order to perform this analysis, we require a system with a known ground truth regarding the strength and duration of the time varying connections. Given the lack of this information in empirical MEG data, we employ two models: a parameterized neural mass model (NMM) (Jansen and Rit, 1995) and a parameterized multivariate autoregressive model (MAR) (Neumaier and Schneider, 2001) that both provide a priori defined ground truths. Simulations are performed for a two node system and a large scale network. The former allows us to test the performance of the metrics without any external nuisance factors, while the latter allows us to test the performance of the metrics in a more realistic scenario. We first test in a two node system the null hypothesis that the observed variability of connectivity estimates can merely be understood in terms of an underlying static system superimposed by noise. Secondly, we analyze the correlation between, and error in, the connectivity estimates compared to the underlying ground truth for different state durations and window lengths. In other words, are the different metrics sensitive to the same or different time-scales of dynamic connectivity? Are results from connectivity metrics only valid within a limited temporal range? We then test the ability of metrics to capture the underlying fluctuations in states for different signal-to-noise ratios (SNR), since shorter window lengths also come with the limitation of lower SNR. We finally evaluate in large scale network simulations if connectivity metrics can retrieve switching between a priori defined resting state networks over time and whether the spatial connectivity patterns can be retrieved using non-negative tensor factorization. This is performed in a system without and with linear mixing (in order to model signal leakage).



MATERIALS AND METHODS


Multivariate Autoregressive Model

The multivariate autoregressive (MAR) model describes data observations of a system at time t (Xt) as a linear mapping (A) of p past observations

[image: image]

where e is additive Gaussian noise, and p = 2. This autoregressive model is an infinite impulse response or all-pole linear filter whose frequency content is determined by the roots of the polynomial A. These roots can be estimated by an eigendecomposition of the companion form of the parameter matrix (Neumaier and Schneider, 2001). Each mode of the decomposition is defined by a resonant frequency described by the eigenvalue and a projection into the channels in X described by the eigenvectors. Each state in the simulations is defined by a 2-node MAR model with a single resonance defined by its eigen-parameters with a frequency, magnitude and weight in each node. The weight into node 1 is held fixed whilst the weight in node 2 varies between 0 and 0.9 to create a phase locked coupling of different strengths. These eigen-parameters are then transformed back into the temporal parameter matrix A. New realizations of the system can then be generated by filtering white noise with the pre-defined A matrix. Each parameter matrix A produces time-series with a fixed phase lag between nodes 1 and 2 at a given coupling strength. Note that this will inherently favor phase based metrics over amplitude metrics in our simulations. Three parameter settings were created, corresponding to three states with low, medium and high coupling strength. Duration of the states, i.e., duration of ground truth connectivity was determined by a Gamma distribution. Figure 1 shows an example of the output of the MAR model. We generated 300 s of data for each simulation and iteration and all data were band pass filtered into the beta band (15–25 Hz).
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FIGURE 1. Overview of the multivariate autoregressive model. The cross-spectra (A), state timecourses (B), the two nodal timecourses (C), the coherence between the two nodes (D) are illustrated. Panel (E) shows the ground-truth probability distributions of the state lifetimes for fast, medium, slow and mixed states, which are input to the model (note that the y-axis of the mixed states is in logarithmic scale).





Parameterized Neural Mass Model

Since simulations are characterized by model specific features of the data that will inherently influence connectivity estimates, we opted to also use a different model to generate data to assess generalizability of results across models for the two node system. At the same time, this gave us the opportunity to analyze a large scale network with conduction delays. We employed the well-known Jansen and Rit NMM (Jansen and Rit, 1995). Every unit in the NMM consisted of an excitatory population, an inhibitory population, and a pyramidal population whose activity mimicked the MEG/EEG signal. Simulations were fed with a Gaussian white-noise process and equations were solved using a stochastic Heun’s integration scheme with a time step of 1 × 10–4 (Tewarie et al., 2019b). Parameters were the same as used in Grimbert and Faugeras (2006). We generated data for the working point of the model well beyond a Hopf bifurcation (i.e., in the limit cycle regime), with the rationale that no unpredictable switching could occur between the limit cycle regime and the linear regime due to noise. Hence, in this way a controllable system for the analysis of dynamic functional connectivity was achieved. We first connected two nodes using a structural coupling parameter k. For the two node system, coupling k was parameterized as a time-series, instead of a constant as is typically done. Duration of the states for k, and hence the duration of ground truth connectivity was again determined by a Gamma distribution. The parameterization of k was realized in the same way as described above for the MAR model (with fast, medium, slow and mixed states). We generated 300 s of data for each simulation and iteration and all data were band pass filtered into the alpha band (8–13 Hz). In the second part of the simulations, we simulated activity for N = 78 nodes, corresponding to the cortical regions in the automated anatomical atlas (AAL) (Tzourio-Mazoyer et al., 2002). This number of nodes also roughly matches the potential number of independent sources for the relatively low spatial dimensionality of MEG/EEG data (Farahibozorg et al., 2018). To boost neurobiological realism, we included distance dependent conduction delays in our simulations (Cabral et al., 2014; Tewarie et al., 2019b). To this end, the Euclidean distances between centroids of the parcels in the AAL atlas was used and divided by conduction velocity (v = 10 m/s). For the large scale network simulations, we kept k constant throughout the simulations, but fed the simulations with a structural connectivity tensor (instead of a structural connectivity matrix). This structural connectivity tensor had dimensions N × N × T, where refers T to the duration of the simulation. At every time point the structural connectivity tensor was characterized by a resting state subnetwork connectivity state. The resting state networks of interest were the default mode network (DMN), sensorimotor network (SMN), the frontoparietal networks (FPN), and the visual network. The duration of the states was again determined by a Gamma distribution (with fast, medium, slow and mixed states). For every time point only one resting state network was active (see Figure 2), with the other nodes being active, but not connected. The resting state networks were obtained from independent component analysis of fMRI data (at the voxel level) projected onto the AAL atlas in standard MNI space [data obtained from Tewarie et al. (2016)].
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FIGURE 2. Time evolving activity of resting state subnetworks. We simulated a network of 78 neural mass units, which were connected using structural connectivities that resembled one of four resting state networks (default mode network, frontoparietal network, sensorimotor network, and a visual network (A)). At every moment in time only the connections underlying one resting state network were active (B), all other nodes were active but not connected. Note that the number on the y-axis does not indicate the level of connectivity, but merely the network that was active at any given point in time. At every moment in time we estimated functional connectivity within an active resting state subnetwork and outside the active resting state subnetwork.





MEG Connectivity Metrics

We employ methods that capture information from two modes of connectivity, i.e., amplitude and phase based metrics. We apply connectivity metrics to beta band (MAR) and alpha band (NMM) filtered timecourses for both amplitude and phase based metrics (i.e., amplitude envelope correlation, phase locking value, phase lag index, coherence and imaginary coherence). The implementation of all the metrics is exactly the same as in Liuzzi et al. (2017).

1. Amplitude envelope correlation (AEC) (Brookes et al., 2011; Hipp et al., 2012): The amplitude envelopes are extracted using the Hilbert transform of band pass filtered data and the Pearson correlation is computed between the amplitude envelopes of two pair of regions.

2. Coherence (COH) and Imaginary Coherence (iCO) (Nolte et al., 2004): Coherency is computed on band pass filtered timecourses by evaluating
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 where Sxy denotes the cross spectral density for two timecourses when x≠y or the auto spectral densities when x=y. The coherence was computed from the absolute value of coherency and by averaging over the frequency band of interest. Imaginary Coherence can also be extracted from Eq. 2 by simply calculating the imaginary part of coherency C(f) thus removing zero lag phase relationships.

3. Phase Locking Value (PLV) (Lachaux et al., 1999) characterizes a stable phase relationship between two timecourses within a predefined window. The instantaneous phases are derived using the Hilbert transform and the difference between the instantaneous phases i and j at time t denoted as Δφij(t). Phase locking is subsequently defined as
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4. Phase Lag index (PLI) (Stam et al., 2007): The PLI uses similar phase information as the PLV but discards zero-lag phase differences. Unlike the PLV, it merely quantifies the asymmetry of the phase difference distribution
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Extracting Time Varying Networks Using Non-negative Tensor Factorization

We extracted time evolving subnetworks using non-negative tensor factorization. This method can be considered as a higher order principal component analysis and decomposes a third order tensor into a set of basis vectors (Bro, 1997; Gauvin et al., 2014)
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Here × corresponds to the outer product, and al, bl and cl correspond to basis vectors of component l and have dimensions N (network size) and t (number of time points). In other words, the outer product of al and bl reflects the connectivity patterns characterized by the time-series cl. The factorization of tensor T is found by solving the optimization problem [image: image], with the constraints of orthogonality of the first two basis vectors (ak, bk), and non-negativity of the last vectors ck (where [image: image] is the approximation of TA,B,C). The N-way toolbox (version 1.8) in Matlab was used for this analysis (Andersson and Bro, 2000). We set L = 4, given the four resting state networks that were used in the simulations.



Analysis Steps

In order to analyze the sensitivity of our connectivity metrics to genuine fluctuations in connectivity, we follow a step-by-step approach. Analysis is divided into two parts: (1) simulations for a two node system and (2) simulations for a large scale network.


Two Node System Analysis


Dynamic vs. static connectivity

We first simulated two conditions: (1) two timecourses with an underlying static connectivity between them, superimposed by noise, and (2) two timecourses with underlying fluctuations in connectivity for three different mean state durations (125 ms, 1 s, 3 s, mixed state durations based on the latter three mean state durations). These different state lifetimes and mean state durations were obtained by tuning the scale and shape parameters for a Gamma distribution. Then, for the different metrics we computed the connectivity using a sliding window approach with windows 50% overlapping in time, resulting in a distribution of connectivity values for the entire simulation. We calculated four summary statistics from the distribution: (1) standard deviation, (2) skewness, (3) kurtosis, (4) excursions from the median. The latter three statistics were selected as resulting connectivity distributions, especially for the “dynamic connectivity case” can be non-Gaussian. The metric “excursions from the median” has extensively been described in Zalesky et al. (2014) and Hindriks et al. (2016), and captures the length and height of all excursions from the median. The rationale is that, the longer and larger the excursions from the median, the greater the evidence for non-stationarity of connectivity. We a priori expected all four metrics to be larger in the dynamic connectivity case than in the static connectivity case. A range of window lengths were chosen for this analysis. For every window we ran twenty iterations. This was done for both the static connectivity case as well as for the dynamic connectivity case. The null hypothesis (i.e., observed variability of connectivity estimates can be fully accounted for by an underlying static system superimposed by noise) can be rejected if the summary statistic in the dynamic system exceeds the summary statistic of the static system. For every window length we computed the Mann–Whitney test to reject the null hypotheses.



Detecting genuine fluctuations in connectivity

We evaluated for the different metrics the mean error of the connectivity estimate. The error was defined as the mean absolute difference between underlying ground truth and connectivity estimates. This was again done for different mean state durations and for a range of window lengths. Similarly, we computed the Pearson correlation coefficient between the underlying ground truth and the connectivity fluctuations obtained with the different metrics. For both outcome measures, prior to calculation, we interpolated the connectivity estimates using a cubic spline interpolation. Interpolation was necessary since there was a dimension mismatch between the underlying ground truth connectivity timecourses and the connectivity estimates obtained with the five metrics [i.e., the latter were based on one estimate for every window, whereas in that window the underlying connectivity was fully sampled as the data timecourse (i.e., the ground truth)]. We used non-parametric Friedman tests to test the effect of window length on the correlations and mean error (test for repeated measures). This was done in order to analyze whether a change in the distributions of the correlations or mean absolute error was significantly different for subsequent window lengths.



The effect of SNR

We evaluated the effect of different SNR for different mean state durations on the ability of connectivity metrics to detect the underlying ground-truth connectivity. Again the correlation between the estimates and the underlying ground truths was evaluated.




Network Analysis


Detecting temporal fluctuations of resting state subnetworks

We evaluated whether the connectivity metrics are sensitive to detect switching of resting state subnetworks over time. Similar as for the two node system analysis, we temporally interpolated the estimated functional connectivity data since there was a dimension mismatch with the dimension of the structural connectivity tensor (time interval of a window is reduced to a single estimate for functional connectivity). Again note that there was only one resting state network active at every time point (DMN, SMN, FPN or visual), and the duration of the states (fast, medium, slow, mixed) determined the switching between four different resting state subnetworks. For every time point t in the simulation, we tested whether the strength of within resting state network connectivity exceeded the magnitude of connectivity outside the resting state network at every point in time. This was tested for the a priori defined connections belonging to a resting state subnetwork.



Detecting temporal fluctuations of resting state subnetworks with linear mixing

The former analysis was repeated in a more realistic scenario. Source localization for empirical MEG/EEG data usually involves signal leakage, which manifests itself as a zero-time lag linear summation of underlying signals. Here, instead of a forward projection in our simulations from the network source nodes to sensors and an inverse projection to the sources (Chella et al., 2019), we opted to implement linear mixing to model such signal leakage (Lobier et al., 2014). Linear mixing was induced by adding for a time-series of a node i the weighted activity of all other nodes using a linear combination, [image: image], where the weights were chosen as the inverse Euclidean distance between two nodes i and j. Lastly, prior to the calculation of the connectivity-metrics that are sensitive to signal leakage (coherence, amplitude envelope correlation and phase locking value), we used a symmetric multivariate leakage correction method to reduce the effects of signal leakage (Colclough et al., 2015). For the windows and metrics that did show significant differences in connectivity for the a priori defined connections within subnetworks and outside subnetworks, we also tested whether time varying subnetworks could be retrieved from the data itself using non-negative tensor factorization.






RESULTS


Two Node System: Estimates of Static vs. Dynamic Connectivity

Fluctuations for dynamic connectivity in our simulations were characterized by fast, medium, slow and mixed states. Results are shown for the MAR and NMM models and for an SNR of 1 (Figures 3–5) and for an SNR of 3 (Figure 6) for the MAR model for the fast states. Figure 3A shows the variability (standard deviation) of connectivity estimates for the fast dynamic and the static system as a function of window length. We a priori expected higher variability for the fast dynamic case, since in its underlying timecourse of connectivity there was a frequent switch between three coupling values (low, medium, high connectivity), whereas for the static case there was constant coupling during the whole simulation. For all metrics, we could see that for an SNR of 1 connectivity estimates from a genuine dynamic connectivity timecourse showed the same variability as connectivity estimates based on the static connectivity timecourse (Mann–Whitney test for all windows p > 0.01). For both the static and dynamic case, variability generally decreased as a function of the window length. A difference in skewness was observed between static connectivity (Figure 3B) and dynamic connectivity with higher skewness for dynamic connectivity for all measures but the AEC, but usually in window lengths that did not match the underlying state durations. Note that the positive skewness for the dynamic case for most metrics indicates that the connectivity distribution was non-Gaussian. Kurtosis and excursions from the median were significantly larger for the dynamic connectivity than for the static connectivity (Figures 3C,D), although for both, mostly not for the window widths that matched the underlying state durations. Although note that for the excursions from the median this was also significant for the correct window lengths. Simulations based on the NMM for an SNR of 1 and fast state durations showed similar results for most metrics and summary statistics (Figure 4). Again, excursions from the median was significantly higher for dynamic connectivity, especially for the window widths that matched the underlying state durations. Similar curves were also obtained for medium (Supplementary Figure S1), mixed (Supplementary Figure S2) and slow states (Figure 5) for the MAR model and NMM model (Supplementary Figures S3–S5), with the difference that especially for slow states there was a clear divergence in variability, skewness, kurtosis and excursions from the median between static and dynamic connectivity (Figure 5) for several window lengths, including the longer window lengths that matched the underlying state durations. Note that curves for fast states, medium and slow states have very similar shapes for both MAR and NMM, indicating that the form of these curves are largely determined by window length rather than state durations.
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FIGURE 3. Two node MAR model summary statistics for connectivity in a static vs. fast dynamic underlying system (SNR = 1). Panel (A) shows the standard deviation of connectivity across the number of windows for the static and dynamic underlying system (pink rectangles correspond to the underlying ground-truth of the range of the state durations). Panel (B) shows the skewness of the connectivity distributions. Panel (C) shows the kurtosis of the connectivity distributions and panel (D) the excursions from the median. Shaded areas correspond to the range across realizations/iterations. A red cross corresponds to a significant difference in distribution between a summary statistic for static and dynamic connectivity (Mann–Whitney test p < 0.01) for the window length of interest.
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FIGURE 4. Two node NMM model summary statistics for connectivity in a static vs. fast dynamic underlying system (SNR = 1). Panel (A) shows the standard deviation of connectivity across the number of windows for the static and dynamic underlying system (pink rectangles correspond to the underlying ground-truth of the range of the state durations). Panel (B) shows the skewness of the connectivity distributions. Panel (C) shows the kurtosis of the connectivity distributions and panel (D) the excursions from the median. Shaded areas correspond to the range across realizations/iterations. A red cross in each panel corresponds to a significant difference in distribution between a summary statistic for static and dynamic connectivity (Mann–Whitney test p < 0.01) for the window length of interest.
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FIGURE 5. Two node MAR model summary statistics in connectivity in a static vs. slow dynamic underlying system (SNR = 1). Panel (A) shows the standard deviation of connectivity across the number of windows for the static and dynamic underlying system (pink rectangles correspond to the underlying ground-truth of the range of the state durations). Panel (B) shows the skewness of the connectivity distributions. Panel (C) shows the kurtosis of the connectivity distributions and panel (D) the excursions from the median. Shaded areas correspond to the range across realizations/iterations. A red cross in each panel corresponds to a significant difference in distribution between a summary statistic for static and dynamic connectivity (Mann–Whitney test p < 0.01) for the window length of interest.
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FIGURE 6. Two node MAR model summary statistics for connectivity in a static vs. fast dynamic underlying system (SNR = 3). Panel (A) shows the standard deviation of connectivity across the number of windows for the static and dynamic underlying system (pink rectangles correspond to the underlying ground-truth of the range of the state durations). Panel (B) shows the skewness of the connectivity distributions. Panel (C) shows the kurtosis of the connectivity distributions and panel (D) the excursions from the median. Shaded areas correspond to the range across realizations/iterations. A red cross in each panel corresponds to a significant difference in distribution between a summary statistic for static and dynamic connectivity (Mann–Whitney test p < 0.01) for the window length of interest.



Having said this, increasing the SNR resulted in a better disentanglement of dynamic vs. static connectivity with our conventional metrics. Figure 6 shows the results for fast states for an SNR of 3. In contrast to results for an SNR of 1 (Figure 3), the range of the standard deviation for static and dynamic connectivity start to diverge for most metrics for even short window lengths (Figure 6A). A clear divergence between static and dynamic connectivity was also observed for skewness (Figure 6B), as well as for kurtosis (Figure 6C) and excursions from the median. Results for medium, slow and mixed states for an SNR of 3 showed similar disentanglement of dynamic vs. static connectivity (see Supplementary Figures S6–S8).



Two Node System: Identifying Genuine Fluctuations in Dynamic Connectivity

Results in the previous section show that especially for sufficient long window lengths, metrics could identify higher and genuine variability for the dynamic underlying system. However, this only indicates that metrics have some sensitivity to pick up differences between coupling and uncoupling, it does not indicate whether the correct duration of the state lifetimes could be captured. In order to address this, we computed the mean error and the correlation coefficient between ground truth connectivity timecourse and (interpolated) estimated connectivity timecourse. Figures 7A,B displays the mean error for the connectivity estimates for different metrics and state durations and for the different models (pink rectangle shows the range of true underlying state durations). This shows that the error increases for shorter state durations and for shorter window lengths for both the MAR and NMM simulations. For medium and slow state durations there seems to occur a plateau or minimum for the window lengths that roughly match the duration of the states. For fast states, there is no clear difference between the metrics in the window lengths that matches the underlying ground truth connectivity modulations. However, for slow states the error of the AEC is larger than for the other metrics for the MAR model, while for the NMM model the error of iCO is larger than for other metrics. There was a significant effect of window length for all metrics and state durations on the mean absolute error (see Table 1). Similar results can be observed for the correlation with the ground truth, i.e., the shorter the state durations, the lower the correlation of the connectivity estimates with the ground truth (Figures 7C,D). For short state durations, there is a poor correlation with the ground truth for all the metrics and for both NMM and MAR simulations. Again, there are maxima at, or around, (e.g., for short state durations) the window lengths that match the underlying state durations. There is no clear difference in performance for the different metrics in the MAR simulations, apart from the observation that the AEC underperforms for longer state durations. Whereas for the NMM simulations the iCO seem to perform worse for longer and mixed state durations. Again, there was a significant effect of window length for all metrics and state durations on the correlation with the ground truth (see Table 1).
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FIGURE 7. Mean error and correlation between connectivity estimates and ground truth for the two node MAR and NMM models. Panels (A,B) show the mean absolute error of the estimated connectivity relative to the underlying ground truth for different state durations and window lengths, and for the MAR and NMM model, respectively. Panels (C,D) show the correlation between interpolated connectivity estimates and ground truth connectivity timecourse for different window lengths for the MAR and NMM model, respectively. Pink rectangles show the range of the underlying state durations. Shaded areas correspond to the range.



TABLE 1. Non-parametric Friedman statistics for all correlation and mean absolute error for all metrics.
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Two Node System: Sensitivity in Detecting Dynamic Connectivity for Different SNRs

An important hurdle in the estimation of dynamic connectivity is the limited SNR of the data due to the inclusion only a relatively small number of samples. We therefore calculated the correlation of the connectivity estimates with the ground truth for various SNRs, and for both models (Figure 8). Results are only shown for the window length that matches the underlying state duration, i.e., the most optimal condition. For correlation with the ground truth the most important observation is that increases in SNR only lead to moderate increase of the correlation. Note that for all metrics, state durations and models, an increase in SNR eventually leads to a plateau where further increases in SNR hardly affects the correlation with the ground truth. The imaginary coherence seem to outperform the other metrics for fast state durations for the MAR model, which is the opposite for the NMM model. For the MAR model, for lower values of SNR the AEC seems to perform worse for slow states compared to the other metrics.
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FIGURE 8. Correlation between connectivity estimates and ground truth for different levels of SNR for the two node MAR and NMM models. Panels (A,B) show the correlation between interpolated connectivity estimates and ground truth connectivity timecourse for different levels of SNR for the MAR and NMM model, respectively. Shaded areas correspond to the range of correlation values.





Network Analysis: Detecting Temporal Fluctuations of Resting State Networks

We extended our two node analysis to a large scale network analysis. Figure 9 shows the results for neural mass simulations with an SNR = 3 and without linear mixing. For every mean resting state subnetwork duration of activity (fast – A, medium – B, slow – C, mixed states – D), we show functional connectivity within the active resting state subnetworks and functional connectivity outside of the resting state subnetworks. For the AEC, PLV and COH, we can observe that the estimate of connectivity within the resting state networks is higher than outside of these networks, especially for longer window lengths. PLI and iCO fail to show significant higher connectivity within resting state networks compared to outside network connectivity. Similarly as for the two node system, the curve of connectivity versus window length strongly depends on the selected window length rather than on the underlying duration of activity of the resting state subnetworks. Note that mostly there was a mismatch between the window length that showed significant differences and the underlying state durations, e.g., PLV and COH showed higher connectivity for resting state subnetworks compared to connectivity outside the subnetworks for longer window lengths than the underlying state durations (see Figure 9A). However, for AEC and PLV this also happens for longer window lengths that match the underlying dynamics of the slow states.
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FIGURE 9. Within resting state network connectivity vs. outside resting state network connectivity (SNR = 3) based on the NMM model. Curves show mean within resting state subnetwork connectivity (red curves) and mean connectivity outside the resting state networks (blue curve) for different window lengths, state durations (duration of activity of the resting state subnetworks (A–D)) and connectivity metrics. Pink rectangles show the range of the underlying state durations. Shaded areas around the curves correspond to the range of values. A red cross in each panel corresponds to a significant difference in connectivity within vs. outside the resting state subnetworks (Mann–Whitney test p < 0.01) for the window length of interest.





Network Analysis: Detecting Temporal Fluctuations of Resting State Networks With Linear Mixing

We repeated the same analysis as in the previous section for a connected network of neural mass with linear mixing for different resting state network durations (fast – A, medium – B, slow – C, mixed states – D). Results for an SNR = 3 did not show any significant difference between connectivity within resting state networks and connectivity outside resting state networks (Supplementary Figure S9). Figure 10 shows the result for SNR = 5. Again, the curve for connectivity versus window is for all metrics very similar for different state durations, i.e., again the window length has a larger effect on estimations of connectivity than the underlying state durations. Within resting state connectivity is again higher for the AEC, PLV and COH, especially for longer window lengths. The window length for which there is significant difference between within resting state connectivity and connectivity outside the networks is on average longer than without linear mixing and symmetric leakage.
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FIGURE 10. Within resting state network connectivity vs. outside resting state network connectivity (SNR = 5) based on the NMM model with linear mixing and symmetric leakage correction. Curves show mean within resting state subnetwork connectivity (red curves) and mean connectivity outside the resting state networks (blue curve) for different window lengths, state durations (duration of activity of the resting state subnetworks (A–D)) and connectivity metrics. Pink rectangles show the range of the underlying state durations. Shaded areas around the curves correspond to the range of values. A red cross in each panel corresponds to a significant difference in connectivity within vs. outside the resting state subnetworks (Mann–Whitney test p < 0.01) for the window length of interest.



For the AEC, PLV and COH, we tested for window lengths of 4 s whether we could retrieve the spatial patterns of the a-prior defined resting state networks. i.e., the DMN, the SMN, the FPN and the visual network (Figure 2). Figure 11 shows the spatial patterns of the estimated time varying networks for the slow states. Components estimated from AEC resembled three a priori defined networks, while components extracted from the PLV resembled two apparent resting state networks, and for COH three clearly recognizable networks could be obtained. For example, for the AEC, non-negative tensor factorization retrieved a FPN with predominantly connections on the right, the visual network, default mode network, but no clear sensorimotor network. For the PLV we could observe a sensorimotor network and visual network, and a network reminiscent of the default mode network. Lastly, for the COH we could observe a clear visual network and two networks that had some spatial characteristics of the sensorimotor and FPN. To emphasize our previous analysis (shown in Figure 10), we could not identify clear-cut networks for medium states and window lengths of 1 s for all the metrics, though the visual network was an exception (see Supplementary Figure S10). As was also hinted in Figure 10, for medium states, extraction of resting state networks improved for using longer windows (see Supplementary Figure S11), though networks were not as clearly recognizable as for slow states.
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FIGURE 11. Estimated spatial patterns of time varying networks using non-negative tensor factorization. Results are shown for an SNR = 5 in a NMM model with linear mixing and symmetric leakage correction and for a window length of 4 s with slow underlying state durations. The upper row (A) shows estimated networks for the AEC (amplitude envelope correlation). The second row (B) shows estimated networks for the PLV (phase locking value), while the third row (C) shows estimated networks for the COH (Coherence). The upper 3% of the connections within each component is illustrated. Note that for all metrics some of the a priori defined networks could be retrieved. A priori defined networks were the default mode network (DMN), the sensorimotor network (SMN), the frontoparietal networks (FPN) and the visual network (see Figure 2).






DISCUSSION

Despite advances in the field of dynamic connectivity, fixed sliding window approaches in conjunction with conventional metrics are still widely used to identify dynamic connectivity. Given the lack of ground truth in empirical MEG data, we used simulations based on parameterized MAR and NMM models informed by predefined timecourses of connectivity. We performed a step by step analysis in a two node system and in a large scale network. Two node analysis revealed that SNR should be sufficiently large in order to distinguish static connectivity from dynamic connectivity. Especially excursions from the median was the most sensitive measure to distinguish dynamic connectivity from static connectivity. All connectivity metrics, performed well to detect fluctuations in slow dynamic states and to some extent medium dynamic states. However, the identification of fast underlying ground truth states (mean state duration 125ms) was poor for all metrics. An increase in SNR resulted in only a moderate increase in identification of the ground truth connectivity timecourses. Network analysis indeed underscored that resting state networks could only be retrieved for sufficient levels of SNR and long state durations.

Variability has often been used as the outcome measure to quantify the dynamics of connectivity. In the current work variability was quantified by the standard deviation of connectivity across estimates from all sliding windows (with a constant width). Here, we show that variability unequal to zero in itself does not necessarily imply evidence for a dynamic underlying system (Figure 3). For both static and dynamic connectivity there was high variability for short window lengths, indicating that high variability can merely be an artifact of the window length. Also note that high variability for short states (Figure 3A) could co-occur with poor identification of the underlying connectivity timecourse (Figures 7C,D). Especially, for low SNR (SNR < 3), for fast and medium states variability could hardly distinguish genuine dynamic connectivity from static connectivity. Another hurdle with the use of the standard deviation of connectivity is that the connectivity distributions are mostly non-Gaussian, as evidenced by non-zero skewness. The skewness of the distribution was a more sensitive statistic to detect differences in static vs. dynamic connectivity, especially for the phase based metrics, though the window lengths for which this occurred did not necessarily match the underlying state durations. The kurtosis was found to be less useful in disentangling dynamic from static connectivity, while excursions from the median was sensitive for detecting genuine fluctuations in connectivity, especially for the window widths that match the underlying state duration. However, note that for both skewness and excursion, their magnitude is highly influenced by the width of the window.

Unlike in empirical data, we could test the performance of the metrics with an underlying ground truth. Results were fairly similar for the MAR and NMM simulations. All conventional metrics performed poorly when the ground truth contained fast states, as their correlation with the underlying ground truth timecourse was low. In other words, metrics are unable to quantify very brief states in a fixed sliding window approach. This therefore limits the use of fixed sliding window approaches for the detection of fast states. Our results showed that sliding window approaches are safe to use if the underlying states are at least of medium duration. Even an increase in SNR could not significantly improve the performance of the metrics for the fast states, implying that the low performance is not only related to SNR but also to the properties of the metrics. Recent studies have shown that in empirical resting state data fluctuations in amplitude and phase coupling can be well-described in a range from a few hundred milliseconds to seconds (Baker et al., 2014; Tewarie et al., 2018; Vidaurre et al., 2018). We mimicked this by the mixed state condition, which actually also show very moderate correlation for different metrics with the underlying ground truth, indicating that there is high uncertainty in detection of the underlying connectivity. Finally, the correlation with the ground truth was usually maximal for window lengths that more or less matched the state durations (except for longer state durations). A mismatch between window length and underlying state duration also led to a drop in correlation with the ground truth. This emphasizes the problem of an arbitrary window length for the estimation of dynamic connectivity with unknown, and most likely varying, state durations.

Another important observation is that one would beforehand expect that phase-based metrics would perform better for faster states, whereas the amplitude envelope correlation would perform better for slower states, since the amplitude envelopes modulates on slower timescales than the phases. This was especially obvious for the network simulations, where PLV and coherence were sensitive in detecting medium state durations, while AEC was only able to detect network connectivity for slow and mixed state durations. However, at the same time, this notion requires caution since performance of metrics seem to depend on the type of simulation (MAR vs. NMM). For example, in the MAR model, there is explicit parameterization of phase locking, which would favor estimates of phase locking over amplitude-amplitude coupling. Potentially, differences in MAR and NMM results could also be explained by differences in the intrinsic frequencies of the oscillations, i.e., beta band oscillations in MAR vs. alpha band oscillations in NMM. This may also explain the observed difference in performance of imaginary coherence for NMM vs. MAR simulations. Also note, that for most simulations, performance of metrics nearly converge for sufficient SNR or longer window lengths (see Figures 7,  8).

Our two node analysis was extended to a more realistic large scale network scenario. For simulations without linear mixing and leakage correction, metrics that were inherently sensitive for leakage, AEC, PLV and coherence were sensitive in detecting genuine fluctuations in connectivity. Coherence was even sensitive to detect within resting state network connectivity for medium state durations for windows that matched these state durations. However, this was also the case for longer window lengths that did not match the underlying state duration. Thus this indicates that significant higher connectivity, for a resting state network for a specific window length, does not necessarily imply that the underlying duration of temporal varying connectivity has the same temporal scale as the window width. Especially slow states were detectable by the AEC, PLV and COH for longer window widths. For the scenario with linear mixing and symmetric leakage correction, results showed that to extract meaningful resting state networks, we usually required longer windows, especially for the AEC. This finding is in line with empirical work, where meaningful time varying networks for AEC could be extracted during a working memory task for longer window widths (O’Neill et al., 2017a).

Some methodological issues warrant further discussion. A limitation of the current work is that our simulations are not necessarily a direct representation of electrophysiological data. However, a methodological issue with empirical data is its lack of ground truth. Connectivity analysis with empirical data would require the use of surrogate data (Dimitriadis et al., 2018). Previous work has illustrated that the choice and selection of surrogate methods is not trivial (O’Neill et al., 2017b) and conclusions regarding non-stationarity of connectivity based on surrogate data can be highly biased by the selection of the method itself. Extensive analysis of various surrogate methods in the context of dynamic connectivity is beyond the scope of this paper, but should surely be explored in future work (Dimitriadis et al., 2018). Another limitation is that other metrics of functional connectivity such as mutual information (Palus, 1997) or measures that characterize generalized synchronization, such the synchronization likelihood (Stam and Van Dijk, 2002), as well as metrics that estimate directed connectivity (Nolte et al., 2010; Lobier et al., 2014) were not included in our analysis. Here, we restricted our analysis to frequently used (and computationally inexpensive) phase- and amplitude- based functional connectivity metrics. In addition, ideally the effects of co-registration, lead field inaccuracies, and effects of inverse operator would also be simulated (Hincapié et al., 2017; Chella et al., 2019). However, these errors lead to reduced amplitude of the reconstructed signal. As a surrogate, and in order to reduce the number of simulations, these effects can be observed by examining the effects of SNR on our results. Lastly, network simulations were only performed for the NMM, since to boost neurobiological realism, we could implement distance dependent conduction delays. Implementing these distance dependent delays is not trivial in a linear MAR model, and therefore the MAR model was not used for this purpose.

In conclusion, we have demonstrated the strengths and limitations of metrics based on the two intrinsic modes of coupling (amplitude and phase) with regards to the detection of genuine fluctuations in functional connectivity. Fixed sliding window approaches have difficulty in detecting brief states, even when using short window lengths. Increasing SNR does not mitigate this sufficiently, especially for large scale networks. We therefore recommend the use of longer window lengths (at least 3–4 s) to estimate fluctuations in functional connectivity of resting state networks. Our simulations showed that PLV, AEC and coherence outperform imaginary coherence and PLI, which might advocate for the use of the former three metrics for the estimation of dynamic functional connectivity. Furthermore, an often used metric to quantify dynamic FC, variability, also comes with difficulties: high variability could co-occur with low correlation with the ground truth and can be an artifact of the used window length. Given the non-Gaussianity of most connectivity distributions, skewness may be a more appropriate metric to quantify genuine fluctuations in connectivity and in addition, excursions from the median could also be used in this context. However, again the magnitude of these metrics can be merely an artifact of the selected window length, and these metrics provide only meaningful information if they are tested against a null-hypothesis of static connectivity. Caution is therefore warranted when using these outcome measures in empirical data.
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Background: The few previous studies on resting-state electroencephalography (EEG) microstates in depressive patients suggest altered temporal characteristics of microstates compared to those of healthy subjects. We tested whether resting-state microstate temporal characteristics could capture large-scale brain network dynamic activity relevant to depressive symptomatology.

Methods: To evaluate a possible relationship between the resting-state large-scale brain network dynamics and depressive symptoms, we performed EEG microstate analysis in 19 patients with moderate to severe depression in bipolar affective disorder, depressive episode, and recurrent depressive disorder and in 19 healthy controls.

Results: Microstate analysis revealed six classes of microstates (A–F) in global clustering across all subjects. There were no between-group differences in the temporal characteristics of microstates. In the patient group, higher depressive symptomatology on the Montgomery–Åsberg Depression Rating Scale correlated with higher occurrence of microstate A (Spearman’s rank correlation, r = 0.70, p < 0.01).

Conclusion: Our results suggest that the observed interindividual differences in resting-state EEG microstate parameters could reflect altered large-scale brain network dynamics relevant to depressive symptomatology during depressive episodes. Replication in larger cohort is needed to assess the utility of the microstate analysis approach in an objective depression assessment at the individual level.

Keywords: EEG microstates, large-scale brain networks, resting state, dynamic brain activity, major depressive disorder, bipolar disorder

Introduction

Major depressive disorder (MDD) and bipolar disorder are among the most serious psychiatric disorders with high prevalence and illness-related disability (1–3). Despite growing evidence for the spectrum concept of mood disorders (4), and even with the advanced neuroimaging methods developed in recent years, the underlying pathophysiological mechanisms of depression remain poorly understood. Evidence across resting-state functional magnetic resonance (fMRI) studies consistently points to an impairment of large-scale resting-state brain networks in MDD rather than a disruption of discrete brain regions (5–8). Consistent with the neurobiological model of depression (9), numerous resting-state fMRI studies show decreased frontal cortex function and increased limbic system function in patients with MDD (10). Functional abnormalities in large-scale brain networks include hypoconnectivity within the frontoparietal network (7) and the reward circuitry, centered around the ventral striatum (11). Reduced functional connectivity in first-episode drug-naïve patients with MDD was also recently reported between the frontoparietal and cingulo-opercular networks (12). Moreover, hyperconnectivity of the default mode network (13) and amygdala hyperconnectivity with the affective salience network (14, 15) were shown to be characteristic features of depression.

In general, large-scale networks dynamically re-organize themselves on sub-second temporal scales to enable efficient functioning (16, 17). Fast temporal dynamics of large-scale neural networks, not accessible with the low temporal resolution of the fMRI technique, can be investigated by analyzing the temporal characteristics of “EEG microstates” (18, 19). Scalp EEG measures the electric potential generated by the neuronal activity in the brain with a temporal resolution in the millisecond range. A sufficient number of electrodes distributed over the scalp, i.e., high density-EEG (HD-EEG), allows for the reconstruction of a scalp potential map representing the global brain activity (20). Any change in the map topography reflects a change in the distribution and/or orientation of the active sources in the brain (21). Already in 1987 (22), Lehmann et al. observed that in spontaneous resting-state EEG, the topography of the scalp potential map remains stable for a short period of time and then rapidly switches to a new topography in which it remains stable again. Ignoring map polarity, the duration of these stable topographies is around 80–120 ms. Lehmann called these short periods of stability EEG microstates and attributed them to periods of synchronized activity within large-scale brain networks. For a recent review, see Ref. (19). Assessment of the temporal characteristics of these microstates provides information about the dynamics of large-scale brain networks, because this technique simultaneously considers signals recorded from all areas of the cortex. Since the temporal variation in resting-state brain network dynamics may be a significant biomarker of illness and therapeutic outcome (23–25), microstate analysis is a highly suitable tool for this purpose.

Numerous studies demonstrated changes in EEG microstates in patients with neuropsychiatric disorders such as schizophrenia, dementia, panic disorder, multiple sclerosis, and others [for reviews see Refs. (19, 26)]. Despite the potential of microstate analysis for detecting global brain dynamic impairment, microstates were not investigated in depressive patients, except for three studies that provided inconsistent results. Using adaptive segmentation of resting state EEG in depressive patients, two early studies showed abnormal microstate topographies and reduced overall average microstate duration (27) but unchanged numbers of different microstates per second (28). In a more recent study using a topographical atomize-agglomerate hierarchical clustering algorithm, abnormally increased overall microstate duration and decreased overall microstate occurrence per second were reported in treatment-resistant depression (29).

A better understanding of disruption and changes in brain network dynamics in depression is critical for developing novel and targeted treatments, e.g., deep brain stimulation in treatment-resistant depression (30). Furthermore, microstate features reflecting the disruption of brain network dynamics might be later tested as candidate biomarkers of depressive disorder and predictors of treatment response. Thus, the main goal of our study was to explore how resting-state microstate dynamics are affected in depressive patients as compared to healthy individuals. We hypothesized that patients with depression will show different microstate dynamics than healthy controls in terms of the temporal characteristics of EEG microstates such as duration, coverage, and occurrence. We also hypothesized that microstate dynamics will be related to the overall clinical severity of depression.

Materials and Methods

Subjects

Data was collected from 19 depressive patients (age in years: mean = 53.0, standard deviation = 9.8; 6 females) and 19 healthy control (HC) subjects (age in years: mean = 51.4, standard deviation = 9.1; 6 females). Education was classified into three levels: 1 = no high school, 2 = high school, 3 = university studies in the depressed (mean = 1.9, standard deviation = 0.9) and HC (mean = 2.2, standard deviation = 0.7) groups. There were no differences in gender, and an independent sample t-test also showed no significant differences in age [t-value (df 36) = 0.45, p > 0.05] or education [t-value (df 36) = −1.5, p > 0.05] between the two groups. The patients were recruited at the Department of Psychiatry, Faculty of Medicine, Masaryk University and University Hospital Brno. The diagnostic process had two steps and was determined based on the clinical evaluation by two board-certified psychiatrists. First, the diagnosis was made according to the criteria for research of the International Classification of Disorders (ICD-10). Second, the diagnosis was confirmed by the Mini International Neuropsychiatric interview (M.I.N.I.) according to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-V). All patients were examined in the shortest time period after the admission and before the stabilisation of treatment, typically during their first week of hospitalization. All patients met the criteria for at least a moderate degree of depression within the following affective disorders: bipolar affective disorder (F31), depressive episode (F32), and recurrent depressive disorder (F33). Exclusion criteria for patients were any psychiatric or neurological comorbidity, IQ < 70, organic disorder with influence on the brain function, alcohol dependence, or other substance dependence. All patients were in the on-medication state with marked interindividual variability in specific medicaments received. The patient characteristics are summarized in Table 1. Control subjects were recruited by general practitioners from their database of clients. Control subjects underwent the M.I.N.I. by board-certified psychiatrists to ensure that they had no previous or current psychiatric disorder according to the DSM-V criteria. The scores on the Montgomery–Åsberg Depression Rating Scale (MADRS), a specific questionnaire validated for patients with mood disorders (32), and Clinical Global Impression (CGI) (33), a general test validated for mental disorders, were used to evaluate the severity of depressive symptoms in patients. The status of depression was further described with lifetime count of depressive episodes and illness duration in years. Medication in 24 h preceding the EEG examination was also recorded (see Table 1). This study was carried out in accordance with the recommendations of Ethics Committee of University Hospital Brno with written informed consent from all subjects. All subjects gave written informed consent in accordance with the Declaration of Helsinki. The protocol was approved by the Ethics Committee of University Hospital Brno, Czech Republic.


Table 1 | Patient characteristics.
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EEG Recording and Pre-processing

Subjects were sitting in a comfortable upright position in an electrically shielded room with dimmed light. They were instructed to stay as calm as possible to keep their eyes closed and to relax for 15 min. They were asked to stay awake. All participants were monitored by the cameras, and in the event of signs of nodding off or EEG signs of drowsiness detected by online visual inspection, the recording was stopped. The EEG was recorded with a high density 128-channel system (EGI System 400; Electrical Geodesic Inc., OR, USA), a sampling rate of 1kHz, and Cz as acquisition reference.

Five minutes of the EEG data were selected based on visual assessment of the artifacts. The EEG was band-pass filtered between 1 and 40 Hz. Subsequently, in order to remove ballistocardiogram and oculo-motor artifacts, infomax-based Independent Component Analysis (34) was applied to all but one or two channels rejected due to abundant artifacts. Only components related to ballistocardiogram, saccadic eye movements, and eye blinking were removed based on the waveform, topography, and time course of the component. The cleaned EEG recording was down-sampled to 125 Hz, and the previously identified noisy channels were interpolated using a three-dimensional spherical spline (35) and re-referenced to the average reference. For subsequent analyses, the EEG data was reduced to 110 channels to remove muscular artifacts originating in the neck and face. All the preprocessing steps were done using the freely available Cartool Software 3.70, programmed by Denis Brunet Cartool (https://sites.google.com/site/cartoolcommunity/home) and MATLAB.

Microstate Analysis

The microstate analysis (see Figure 1) followed the standard procedure using k-means clustering method to estimate the optimal set of topographies explaining the EEG signal (36–38). The polarity of the maps was ignored in this clustering procedure. To determine the optimal number of clusters, we applied a meta-criterion that is a combination of seven independent optimization criteria [for details see Ref. (39)]. In order to improve the signal-to-noise ratio, only the data at the time points of the local maximum of the global field power (GFP) were clustered (38, 40–42). The GFP is a scalar measure of the strength of the scalp potential field and is calculated as the standard deviation of all electrodes at a given time point (36, 37, 43). The cluster analysis was first computed at the individual level and then at global level across all participants (patients and controls).


[image: ]

Figure 1 | Microstate analysis: (A) resting-state EEG from subsample of 16 out of 110 electrodes; (B) global field power (GFP) curve with the GFP peaks (vertical lines) in the same EEG period as shown in (A); (C) potential maps at successive GFP peaks, indicated in (B), from the first 1 s period of the recording; (D) set of six cluster maps best explaining the data as revealed by K-means clustering of the maps at the GFP peaks; (E) the original EEG recording shown in (A) with superimposed color-coded microstate segments. Note that each time point of the EEG recording was labelled with the cluster map, shown in (D), with which the instant map correlated best. The duration of segments, occurrence, and coverage for all microstates were computed on thus labeled EEG recording.



Spatial correlation was calculated between every map identified at the global level and the individual subject’s topographical map in every instant of the pre-processed EEG recording. Each continuous time point of the subject’s EEG (not only the GFP peaks) was then assigned to the microstate class of the highest correlation, again ignoring polarity (19, 36, 39, 44). Temporal smoothing parameters [window half size = 3, strength (Besag Factor) = 10] ensured that the noise during low GFP did not artificially interrupt the temporal segments of stable topography (36, 38). For each subject, three temporal parameters were then calculated for each of the previously identified microstates: i) occurrence, ii) coverage, and iii) duration. Occurrence indicates how many times a microstate class recurs in 1 s. The coverage represents the summed amount of time spent in a given microstate class. The duration in milliseconds for a given microstate class indicates the amount of time that a given microstate class is continuously present. In order to assess the extent to which the representative microstate topographies explain the original EEG data, the global explained variance (GEV) was calculated as the sum of the explained variances of each microstate weighted by the GFP. Microstate analysis was performed using the freely available Cartool Software 3.70, programmed by Denis Brunet Cartool (https://sites.google.com/site/cartoolcommunity/home).

Statistical Analysis

To investigate group differences, independent t-tests were used for temporal parameters of each microstate. Comparisons were corrected using the false discovery rate (FDR) method (45). In order to evaluate the possible relation of microstate dynamics to severity of depression, we computed Spearman’s rank correlation coefficients of all microstate parameters with the MADRS and CGI scores and number of episodes. In order to evaluate possible influence of medication on microstate dynamics, we calculated Spearman’s rank correlation coefficients between all microstate parameters and medication that patients received during 24 h preceding the EEG measurement. Intake of antidepressants, antipsychotics, and mood stabilizers was indicated as a single ordinal variable taking into account the number of medicaments and their dosages. Intake of benzodiazepines was expressed with the benzodiazepine equivalent dose (33). A significance level of α < 0.01 was used for all correlations. Statistical evaluation of the results was performed by the routines included in the program package Statistica’13 (1984-2018, TIBCO, Software Inc, Version 13.4.0.14).

Results

The meta-criterion used to determine the most dominant topographies revealed six microstates explaining 82.6% of the global variance. Four topographies resembled those previously reported in the literature as A, B, C, and D maps (19, 29, 40, 41) and two topographies resembled the recently identified (46) resting-state microstate maps. We labeled these maps as A–D, in accordance with previous literature, and as E and F (Figure 2).
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Figure 2 | The six microstate topographies identified in the global clustering across all subjects.



The groups did not differ in any temporal parameter in any microstate. The depressive group was indistinguishable from the control group (all absolute t-values < 2.5). The FDR-corrected p-values (six comparisons for the six microstate classes) were not significant between the patients and controls for any microstate in the duration (A: p = 0.39; B: p = 0.39; C: p = 0.30; D: p = 0.39; E: p = 0.77; F: p = 0.68), occurrence (A: p = 0.13; B: p = 0.92; C: p = 0.92; D: p = 0.92; E: p = 0.13; F: p = 0.29), or coverage (A: p = 0.44; B: p = 0.75; C: p = 0.44; D: p = 0.75; E: p = 0.16; F: p = 0.44).

The results of Spearman’s rank correlation revealed a positive association of the depression severity with the presence of microstate A but not with the presence of other microstates. The occurrence of microstate A significantly correlated with the MADRS scores (r = 0.70, p < 0.01; Figure 3), but not with the CGI score (r = 0.40), illness duration (r = 0.06), or the number of episodes (r = 0.08). There were no significant associations between the depression severity and the duration or coverage of microstate A (all absolute r-values < 0.55).
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Figure 3 | Correlation between the occurrence of microstate A and Montgomery–Åsberg Depression Rating Scale (MADRS) score.



The results of Spearman’s rank correlation revealed a significant positive association between the medication status and the presence of microstate E but not with the presence of other microstates. The occurrence of microstate E significantly correlated with the intake of antidepressants, antipsychotics, and mood stabilizers (r = 0.65, p < 0.01; Figure 4), but not with the intake of benzodiazepines (r = 0.20). There were no significant associations between the medication status and the duration or coverage of microstate E (all absolute r-values < 0.45).


[image: ]

Figure 4 | Correlation between the occurrence of microstate E and the intake of antidepressants, antipsychotics, and mood stabilizers. Medication scale: 1, one medication in sub-therapeutic doses; 2, one medication in therapeutic doses; 3, combination of medications with one in therapeutic doses; 4, combination of medications with more than one in therapeutic doses.



Discussion

In this report, the dynamics of resting-state large-scale brain network activity are depicted in the form of functional EEG brain microstates. We demonstrated that microstate temporal dynamics are sensitive to interindividual differences in depressive symptom severity in patients with moderate to severe depression. Particularly, we showed that severity of depressive symptoms correlated with higher occurrence of the microstate A. This finding suggests that microstate analysis-based neural markers might represent a largely untapped resource for understanding the neurobiology of depression. Since the between-group differences were absent in EEG dynamic, it is, however, unknown, if higher occurrence of microstate A is a complex expression of depressive symptomatology or if it reflects a latent risk factor. The here demonstrated symptom-related interindividual differences in microstate dynamics need further research to test its utility in an objective depression assessment. The present study is the first in a planned longitudinal study series with depressive patients recruited at the University Hospital Brno that will help further investigate the microstate parameters as possible predictors of treatment response to both medication and neurostimulation methods including the electroconvulsive therapy.

Only three studies examined microstate duration and/or occurrence in depressive patients. The earliest study showed lower duration in the depressive group than in controls (27). In a subsequent study, between-group differences in occurrence were found neither in young nor aged depressive patients as compared to healthy controls (28). Contrary to these early findings, longer duration and lower occurrence of microstates in treatment-resistant depressed patients as compared to healthy subjects were demonstrated recently (29). The authors suggested that the increased duration and decreased occurrence in microstates could reflect modulation of global brain dynamics with neurotropic medications previously taken by patients resistant to antidepressant treatment. In the current study, we found an increased microstate A occurrence with depression only as an effect related to the symptom severity and not as a between-group difference. This finding is, despite different analytical approaches used in the studies, consistent with the previously reported lowering of microstate occurrence following magnetic seizure therapy and electroconvulsive therapy that in fact might represent a normalization of occurrence with successful treatment (29).

Different methodological approaches might have, however, led to discrepant findings in terms of duration of microstates among the current and the three previous studies. The methodological differences include different frequency bands examined (28), different clustering algorithms applied (27–29), different numbers of maps used for backfitting to the EEG (29), and analyzing all data points (e.g., in current study) or only those with the local maxima of the global field power [e.g., in Ref. (29)].

Discrepant findings may also reflect the pathophysiologic heterogeneity of depression. Similarly to the current sample, the experimental group in the study by Strik et al. (27) included depressive patients who met the criteria for unipolar or bipolar mood disorders or for dysthymia. The other two studies both focused on unipolar depression (28, 29), the more recent one was even restricted only to the treatment-resistant form of depression (29). With respect to the symptom variations in patients meeting criteria for depression, currently based solely on the clinical interviews and diagnostic questionnaires, such heterogeneity in findings could be expected.

In the current study, the topography of microstate A strongly resembled the topography of one of the four canonical microstates, i.e., microstate A, earlier described in the literature (19, 26). Using resting-state fMRI, this microstate was previously linked to the auditory brain network (41), involving bilateral superior and middle temporal gyri, regions associated with phonological processing (47). In addition to this indirect identification of involved brain structures, the sources generating microstate scalp topographies were directly estimated (39, 46). The left temporal lobe and left insula were identified as the major generators of microstate A (47). Additionally, left-lateralized activity in the medial prefrontal cortex and the occipital gyri was most recently reported to underlie this microstate (39).

Evidence from the meta-analysis of functional neuroimaging studies suggests resting-state functional alterations in first-episode drug-naïve MDD patients in the fronto-limbic system, including the dorsolateral prefrontal cortex and putamen, and in the default mode network, namely, the precuneus and superior and middle temporal gyri (48). Altered activity in the superior temporal gyrus in patients with MDD was reported repeatedly in fMRI studies (49–52) and was also suggested to be responsible for the abnormal processing of negative mood and cognition in first-episode, drug-naïve patients with MDD (48). Our findings of positive associations of depressive symptoms with the occurrence of microstate A that is related to temporal lobe activity are thus in line with these studies.

It has been shown that benzodiazepines and antipsychotics may modulate microstate dynamics (53). Accordingly, we observed the effect of medication on the presence of microstate E. The topography of this microstate strongly resembled one of the newly reported microstates, the generators of which were identified in the dorsal anterior cingulate cortex, superior and middle frontal gyri, and insula (46). The cingulo-opercular network (CON), comprising regions in the thalamus as well as frontal operculum/anterior insula and anterior cingulate cortex, is considered to have a central role in sustaining alertness (54) or in general for maintaining perceptual readiness (55). An important role in the pathophysiological mechanisms of depression was suggested for the CON, whose disrupted functional connectivity was observed in first-episode drug-naïve patients with MDD (12). Since the medication status in our study was only roughly defined, it is rather questionable whether the observed correlation between the medication scoring and the occurrence of microstate E could be related to the pharmacological effect on the activity of structures constituting the CON.

In the current study, we decided to use the resting-state condition rather than employing any cognitive task. Depression affects not only emotional and cognitive mental operations but also motivational processes. Therefore, the task performance differences between patients and healthy controls may relate to different levels of motivation rather than information processing per se. Using a resting-state condition makes it possible to avoid some task-related confounds and makes the application of non-invasive neuroimaging techniques a powerful tool for measuring baseline brain activity (56). Moreover, if the research outputs such as those presented here lead to developing a new diagnostic tool for depressive disorder, such a tool, based on evaluating the resting-state scalp EEG, will be easy to use and require only minimal cooperation from the patients.

It is important to note that our data may have limitations. First, our sample included mixed diagnoses, with both bipolar and unipolar disorders. The observed relationship between the microstate A occurrence and depressive symptomatology should therefore be considered as a state rather than as a trait marker of depression. Second, the low sample size and great variability in medication made it impossible to examine any potential influence of medication on the microstate parameters by comparing patients receiving a specific drug with those not receiving it. To summarize the various medications, an ordinal variable was used that is only a rough measurement of medication usage. Therefore, the observed relationship between the microstate E occurrence and medications should be viewed with caution.

Conclusions

The study presented here provides insights into global brain dynamics of the resting-state in depressive patients. The identified depressive symptom-related changes in resting-state large-scale brain dynamics suggest the utility of the microstate analysis approach in an objective depression assessment. On the other side, using this analysis at the individual level could prove challenging. To test the observed microstate changes as possible biomarkers of illness and/or treatment response at individual level is the next step for future research in depressive patients.
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Background: Agoraphobia was described in 1871 as a condition of fear-related alterations in spatial orientation and locomotor control triggered by places or situations that might cause a patient to panic and feel trapped. In contemporary nosology, however, this original concept of agoraphobia was split into two diagnostic entities, i.e., the modern anxiety disorder of agoraphobia, consisting solely of phobic/avoidant symptoms in public spaces, and the recently defined vestibular disorder of persistent postural perceptual dizziness (PPPD), characterized by dizziness, and unsteadiness exacerbated by visual motion stimuli. Previous neuroimaging studies found altered brain activity and connectivity in visual-vestibular networks of patients with PPPD vs. healthy controls. Neuroticism and introversion, which pre-dispose to both agoraphobia and PPPD, influenced brain responses to vestibular and visual motion stimuli in patients with PPPD. Similar neuroimaging studies have not been undertaken in patients with agoraphobia in its current definition. Given their shared history and pre-disposing factors, we sought to test the hypotheses that individuals with agoraphobic symptoms have alterations in visual-vestibular networks similar to those of patients with PPPD, and that these alterations are influenced by neuroticism and introversion.

Methods: Drawing from the Human Connectome Project (HCP) database, we matched 52 participants with sub-clinical agoraphobia and 52 control subjects without agoraphobic symptoms on 19 demographic and psychological/psychiatric variables. We then employed a graph-theoretical framework to compare resting-state functional magnetic resonance images between groups and evaluated the interactive effects of neuroticism and introversion on the brain signatures of agoraphobia.

Results: Individuals with subclinical agoraphobia had lower global clustering, efficiency and transitivity relative to controls. They also had lower connectivity metrics in two brain networks, one positioned to process incoming visual space-motion information, assess threat, and initiate/inhibit behavioral responses (visuospatial-emotional network) and one positioned to control and monitor locomotion (vestibular-navigational network). Introversion interacted with agoraphobic symptoms to lower the connectivity of the visuospatial-emotional network. This contrasted with previous findings describing neuroticism-associated higher connectivity in a narrower visual-spatial-frontal network in patients with PPPD.

Conclusion: Functional connectivity was lower in two brain networks in subclinical agoraphobia as compared to healthy controls. These networks integrate visual vestibular and emotional response to guide movement in space.

Keywords: agoraphobia, persistent postural perceptual dizziness, vestibular network, functional connectivity, resting state fMRI, graphs theory


INTRODUCTION

Agoraphobia (fear of the marketplace), was first described by the German neuroscientist C.F. Westphal in 1871 as a syndrome of altered spatial perception, cognitive distortions about safe locomotion, and fear-driven limitations of mobility (1). Westphal called this condition agoraphobia because he observed it in the busy marketplaces of town squares in nineteenth century European villages. Critically, he considered anxiety, altered spatial perception, and restricted mobility to be “part of one process.” In the modern era, agoraphobia is conceptualized as an anxiety disorder defined solely by fear and avoidance of public places outside of home (2), and the space and motion symptoms that concerned Westphal are no longer part of the disorder. For nearly a century, such symptoms were relegated to the vague notion of psychogenic dizziness, until conditions such as supermarket syndrome (3) and space phobia (4) appeared in the medical literature in the 1970's. These were followed by the syndromes of phobic postural vertigo (5), space-motion phobia (6), and chronic subjective dizziness (7) in which vestibular symptoms and difficulties with exposure to space and motion stimuli were core elements, either co-existing with or pre-disposed and precipitated by anxiety. All of these syndromes provided the background for the recently described vestibular disorder called persistent postural-perceptual dizziness (PPPD), which is defined solely by vestibular symptoms and sensitivity to visual space-motion stimuli (8). Thus, contemporary diagnostic nomenclature (9) separated Westphal's agoraphobia into two conditions, one with anxiety-phobic symptoms and one with vestibular-motion symptoms. This distinction is clinically useful, as agoraphobia and PPPD can be seen quite independently of one another in medical settings, but it should not be interpreted as a formal severing of potential etio-pathogenetic mechanisms. Indeed, Westphal and his contemporaries engaged in lively debates about the relative contributions of visual, vestibular, and psychological processes to the original concept of agoraphobia (10).

Several lines of evidence suggest a shared pre-disposition and partially overlapping clinical manifestations of agoraphobia and PPPD. For example, the personality traits of neuroticism and introversion may be associated with both conditions. A study of twin siblings found independent genetic contributions of neuroticism and introversion to agoraphobia (11). Studies of chronic subjective dizziness found that neurotic and introverted traits were significantly more common in patients with this precursor of PPPD than in patients with other chronic vestibular disorders who had similar levels of dizziness and anxiety or normative samples (12, 13). Studies of PPPD itself also identified levels of neuroticism that were higher than normal (14), and structural vestibular disorders may trigger both PPPD and agoraphobia (8, 15). Investigations of patients with panic disorder and agoraphobia found increased rates of vestibular symptoms, sensitivity to visual motion stimuli, alterations in postural control, and subtle abnormalities in vestibular laboratory tests compared to normal controls (16–21). Conversely, research in patients with the precursors of PPPD found that 60% had anxiety disorders, and in particular panic disorder and agoraphobia (22). Treatment with the selective serotonin reuptake inhibitor (SSRI) paroxetine was shown to normalize changes in postural control in patients with panic disorder (23). Indeed, SSRIs are the mainstay of pharmacological treatment of PPPD, even in patients without psychiatric comorbidity (24).

Given their shared history and the overlapping clinical features, it is possible for agoraphobia and PPPD to share underlying brain mechanisms. Neuroanatomical studies identified extensive connections between vestibular and anxiety systems, extending from the brainstem to the cortex (25), and functional magnetic resonance imaging studies in normal humans revealed significant effects of vestibular stimulation on activity and connectivity in both vestibular and anxiety regions, modulated by neuroticism and introversion (26, 27). Space and motion information in the brain is processed in a widely distributed network, and there is no unimodal primary sensory cortex for vestibular inputs as there are for other sensory modalities. Instead, visual space-motion data are processed by a “multimodal vestibular network” of brain areas that contain neurons that receive combinations of vestibular, visual, and somatosensory stimuli. These multimodal neurons have been found in several regions centered around the parietal opercula, posterior insula, and adjacent posterior perisylvian regions of the parietal and temporal cortex, which constitute the central connectivity nodes of the multimodal vestibular cortex (28, 29) and contribute to perception of gravity (30–32). This network extends to the medial superior temporal area (MST) and posterior inferior temporal gyrus, ventral intraparietal area, superior parietal lobe, somato-motor cortex, hippocampal formation, anterior insula, inferior frontal gyrus, and cingulate cortex (28–32). Some of these multimodal areas (e.g., anterior insula and hippocampus) are critically involved in emotional processing, which may underlie clinical observations of close associations between anxiety and vestibular disorders, including agoraphobia and PPPD (10, 25, 33–37).

The structure and function of brain regions that comprise the multimodal visuo-vestibular network have been studied in patients with PPPD and its precursors using various neuroimaging methods (38–44). In studies that controlled for group-averaged anxiety-related variables but not for their variances, patients with PPPD compared to healthy controls had lower activity, functional connectivity, and cortical folding within the parietal opercula (OP1-4), as well as in a wider network of visuo-vestibular regions including the posterior insula, posterior superior temporal sulcus, superior parietal cortex and motor vestibular regions (38–40). In contrast, patients with PPPD compared to healthy controls had higher fronto-occipital connectivity linked to state and trait anxiety (41, 45). Furthermore, patients with phobic postural vertigo (essentially PPPD plus phobic/avoidance symptoms related to visual space-motion stimuli) had increased connectivity between motor cortex (Broadman area 4—BA4) and orbitofrontal, fronto-polar, and anterior cingulate cortices compared to healthy controls (44).

The brain mechanisms presumed to underlie agoraphobic anxiety have been described extensively (46, 47). In recent neuroimaging studies, patients with panic disorder and agoraphobia showed greater activation than normal controls in the insular cortices bilaterally as well as in the left inferior frontal gyrus, dorsomedial pre-frontal cortex, caudate and hippocampus in response to exposure to symptom-specific pictures compared to healthy controls (48). Activations in the striatum and insula may be stronger in anticipation than actual viewing of agoraphobia-specific stimuli (49). In a non-clinical sample, subclinical agoraphobic symptoms correlated positively with alterations in cortical volumes of the right lingual gyrus, left superior, middle, and inferior temporal gyri, and bilateral calcarine sulci. Exploratory analyses extended those findings to the left pre-central and post-central gyri, the right orbitofrontal cortex, insula, and posterior cingulate gyrus, and bilateral precunei (50). A comparison of these results to those from patients with PPPD suggests potential similarities and differences in task-driven activation (e.g., visual cortical areas—positively correlated with symptom severity in both PPPD and agoraphobia; insula—decreased in PPPD, increased in agoraphobia). However, it is not known if connectivity differs between these disorders. Furthermore, most agoraphobia studies were not controlled for the potential confounds of neuroticism and introversion, which pre-dispose to both conditions (11–14, 45).

In this study we aimed to explore the functional brain connectivity signatures of sub-clinical agoraphobia through a graph-theoretical framework applied to task-free functional MRI in a group of healthy participants selected from the database of the Human Connectome Project (HCP) (51). The extensive information available on subjects in the HCP allowed us to select subjects who reported agoraphobic symptoms and carefully match them to a comparison group with no agoraphobic symptoms on demographics, handedness, and 16 other variables that could interact with agoraphobia such as levels of panic, anxiety, and depressive symptoms, perceived stress, personality traits, negative affect, and self-efficacy. We compared the two groups that we selected from the HCP to test the hypothesis that people with agoraphobic symptoms show lower connectivity in areas of the multimodal vestibular network previously identified in patients with PPPD. In addition, we aimed to assess whether anxiety-related personality traits interact with agoraphobic symptoms to further decrease connectivity.



MATERIALS AND METHODS


Participants

We used rsfMRI data from the S1200 HCP data release, which comprises MRI data and psychological assessments from 1,003 healthy volunteers (http://www.humanconnectome.org/documentation/S1200/). Due to the dominance of the right hemisphere representation of the vestibular function in right-handed individuals (and of the left hemisphere in left-handers) (52) we selected only right-handed individuals, i.e., individuals with handedness score higher than 50 (−100/100 range) (53), to avoid confounds due to different lateralization of functions. Among right-handers, 52 individuals reported agoraphobia symptoms. Experience of at least one episode of agoraphobia, panic or major depression and the number of lifetime depressive symptoms were evaluated by the HCP consortium through the Semi-Structured Assessment for the Genetics of Alcoholism (SSAGA) (54) in agreement with DSM-5 Criteria (2). Anger, aggression, hostility and fear affect were assessed via the NIH Toolbox Fear-Affect Survey, comprising items from the PROMIS Anxiety Item Bank (55). Fear-somatic arousal and sadness were assessed through the Mood and Anxiety Symptom Questionnaire (56, 57) and PROMIS Depression Item Bank (58), respectively. Five Factor Model personality traits were assessed via the NEO five-factor inventory (NEO-FFI) (59). Perceived stress and self-efficacy were scored on the Perceived Stress Scale (60) and on the General Self-Efficacy Scale (http://userpage.fu-berlin.de/~health/selfscal.htm).



Matching Procedure

We matched agoraphobic subjects to 52 healthy right-handed individuals by age, gender, handedness, psychological variables (anger-affect, anger-hostility, anger-aggressivity, fear-affect, fear-somatic arousal, sadness, perceived stress, self-efficacy), presence of psychiatric disorders (panic disorder, one major depressive episode over lifetime, total number of depressive symptoms over lifetime), and personality scores (neuroticism, extraversion, openness, conscientiousness, agreeableness). The matching procedure was as follows: (i) repeated random sampling (with replacement) of 52 non-agoraphobic subjects from the whole (n = 1,003 HCP database; (ii) for each sample, group-wise comparison (against the agoraphobia group) of mean values (Mann-Whitney U-Test for continuous variables and Chi-Squared test for dichotomous variables) and variances (Brown Forsythe test) for all matching variables, and (iii) acceptance of the first “matched” sample of 52 healthy subjects when all resulting p-values (19 comparisons for both means and variances) were p ≥ 0.05 (Figure 1).
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FIGURE 1. (A) Matching of agoraphic and healthy control groups was performed through repeated random sampling (with replacement) of 52 non-agoraphobic subjects and subsequent statistical testing on matching variables. (B) Distributions of the demographic, psychological, psychiatric, and personality variables for the two matched groups. Variables relative to agoraphobic and healthy subjects are shown in orange and in gray, respectively. pm and pv refer to median and variance comparison, respectively.





Magnetic Resonance Imaging (MRI) Scanning and Definition of Nodes

Within HCP scanning procedures, fMRI data were acquired on a Siemens Skyra 3T in four runs of ~15 min each, through a Gradient-echo EPI sequence (1,200 volume per run, TR = 720 ms; TE = 33.1 ms, FA = 52 deg, FOV = 208 × 180 mm (RO × PE), resolution (x, y, z) = 2.0 × 2.0 × 2.0 mm3, Multiband factor = 8, bandwidth = 2290 Hz/Px).

Each 15-min run of each subject's rfMRI data was pre-processed according to Smith et al. (61); it was minimally-pre-processed (62), and had artifacts removed using ICA + FIX (63, 64). ICA + FIX is a data-driven algorithm, which is based on an automated classifier specifically and manually trained to discern, amongst independent component analysis (ICA) results, diverse sources of noise (acquisition, movement, physiological artifacts). The version trained for HPC data has been seen to guarantee an accuracy (as well as sensitivity and specificity) of around 99% (61, 63, 64). Inter-subject registration of cerebral cortex was carried out using areal feature-based alignment and the Multimodal Surface Matching algorithm (“MSMAll”) (65, 66). For feeding into group-PCA, each dataset was then temporally demeaned and had variance normalization applied according to Beckmann and Smith (67), after which group-PCA output was generated by MIGP (MELODIC's Incremental Group-PCA) from 1,003 subjects (68). More details can be found at https://www.humanconnectome.org/study/hcp-young-adult/article/release-s1200-extensively-processed-rfmri-data. While each resulting spatial component map (node map) is obtained through regression and therefore defined over the whole brain, there is a steep roll-off in areas which are mostly related to other components. In order to highlight the brain areas which are dominant/unique in each component, for visualization and description purposes in this paper we thresholded each map at the 98th percentile. For analysis, we employed the individual adjacency matrices computed by the HCP consortium based on group-PCA at dimensionality 100. These which were based on partial correlation coefficients between node timeseries (“netmats2”). The graph representation of each adjacency matrix therefore comprised 100 nodes. Each node can be considered a resting state network in itself [see e.g., (69) for an example at dimensionality 15].



Graph Theoretical Metrics

After matching, in all adjacency matrices negative correlations were set to zero. For each subject matrix, we calculated node-wise, local graph metrics quantifying the centrality of a node within a network (local strength and betweenness centrality), its ability to transmit information at local level (local efficiency), its integration or segregation properties (clustering coefficient), and its overall influence in a network (Eigenvector centrality) (70). Similarly, for each subject we calculated three overall graph metrics: strength, efficiency and transitivity. These are called global graph metrics and provide information about the general topological properties of each subject's connectivity matrix. The first two (strength and efficiency) are calculated by averaging over all nodes, while transitivity is defined for the whole graph. The clustering coefficient of a node estimates how much a single node tends to aggregate, through edges (i.e., connections), with its nearest neighbors. Transitivity is a variant of the clustering coefficient in which a network-wide normalization strategy mitigates the influence of outliers (e.g., of nodes with very low number of connections) on the clustering coefficient. Local efficiency is a similar measure, which estimates, in each location within the graph, how well a node's neighbors can exchange information when the node itself is removed (i.e., it can also be thought of as a measure of resilience). All graph-theoretical measures were computed via the Brain Connectivity Toolbox (70) (https://sites.google.com/site/bctnet/). In addition, given that no consensus exist on thresholding strategies before computing graph-theoretical computations, we repeated the main analyses after thresholding all adjacency matrices at 50% density.



Statistical Analysis

All metrics were compared between groups (agoraphobia vs. healthy controls) through the non-parametric Mann-Whitney U test. Results were corrected for multiple comparisons across the number of nodes (100) using an FDR approach at p < 0.05. Whenever a significant group effect was found (p < 0.05, FDR-corrected), we separately tested the interaction of agoraphobia and anxiety-related personality traits (neuroticism and introversion) using a general linear model which included group, trait and group*trait interaction. Additionally, whenever a significant group effect was found in local graph metrics in a certain node (p < 0.05, corrected), we separately ranked the adjacency matrix elements for the agoraphobic and control group in order to identify, for each group, nodes with greatest overall connectivity to the rest of the brain.




RESULTS

Globally, we found lower clustering coefficient, efficiency and transitivity in the agoraphobic group compared to the matched control group (p = 0.01, 0.01, and 0.02, respectively, Mann-Whitney U test) (Figure 2). These results were confirmed when using matrices thresholded at 50% density. In this case, the p-values resulting from the Mann-Whitney U tests are p = 0.014; 0.018; 0.010 for the comparison between global clustering coefficient, efficiency and transitivity of the two groups, respectively. We found two separate networks (ICA components) with significant lower local clustering coefficient and efficiency in subjects with agoraphobic symptoms vs. matched controls. These extended across multiple cortical regions.
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FIGURE 2. Global clustering coefficient, efficiency, and transitivity were lower in patients with subclinical agoraphobic compared to controls. Figures show the median value (line), quartiles (boxes) and extremes (whiskers) of the three metrics for the agoraphobic and control groups. Comparison between the two subjects groups were performed through non-parametric Mann-Whitney U tests.



The first of these composite networks spanned visual, vestibular, motor, navigation and emotion processing areas (component 23, depicted in red in Figure 3A). The clustering coefficient (pcorr = 0.0002) and efficiency (pcorr = 0.0003) of this network were both lower in the agoraphobic than control groups (Figures 3B,C). This component contained a small area at the interface between V1, V2, and MST and extended anteriorly into the ventral visual stream in the fundus of the superior temporal sulcus (FST), basal parietal regions (area parietalis basalis in limine temporali PHT, PH) and posterior area temporalis proper (TE1p, TE2p) [Von Economo nomenclature (71)]. Medially, it encompassed the parieto-occipital sulcus POS1 in the precuneus on the left. Additional parietal regions included the posterior and superior angular gyrus (PGp andPGs) in the caudal inferior-parietal lobe (cIPL); the supramarginal gyrus (PF), PF opercularis (PFop), and tenuicorticalis (PFt) in the rostral IPL and lateral, medial and ventral intra-parietal area (LIP,MIP, and VIP) in the superior parietal lobe (SPL); and area 3a. The posterior insula was included on the right (PoI1-2). This composite network extended into the rostral and ventral parts of area BA 6 (6r and 6v) in the pre-motor cortex and into the frontal operculum (Fop2) and inferior frontal sulcus (IFS) in the pre-frontal cortex. Subcortical structures, specifically the amygdala, head of the caudate nucleus, putamen, and anterior thalamus also were part of the network. We termed this component the “visuospatial-emotional network” because it encompassed brain regions that integrate incoming multi-modality space and motion information (V1/V2, ventral visual stream, cIPL, and posterior insula) (72, 73), areas that process emotions (amygdala and associated subcortical nuclei), and regions that initiate/inhibit movements (pre-motor and pre-frontal cortices).
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FIGURE 3. (A) The visuospatial-emotional network [node 23, shown in red on the inflated brain (66)] and vestibular-navigational network (node 41, in green) showed reduced clustering coefficients in patients with subclinical agoraphobic symptoms compared to the control group. The visuospatial-emotional network also had a lower efficiency subjects with agoraphobic symptoms. ICAs include values higher than the 98'th percentile. (B) The median value (line), quartiles (boxes), and extremes (whiskers) of the local metrics for both nodes are shown. The comparisons between the two subject groups were performed using non-parametric Mann-Whitney U tests. P-values were corrected for the number of nodes (100) using FDR (p-value** < 0.01). (C) Examples of networks in which local efficiency and clustering coefficient vary as a function of connections.



The second composite network encompassed the left posterior insula, retroinsula, and granular insula, and bilateral parietal operculum (OP1,2,3,4), primary somatosensory and motor cortex (BA 1, 2, 3b, 4), pre-motor cortex (6d), medial SPL, cingulate cortex (5m, 5L, 24), and rostral hippocampus (component 41, depicted in green in Figure 3A). In this network, only the clustering coefficient (pcorr = 0.0009) was lower in subjects with agoraphobic symptoms compared to controls (Figure 3B). We named this component the “vestibular-navigational network” because it linked the principal vestibular cortical regions and the hippocampus to somatosensory and motor cortices. In summary the visuospatial-emotional and vestibular-navigational networks both extended across parietal, insular and pre-frontal cortices of the brain.

These networks are mostly connected to three common components (in yellow in Figure 4) plus additional components that spread again over the parietal, insular and pre-frontal cortices (Figure 4).
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FIGURE 4. (A) The visuospatial-emotional network centered about ICA 23 (in green) and the vestibular-navigational network centered about ICA 41 (in red) are superimposed on flat brain (66). The visuospatial-emotional network was strongly connected with regions 18, 8, 7, whereas the vestibular-navigational network was connected with regions 43, 75, 27. The two networks overlapped at nodes 34, 35, and 14 (in yellow). (B) The shared nodes are depicted again superimposed on the inflated brain (66). For visualization purposes we only reported the 6 nodes most closely connected to ICA 23 or 41. ICAs include values higher than the 98'th percentile.



These results were confirmed when using matrices thresholded at 50% density. In this case, individuals with subclinical agoraphobia were found to have lower clustering coefficient (pcorr = 0.023) and local efficiency (pcorr = 0.023) in visuospatial-emotional network (node number 23) as compared to controls. In addition, in subclinical agoraphobia the local clustering coefficient was lower (as compared to controls, pcorr = 0.026) also in the vestibular-navigational network (node 41).

We did not find a main effect of introversion (all p's > 0.6) or neuroticism (all p's > 0.1) on graph theoretical-metrics. In the visuospatial-emotional network, however, introversion interacted significantly with the main effect of agoraphobia to reduce the clustering coefficient and efficiency of subjects with agoraphobic symptoms compared to controls (F = 7.9, p = 0.006 and F = 7.0, p = 0.009, respectively) (Figure 5). Thus, individuals with agoraphobic symptoms and introverted personality traits had the lowest connectivity metrics. Introversion did not interact significantly with agoraphobia in the vestibular-navigational network. Neuroticism had no effect on either network.
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FIGURE 5. Results of the interaction analysis of agoraphobic group and introversion, where red and black symbols refer to the agoraphobic and control groups, respectively. In node 23 both local efficiency (p = 0.009) and clustering coefficient (p = 0.006) were significantly affected by the interaction of agoraphobic group and introversion.



These results were confirmed when using matrices thresholded at 50% density. Also in this case, in the visuospatial-emotional network both local efficiency (p = 0.012) and clustering coefficient (p = 0.009) were significantly affected by the interaction of agoraphobic group and introversion.



DISCUSSION

In this study, we were able to utilize the detailed information of the HCP database to identify a group of 52 subjects with sub-clinical agoraphobic symptoms and match them closely to a control group of 52 subjects across a large number of potential confounds. Critically, matching was done not only for mean values of potentially confounding variables, but also for their variances. These strict criteria enabled us to study the neural correlates of agoraphobic symptoms far more independently of confounding influences than previous studies of agoraphobia and PPPD. In the best controlled investigations of PPPD published to date, for example, patient and control groups were matched for mean scores of measures of state anxiety and depression and five personality factors (39, 40, 45). We also were able to exploit the image quality of the HCP database to extract a high granularity yet robust decomposition of brain nodes and networks through group-ICA (dimensionality 100).

First, we found that agoraphobic symptoms were related to lower global efficiency, clustering coefficient and transitivity, reflecting overall lower integrative functioning across the entire brain. Second, through analyses of local, component-wise effects, we identified two networks which, when comparing patients with agoraphobic symptoms to healthy controls, scored lower in at least one connectivity measure. The visuospatial-emotional network included portions of the primary visual cortex, ventral visual stream, multiple regions of the parietal lobe, and parts of the pre-motor and pre-frontal cortices as well as the anterior thalamus, basal ganglia, and amygdala. This network would be well-positioned to process incoming visual stimuli (occipital lobe and visual stream), link them to vestibular and somatosensory inputs (parietal association areas and posterior insula), and use this information to plan and initiate or inhibit locomotor commands (pre-motor and pre-frontal regions) in response to desires and threats in the environment (amygdala and associated subcortical structures). However, the lower level of efficiency and clustering of this network suggests that patients with sub-clinical agoraphobic symptoms may not incorporate all of this information into high level management of their behaviors, but perhaps react more instinctively to agoraphobic stimuli. The fact that introversion further reduced efficiency and clustering of this network raises the possibility that individuals with this personality trait are even more strongly driven by innately determined reactions to agoraphobic stimuli.

The vestibular-navigational network encompassed core regions of the multimodal vestibular cortex in the parietal operculum bilaterally plus areas of the primary somatosensory cortex, motor cortex, pre-motor cortex, cingulate and hippocampus. This suggests a pre-dominant role on the output side of locomotor control. The vestibular-navigational network is well-positioned to control (motor and pre-motor cortices) and monitor (somatosensory and vestibular cortices) movements in space (hippocampus) and compare intended to actual outcomes (cingulate cortex). The lower level of clustering of this network corroborates the fact that agoraphobic stimuli are salient for networks that are dedicated to control of movement in space.

Spatial and navigation systems are characterized by a high degree of redundancy. Detection of movement of self is supported by the multimodal nature of the vestibular cortex in which vestibular signals, somatosensory inputs, and optic flow all provide information about self-motion (74). Detection of movement in the environment is much more dependent on visual information (hearing plays a lesser role in humans), but vestibular and somatosensory inputs are necessary to stabilize the eyes on targets of interest. Navigation is supported by neurons that are sensitive to the direction and speed of self-motion. These are redundantly located not only in the hippocampal formation and entorhinal cortex, but also across the parietal cortex and subcortical structures (73). Thus, reductions in integrative functioning of the visuospatial-emotional and vestibular-navigational networks in individuals with self-reported agoraphobic symptoms does not preclude adequate processing of visual space-motion data or acceptable control of movement but indicates that these networks may weigh data that they process differently than normal. One example is visual dependency, i.e., the tendency to rely more strongly on visual than vestibular or somatosensory information for spatial orientation. This over-reliance on visual inputs has been reported in patients with agoraphobia, perhaps because vision can detect threats at a distance whereas vestibular and somatosensory systems require contact with the body. Regardless, over-weighting of visual information may cause spatial disorientation in environments with complex patterns or multiple moving objects (75).

The visuospatial-emotional and vestibular-navigational networks identified in patients with sub-clinical agoraphobia have comparable, though not identical, counterparts in patients with PPPD. Studies using sound-evoked vestibular stimuli found reduced activity and connectivity in a network encompassing the parietal opercula, posterior insula, posterior superior temporal sulcus, superior parietal cortex and motor vestibular regions in patients with chronic subjective dizziness, a PPPD precursor, compared to healthy controls (38). This is roughly analogous to the vestibular-navigational network identified in this study of patients with agoraphobic symptoms. In addition to the overlapping brain structures that comprised these networks, neither was influenced by neuroticism or introversion. Investigations employing visual motion stimuli in patients with PPPD identified a link between visual (V3 and middle occipital gyrus) and frontal regions (inferior frontal gyrus/anterior insula) (40), but this was more limited than the visuospatial-emotional network found in patients with agoraphobic symptoms in that it did not extend into the parietal lobe, posterior insula or pre-motor areas. Furthermore, neuroticism was associated with increased connectivity in the visual-frontal network of patients with PPPD (45) whereas introversion interacted with agoraphobic symptoms to decrease connectivity in the visuospatial-emotional network of patients with subclinical agoraphobia. Interestingly, neuroimaging findings in a study of patients with phobic postural vertigo (i.e., individuals with PPPD plus substantial phobic/avoidant symptoms) were centered about vestibular cortical regions of the parietal operculum and insula, but also extended into the motor cortex, orbitofrontal, and anterior cingulate cortices (44). Those results were not adjusted for state anxiety though half of the patients were too anxious to tolerate the confined spaces of the MRI scanner, suggesting that the associated phobic avoidant symptoms rather than core elements of PPPD were responsible for the broad changes in brain structure and function.

Taken together with previous neuroimaging work on PPPD and its precursors (38–45), the results of this investigation provide information about the architecture of brain networks subserving spatial orientation, control of locomotion, and threat assessment as they relate to PPPD and agoraphobic symptoms. They indicate that Westphal's observation that one process linked alterations in sense of space, control of movement in motion-rich environments, and instinctive fear reactions (1) was not an error but may involve two linked networks in the brain. At the same time, they also suggest that Westphal's agoraphobia had two components that reflect the contemporary separation of agoraphobia and PPPD into separate clinical entities. The first component involves the detection and processing of afferent visual space-motion information and any threats contained therein, plus initiation or inhibition of behavioral responses. The brain network underlying these functions is less well-connected in patients with agoraphobic symptoms than in normal individuals, an effect that is amplified by the severity of introversion. In contrast, an overlapping, but narrower network of visual-frontal regions shows greater connectivity in patients with PPPD compared to normal controls in proportion to the severity of neuroticism (45). With regard to this component, patients with phobic postural vertigo (i.e., PPPD plus phobic/avoidance symptoms) seem to possess alterations in brain functioning that are closer to agoraphobia than PPPD alone (44). The second component involves the motor control and monitoring of locomotion. The brain network underlying these functions is similar in patients with subclinical agoraphobia and PPPD. It is less well-connected in both disorders, but not affected by anxiety-related personality traits in either one.



LIMITATIONS OF THE STUDY

The investigation of a cohort of individuals with subclinical agoraphobic symptoms may be considered a strength and a weakness of study design. On the positive side, we were able to study the neural correlates of visual space-motion processing in our subjects without the potential confounds of serious panic/phobic symptoms. On the negative side, our findings are limited to sub-threshold symptoms and may not apply to patients with fully developed diagnoses of agoraphobia. This limitation is mitigated by the observation of other investigators that agoraphobic symptoms lie on a continuum from normal to pathological levels (50); that is, patients with the clinical diagnosis of agoraphobia have quantitatively, not qualitatively, different symptoms than individuals with subclinical presentations. Thus, we likely investigated one end of a continuous spectrum, not a distinct entity. In the HCP database, agoraphobia was evaluated through the SSAGA interview; however, we did not have access to the complete results of the interview, which examines autonomic and vestibular symptoms associated with avoidance in detail. Thus, our findings may be limited by the extent of symptoms that were available to us to characterize our agoraphobic group.
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The nucleus accumbens (NAc) plays an important role in the reward circuit, and abnormal regional activities of the reward circuit have been reported in various psychiatric disorders including somatization disorder (SD). However, few researches are designed to analyze the NAc connectivity in SD. This study was designed to explore the NAc connectivity in first-episode, drug-naive patients with SD using the bilateral NAc as seeds. Twenty-five first-episode, drug-naive patients with SD and 28 healthy controls were recruited. Functional connectivity (FC) was designed to analyze the images. LIBSVM (a library for support vector machines) was used to identify whether abnormal FC could be utilized to discriminate the patients from the controls. The patients showed significantly increased FC between the left NAc and the right gyrus rectus and left medial prefrontal cortex/anterior cingulate cortex (MPFC/ACC), and between the right NAc and the left gyrus rectus and left MPFC/ACC compared with the controls. The patients could be separated from the controls through increased FC between the left NAc and the right gyrus rectus with a sensitivity of 88.00% and a specificity of 82.14%. The findings reveal that patients with SD have increased NAc connectivity with the frontal regions of the reward circuit. Increased left NAc-right gyrus rectus connectivity can be used as a potential marker to discriminate patients with SD from healthy controls. The study thus highlights the importance of the reward circuit in the neuropathology of SD.

Keywords: somatization disorder, functional connectivity, reward circuit, functional magnetic resonance imaging, support vector machine

Introduction

Somatization disorder (SD) is a psychiatric disorder characterized by multiple, recurrent, and clinically significant complaints of somatic symptoms. Patients with SD usually undergo numerous medical examinations without an accurate diagnosis. Consequently, their medical cost increases dramatically (1).

In recent years, neuroimaging techniques provide us with new ways to analyze changes of brain function and structure in psychiatric patients (2). Anatomical alterations and connectivities have been revealed in patients with SD using structural imaging techniques. For example, patients with SD showed decreased fractional anisotropy in the right cingulum and right inferior fronto-occipital fasciculus (3). Atmaca et al. found that patients with SD had significantly small amygdala relative to controls (4). By contrast, increased bilateral caudate nuclei volumes have been detected in patients with SD compared with controls (5).

Previously, abnormal brain regional activities have been found in SD using functional neuroimaging methods. For example, patients with SD showed increased coherence-based regional homogeneity (Cohe-ReHo) in the left medial prefrontal cortex/anterior cingulate cortex (MPFC/ACC) (6), and increased regional activity in the bilateral MPFC has been detected in patients with SD (7). Patients with SD also showed abnormal functional connectivity (FC) between the cingulate-insular network and sensorimotor network (SMN)/anterior default-mode network (DMN), between the posterior DMN and SMN, and between the anterior DMN and posterior DMN/SMN compared with healthy controls (8). Increased FC strength in the right inferior temporal gyrus (ITG) has been found in patients with SD (9). Moreover, patients with SD exhibited increased cerebellar-DMN connectivity, which was correlated to the somatization severity and personality (10). However, little attention has been focused on the dysconnectivity of the reward circuit in SD.

The reward circuit is a group of neural structures related to associative learning, incentive salience, and positive emotions (11). The mesolimbic reward circuit comprises the NAc, ventral tegmental area (VTA), prefrontal cortex (PFC), and hippocampus (12, 13). Located in the ventral striatum, the NAc is an important brain reward region that integrates different inhibitory and excitatory inputs to salience signal of rewarding stimuli (14). In a previous study, patients with SD presented hypoperfusion in the frontal and prefrontal areas using the single-photon emission computed tomography (SPECT) scan (15). Moreover, Hakala et al. revealed regional cerebral hypometabolism in the caudate nuclei, right precentral gyrus, and left putamen in patients with SD (16). These findings suggest that reward circuit is involved in the pathophysiology of SD.

SVM (support vector machine) is a supervised learning model with correlated learning algorithms that analyzes data used for regression and classification analysis (17). Given a pieces of training examples, an SVM training algorithm creates a model that deals new examples to one sort or the other, making it a non-probabilistic binary linear classifier. SVM structures a hyperplane or set of hyperplanes in a high- or infinite-dimensional space, which can be applied for regression, classification, or other roles like outlier detection. In particular, SVM utilizes a training dataset to get differences between the patients and the controls, and a testing dataset is used to assess classification performance on uncharted data. The classifier algorithm is applied with a leave-pair-out cross-validation (LPO-CV) method to acquire the highest specificity and sensitivity (18). SVM has been widely performed in medical disease. For example, SVM was applied to identify patients with coronary heart disease (CHD) from non-CHD individuals (19). Wang et al. revealed that SVM model could diagnose lymph node metastasis better than preoperative short axis size of largest lymph node on computed tomography (20). In our previous study, SVM analysis could be used to discriminate patients with SD from healthy controls with proper sensitivity and specificity (6). In this study, SVM was used to examine whether abnormal NAc connectivity could be applied to distinguish the patients from the controls.

So far, few studies have analyzed abnormal FC of the reward circuit in SD using the seed-based FC method, which is conducted by calculating the correlations between the preselected brain regions (seeds) and the rest brain regions. This method has been used in subjects with high social anhedonia, and the cortico-striatal abnormalities in the reward-related symptomatology have been revealed (21). In this study, we employed bilateral NAc (from the Harvard Oxford Atlases) as seeds. Then, the seed-based FC method was used to identify abnormal connectivity between the seeds and other regions of brain. Based on abovementioned findings, we hypothesized that increased NAc connectivity would be detected in SD, particularly within the reward circuit, which could be used to discriminate the patients from the controls. We also expected there were some correlations between abnormal FCs and clinical variables in the patients.

Materials and Methods

Participants

Twenty-five right-handed patients with first-episode and drug-naive SD were recruited from the First Affiliated Hospital of Guangxi Medical University. Twenty-eight healthy controls were recruited from the community. The controls were screened by using the Structured Clinical Interview of the Diagnostic and Statistical Manual of Mental Disorders-IV (SCID), non-patient edition (22), and no neuropsychiatric disorders in their first-degree relatives. Patients with SD should meet the criteria of the SCID, patient edition (22). Somatic symptoms of patients with SD should originate from several speciﬁc origins (i.e., at least four pain symptoms, two gastro-intestinal symptoms, one sexual symptom, and one pseudo-neurological symptom), and the symptoms were in the absence of a medical explanation, factitious disorder, or malingering (23). Participants were excluded according to the following criteria: other psychiatric disorders (e.g., bipolar disorders, schizophrenia, or personality disorders), severe medical diseases, substance abuse disorders, mental retardation, and any limits for MRI.

The Hamilton Anxiety Scale (HAMA) (24), Hamilton Depression Scale (HAMD, 17 items) (25), and somatization subscale of Symptom Checklist-90 (SCL-90) (26) were used to assess the symptomatic severity of anxiety, depression, and somatization. Eysenck Personality Questionnaire (EPQ) (27) was used to evaluate personality dimensions. Wisconsin Card Sorting Test (WCST) (28) and digit symbol coding of Wechsler Adult Intelligence Scale (WAIS) were applied to identify cognitive functions.

After given detailed knowledge of the contents, all the participants signed a written informed consent. The local ethics committee of the First Affiliated Hospital of Guangxi Medical University approved this study.

MRI Acquisition

Functional MRI scans were obtained with a Siemens 3T scanner. During the procedures, the participants were asked to remain motionless and awake with their eye closed. Soft earplugs and foam pads were used to reduce scanner noise and head motion. Resting-state functional scans were obtained with a gradient-echo echo-planar imaging sequence using the following parameters: repetition time/echo time = 2,000/30 ms, 30 slices, 64 × 64 matrix, 90° flip angle, 24-cm FOV, 4-mm slice thickness, 0.4-mm gap, and 250 volumes (500 s).

Data Preprocessing

We preprocessed the imaging data with Data Processing & Analysis for (resting-state) Brain Imaging (29) in MATLAB. Slice timing and head movement were first corrected, and no participant had more than 2 mm of maximal displacement in any direction of x, y, and z and more than 2° in any angular dimension. After that, the images were normalized in the standard Montreal Neurological Institute (MNI) EPI space and resampled with 3×3×3-mm3 resolution. The obtained images were then smoothed with a 4-mm full width at half-maximum Gaussian kernel, bandpass filtered (0.01–0.08 Hz), and linearly detrended. In addition, framewise displacement (FD) was computed as described in a previous study (30). The mean FD is a covariate of no interest to handle the residual effects caused by head motion. We removed time points with FD > 0.2mm to control aggressive head motion. We did not regress out the global signal since it was suggested to be saved in processing the FC data (31).

FC Processing

Bilateral NAc from the Harvard Oxford Atlases were selected as seeds for the whole-brain FC processing with the software REST (32). For each participant, seed-based FC was computed as Pearson correlation coefficients between the seeds and other voxels of the whole brain. The correlation coefficients were then z-transformed for standard purpose, and seed-based FC maps were generated.

Statistical Analysis

Two-sample t tests were performed to compare the distribution of age, years of education, and clinical scales between patients with SD and healthy controls. A chi-square test was used to judge sex distributions.

Group differences were compared using voxel-wise two sample t-tests. Age and the mean FD values were used as covariates to minimize the potential effects of these variables. The significance level was set at p < 0.05 for multiple comparisons corrected by Gaussian random field (GRF) theory (voxel significance: p < 0.001, cluster significance: p < 0.05).

LIBSVM (33) was performed to examine whether abnormal FC between bilateral NAc and other brain regions could distinguish patients with SD from healthy controls.

To explore the correlations between abnormal FC values and clinical variables, voxel-based correlations were conducted. The correlation results were Bonferroni corrected at p < 0.05.

Results

Characteristics of the Participants

General information of the participants is shown in Table 1, and no difference was observed regarding age, sex ratio, education level, EPQ extraversion/lie scores, digit symbol coding of WAIS, and WCST between the two groups. The scores of HAMA, HAMD, EPQ psychoticism/neuroticism, and somatization subscale of SCL-90 of the patients were higher than those of the controls (Table 1).





	
Table 1 | Characteristics of participants.





	
Variables


	
Patients (n = 25)


	
Controls (n = 28)


	
p value





	
Age (years)


	
41.00 ± 10.76


	
38.71 ± 9.59


	
0.42b





	
Sex (male/female)


	
4/21


	
6/22


	
0.73a





	
Years of education (years)


	
7.72 ± 4.39


	
7.82 ± 2.59


	
0.92b





	
FD (mm)


	
0.08 ± 0.03


	
0.10 ± 0.05


	
0.02b





	
Illness duration (months)


	
59.12 ± 62.22


	
	



	
Somatization subscale of SCL-90


	
28.48 ± 10.37


	
14.32 ± 3.44


	
 <0.001b





	
HAMD


	
18.84 ± 7.31


	
2.60 ± 1.83


	
 <0.001b





	
HAMA


	
22.96 ± 10.95


	
0.53 ± 0.99


	
 <0.001b





	
Digit symbol coding of WAIS


	
8.28 ± 2.87


	
9.64 ± 2.15


	
0.06b





	
EPQ


	
	
	



	
Extraversion


	
46.84 ± 11.02


	
49.75 ± 9.65


	
0.31b





	
Psychoticism


	
50.52 ± 9.01


	
45.00 ± 8.54


	
0.03b





	
Neuroticism


	
57.36 ± 9.18


	
46.78 ± 10.24


	
 <0.001b





	
Lie


	
49.44 ± 12.31


	
47.96 ± 11.01


	
0.65b





	
WCST


	
	
	



	
Number of categories achieved


	
3.52 ± 1.76


	
3.89 ± 1.66


	
0.43b





	
Number of errors


	
22.84 ± 9.12


	
24.71 ± 8.91


	
0.45b





	
Number of perseverative errors


	
20.04 ± 9.48


	
22.82 ± 8.72


	
0.27b





	
aThe p value for sex distribution was obtained by a chi-square test.

bThe p values were obtained by two samples t-tests.

FD, Framewise displacement; HAMD, Hamilton depression scale; HAMA, Hamilton Anxiety Scale; SCL-90, Symptom Checklist-90; EPQ, Eysenck Personality Questionnaire; WAIS, Wechsler Adult Intelligence Scale; WCST, Wisconsin Card Sorting Test.









Group Differences in Seed-Based FC Analyses

The patients showed significantly increased FC between the left NAc and the right gyrus rectus (t = 4.2239, p < 0.001) and left MPFC/ACC (t = 3.9208, p < 0.001), and between the right NAc and the left gyrus rectus (t = 5.7374, p < 0.001) and left MPFC/ACC (t = 4.3168, p < 0.001) compared with the controls (Figure 1 and Table 2).
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Figure 1 | Statistical maps showing seed-based functional connectivity differences between subject groups. The patients showed significantly increased FC between the left NAc and the right gyrus rectus and left MPFC/ACC, and between the right NAc and the left gyrus rectus and left MPFC/ACC compared with the controls. Red denotes high FC values in the patients, and the color bar indicates the T values from two-sample t-tests. FC, functional connectivity; NAc, nucleus accumbens; MPFC/ACC, medial prefrontal cortex/anterior cingulate cortex.







	
Table 2 | Regions with increased functional connectivity with the accumbens in patients.





	
Cluster location


	
Peak (MNI)


	
Number of voxels


	
T value





	
x


	
y


	
z





	
Seed: Left Accumbens


	
	
	
	
	



	
Right Gyrus Rectus


	
12


	
45


	
−24


	
38


	
4.2239





	
Left MPFC/ACC


	
−12


	
36


	
−9


	
25


	
3.9208





	
Seed: Right Accumbens


	
	
	
	
	



	
Left Gyrus Rectus


	
−6


	
63


	
−21


	
38


	
5.7374





	
Left MPFC/ACC


	
−12


	
36


	
−9


	
39


	
4.3168





	
MNI, Montreal Neurological Institute; MPFC, medial prefrontal cortex; ACC, anterior cingulate cortex.









Correlations Between Abnormal FC and Clinical or Personality or Cognitive Variables in the Patients

No correlations were detected between increased FC between the left NAc and the right gyrus rectus and left MPFC/ACC, and between the right NAc and the left gyrus rectus and left MPFC/ACC and clinical or personality or cognitive variables (WCST and digit symbol coding of WAIS) in the patients.

LIBSVM Analysis

As shown in Figure 2, the FC values between the left NAc and the right gyrus rectus could correctly classify 22 of 25 patients and 23 of the 28 controls, resulting in an optimal sensitivity of 88.00% and an optimal specificity of 82.14% (Figure 2).


[image: ]

Figure 2 | Visualization of the SVM results for identifying patients from controls using the FC values between the left NAc and the right gyrus rectus. Left: 3D view of the classified accuracy with the best parameters; right: classified map of the FC values between the left NAc and the right gyrus rectus. SVM, Support vector machine; FC, functional connectivity; NAc, nucleus accumbens.



Discussion

In this study, we used bilateral NAc as seeds to analyze the seed-based FC in first-episode and drug-naive SD. The primary finding is that patients showed significantly increased FC values between the left NAc and the right gyrus rectus and left MPFC/ACC, and between the right NAc and the left gyrus rectus and left MPFC/ACC compared with the controls. Increased connectivity between the left NAc and the right gyrus rectus can be used as a potential marker to discriminate patients with SD from healthy controls with optimal sensitivity and specificity. There are no correlations between abnormal FC values and clinical variables in the patients.

Increased NAc connectivity with other brains have been found in this study. The NAc receives heterogeneous gamma-aminobutyric acid (GABAergic) and dopaminergic projections from the VTA (34, 35) as well as glutamatergic afferents from the PFC (36), hippocampus (37, 38), thalamus (39), and amygdala (40). The NAc is a complex, integral hub in the reward circuit (41). For example, patients with SD commonly have pain symptoms, and the NAc plays an important role in reward-aversion processing during pain perception (42). Baliki et al. found that the NAc showed abnormal activities when patients were in the presence of chronic pain, and the NAc activity could anticipate analgesic potential on chronic pain (43).

The MPFC/ACC plays an important role in the reward circuit, which generates emotional and cognitive information (44), and abnormal activity within the MPFC areas may be related to augment pain perception in patients with SD (45). Furthermore, a study showed that negative emotional stimuli could activate the MPFC/ACC, which revealed that the MPFC/ACC might be involved in appraisal and expression of negative emotion (46).

The gyrus rectus, also named straight gyrus, is located at the medial most margin of the inferior surface of frontal lobe and is continuous with the superior frontal gyrus on the medial surface. Up to now, the function of the gyrus rectus is unclear. However, a research suggested that patients with obsessive-compulsive disorder have decreased prefrontal hemodynamic response (47). In our study, patients with SD showed significantly increased FC values between the left NAc and the right gyrus rectus and left MPFC/ACC, and between the right NAc and the left gyrus rectus and left MPFC/ACC compared with the controls.

Increased FC is usually considered as compensatory reallocation or dedifferentiation to functional deficits in the brain regions (48, 49). Patients with SD may have deficits in emotional processing, and the MPFC/ACC is related to the negative emotion (46). Du et al. found that the stimulated dorsolateral PFC-NAc FC can predict the anti-depressant and anti-anxiety effects of repeated transcranial magnetic stimulation (rTMS) (50). Furthermore, deep brain stimulation (DBS) targeting the NAc and rTMS about the left dorsolateral PFC also exhibited antidepressant and antianxiety effects (51–53). Therefore, increased NAc connectivity in the present study may be a compensatory effort to functional deﬁcits in these regions.

In a previous study, a significantly positive correlation has been found between increased activity in the bilateral superior MPFC and the somatization subscale scores of SCL-90 in patients with SD (7). We hypothesized that correlations would be detected between increased NAc connectivity and clinical parameters. Therefore, no correlation in the present study is somewhat surprised. There are several possibilities account for this issue. First, sample size of this research may be small to establish a correlation. Second, increased NAc connectivity may be an internal alteration for patients with SD independent of symptomatic severity. Third, the clinical parameters are concentrated, such as the scores of the digit symbol coding of WAIS of the patients with SD are centered at 8.28 points.

SVM analysis suggests that the increased FC values between the left NAc and the right gyrus rectus could be used to discriminate patients with SD from healthy controls with a sensitivity of 88.00% and a specificity of 82.14%. A highly credible research is characterized by specificity and sensitivity above 70% in the medical domain (54). Interpretation of the high discriminative power result must think about the multivariate nature of the SVM method. SVM, a multivariate method, has been additionally based on inter-regional correlations, while standard quality univariate techniques regard each voxel as a spatially independent unit (55). Therefore, increased FC values may be used as a potential marker to discriminate patients with SD from healthy controls.

Our study has several limitations. First, this research is a cross-sectional one, and it is unclear how the NAc connectivity will alter after treatment. A longitudinal study is needed to clarify this issue. Second, some studies showed that abnormal FC was correlated to anhedonia (56). However, psychological tests about anhedonia were not assessed in this study. The relationship between abnormal FC and anhedonia remains unknown. Third, the sample size in our study is relatively small, which may minimize the translational value of our findings. Fourth, the HAMA scores and HAMD scores were significantly different between the SD group and HC group. Therefore, there is a possibility that the present findings may be affected by the HAMA scores and HAMD scores. To clarify this issue, we reanalyzed the data with age, mean FD values, HAMA scores, and HAMD scores as covariates and obtained similar results as previously reported. Therefore, the present findings seemed impossible to be affected by HAMA scores and HAMD scores. Finally, the confounding effects of scans, such as respiratory and cardiac rhythm, could not be completely eliminated.

Despite the limitations, the current research first examines the NAc connectivity in resting-state patients with first-episode, drug-naive SD. The findings reveal that patients with SD have increased NAc connectivity with some regions of the reward circuit. Increased NAc connectivity can be used as a potential marker to discriminate patients with SD from healthy controls. This study thus highlights the importance of the reward circuit in the neuropathology of SD.
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Women are more likely to have Alzheimer's disease (AD) and decline more rapidly once diagnosed despite greater verbal memory early in the disease compared to men—an advantage that has been termed “memory reserve.” Resting state functional MRI (fMRI) investigations demonstrate interactions between sex and AD risk factors in default mode network (DMN) connectivity, a network of brain regions showing progressive dysfunction in AD. Separate work suggests connectivity of left prefrontal cortex (PFC) may correlate with more general cognitive reserve in healthy aging. It is unknown whether left prefrontal functional connectivity with anterior and posterior default mode network (aDMN, pDMN) might differ by sex in AD. This study employed group independent component analysis (ICA) to analyze resting state fMRI data from 158 participants from the Alzheimer's Disease Neuroimaging Initiative (ADNI) with baseline diagnoses of normal cognition or early mild cognitive impairment (eMCI). pDMN and aDMN were defined on a subject-specific basis; prefrontal areas were selected from the Brodmann atlas (BA 6, 44, 8, and 9). Moderation regression analyses examined whether sex and amyloid PET positivity (A+/–) moderated effects of apolipoprotein ε4 (APOE ε4) on connectivity between left PFC, aDMN, and pDMN; and between aDMN and pDMN. Significant analyses were followed up with partial correlations assessing relationship of connectivity to verbal memory on the Rey Auditory Verbal Learning Test (RAVLT), and with preliminary analyses within NC and eMCI groups separately. Results showed no sex moderation of effects of A+ and APOE ε4 on left prefrontal/DMN connectivity in the full sample. However, sex significantly moderated impact of A+ and APOE ε4 on connectivity between aDMN and pDMN (p < 0.01). Women with an APOE allele (ε4+) and A+ showed greater aDMN/pDMN connectivity than their ε4- counterparts. No significant results were observed in men. Subgroup analyses suggested the aDMN/pDMN finding was true for those with NC, not eMCI. Partial correlations controlling for age and education showed increased aDMN/pDMN connectivity related to better verbal learning in women (p < 0.01) and not men (p = 0.18). In women at risk for AD or in early symptomatic stages who also have evidence of amyloid burden, stronger aDMN/pDMN connectivity may support verbal learning.

Keywords: aging, degenerative disease, functional MRI, memory, positron emission tomography (PET)


INTRODUCTION

Alzheimer's disease (AD) is a progressive neurodegenerative disease that causes characteristic memory decline. Current estimates are that 5.7 million people in the US have AD, and ~2/3 of those with the disease are women (1). These statistics have led to a resurgence of research in sex-based differences in AD (2). Much of this work has delineated ways in which women show vulnerabilities and more precipitous decline due to AD (3, 4). However, a number of investigations have shown that women have some early resilience to AD-related changes, and specifically that their verbal memory remains intact despite positive amyloid positron emission tomography (PET) scan evidence of brain amyloidosis (5, 6), mild to moderate changes in hippocampal volumes (7), and reduced brain fluorodeoxyglucose (FDG) PET activity (8). This initial maintenance of memory despite pathological burden has been called memory reserve, and has been thought to reflect women's lifetime history of stronger verbal memory when compared to men (9).

Moving beyond sex-based memory reserve, a separate body of literature has delineated ways in which general cognitive reserve—often indexed by higher education levels or intelligence, and presumed to involve cognition broadly—can delay onset of AD symptoms (10). Similar to the sex-focused literature showing that women ultimately decline faster, literature on cognitive reserve in AD has shown that some individuals have a more rapid decline after an extended period of reserve-related stability (11).

The underlying neural correlates of the established concept of cognitive reserve and the newer proposal of women's memory reserve remain incompletely understood. With specific respect to women's memory reserve, work from our group suggests that compared to men, women at risk for AD may have measureable differences in volume of the hippocampus (12), a region known to be critical for both memory and AD (13). However, the hippocampus is only one potential contributor. It is possible that women's early memory resilience relates more to structural integrity of cortical networks important for memory storage and retrieval or to differences in neural function rather than structure.

In line with this, research in aging and mild cognitive impairment (MCI) suggests that a potential neural correlate of general cognitive reserve is functional resting state connectivity of the left prefrontal cortex—both globally (14, 15) and specifically with the brain's default mode network (DMN) (16). The DMN is a network of brain regions shown to be more active when people are not engaged in a particular cognitive task, i.e., at “rest” (17, 18). Brain regions connected by the DMN are among the first to be implicated in AD, and spread of AD pathology follows the DMN (19, 20). Longitudinal changes in DMN function related to AD have been delineated, such that individuals at risk or in very early stages of AD show dysfunction in posterior aspects of the DMN (pDMN) (21–25), and as AD progresses, the pattern shifts to predominant dysfunction of the anterior DMN (aDMN). This pattern has been hypothesized to reflect progressive network overload and failure (26). Interactions of sex and AD risk factors (i.e., apolipoprotein ε4 status; APOE ε4) have also been observed in the DMN, with healthy older women with an ε4 allele showing decreased posterior DMN connectivity compared to non-carriers (27).

The left prefrontal cortex (PFC) is a large region comprised of subregions with distinct functionality and connectivity. Generally, verbal functions including verbal memory lateralize to the brain's left hemisphere in most individuals, highlighting the potential importance of this hemisphere when considering women's verbal memory reserve (28). Of particular interest to the general cognitive reserve literature are left lateral PFC (i.e., Brodmann area 6 and 44) (15, 16), and left dorsolateral prefrontal cortex (dlPFC; including BA 8 and 9). BA 6 and 44 have been shown in resting state functional connectivity studies to have anticorrelation—or negative correlation—with the DMN, with maintenance of anticorrelation marking cognitive reserve in amnestic MCI (15). The dlPFC has been implicated as a site of cognitive reserve-based structural integrity (29) and compensatory activation, such that maintained functionality on FDG PET relates to maintained cognition (30). Of note, many other brain regions have been suggested to play a role in general cognitive reserve, including right prefrontal cortex (31, 32) and inferior and middle temporal cortex (33).

No studies to date have examined whether resting state functional connectivity of left prefrontal cortex with aDMN and pDMN might serve to support women's memory reserve in AD. The present analysis sought to follow the demonstrated importance of looking at sex in AD by evaluating sex differences in the functional connectivity between left prefrontal cortex and aDMN and pDMN, and between aDMN and pDMN, in individuals with normal cognition (NC) and early mild cognitive impairment (eMCI), who were participants in a large, national study of AD (the Alzheimer's Disease Neuroimaging Initiative or ADNI) and either had or did not have known AD risk factors (i.e., APOE ε4 allele) and pathological burden (i.e., positive amyloid PET). Due to reduced power, a secondary and preliminary analysis examined connectivity in the diagnostic subgroups separately, as to date findings of women's memory reserve have been at the NC stage. We specifically hypothesized that sex would moderate the effects of the presence of an APOE ε4 allele and positive amyloid PET on functional connectivity within the DMN and between left prefrontal cortex and the DMN, and that this altered connectivity would relate to women's stronger preserved memory abilities.



MATERIALS AND METHODS


Participants

Data were included from 158 participants from the ADNI (http://adni-info.org) who had available resting state functional magnetic resonance imaging (fMRI) data and were diagnosed at baseline as having normal cognition [including those with subjective memory complaints (SMC)] or eMCI. As described on the ADNI website, ADNI defined Normal cognition as no SMC, Mini Mental State Exam [MMSE; (34)] of 24–30, Clinical Dementia Rating (CDR) (35), and memory box = 0, education-adjusted raw scores on the Wechsler Memory Scale Logical Memory II test (Raw ≥ 9 for >16 years education; ≥5 for 8–15 years education; ≥3 for 0–7 years education), and no significant impairment in cognitive functions or activities of daily living. Criteria for SMC were the same as for normal cognition, but with the addition of self-reported memory problems on the Cognitive Change Index (>16). In the present analysis, individuals with SMC were combined with NC. Early MCI was defined by ADNI as SMC, MMSE of 24–30, CDR of 0.5, CDR memory box of ≥0.5, education-adjusted raw scores on the Wechsler Memory Scale Logical Memory II test (Raw = 9–11 for >16 years education; 5–9 for 8–15 years education; 3–6 for 0–7 years education), and not meeting criteria for dementia (36). Individuals with two copies of the apolipoprotein ε4 allele (APOE ε4/4) were excluded. Analyses were conducted in the full sample, and repeated excluding individuals with eMCI.

The study was approved by each participating ADNI site's local Institutional Review Boards, as documented on the ADNI website. All participants gave written, informed consent.



Verbal Memory Assessment

Verbal learning and memory were assessed using the Rey Auditory Verbal Learning Test (RAVLT) (37). Specifically, we analyzed total learning and delayed free recall scores.



Resting State fMRI Processing

For each subject, the first available resting-state fMRI scan was used for the analysis.

The first five time frames (15 s) were removed to allow the MR signal to achieve T1 equilibrium. Remaining time frames were slice-timing corrected, realigned to the mean echo-planar image using SPM12 (http://www.fil.ion.ucl.ac.uk/spm/), co-registered to the subject T1 space, normalized to the standard MNI-152 2 mm-template using Advanced Normalization Tools software (http://stnava.github.io/ANTs/) and then spatially smoothed using a 3D Gaussian filter with full-width-half-maximum (FWHM) equals 8 mm. The T1 image for each subject was segmented into gray matter, white matter and cerebrospinal fluid (CSF) to generate subject specific white matter and CSF masks. These masks were further normalized to the standard MNI-152 2 mm space. Signals from subject white matter and CSF (average time series within white matter and CSF masks), as well as six head motion parameters were regressed out from each dataset. All voxel time courses were further band pass filtered (0.008 Hz < f < 0.1 Hz) and variance normalized.

The root-mean-square (RMS) motion was computed for each subject (38). Specifically, rotational displacements were converted to translational displacements by projection to a surface of a 50 mm radius sphere and RMS head motion was then computed from both the original translational displacements and the converted rotational displacements. All subjects had less than a voxel-size RMS motion (0.30 ±0.23 mm).

Resting-state networks were obtained through a spatial group independent component analysis (ICA). Principle component analysis (PCA) was first carried out for data reduction and the first 100 PCA components were retained for each subject. Data from all subjects were concatenated in time and input to the group ICA program. The ICA was carried out with in-house MATLAB scripts using the fast-ICA algorithm (39), repeated 20 times to output stable components; 30 stable ICA components were finally obtained. Out of 30 ICA components, posterior and anterior DMN were manually identified and selected (see Figure 1). Posterior DMN mainly includes posterior cingulate cortex, precuneus, bilateral angular gyrus, and bilateral middle temporal gyrus, whereas anterior DMN majorly consists of superior frontal gyrus, superior medial gyrus and anterior cingulate cortex Subject-specific spatial maps and time-courses for these two networks were reconstructed using GIG-ICA (40). Prefrontal areas were selected from the Brodmann atlas, as left Brodmann Areas (BA) 6, 44, 8, and 9. For each subject, average time courses were computed for each BA area. Functional connectivity between each prefrontal area and the DMN pair were accessed using the Pearson's correlation value between the average time courses in each BA area and the subject-specific network time series. Fisher z-transformation was then applied to the Pearson's correlation values so that computed z-values are normally distributed.


[image: image]

FIGURE 1. Spatial maps of anterior and posterior DMN. One-sample t-statistics have been computed across the single-subject spatial maps and thresholded at t = 2. DMN, Default mode network; std, standard deviation.





Florbetapir PET Image Processing

Amyloid status (A+/–) was determined from the PET study most proximal to participant fMRI scan date. The summarized standardized uptake value ratio (SUVR) normalized to the cerebellum were obtained from the ADNI database and the amyloid status (A+/–) was further determined using a 1.11 cut-off.



APOE Genotype

APOE genotype was downloaded from the ADNI website. After exclusion of individuals with two copies of the ε4 allele, a binary variable was created, coding individuals as either ε4+ or ε4−.



Statistical Methods

Analyses were performed using Statistical Package for the Social Sciences (SPSS) and the Process Macro (41, 42).

T-tests or Mann–Whitney U-tests (the latter where group sizes differed) were used to explore group differences in demographic variables.

Moderation regressions examined whether sex and amyloid PET positivity (A+/–) moderated effects of a single copy of the APOE ε4 allele on connectivity between left prefrontal cortex regions of interest (i.e., BA 6, 44, 8, and 9) and the posterior and anterior default mode network (pDMN; aDMN), as well as between aDMN and pDMN. For all analyses, connectivity was assessed as using the Fisher z transformed correlation values, APOE ε4 carrier status was treated as an independent variable, A+/– as a moderator, and sex as a secondary moderator. Age at screening visit and education were included as covariates.

Significant moderation regression analyses were followed up with correlation analyses assessing the relationship of connectivity values with performance on the RAVLT immediate and delayed recall, partialling out effects of age and education.

Significant moderation regression analyses were also followed up with preliminary analyses in the NC and eMCI groups separately. All regressions and correlations were repeated; data are considered preliminary due to reduced power.

Significant models were corrected for multiple comparisons within each model using a Bonferroni correction based on the number of comparisons of interest in the model for the hypothesized three-way interaction. We are only interested in the following four comparisons: (1) A+ vs. A– APOE ε4 carrying women; (2) A+ vs. A– APOE ε4 carrying men; (3) A+/APOE ε4 carrying women vs. A+/APOE ε4 carrying men; and (4) A–/APOE ε4 carrying women vs. A–/APOE ε4 carrying men. Therefore, the corrected p-value threshold is p = 0.05/4.




RESULTS


Demographics and Descriptives

Demographics and sex differences in demographic factors and memory for the full sample are summarized in Table 1. Demographics are additionally broken down by diagnosis in Tables S1, S2, and diagnosis and amyloid status in Table S3. Descriptive statistics for functional correlations (Pearson's r values) between left prefrontal and DMN and between aDMN and pDMN are summarized in Table S4, broken down by sex, diagnosis, amyloid status, and APOE ε4 status.



Table 1. Participant demographics and group differences by sex (NC + MCI).
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Sex Does Not Moderate Left Prefrontal/DMN Connectivity Across Diagnoses

Moderation regression models for the aDMN showed only one significant result, for the overall model predicting aDMN connectivity with BA44 (p = 0.05); however, within this model, there were no significant main or interaction effects. Models predicting aDMN connectivity with other prefrontal regions were not significant (BA6: p = 0.44; BA8: p = 0.23; BA9: p = 0.19; see Table 2).



Table 2. Summary of regression analyses for the connectivity between left prefrontal regions and anterior default mode network.
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For the pDMN, the overall model predicting BA9/pDMN connectivity was significant (p = 0.003), but the 3-way sex by A+/– by APOE ε4 interaction was not (p = 0.09). Main effects of age (p = 0.002), sex (p = 0.03), and education (p = 0.04) were noted, with women showing greater connectivity and older and more educated individuals showing less connectivity. Models predicting connectivity of other prefrontal regions to pDMN were not significant (BA6: p = 0.93; BA44: p = 0.76; BA8: p = 0.21; Table 3).



Table 3. Summary of regression analyses for connectivity between left prefrontal regions and the posterior default mode network.
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Secondary analyses within NC showed the model for BA9/pDMN was significant (p = 0.008) and the uncorrected three-way sex by A+/– by APOE ε4 interaction was also significant (p = 0.03). The interaction was not significant after multiple comparison correction; however, parsing the interaction suggested an APOE ε4 by A+/– effect on connectivity only in women (p = 0.005) and not men (p = 0.56), with lowest connectivity in A–/ε4+ women.

The secondary analysis within eMCI individuals showed the model was not significant for BA9/pDMN (p = 0.15).



Sex Moderates aDMN/pDMN Connectivity Across Diagnoses

Moderation regression results showed a significant overall model predicting connectivity from aDMN to pDMN (p = 0.0003). This model also evidenced a significant uncorrected 3-way interaction effect of sex, A+/–, and APOE ε4 status on connectivity (p = 0.01; significant after correction for multiple comparisons correction). Specifically, there was an APOE ε4 by A+/– interaction effect on aDMN/pDMN connectivity only in women (p = 0.04; not significant after multiple comparison correction) and not men (p = 0.11). Parsing this interaction showed a trend toward APOE ε4 effect on aDMN/pDMN connectivity in women who were A+ (p = 0.07), and not in those who were A– (p = 0.26). Specifically, A+, ε4+ women showed more positive aDMN/pDMN connectivity. For men, the trend-level result suggested the opposite pattern (i.e., A– [p = 0.07] rather than A+ [p = 0.93] men showing a relationship of APOE ε4 to greater aDMN/pDMN connectivity). This model also showed a main effect of age (p < 0.001), with older individuals showing less connectivity (Table 4; Figure 2).



Table 4. Summary of regression analyses for connectivity between anterior and posterior default mode network.
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FIGURE 2. Mean resting state functional connectivity by sex, APOE ε4 carrier status, and amyloid status. APOE ε4: Apolipoprotein 4. ε4(+/−) indicates presence or absence of gene. A(+/−) indicates presence or absence of positive amyloid PET scan. Units are Pearson's r-values.



Secondary analyses showed that for NC, aDMN/pDMN connectivity findings were similar to those for the full sample, though did not pass multiple comparison correction (overall model p = 0.0004; 3-way interaction p = 0.014; interaction of APOE ε4 by A+/– significant in women [p = 0.02] and not men [p = 0.20]). The model for MCI was not significant (p = 0.09).



aDMN/pDMN Connectivity Relates to Verbal Memory

Partial correlations controlling for age and education showed that increased aDMN/pDMN connectivity related to better verbal learning in women (p = 0.006; simple Pearson correlation values: r = 0.39, p < 0.001) and not men (p = 0.18; simple Pearson correlation values: r = 0.14, p = 0.24). Increased aDMN /pDMN connectivity did not significantly relate to delayed recall after partialling out age and education (women: p = 0.13; men: p = 0.43; Figure 3). aDMN/pDMN connectivity was not correlated with education alone (p = 0.53).


[image: image]

FIGURE 3. Relationship of verbal learning with resting state functional connectivity between the anterior and posterior DMN, by sex. DMN, Default mode network; RAVLT, Rey Auditory Verbal Learning Test. Units are Pearson's r-values.






DISCUSSION

The current investigation showed that sex did not moderate the impact of APOE ε4 genotype and amyloid status on left prefrontal/DMN connectivity across NC and MCI cohorts. However, sex did moderate the impact of APOE ε4 genotype and amyloid positivity on functional connectivity between anterior and posterior DMN. In particular, aDMN/pDMN connectivity was greater in the presence of an APOE ε4 genotype, but only in women with a positive amyloid scan. In other words, connectivity was highest in those with most AD risk and burden. Interestingly, for women only, greater aDMN/pDMN connectivity was correlated with better verbal learning. Men showed trend-level results suggesting that APOE ε4 genotype was associated with greater connectivity only for individuals who were amyloid negative—the opposite pattern to women.

The primary hypotheses of this investigation were not supported, suggesting that women's verbal memory reserve does not relate to left prefrontal functional connectivity with the DMN, which may underlie more general cognitive reserve. In our sample, left prefrontal and DMN connectivity were also not correlated with education, a typical marker of general cognitive reserve, and this may explain our overall negative finding. Lack of findings may also relate to sample-size or methodological choices (i.e., excluding right prefrontal and bilateral temporal cortex; defining DMN on a subject-specific basis but left PFC based on the Brodmann atlas). Another factor to consider is that work has shown that beyond cognitive reserve and underlying neural reserve, complex genetic interactions may have a role in resilience to AD. Assessing the wide array of genetic contributors, some of which are known to differ by sex (43–45), was beyond the scope of this analysis, but may be key in understanding the neural basis of women's memory reserve in AD. Despite these caveats, secondary analyses suggested that BA9/pDMN connectivity may be moderated by sex in individuals with normal cognition. Given reduced power in our secondary analyses, this finding warrants follow-up in larger samples.

Our finding that sex moderated the impact of A+ and APOE ε4 status on connectivity between anterior and posterior DMN, and that greater aDMN/pDMN connectivity related to better verbal learning in women overall, will also require follow-up. This pattern could suggest reserve in verbal learning or compensation in women, and this could be further evaluated using longitudinal approaches. In the context of prior work showing an APOE ε4 by sex interaction in the pDMN resulting in less global pDMN connectivity in ε4 positive healthy women (27), the present results could suggest that specific aspects of pDMN connectivity are maintained or increased in women at highest risk, while global pDMN connectivity declines. Our findings for aDMN/pDMN connectivity appear to be driven by the NC group, which could be consistent with early resilience to overall DMN dysfunction over time. At the same time, tighter aDMN/pDMN coupling in the most at risk individuals is unlikely to be advantageous in the long term [i.e., (26)] and may play a role in women's steeper decline after the MCI stage. Interestingly, the pattern in ε4+/A+ women was opposite of the pattern in men and also opposite of the age effect, which predicted less connectivity. Given the age of our sample, our age findings are consistent with recent studies in healthy aging (46), but complex interaction of age and other risk factors may warrant additional assessment. Of note, the lack of interaction in men appears to be due to amyloid positivity having an effect on connectivity that does not differ by ε4 status. In contrast, a main effect of ε4 allele presence on greater connectivity in men is suggested. While this could not be directly assessed in the current model, it deserves attention in future investigations.

Limitations of the present study include the high education level of the ADNI sample and relatively small sample size for examination of complex interactive effects. Future efforts should aim to replicate these findings in larger and longitudinal samples, and to carefully consider effects of diagnosis. It will also be key to examine functional connectivity at rest of other regions suggested to be important for cognitive reserve, such as the right prefrontal cortex and left inferior temporal cortex. In addition, the present analysis included a small number of individuals with SMC but no cognitive impairment in the normal control group. As SMC have been associated with cognitive decline, this analytical choice may have impacted our findings, and it will be important to further assess the SMC group independently in the future. Moreover, given the relatively large number of variables of interest in the present analysis, diagnostic group was not treated formally as a measure of interest in the primary analysis. This is a limitation that warrants further assessment. Beyond resting-state investigations, it may also be informative to examine sex-based reserve correlates in task-based fMRI, focusing on memory.

Overall, the strengths of the present investigation lie in its novel integration of the otherwise separate research literatures on general cognitive reserve and sex-based memory reserve as assessed by functional resting state connectivity. We use a relatively large and well-characterized sample to show that women's memory reserve may be supported in part by complex interplay between networks typically most active at rest and prefrontal brain regions. These findings lend support for the continued importance of considering sex as a factor of importance in AD neural correlates. Better understanding of these correlates may in turn be helpful in delineating targets for treatment.
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The study of dynamic functional network connectivity (dFNC) has been important to understand the healthy and diseased brain. Recent developments model groups of functionally related brain structures (defined as functional domains) as entities that can send and receive information. A domain analysis starts by detecting a finite set of connectivity patterns known as domain states within each functional domain. Dynamic functional domain connectivity (DFDC) is a novel information theoretic framework for studying the temporal sequence of the domain states and the amount of information shared among domains. In this setting, the information flow among functional domains can be compared to the flow of bits among entities in a digital network. Schizophrenia is a chronic psychiatric disorder which is associated with how the brain processes information. Here, we employed the DFDC framework to analyze a dataset containing resting-state fMRI scans from 163 healthy controls (HCs) and 151 schizophrenia patients (SZs). As in other information theory methods, this study measured domain state probabilities, entropy within each DFDC and the cross-domain mutual information (CDMI) between pairs of DFDC. Results indicate that SZs show significantly higher (transformed) entropy than HCs in subcortical (SC)-SC; default mode network (DMN)-visual (VIS) and frontoparietal (FRN)-VIS DFDCs. SZs also show lower (transformed) CDMI between SC-VIS vs. SC-sensorimotor (SM), attention (ATTN)-VIS vs. ATTN-SM and ATTN-SM vs. ATTN-ATTN DFDC pairs after correcting for multiple comparisons. These results imply that different DFDC pairs function in a more independent manner in SZs compared to HCs. Our findings present evidence of higher uncertainty and randomness in SZ brain function.
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INTRODUCTION

Schizophrenia is a chronic psychiatric disorder whose mechanism is not well understood yet. Its pathological and genetic background is complex and has not provided a clear understanding of the cause of the disorder. As a result, interest is growing in the functional neuroimaging of schizophrenia to provide additional clues about how this disorder impacts brain function (Kahn et al., 2015). The symptoms of schizophrenia can be broadly divided into positive, negative and cognitive categories. For instance, positive symptoms, characterized by abnormal salience processing and hallucinations, have shown links to abnormal functional activation in midbrain, speech and auditory cortices in SZs (Murray et al., 2008; Sommer et al., 2008). Negative symptoms related to reward processing and social cognition have shown association with reduced activation in amygdala in SZs (Aleman and Kahn, 2005; Juckel et al., 2006). Broad impairment of cognitive function, such as working and episodic memory, manifest as abnormal activation in dorsolateral prefrontal cortex in SZs (Brunet-Gouet and Decety, 2006; Fusar-Poli et al., 2013). Recent results suggest that these regional alterations are best understood as abnormalities in functional connectivity. For example, dorsolateral prefrontal cortex connectivity is altered in SZs and individuals at risk (Wolf et al., 2009; Esslinger et al., 2013). Methods from network topology has shown that small-world properties may be altered in SZs (Bassett et al., 2008; van den Heuvel et al., 2013). Schizophrenia is therefore associated with subtle changes in neural cell population and cell to cell communication and the study of brain functional connectivity is critical in understanding its causes.

Functional magnetic resonance imaging is a non-invasive imaging technique which can be used to study normal brain function in healthy individuals and disrupted brain function in patients with brain disorders. It captures signals from brain regions using a BOLD contrast in response to tasks or at rest. Resting-state fMRI reveals that even in the absence of a task, anatomically separate brain regions show large-scale neuronal activity which are functionally synchronized to one another (Biswal et al., 1995; Greicius et al., 2003). FNC refers to the temporal coherence of low-frequency BOLD activity between separate networks of neurons. The temporal coherence also shows variation with time thus characterizing a dFNC signal (Allen et al., 2014). Two of the most widely used methods for the analysis of FNC are seed-based approaches (Biswal et al., 1995) and data-driven approaches. Among the data driven approaches, ICA is in widespread use (Calhoun et al., 2009). The spatial ICA approach expresses the temporal fMRI data as a linear combination of spatially (statistically) independent sources known as functional networks (hereafter referred to as simply “networks”) (Erhardt et al., 2011a). Unlike a seed-based approach, ICA requires no prior information about the pattern of the networks or their TCs. In this work, we perform ICA analysis of multi-subject fMRI data using the group ICA approach (Calhoun et al., 2001; Calhoun and Adali, 2012). This approach allows for estimation of the spatial networks common across subjects, and the associated TCs. These TCs can then be used to study dynamic brain function in different populations.

A growing number of studies of dynamic brain function using data-driven analysis of fMRI have shown links to the genetic risks, brain biology and clinical state of schizophrenia. Common approaches for studying dFNC of the human brain identifies replicable patterns of correlation among brain regions, known as brain states (Allen et al., 2014; Barttfeld et al., 2015; Leonardi and Van De Ville, 2015; Abrol et al., 2016; Chen et al., 2017). It has been found that SZs tend to linger in a state of weak connectivity at rest (Damaraju et al., 2014; Du et al., 2016; Lottman et al., 2017; Rabany et al., 2018; Sanfratello et al., 2019). Similar findings have been reported in patients with bipolar disorder and mild cognitive impairment (Rashid et al., 2016; Zhi et al., 2018). SZs also demonstrate reduced connectivity dynamism in the higher dimensional meta-state space compared to the HCs (Miller et al., 2016b). Another prior study indicated that the combined auditory-visual-sensorimotor network in HCs show increased sensitivity to connectivity in the other functional domains (groups of functionally related brain networks) in terms of measures derived by taking the transition probabilities of the inter-domain and intra-domain correlation patterns into account (Miller et al., 2016a). Group ICA methods have also identified potential biomarkers for schizophrenia, bipolar disorder and schizoaffective disorder (Du et al., 2015) and links with reduced brain volume and dFNC in schizophrenia (Abrol et al., 2017). These studies have demonstrated widespread disruption of interaction within the brain in schizophrenia and other mental disorders by employing whole-brain dFNC analysis.

Recently, Vergara et al. proposed an information theoretic framework to study communication between brain functional domains (Vergara and Calhoun, 2017; Vergara et al., 2017). Functional domains are groups of anatomically and functionally coherent networks. This approach allows for investigation of the flow of information between the functional domains by assigning binary digit values, or bits, to DFDC properties of the brain and estimating the quantity of bits required for this communication in terms of entropy and MI. The human brain is a large and complicated system and information theory can be a very useful statistical tool for studying such a system. Information theory was first described in Shannon’s seminal paper “A Mathematical Theory of Communication” (Shannon, 1948) and since then has been applied to diverse fields in science because of its significance and flexibility. The word “information” may convey different meaning in different context. In information theory, a random variable X provides (mutual) information about another random variable Y when the knowledge about X reduces the average uncertainty about Y (Cover and Thomas, 2006). MI is non-negative and symmetric, i.e., X says as much about Y as says about X. The average uncertainty in a random variable is known as entropy. These basic concepts of information theory may enable us to assign relative measures to how information is stored and transferred within the human brain. Indeed, much of the application of information theory in neuroscience is on neural information flow, which concerns the transmission and constraints of information flowing through the nervous system (Borst and Theunissen, 1999; Dimitrov et al., 2011). However, apart from the study of neural information flow, there is little application of information theory in the study of healthy and diseased brain function in the existing literature.

In this work, we use the information theoretic framework of DFDC to examine group differences between HCs and SZs. We first use the spatial group ICA technique to estimate spatially ICs and associated TCs from the fMRI scans of 163 HCs and 151 SZs. Then we use the TCs to estimate the whole-brain dFNC, from which we extract the DFDC states. We study various information theoretic properties of these time-varying DFDC states, such as state probabilities, entropy and CDMI. Finally, we conduct some statistical analysis on these properties to find links to schizophrenia.



MATERIALS AND METHODS


Data

The data used in this study were collected under the FBIRN phase-III study at the following sites across the United States: University of California, Irvine (UCI), University of California, Los Angeles (UCLA); The University of New Mexico (NM), The University of Iowa (IA), University of Minnesota (MN), Duke University/University of North Carolina, University of California, San Diego (UCSD; healthy subjects only), and the University of California San Francisco (UCSF). Informed consent was obtained from the participants according to the guidelines set by the Internal Review Boards at each site. Resting-state fMRI data were originally collected from 186 HCs and 176 SZs. The SZ subjects were diagnosed using Structured Clinical Interview for DSM-IV-TR Axis I Disorders (First et al., 2002). The SZ subjects were excluded if they had a history of major medical illness and tardive dyskinesia or significant extrapyramidal symptoms or significant changes in psychotropic medications in the previous 2 months before the scan. Any healthy subject who had a first degree relative with a psychotic illness diagnosis or history of major neurological or psychiatric medical illness was also excluded. Subjects were also excluded if they did not have any of the following: sufficient eyesight to see visual displays, normal hearing levels, fluency in English and ability to perform the study tasks, IQ greater than 75 or if they had previous head injury or prolonged unconsciousness, substance or alcohol dependence, migraine treatments or MRI contradictions. Prior to participating in scanning procedures, all subjects received extensive diagnostic evaluations by experienced raters. All patients received the following symptom ratings: Scales for the Assessment of Positive (SAPS) and Negative Symptoms (SANS) and a modified Positive and Negative Symptom Scale (PANSS). The SZs were age and gender-matched. Imaging data for six of the seven sites were collected on a 3T Siemens Tim Trio System and on a 3T General Electric Discovery MR750 scanner at one site. 162 volumes of EPI, BOLD, fMRI data were collected from each participant using 3T scanners with the following imaging parameters: FOV = 220 mm × 220 mm (64 × 64 matrix), TR = 2 s, TE = 30 ms, FA = 770, 32 sequential ascending axial slices with thickness of 4 and 1 mm skip.



Medication Information

Anti-psychotic data was available for 129 patients in the FBIRN phase-III dataset. We used their respective chlorpromazine (CPZ) dosage equivalents for the patients with available dose-level medication data, as specified by Andreasen et al. (2010).



Preprocessing

We preprocessed the fMRI data using the SPM (Friston, 2007) and AFNI (Cox, 1996) toolboxes and scripts written in the MATLABTM software. At first, we measured the SFNR (Friedman et al., 2006) and maximum RMS translation using the INRIAlign toolbox in SPM (Freire et al., 2002) for all subjects. We excluded subjects with SFNR < 150 and RMS translation >4 mm, which left us with 314 subjects for analysis, including 163 HCs (mean age 36.9, 46 women) and 151 SZs (mean age 37.8, 37 women). Next, we performed slice-timing correction using the middle slice as reference, followed by despiking using AFNI’s 3dDespike algorithm to reduce the effect of outliers, normalization to the standard MNI space, resampling to 3 mm × 3 mm × 3 mm voxels, and smoothing to 6 mm FWHM kernel. Finally, we performed variance normalization on each voxel TC. More details about the data acquisition, preprocessing and quality control can be found in prior work (Damaraju et al., 2014; Keator et al., 2016).



Group ICA

We performed group-level spatial ICA (Calhoun et al., 2001; Calhoun and Adali, 2012) to decompose the temporally concatenated fMRI data of all subjects into 100 spatially independent group-level components. This was achieved in two steps. At first, we performed a subject-level PCA with the number of PCs set at 120, followed by a group-level PCA on the reduced and concatenated data with the number of PCs set at 100. We chose a high number of PCs as it has been shown to stabilize the subsequent back-reconstruction process and produce refined ICs corresponding to known anatomical and functional segmentation (Allen et al., 2011; Erhardt et al., 2011b). Next, we performed ICA on the PCA-reduced data using the Infomax algorithm (Bell and Sejnowski, 1995) to estimate the group-level ICs. We repeated ICA 20 times and selected the most representative solution to ensure the stability of the IC estimation (Ma et al., 2011). We identified 100 most reliable components as the final group-level ICs.

After discarding the artifact-related ICs, we characterized 47 of the group-level ICs as RSN. An IC was identified as an RSN if its peak activation cluster was in the gray matter, there was minimal overlap with known vascular, susceptibility, ventricular and edge regions, and the mean power spectra of the IC showed higher low frequency spectral power (Allen et al., 2011). We grouped these networks into SC, auditory (AUD), SM, VIS, ATTN, frontal (FRN), DMN, and cerebellar (CB) functional domains based on their anatomical and presumed functional properties (Allen et al., 2014). Next, we estimated the subject-specific networks and their associated TCs based on the group-level ICs using the STR approach (Beckmann et al., 2009; Erhardt et al., 2011b). Finally, we post-processed the subject-level TCs of these networks by removing linear, quadratic and cubic trends, regressing out the head motion parameters and despiking using AFNI’s 3dDespike algorithm (Cox, 1996). Correlation among brain networks are known to be driven primarily by low frequency fluctuations in the BOLD fMRI data (Cordes et al., 2001). Therefore, we filtered the TCs using a 5th order Butterworth filter with a passband frequency of 0.01−0.15 Hz.



dFNC Estimation

We proceeded to analyze dFNC for each subject using a sliding window method (Sakoğlu et al., 2010; Allen et al., 2014; Damaraju et al., 2014). We used a sliding window with size of 22 TR (44 s) and convolved it with a Gaussian of σ = 3 TR to obtain tapering along the edges. We used the sliding window in steps of 1 TR to estimate the dFNC among the TCs from a regularized inverse covariance matrix using a graphical LASSO framework (Friedman et al., 2008; Varoquaux et al., 2010). We transformed the dFNC values for each subject using the Fisher-Z transformation and residualized them with respect to the gender, age and site variables. The dFNC analysis was performed using the temporal dFNC toolbox included in the GIFT software (Calhoun, 2004). Prior work can be consulted to obtain more details on the group ICA analysis of the fMRI data and the dFNC estimation steps (Damaraju et al., 2014).



Dynamic Functional Domain Connectivity

Figure 1 shows a flowchart of the analysis undertaken to investigate schizophrenia using the information theoretic framework. At first, for each window, we used every connectivity between the networks belonging to each pair of domains Z[t] and Y[t] to determine the temporal DFDC matrix D(Z,Y)[t] (Vergara et al., 2017). Note that the FNC between two TCs is a scalar quantity, but the DFDC between two functional domains is not scalar unless both contain one network each. Furthermore, the FNC of a network with itself is 1 (one). In contrast, it is possible to have a multi-dimensional DFDC for a functional domain with itself if it contains more than two networks. In the two-network case, the DFDC is a scalar quantity. In our analysis, there were two such functional domains. The next step in our framework is to run a clustering algorithm on the DFDC. We chose not to apply clustering on the two DFDC with scalar quantities and excluded them from further analysis. We applied K-means clustering to the DFDC D(Z,Y)[t] across all windows and all subjects with 10 replicates. We set the number of clusters at K = 3 using the elbow criterion on the cluster validity index (Allen et al., 2014). Thus we identified the cluster centroids [image: image] and a membership function [image: image] corresponding to each windowed DFDC. The DFDC analysis was performed using custom scripts written in MATLABTM.
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FIGURE 1. A flowchart of the information theoretic framework of DFDC.



Each cluster represents a dynamic state in DFDC. This method is analogous to the whole-brain dynamic state identification method (Allen et al., 2014), but estimates the dynamic states at the functional domain level. Therefore, as shown in Figure 1, DFDC is essentially a sub-matrix of the whole-brain dFNC matrix. The membership function expresses the closest cluster centroid based on an arbitrary distance measure. Here, we used correlation as the distance metric as it is a normalized metric showing more sensitivity to the DFDC patterns, although other possible choices such as L1, L2 norms will likely be highly similar (Damaraju et al., 2014).



DFDC State Probabilities and Entropy

Next, we conceptualized the data within an information theoretic framework. In this framework, each of the DFDC states in the set Ck(Z,Y) is an element from an alphabet. The corresponding membership function m(z,y)[t] defines the frequency of occurrence of each dynamic state Di(z,y) (alphabet element). Thus, we can estimate the probability, pi(z,y), of a given state Di(z,y) from the membership function (also known as the occupancy rate). The DFDC entropy is then computed as:

[image: image]

Entropy provides a measure of uncertainty. Higher entropy indicates that all possible states of a DFDC are nearly equally likely to be observed. Conversely, zero entropy implies maximum predictability of an outcome state.


dFNC Entropy

Just as for the DFDC states, we can also capture uncertainly at the whole-brain level by measuring entropy of the dFNC states. It is computed as:

[image: image]

Here, pi(x) is the probability of a given dFNC state for a subject, where the states are estimated by running K-means clustering on the dFNC matrices across all subjects with K = 3. This is useful for interpreting the findings based on DFDC and dFNC.




Cross-Domain Mutual Information

The other information theoretic measure we were interested in is the CDMI. CDMI is defined as:

[image: image]

where A and B are two other different domains than Z and Y. [image: image] indicates the joint probability based on the temporal co-occurrence of the membership states m(Z,Y)[t], m(A,B)[t] and is given by:
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It can be shown from Eq. 2 thatI(AB,ZY)=H(Z,Y)−H(Z,Y|A,B), where H(Z,Y|A,B) is the conditional entropy of the DFDC D(Z,Y) given D(A,B). MI serves as a measure of dependence (or lack thereof) between two random variables. MI is symmetric and non-negative, and zero if and only if the two random variables are statistically independent. Note that if Z=A and Y=B, then I(AB,ZY) simply indicates the entropy of D(Z,Y), or H(Z,Y).



Statistical Analysis

We performed statistical analysis on various information theoretic measures, i.e., state probabilities, entropy and CDMI, with the intent of testing for group differences. We observed that the DFDC state probabilities had positively skewed distribution (see Supplementary Figures 2, 4, 6). In case of DFDC entropy, the distributions were negatively skewed (see Supplementary Figure 8). Note that the number of maximum possible dynamic states for each DFDC was set at 3, which translates to a maximum achievable entropy value of 1.585 bits/sample in the event of an equal occupancy rate (33.33%) for each state. We transformed the DFDC state probabilities and entropy data across all subjects in the following manner to obtain Gaussian distributions. At first the data was scaled between [−(1−K), (1−K)]. Here, K is a small number, introduced so that we could subsequently apply the Fisher-Z transformation on the scaled data without encountering discontinuity. Next, we used a one-sample Kolmogorov–Smirnov test to confirm that the transformed quantities came from a standard normal distribution and hence satisfied the assumptions of relevant statistical analyses. We fit a linear model separately to each transformed DFDC state probability and entropy with the subject diagnosis (HC-SZ) as the independent categorical variable and examined the group difference. We also looked at group difference in the whole-brain dFNC entropy using a similar test.

We observed that most of the CDMI were very low, indicating high statistical independence between the corresponding DFDC pairs. We used the following bootstrapping technique to select the significantly high CDMIs for further investigation (Vergara et al., 2017). We first computed the state probabilities and joint probabilities across all data (subject × window) from the clustering results on each DFDC. We used these values to computer one CDMI for each DFDC pair. Note that the CDMI of a DFDC with itself was ignored, as it is merely the entropy for that DFDC. We bootstrapped these CDMI values using 109 iterations. The significant CDMI threshold was chosen at 5% level. The DFDC pairs with CDMI values higher than this threshold were selected for further analysis. The CDMIs also had right skewed distribution and were transformed similar to the state probabilities and entropy, before being fit to a linear model to examine group difference.

We also assessed the relationship of the SZ’s DFDC entropy and the significant CDMIs with both the patient PANSS scores and CPZ dosage equivalents. We correlated the CPZ dosage equivalents (in log-scale) with each DFDC entropy and significant CDMI. The CPZ dosage equivalents were log-transformed because their original distribution had very low “peakedness” or kurtosis. We also correlated the patient PANSS scores (positive, negative and general separately) with each DFDC entropy and the significant CDMI.




RESULTS

We set out to examine group differences between HCs and SZs using the information theoretic framework of brain connectivity. The first step in this process was to estimate the brain networks using group ICA. Figure 2 shows the 47 networks grouped into eight functional domains, i.e., SC (5 networks), AUD (2), SM (6), VIS (10), ATTN (9), FRN (7), DMN (6), and CB (2) domains. Out of these, AUD and CB, having two ICs each, were excluded from further analysis. More details such as the anatomical labels and peak activation coordinate of these networks can be found in prior work (Damaraju et al., 2014) and in the Supplementary Table 1.
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FIGURE 2. Composite view of the 47 spatially independent group-level functional networks categorized into eight functional domains: subcortical (SC, 5 networks), auditory (AUD, 2), sensorimotor (SM, 6), visual (VIS, 10), attention (ATTN, 9), frontoparietal (FRN, 7), default mode (DMN, 6) and cerebellar (CB, 2). Intensity of the color represents z-scores. Functional network labels and peak activation coordinates can be found in prior work (Damaraju et al., 2014).




Group Difference in DFDC State Probabilities

We determined the DFDC states via K-means clustering and examined the group differences in the subject state probabilities. The six domains under experiment generated [image: image] domain pairs. Supplementary Figure 1 shows the three cluster centroids or states for each of the 21 DFDC. Figure 3A shows the mean probabilities for the three states across all subjects. The DFDC are sorted from top to bottom in the order of increasing entropy, and the mean probabilities in each row are sorted from left to right in decreasing order. We observed that the state probabilities had a right-skewed distribution (see Supplementary Figures 2, 4, 6) and transformed them to standard normal distributions (see Supplementary Figures 3, 5, 7). Figure 3B shows the result of linear regression on the transformed state probabilities with diagnosis (HC-SZ) as the independent categorical variable. The color intensity indicates sign(β)×|log⁡10(p)| where β is the coefficient of regression and p is the p-value corresponding to the t-statistic of the coefficient. Results indicate that SZs have significantly higher (transformed) state 1 probabilities in the SM-DMN DFDC and (transformed) state 2 probabilities in VIS-DMN DFDC at p < 0.05 level (uncorrected).


[image: image]

FIGURE 3. (A) The DFDC state probabilities averaged across all subjects for each of the K = 3 states and DFDC domain pairs obtained using K-means clustering. The domain pairs are sorted from top to bottom in the order of increasing entropy. (B) Results obtained by regressing the diagnosis labels (HC-SZ) of the subjects on each of the DFDC state probabilities. The color intensity indicates sign(β)×|log⁡10(p)| where β is the coefficient of regression and p is the p-value corresponding to the t-statistic of the coefficient. Upward arrows indicate that in two cases SZ have significantly higher state probabilities than HCs (p < 0.05, uncorrected).





Group Difference in DFDC and dFNC Entropy

Next, we computed the DFDC entropies from the state probabilities using Eq. 1 and examined the group differences in the entropy of the 21 DFDCs. We observed that the entropy had left-skewed distribution (see Supplementary Figure 8) and transformed them to standard normal distributions (see Supplementary Figure 9). Figures 4A,B show the mean entropy across all HCs and SZs for different DFDC. Figure 4C shows the result of linear regression on the transformed entropy with diagnosis (HC-SZ) as the independent categorical variable. The color intensity indicates sign(β)×|log⁡10(p)| where β is the coefficient of regression and p is the p-value corresponding to the t-statistic of the coefficient. Results indicate that SZs have significantly higher entropy than HCs in the SC-SC, FRN-VIS and DMN-VIS DFDC at p < 0.05 level (uncorrected). Figure 4D shows the entropy for HCs and SZs computed from the whole-brain dFNC. We observed that the dFNC entropy is also significantly higher in SZs (p = 0.0025), commensurate with the majority of the DFDC entropy.


[image: image]

FIGURE 4. (A) Subject-wise mean entropy for HCs, (B) subject-wise mean entropy for SZs, (C) group difference results from regressing diagnosis on subject-wise entropy. The color intensity indicates sign(β)×|log⁡10(p)| where β is the coefficient of regression and p is the p-value corresponding to the t-statistic of the coefficient. Upward arrows on the positive quantities indicate SZs have significantly higher entropy than HCs (p < 0.05, uncorrected). (D) Boxplots showing whole-brain dFNC entropy in HC vs. SZ. SZs have significantly higher dFNC entropy than HCs.





Group Difference in Cross-Domain Mutual Information

The last information theoretic measure we examined was the CDMI between each pair of DFDC. We used the state probabilities in Eq. 3 to determine the CDMI between two DFDC and examined the group differences. Pairwise CDMI between 21 DFDC under experiment resulted in [image: image] CDMI values. Figure 5 show the mean CDMI across HCs and SZs. We observed that when measured across all subjects, the CDMI values were below or equal to 0.2871 (see Supplementary Figure 10). Using bootstrapping, we chose the minimum significant CDMI threshold of 0.099612 at 5% level and performed statistical analysis on the 10 DFDC pairs whose CDMI were higher than this threshold. More details about these 10 CDMI are provided in Supplementary Table 2. We observed that the CDMI showed a right-skewed distribution (see Supplementary Figure 11) and hence transformed them to standard normal distributions (see Supplementary Figure 12). Figure 6 shows a chord diagram of the results of linear regression on the transformed CDMI values with subject diagnosis (HC-SZ) as the independent categorical variable. The color intensity of the connecting links between a pair of DFDC indicates sign(β) and the width of the links indicates sign(β)×|log⁡10(p)| where β is the coefficient of regression and p is the p-value corresponding to the t-statistic of the coefficient. The p-values were controlled for FDR when conducting multiple comparisons. Results indicate that in 7 out of 10 DFDC pairs under consideration, SZs have lower CDMI than HCs. Three of those are statistically significant at p < 0.05 level after FDR correction, which are SC-SM vs. SC-VIS, SM-ATTN vs. VIS-ATTN and SM-ATTN vs. ATTN-ATTN DFDC pairs. This enables us to draw the conclusion that SZs demonstrate significantly lower CDMI, and higher independence, than HCs between these DFDC states.
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FIGURE 5. (A) Mean CDMI between different DFDC for HCs, (B) for SZs.
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FIGURE 6. Significant group differences between HCs and SZs. Showing 10 CDMI between 13 different pairs of DFDC which had significantly high CDMI value (determined via bootstrapping). The color of the links indicates sign(β) and the width indicates sign(β)×|log⁡10(p)|, where β is the regression slope and p is the p-value corresponding to the diagnosis variable corrected using FDR correction for multiple comparisons. Negative β values indicate decreased CDMI in SZs, with the three darkest/widest links showing the pairs of DFDC which show significant group difference in CDMI at p < 0.05 level.





Correlation With Medication and Symptoms

We found that the CPZ dosage equivalent of the patients was not significantly correlated with any of the DFDC entropy or the significant CDMIs of the patients. The linear correlation coefficient between the two and the FDR-corrected p-values for testing the hypothesis of no correlation are presented in Supplementary Figures 14, 15. We found that the PANSS positive scores of the patients were significantly correlated with the VIS-FRN vs. VIS-DMN CDMI (R = 0.27, p = 0.0084, FDR corrected). The linear correlation coefficients and FDR corrected p-values are added in Supplementary Figures 16, 17. We did not find any significant correlation between the PANSS positive scores and any DFDC entropy, or PANSS general and negative scores of the patients and any of the DFDC entropy or the significant CDMIs after FDR correction for multiple comparisons.




DISCUSSION

We set out to utilize the information theoretic framework of DFDC (Vergara et al., 2017) to examine how the information processing between the brain functional domains are impacted in schizophrenia. We specifically looked at the transformed entropy in the subject-wise time-varying DFDC patterns, and the CDMI between each pair of those DFDC patterns. We found that SZs show significantly higher entropy than HCs within multiple DFDC. It suggests that there is higher uncertainty or randomness of the DFDC patterns in the diseased brain. Furthermore, SZs demonstrate significantly lower CDMI than HCs between several DFDC pairs. It presents a compelling evidence of higher statistical independence between the activity of different DFDC in the diseased brain.

There are numerous studies hypothesizing aberrant brain function in schizophrenia (Aleman and Kahn, 2005; Brunet-Gouet and Decety, 2006; Juckel et al., 2006; Bassett et al., 2008; Murray et al., 2008; Sommer et al., 2008; Wolf et al., 2009; Esslinger et al., 2013; Fusar-Poli et al., 2013; van den Heuvel et al., 2013; Kahn et al., 2015). Our work is one of the first to explore information sharing at the functional domain level in schizophrenia, and our findings corroborate the notion of the aberrant nature of functional connectivity. We also examined entropy in whole-brain dFNC which has not been reported in the literature. We found that SZs have significantly higher entropy than HCs at both whole-brain and functional domain level.

Evidence of weaker CDMI in SZs implies that connectivity among different pairs of functional domains, or DFDC, have less influence on each other’s domain activation patterns in SZs. Note that we selected a significant CDMI threshold via bootstrapping and ran linear regression on the selected CDMI, because the CDMI for most of the DFDC pairs are very low (indicating higher independence). It can be argued that the results passed the test for multiple comparisons only because of the lower number of comparisons. Hence, we also examined the group difference in every CDMI and corrected for multiple comparisons, instead of selecting a few based on a bootstrapped threshold. We still found that SZs have significantly lower CDMI than HCs in the SM-ATTN vs. ATTN-ATTN CDMI, while showing a general trend toward lower CDMI in SZs compared to HCs (Supplementary Figure 13). Miller et al. (2016a) has previously explored information processing among functional domains in schizophrenia and found that auditory-visual-sensorimotor network in the healthy population showed increased sensitivity to connectivity in the other functional domains. The authors derived two novel metrics (distributional dissimilarity and specificity) based on the transition probabilities of the inter-domain and intra-domain correlation patterns which can capture information flow among the domains. Their major finding – that these metrics are reduced in SZs – is in accordance with our findings. However, we have come to this conclusion by employing information theoretic concepts which are well-defined and broadly used in other fields. Moreover, previous authors used metrics based on transition probability of the connectivity states, whereas we have employed the entropy of the whole sequence of the connectivity states.

We ran some additional tests to investigate the site effect on CDMI and entropy. Specifically, we extended our statistical models to include both diagnosis (2 levels) and site (7 levels) factors, then performed an N-way analysis of covariance using Matlab “anovan” function, followed by a multiple comparison of the stats using the “multcompare” function. We have added the results in Supplementary Figure 18 which shows the 2 cases where we found significant differences between the marginal CDMI means with the site variable considered. In our original manuscript, we identified both these CDMIs to be significantly different between HC and SZ with the site effect not considered. From similar analysis on entropy, site difference was observed in the SC-VIS entropy. Given these results, we do not see significant influence of site on the results in the current setting.

It bears discussion what our findings imply for SZ and brain disorders. From previous literature we know of hyper connectivity abnormalities in the SC region (Damaraju et al., 2014; Vergara et al., 2019) and thus it is not a surprise that we see entropy effects in the SC domain. Our results indicate that SC hyper connectivity in SZ translates into higher uncertainty (higher entropy). Given that the SC domain encompass thalamus and putamen, this could point to an increase of information relay in the cortico-thalamic loops. A possible explanation is that the cortical regions in charge of sensory processing are sending an extra amount of signaling to the cortico-thalamic loops in SZ. This might overwork the information relay functions of the striatal and thalamic regions which responds to this demand by enhancing functioning and increasing the amount of information (larger entropy) processed. This overworking of the brain seems to be determined between the SC and VIS regions and two domains (FRN and DMN). Similar impaired VIS-SC-FRN processing has been previously reported in SZ (Sehatpour et al., 2010; John et al., 2018). In our study, we also discover impaired VIS-DMN processing. The patient PANSS positive score shows significant correlation with the VIS-FRN vs. VIS-DMN CDMI. The literature supports this evidence of link between positive symptoms such as visual hallucination and abnormal DMN activity in SZ (Jardri et al., 2013) as well as Parkinson’s disease (Yao et al., 2014; Shine et al., 2015). It is possible that overworking the SC domain enhances important information among VIS, DMN and FRN domains, but reduces information sharing among other domains in order to compensate the workload. Example of this reduction was observed in the SM-SC vs. SC-VIS CDMI which might have diminished workload to be able to dedicate more resources for other areas more active during resting state. By leveraging information theoretic principles, our work provides some novel insights about the uncertainty of the dFNC and DFDC states in SZ.

Next, we discuss some of the weaknesses and limitations in this study. Firstly, we have imposed the number of clusters, K = 3 when clustering the DFDC patterns using the K-means algorithm. The number K was chosen by observing the elbow criterion. We also experimented by varying K between {3,4,5}, as well as by including the AUD and CB functional domains in the analysis. The results agree for various settings, i.e., SZs tend to have higher entropy and lower CDMI than HCs. For different settings we found different sets of DFDC to be significant, but some of the DFDCs, such as SC-SC show higher entropy in SZs, and SM-ATTN vs. ATTN-ATTN CDMI tends to be lower in SZs irrespective of different settings. Secondly, the assignment of different networks to the functional domains tends to be subjective and consensus-based among researchers depending on the anatomy and prevalent knowledge about the function of such networks. An important future direction will be to motivate optimal choice of the number of clusters, clustering method, and a replicable method of assignment of functional domains in the information theoretic framework and beyond. Finally, we observed that the effect sizes of the entropy/CDMI group differences are not very large (see Supplementary Figures 9, 12). The effect sizes range between 0.09 and 0.30 for the DFDCs showing significant group differences in entropy, and the linear regression results do not pass correction for multiple comparisons. However, for the CDMI group comparisons, the effect sizes are higher (0.29−0.46) and the linear regression results indeed pass FDR correction for multiple comparisons to corroborate our conclusions.

Since its introduction 70 years ago, information theory has been adopted and appropriated in many different scientific domains, including neuroscience where the study of neural information flow sees major application of the information theoretic principles. In recent years the interest in dynamic nature of the human brain and its implication in brain disorders has peaked. Brain disorders such as schizophrenia as well as aging and dementia are strongly indicative of the deterioration of storage and transmission mechanism of information in the human brain. In this work, we have generated novel insights about the uncertainty of the dFNC and DFDC states in schizophrenia by leveraging information theoretic principles. Further work in this area may help us decipher what language distant brain regions use to “talk” to each other, as well as how this interaction is impaired in brain diseases (Vergara and Calhoun, 2017). The study of the complex yet orderly, dynamic function of the healthy human brain and the lack thereof in mental illness can hopefully benefit from the application of the simple, yet elegant information theoretic framework such as one introduced in our work.



DATA AVAILABILITY

The datasets for this manuscript are not publicly available. We plan to make all of the connectivity matrices, results, and code available to the public. While we would also like to make the raw data available, it is not our study and unfortunately there are still IRB restrictions which prevent such sharing for now. Requests to access the datasets should be directed to https://www.nitrc.org/projects/fbirn.



ETHICS STATEMENT

The data used in this study were collected under the Functional Biomedical Informatics Research Network (FBIRN) phase-III study at the following sites: University of California, Irvine (UCI), University of California, Los Angeles (UCLA), The University of New Mexico (NM), The University of Iowa (IA), University of Minnesota (MN), Duke University/University of North Carolina, University of California, San Diego (UCSD; healthy subjects only), and the University of California, San Francisco (UCSF). Informed consent was obtained from the participants according to the guidelines set by the Internal Review Boards at each site.



AUTHOR CONTRIBUTIONS

MS, VV, and VC designed the project. MS wrote the manuscript. ED performed the preprocessing, group ICA, and dFNC analyses. MS, VV, and VC performed the DFDC and statistical analyses, interpreted the results, and edited the manuscript.



FUNDING

This work was supported by the National Institutes of Health grants (R01EB020407, P20GM103472, and P30GM122734) and the National Science Foundation grant 1539067 (to VC).



ACKNOWLEDGMENTS

We would like to thank Zening Fu, Ph.D. for help with the preparation of figures.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnins.2019.00873/full#supplementary-material



ABBREVIATIONS

ATTN, attention; BOLD, blood oxygenation level dependent; CDMI, cross-domain mutual information; DFDC, dynamic functional domain connectivity; dFNC, dynamic functional network connectivity; DMN, default mode network; EPI, echo planar imaging; FBIRN, functional biomedical informatics research network; FDR, false discovery rate; fMRI, functional magnetic resonance imaging; FNC, functional network connectivity; FRN, frontoparietal; FWHM, full width at half maximum; GIFT, group ICA of fMRI; HCs, healthy controls; ICA, independent component analysis; ICs, independent components; MI, mutual information; MNI, montreal neurological institute; PCA, principal component analysis; PCs, principal components; RMS, root mean square; RSN, resting-state networks; SC, subcortical; SFNR, signal-to-fluctuation noise ratio; SM, sensorimotor; STR, spatio-temporal regression; SZs, schizophrenia patients; TCs, time courses; VIS, visual.



REFERENCES

Abrol, A., Chaze, C., Damaraju, E., and Calhoun, V. D. (2016). “The chronnectome: evaluating replicability of dynamic connectivity patterns in 7500 resting fmri datasets,” in Proceedings of the 2016 38th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Orlando, FL.

Abrol, A., Rashid, B., Rachakonda, S., Damaraju, E., and Calhoun, V. D. (2017). Schizophrenia shows disrupted links between brain volume and dynamic functional connectivity. Front. Neurosci. 11:624. doi: 10.3389/fnins.2017.00624

Aleman, A., and Kahn, R. S. (2005). Strange feelings: do amygdala abnormalities dysregulate the emotional brain in schizophrenia? Prog. Neurobiol. 77, 283–298. doi: 10.1016/j.pneurobio.2005.11.005

Allen, E. A., Damaraju, E., Plis, S. M., Erhardt, E. B., Eichele, T., and Calhoun, V. D. (2014). Tracking whole-brain connectivity dynamics in the resting state. Cereb. Cortex 24, 663–676. doi: 10.1093/cercor/bhs352

Allen, E. A., Erhardt, E. B., Damaraju, E., Gruner, W., Segall, J. M., Silva, R. F., et al. (2011). A baseline for the multivariate comparison of resting-state networks. Front. Syst. Neurosci. 5:2. doi: 10.3389/fnsys.2011.00002

Andreasen, N. C., Pressler, M., Nopoulos, P., Miller, D., and Ho, B.-C. (2010). Antipsychotic dose equivalents and dose-years: a standardized method for comparing exposure to different drugs. Biol. Psychiatry 67, 255–262. doi: 10.1016/j.biopsych.2009.08.040

Barttfeld, P., Uhrig, L., Sitt, J. D., Sigman, M., Jarraya, B., and Dehaene, S. (2015). Signature of consciousness in the dynamics of resting-state brain activity. PNAS 112, 887–892. doi: 10.1073/pnas.1418031112

Bassett, D. S., Bullmore, E., Verchinski, B. A., Mattay, V. S., Weinberger, D. R., and Meyer-Lindenberg, A. (2008). Hierarchical organization of human cortical networks in health and schizophrenia. J. Neurosci. 28, 9239–9248. doi: 10.1523/JNEUROSCI.1929-08.2008

Beckmann, C. F., Mackay, C. E., Filippini, N., and Smith, S. M. (2009). Group comparison of resting-state FMRI data using multi-subject ICA and dual regression. NeuroImage 47:S148.

Bell, A. J., and Sejnowski, T. J. (1995). An information-maximization approach to blind separation and blind deconvolution. Neural Comput. 7, 1129–1159. doi: 10.1162/neco.1995.7.6.1129

Biswal, B., Zerrin Yetkin, F., Haughton, V. M., and Hyde, J. S. (1995). Functional connectivity in the motor cortex of resting human brain using echo-planar mri. Magn. Reson. Med. 34, 537–541. doi: 10.1002/mrm.1910340409

Borst, A., and Theunissen, F. E. (1999). Information theory and neural coding. Nat. Neurosci. 2, 947–957. doi: 10.1038/14731

Brunet-Gouet, E., and Decety, J. (2006). Social brain dysfunctions in schizophrenia: a review of neuroimaging studies. Psychiatry Res. 148, 75–92. doi: 10.1016/j.pscychresns.2006.05.001

Calhoun, V. D. (2004). GIFT Software. Available at: http://mialab.mrn.org/software/gift/index.html (accessed September 13, 2017).

Calhoun, V. D., and Adali, T. (2012). Multisubject independent component analysis of fmri: a decade of intrinsic networks, default mode, and neurodiagnostic discovery. IEEE Rev. Biomed. Eng. 5, 60–73. doi: 10.1109/RBME.2012.2211076

Calhoun, V. D., Adali, T., Pearlson, G. D., and Pekar, J. J. (2001). A method for making group inferences from functional MRI data using independent component analysis. Hum. Brain Mapp. 14, 140–151. doi: 10.1002/hbm.1048

Calhoun, V. D., Liu, J., and Adalı, T. (2009). A review of group ICA for fMRI data and ICA for joint inference of imaging, genetic, and ERP data. NeuroImage 45, S163–S172. doi: 10.1016/j.neuroimage.2008.10.057

Chen, X., Zhang, H., Zhang, L., Shen, C., Lee, S.-W., and Shen, D. (2017). Extraction of dynamic functional connectivity from brain grey matter and white matter for MCI classification: dynamic connectivity for MCI classification. Hum. Brain Mapp. 38, 5019–5034. doi: 10.1002/hbm.23711

Cordes, D., Haughton, V. M., Arfanakis, K., Carew, J. D., Turski, P. A., Moritz, C. H., et al. (2001). Frequencies contributing to functional connectivity in the cerebral cortex in “resting-state” data. AJNR Am. J. Neuroradiol. 22, 1326–1333.

Cover, T. M., and Thomas, J. A. (2006). Elements of Information Theory, 2nd Edn. Hoboken, NJ: Wiley-Interscience.

Cox, R. W. (1996). AFNI: software for analysis and visualization of functional magnetic resonance neuroimages. Comput. Biomed. Res. 29, 162–173. doi: 10.1006/cbmr.1996.0014

Damaraju, E., Allen, E. A., Belger, A., Ford, J. M., McEwen, S., Mathalon, D. H., et al. (2014). Dynamic functional connectivity analysis reveals transient states of dysconnectivity in schizophrenia. NeuroImage 5, 298–308. doi: 10.1016/j.nicl.2014.07.003

Dimitrov, A. G., Lazar, A. A., and Victor, J. D. (2011). Information theory in neuroscience. J. Comput. Neurosci. 30, 1–5.

Du, Y., Pearlson, G. D., Liu, J., Sui, J., Yu, Q., He, H., et al. (2015). A group ICA based framework for evaluating resting fMRI markers when disease categories are unclear: application to schizophrenia, bipolar, and schizoaffective disorders. NeuroImage 122, 272–280. doi: 10.1016/j.neuroimage.2015.07.054

Du, Y., Pearlson, G. D., Yu, Q., He, H., Lin, D., Sui, J., et al. (2016). Interaction among subsystems within default mode network diminished in schizophrenia patients: a dynamic connectivity approach. Schizophrenia Res. 170, 55–65. doi: 10.1016/j.schres.2015.11.021

Erhardt, E. B., Allen, E. A., Damaraju, E., and Calhoun, V. D. (2011a). On network derivation, classification, and visualization: a response to habeck and moeller. Brain Connect. 1, 105–110. doi: 10.1089/brain.2011.0022

Erhardt, E. B., Rachakonda, S., Bedrick, E. J., Allen, E. A., Adali, T., and Calhoun, V. D. (2011b). Comparison of multi-subject ICA methods for analysis of fMRI data. Hum. Brain Mapp. 32, 2075–2095. doi: 10.1002/hbm.21170

Esslinger, C., Braun, U., Schirmbeck, F., Santos, A., Meyer-Lindenberg, A., Zink, M., et al. (2013). Activation of midbrain and ventral striatal regions implicates salience processing during a modified beads task. PLoS One 8:e58536. doi: 10.1371/journal.pone.0058536

First, M., Spitzer, R., Gibbon, M., and Williams, J. (2002). Structured Clinical Interview for DSM-IV-TR Axis I Disorders, Research Version, Non-patient Edition. (SCID-I/NP). New York, NY: NewYork State Psychiatric Institute.

Freire, L., Roche, A., and Mangin, J. F. (2002). What is the best similarity measure for motion correction in fMRI time series? IEEE Trans. Med. Imag. 21, 470–484. doi: 10.1109/TMI.2002.1009383

Friedman, J., Hastie, T., and Tibshirani, R. (2008). Sparse inverse covariance estimation with the graphical lasso. Biostatistics 9, 432–441. doi: 10.1093/biostatistics/kxm045

Friedman, L., and Glover, G. H., and Fbirn Consortium (2006). Reducing interscanner variability of activation in a multicenter fMRI study: controlling for signal-to-fluctuation-noise-ratio (SFNR) differences. NeuroImage 33, 471–481. doi: 10.1016/j.neuroimage.2006.07.012

Friston, K. J. (2007). Statistical Parametric Mapping: the Analysis of Funtional Brain Images, 1st Edn. Amsterdam: Elsevier/Academic Press.

Fusar-Poli, P., Borgwardt, S., Bechdolf, A., Addington, J., Riecher-Rössler, A., Schultze-Lutter, F., et al. (2013). The psychosis high-risk state: a comprehensive state-of-the-art review. JAMA Psychiatry 70, 107–120. doi: 10.1001/jamapsychiatry.2013.269

Greicius, M. D., Krasnow, B., Reiss, A. L., and Menon, V. (2003). Functional connectivity in the resting brain: a network analysis of the default mode hypothesis. Proc. Natl. Acad. Sci. U.S.A. 100, 253–258. doi: 10.1073/pnas.0135058100

Jardri, R., Thomas, P., Delmaire, C., Delion, P., and Pins, D. (2013). The neurodynamic organization of modality-dependent hallucinations. Cereb. Cortex 23, 1108–1117. doi: 10.1093/cercor/bhs082

John, Y. J., Zikopoulos, B., Bullock, D., and Barbas, H. (2018). Visual attention deficits in schizophrenia can arise from inhibitory dysfunction in thalamus or cortex. Comput. Psychiatry 2, 223–257. doi: 10.1162/y_a_00023

Juckel, G., Schlagenhauf, F., Koslowski, M., Wüstenberg, T., Villringer, A., Knutson, B., et al. (2006). Dysfunction of ventral striatal reward prediction in schizophrenia. Neuroimage 29, 409–416. doi: 10.1016/j.neuroimage.2005.07.051

Kahn, R. S., Sommer, I. E., Murray, R. M., Meyer-Lindenberg, A., Weinberger, D. R., Cannon, T. D., et al. (2015). Schizophrenia. Nat. Rev. Dis. Primers 1:15067. doi: 10.1038/nrdp.2015.67

Keator, D. B., van Erp, T. G. M., Turner, J. A., Glover, G. H., Mueller, B. A., Liu, T. T., et al. (2016). The function biomedical informatics research network data repository. Neuroimage 124, 1074–1079. doi: 10.1016/j.neuroimage.2015.09.003

Leonardi, N., and Van De Ville, D. (2015). On spurious and real fluctuations of dynamic functional connectivity during rest. NeuroImage 104, 430–436. doi: 10.1016/j.neuroimage.2014.09.007

Lottman, K. K. M., Kraguljac, N. V. M., White, D. M. M., Morgan, C. J. P., Calhoun, V. D. P., Butt, A. M., et al. (2017). Risperidone effects on brain dynamic connectivity– a prospective resting state fMRI study in schizophrenia. Front. Psychiatry 8:14. doi: 10.3389/fpsyt.2017.00014

Ma, S., Correa, N. M., Li, X.-L., Eichele, T., Calhoun, V. D., and Adalı, T. (2011). Automatic identification of functional clusters in fMRI data using spatial information. IEEE Trans. Biomed. Eng. 58, 3406–3417. doi: 10.1109/TBME.2011.2167149

Miller, R. L., Vergara, V. M., Keator, D. B., and Calhoun, V. D. (2016a). A method for intertemporal functional-domain connectivity analysis: application to schizophrenia reveals distorted directional information flow. IEEE Trans. Biomed. Eng. 63, 2525–2539. doi: 10.1109/TBME.2016.2600637

Miller, R. L., Yaesoubi, M., Turner, J. A., Mathalon, D., Preda, A., Pearlson, G., et al. (2016b). Higher dimensional meta-state analysis reveals reduced resting fmri connectivity dynamism in schizophrenia patients. PLoS One 11:e0149849. doi: 10.1371/journal.pone.0149849

Murray, G., Corlett, P., Clark, L., Pessiglione, M., Blackwell, A., Honey, G., et al. (2008). Substantia nigra/ventral tegmental reward prediction error disruption in psychosis. Mol. Psychiatry 13, 239–276. doi: 10.1038/sj.mp.4002058

Rabany, L., Brocke, S., Calhoun, V. D., Pittman, B., Corbera, S., Wexler, B. E., et al. (2018). S224. dynamic functional network connectivity in schizophrenia and autism spectrum disorder. Biol. Psychiatry 83:S435. doi: 10.1016/j.biopsych.2018.02.1116

Rashid, B., Arbabshirani, M. R., Damaraju, E., Cetin, M. S., Miller, R., Pearlson, G. D., et al. (2016). Classification of schizophrenia and bipolar patients using static and dynamic resting-state fMRI brain connectivity. NeuroImage 134, 645–657. doi: 10.1016/j.neuroimage.2016.04.051

Sakoğlu, Ü, Pearlson, G. D., Kiehl, K. A., Wang, Y. M., Michael, A. M., and Calhoun, V. D. (2010). A method for evaluating dynamic functional network connectivity and task-modulation: application to schizophrenia. Magn. Reson. Mater. Phys. Biol. Med. 23, 351–366. doi: 10.1007/s10334-010-0197-8

Sanfratello, L., Houck, J., and Calhoun, V. D. (2019). Dynamic functional network connectivity in schizophrenia with meg and fmri, do different time scales tell a different story? Brain Connect. 9, 251–262. doi: 10.1089/brain.2018.0608

Sehatpour, P., Dias, E. C., Butler, P. D., Revheim, N., Guilfoyle, D. N., Foxe, J. J., et al. (2010). Impaired visual object processing across an occipital-frontal-hippocampal brain network in schizophrenia: an integrated neuroimaging study. Arch. Gen. Psychiatry 67:772. doi: 10.1001/archgenpsychiatry.2010.85

Shannon, C. E. (1948). A mathematical theory of communication. Bell. Syst. Tech. J. 27, 379–423. doi: 10.1002/j.1538-7305.1948.tb01338.x

Shine, J. M., Muller, A. J., O’Callaghan, C., Hornberger, M., Halliday, G. M., and Lewis, S. J. (2015). Abnormal connectivity between the default mode and the visual system underlies the manifestation of visual hallucinations in Parkinson’s disease: a task-based fMRI study. NPJ Parkinson’s Dis. 1:15003. doi: 10.1038/npjparkd.2015.3

Sommer, I. E. C., Diederen, K. M. J., Blom, J.-D., Willems, A., Kushan, L., Slotema, K., et al. (2008). Auditory verbal hallucinations predominantly activate the right inferior frontal area. Brain 131, 3169–3177. doi: 10.1093/brain/awn251

van den Heuvel, M. P., Sporns, O., Collin, G., Scheewe, T., Mandl, R. C. W., Cahn, W., et al. (2013). Abnormal rich club organization and functional brain dynamics in schizophrenia. JAMA Psychiatry 70, 783–792. doi: 10.1001/jamapsychiatry.2013.1328

Varoquaux, G., Gramfort, A., Poline, J.-B., and Thirion, B. (2010). Brain Covariance Selection: Better Individual Functional Connectivity Models Using Population Prior. Available at: http://papers.nips.cc/paper/4080-brain-covariance-selection-better-individual-functional-connectivity-models-using-population-prior (accessed February 19, 2016).

Vergara, V. M., and Calhoun, V. D. (2017). “Brain language: uncovering functional connectivity codes,” in Proceedings Of the 2017 51st Asilomar Conference On Signals, Systems, and Computers, (Piscataway, NJ).

Vergara, V. M., Damaraju, E., Turner, J. A., Pearlson, G., Belger, A., Mathalon, D. H., et al. (2019). Altered domain functional network connectivity strength and randomness in schizophrenia. Front. Psychiatry 10:499. doi: 10.3389/fpsyt.2019.00499

Vergara, V. M., Miller, R. L., and Calhoun, V. D. (2017). An information theory framework for dynamic functional domain connectivity. J. Neurosci. Methods 284, 103–111. doi: 10.1016/j.jneumeth.2017.04.009

Wolf, R. C., Vasic, N., Sambataro, F., Höse, A., Frasch, K., Schmid, M., et al. (2009). Temporally anticorrelated brain networks during working memory performance reveal aberrant prefrontal and hippocampal connectivity in patients with schizophrenia. Prog. Neuropsychopharmacol. Biol. Psychiatry 33, 1464–1473. doi: 10.1016/j.pnpbp.2009.07.032

Yao, N., Chang, R. S.-K., Cheung, C., Pang, S., Lau, K. K., Suckling, J., et al. (2014). The default mode network is disrupted in parkinson’s disease with visual hallucinations. Hum. Brain Mapp. 35, 5658–5666. doi: 10.1002/hbm.22577

Zhi, D., Calhoun, V. D., Lv, L., Ma, X., Ke, Q., Fu, Z., et al. (2018). Aberrant dynamic functional network connectivity and graph properties in major depressive disorder. Front. Psychiatry 9:339. doi: 10.3389/fpsyt.2018.00339

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Salman, Vergara, Damaraju and Calhoun. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 23 August 2019
doi: 10.3389/fnins.2019.00899






[image: image]

Early Pain Exposure Influences Functional Brain Connectivity in Very Preterm Neonates
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Background: Early exposure to nociceptive events may cause brain structural alterations in preterm neonates, with long-lasting consequences on neurodevelopmental outcome. Little is known on the extent to which early pain may affect brain connectivity. We aim to evaluate brain functional connectivity changes in preterm neonate that underwent multiple invasive procedures during the postnatal period, and to correlate them with the neurodevelopmental outcome at 24 months.

Methods: In this prospective case-control study, we collected information about exposure to painful events during the early postnatal period and resting-state BOLD-fMRI data at term equivalent age from two groups of preterm neonate: 33 subjected to painful procedures during the neonatal intensive care (mean gestational age 27.9 ± 1.8 weeks) and 13 who did not require invasive procedures (average gestational age 31.2 ± 2.1 weeks). A data-driven principal-component-based multivariate pattern analysis (MVPA) was used to investigate the effect of early pain exposure on brain functional connectivity, and the relationship between connectivity changes and neurodevelopmental outcome at 24 months, assessed with Griffiths, Developmental Scale-Revised: 0–2.

Results: Early pain was associated with decreased functional connectivity between thalami and bilateral somatosensory cortex, and between the right insular cortex and ipsilateral amygdala and hippocampal regions, with a more evident effect in preterm neonate undergoing more invasive procedures. Functional connectivity of the right thalamocortical pathway was related to neuromotor outcome at 24 months (P = 0.003).

Conclusion: Early exposure to pain is associated with abnormal functional connectivity of developing networks involved in the modulation of noxious stimuli in preterm neonate, contributing to the neurodevelopmental consequence of preterm birth.

Keywords: preterm neonates, fMRI, pain, functional connectivity, neonatal neuroimaging, nociceptive modulations, brain connectivity, resting state


INTRODUCTION

The survival rates for preterm infants have improved considerably in recent decades due to the advances in perinatal and neonatal care (Lea et al., 2017). On the other hand, preterm neonates necessitate invasive treatments as part of their essential intensive care and can be subjected to multiple painful procedures requiring skin breaks (i.e., heel lances, intravenous or central line insertion, intramuscular injection, and surgical interventions) or intubations that may have a relevant influence on normal brain maturation and developmental neuroplasticity especially at low gestational ages (Carbajal et al., 2008). Indeed, in the early phases of development, the brain is extremely adaptable to novel sensory information inducing experience-dependent plasticity mechanisms (i.e., adaptive neuroplasticity) and vulnerable to several different insults leading to reactive post-injury neuroplasticity (Ismail et al., 2017).

In this regards, it has been recently demonstrated that exposure to nociceptive stimuli at earlier gestational ages may have several effects on the developing brain, with more severe alterations of multiple cerebral structures in extremely preterm neonates exposed to multiple painful procedures (≤28 weeks of gestational age) (Brummelte et al., 2015; Duerden et al., 2018). In particular, pain in preterm neonates may induce somatosensory changes (Grunau et al., 1994; Goffaux et al., 2008; Walker et al., 2009a), with long-lasting consequences upon subcortical gray and white-matter development subserving different somatosensory, cognitive, and motor processes (Brummelte et al., 2012; Ranger et al., 2013).

In preterm neonates, altered brain structure contributes to poorer cognitive, and motor outcomes during the first years of life (Grunau et al., 2009; Brummelte et al., 2012; Vinall et al., 2014; Duerden et al., 2018).

Despite the increasing evidence that repeated painful experiences during the first days of life in the neonatal intensive care environment may contribute to structural alterations of the preterm neonatal brain, little research has focused on the relationship between painful stressors and functional activity of the preterm brain at term corrected age (Smith et al., 2011). Recent studies demonstrated weaker functional connectivity in preterm neonates evaluated at term corrected age, with more severe alterations of network complexity in neonates with white matter injuries (Ball et al., 2016; Scheinost et al., 2016; Duerden et al., 2019). Nevertheless, little is known on the extent to which painful stressors may affect brain connectivity in these early phases, with potential consequences on future brain development, and plasticity.

In this study, we hypothesized that early exposure of preterm infants to painful stimuli in the neonatal intensive care setting could influence the functional connectivity of brain regions involved into pain processing. Accordingly, we aimed to explore differences in functional brain connectivity among preterm neonates that underwent multiple invasive procedures during the perinatal period and a control group of gestational-age and sex-matched neonates who experienced less than 5 procedures and no intubation nor surgical interventions. Additionally, we aimed to assess if abnormalities of brain connectivity are related to the invasiveness of treatments, correlating brain connectivity features with the number, and type of painful events. Finally, we aimed to explore the association between functional connectivity alterations at term-corrected age in preterm neonates both exposed and not exposed to painful stimuli and their neurodevelopmental outcome at 24 months.



MATERIALS AND METHODS

The local ethics committee (Comitato Etico Regione Liguria, Genoa, Italy) approved this study and parents provided written informed consent in accordance with the Declaration of Helsinki.


Participants

We retrospectively identified all 112 preterm neonates with birth weight <1500 g who underwent brain MRI at term equivalent age within our institutional screening program for identification of prematurity-related lesions between July 2016 and January 2017. Clinical data were systematically collected from the neonates’ charts by a neonatologist. As a measure of pain, each individual invasive procedure involving skin breaks was considered, including heel lances, intubations, intravenous or central line insertion, intramuscular injection, and surgical interventions. Other clinical variables included gestational age at birth, postmenstrual age at MRI scan, gender, APGAR scores, morphine dose, midazolam dose, dexamethasone dose, and days of mechanical ventilation.

Neonates were first divided into two groups: (i) those who were subjected to invasive procedures during the neonatal period (IP-group) and (ii) those who were not subjected to invasive procedures (control group). Subsequently, we elaborated a neonatal intensive care invasiveness (NICI) score based on the type and number of invasive procedures: 0, no painful events during the early post-natal period or <5 skin breaks (i.e., heel lances, central line insertion, and intramuscular injection); I, >5 skin breaks or neonatal endotracheal intubation; II, >5 skin breaks and neonatal endotracheal intubation; III, surgical interventions (i.e., patent ductus arteriosus ligation and surgical necrotizing enterocolitis). Each neonate was assigned to one of these categories by the neonatologist (AP) who assisted all the infants during the postnatal period.

Exclusion criteria were: (i) presence of significant cerebral injuries (congenital malformations/syndromes, antenatal infections, ischemic lesions, hemorrhagic infarctions, or intraventricular-germinal matrix hemorrhage), (ii) absence of resting state fMRI in the study protocol, and (iii) poor quality of MR images due to motion artifacts.



Neurodevelopmental Outcome

The neurodevelopmental assessment was performed at 24 months of age between July 2018 and January 2019, using the Griffiths Mental Development Scales-Revised: Birth to 2 years (Griffiths et al., 2007). Developmental quotient, locomotor, personal-social, hearing-speech, eye-hand coordination, and performance outcomes subscales were assessed by 2 testers (LB and SU), unaware of brain imaging findings (Griffiths et al., 2007).



Brain MRI

MR imaging was performed on a 3T Philips MR scanner (Ingenia 3T; Philips Healthcare, Best, Netherlands) using a 32-channel parallel imaging head coil. Anatomical MR imaging was acquired with a high-resolution 3D T1-weighted image sequence (1 mm3 × 1 mm3 × 1 mm3 voxel size). For each subject we performed a resting state scan consisting of 250 volumes (5 min and 45 s), using an echo-planar imaging with TR/TE = 2500/30 ms, flip angle = 90°, 53 slices, 96 × 96 matrix size, FOV = 288 mm × 288 mm, voxel size = 3 mm isotropic, and an interleaved mode of slice acquisition. Volumetric T1-weighted sequence, axial and coronal T2-weighted sequences and susceptibility-weighted imaging (SWI) scans were also evaluated for brain lesions.

All patients were fed before MRI examination in order to achieve spontaneous sleep and were spontaneously breathing during examination. Hearing protection was used in all patients. Heart rate and oxygen saturation were non-invasively monitored by pulse-oximetry during examination.



Structural Analysis

Brain segmentation was performed on 3D T1-weighted sequences calculating gray matter, white matter, and cerebrospinal fluid maps. Non-brain tissue components were removed by using Skull stripping toolbox of BrainSuite version 15c1. Extracted images were then segmented into tissue classes using unified segmentation as implemented in the “Segment” option of SPM12 (Wellcome Department, University College London, United Kingdom). For guiding segmentation, we used tissue probability maps from preterm neonates scanned at term age (Kuklisova-Murgasova et al., 2011). A neuroradiologist with 16 years of experience (GM) validated brain segmentation results by qualitative assessment.



Resting State Analysis

Prior to functional data analysis, every BOLD sequence was preprocessed using SPM12 software (Welcome Trust Center of Neuroimaging, University College London, United Kingdom). The first four scans were not considered for the analysis. Image preprocessing included slice-time corrections, image realignment to median image of each sequence, co-registration of functional images and structural 3D T1-weighted images, and normalization of structural and functional scans to a neonatal template (Shi et al., 2011). Functional volumes were spatially smoothed using an 8 mm FWHM Gaussian kernel to address the anatomical variability that characterizes the neonatal brain. Subject level connectivity analysis was performed using the Conn toolbox v18b (Whitfield-Gabrieli and Nieto-Castanon, 2012) on Matlab. Functional volumes were band pass filtered at default values of 0.008–0.09 Hz simultaneously with nuisance regression. Subject specific nuisance regressors included 6 movement regressors and their time derivatives, and 5 regressors pertaining to white matter and CSF signals sources, respectively, using a principal component (PCA) based noise correction approach (Behzadi et al., 2007).

Differences in functional connectivity among the two groups of preterm neonates were investigated using a data-driven principal component based multivariate pattern analysis (MVPA)2. The MVPA provides a regionally unbiased mapping of brain areas that show abnormal whole brain connectivity patterns according to the exposure to early procedural pain events. In particular, we tested for clusters of different brain connectivity that differed between neonates with exposure to early procedural pain and controls, as represented by PCA component volumes. For the analysis we considered 8 PCA components (C = 8) and we maintained the four principal components that explained most of the variance of the connectivity matrix (Thompson et al., 2016). Subsequently, we performed a whole-brain post hoc seed correlation analysis using spherical seeds placed at the peak voxels of the major clusters obtained in the MVPA, in order to investigate differences in connectivity patterns of these regions against all other voxels in the brain. This latter post hoc analysis aims to characterize the observed patterns of connectivity between the found MVPA seeds and the rest of the brain, testing which areas of the brain changes its connectivity in relation to exposure to procedural pain. Additionally, a seed-to-voxel analysis, considering the same seeds placed at the peak voxels of the major clusters obtained in the MVPA, was also used to explore the relationship between the brain connectivity of regions influenced by early exposure to pain stimuli and the NICI score. Fisher-transformed correlation coefficient values were considered as the metric of functional connectivity. All group analyses were controlled for mean frame wise displacement, gestational age at birth, gender and postmenstrual age at MRI. Results were thresholded at a voxel-wise p < 0.001 (FWE-corrected) two-sided level and cluster-level p < 0.05 (FWE-corrected) level.



Brain Connectivity and Neurodevelopment

We evaluated the relationship between the brain connectivity of regions influenced by early pain exposure and the neurodevelopmental outcome at 24 months of corrected age, extracting connectivity values from the suprathreshold clusters obtained at the previous post hoc seed-to-voxel analysis. An exploratory analysis was conducted to test the relationship between these extracted functional connectivity values and outcome scores using a Spearman Rho correlation test. Subsequently, the effects of functional connectivity (independent variable) on the neurodevelopmental outcome scores at 24 months corrected-age (dependent variables) were examined using a general linear regression model. Variables known to influence brain development and clinical outcome were entered as covariates, including gestational age at birth and MRI (weeks), gender, total morphine dose, and days of intubation. Preliminary checks were conducted to ensure that there was no violation of the assumptions of normality, linearity, homogeneity of variances, homogeneity of regression slopes, and reliable measurement of the covariate (Figure 1).
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FIGURE 1. Flow-chart summarizing the fMRI analysis. Control group, neonates not requiring invasive procedures; IP group, neonates requiring invasive procedures; NICI score, neonatal intensive care invasiveness score; 0 category, no painful events during the early post-natal period or <5 skin breaks (i.e., heel lances, central line insertion, and intramuscular injection); I category, >5 skin breaks or neonatal endotracheal intubation; II category, >5 skin breaks and neonatal endotracheal intubation; III category, surgical interventions (i.e., patent ductus arteriosus ligation and surgical necrotizing enterocolitis).



Statistical analyses were performed using SPSS Statistics software, v21 (IBM, Armonk, NY, United States).




RESULTS


Clinical Characteristics

Brain MRI studies of 112 consecutive preterm neonates were retrospectively evaluated. The BOLD fMRI sequence was performed in 58 neonates. The MRI studies of 12/58 patients (20.7%) were excluded: brain lesions were present in 9 cases (8 GMH-IVH, 2 arteriovenous malformations, and 2 brain malformations), and fMRI sequences were affected by motion artifacts in the remaining 3 neonates. Thus, the MRI studies of 46/58 (79.3%) preterm neonates were included in the study. Thirty-three (71.7%, 33/46) neonates were subjected to painful procedures during the neonatal intensive care (IP-group): 7/33 (21%) were assigned to the NICI I category, 20/33 (60%) to the NICI II category, and 6/33 (19%) to the NICI III category. Conversely, 13 preterm neonates (28.3%, 13/46) required less than 5 procedures during the perinatal period (control group) (Table 1).

TABLE 1. Demographic and clinical characteristics of neonates divided according to the NICI score categories.
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Neurodevelopmental Outcome

Table 2 summarize results of neurodevelopmental outcome evaluation at 24 months. An abnormal neurodevelopmental outcome occurred more frequently in neonates who required significant invasive procedures in the neonatal period compared to the control group (P = 0.001). In particular, 20/46 (43.4%) ex-preterm children (all belonging to the IP group) obtained neurodevelopmental scores lower than 85 in at least one of the 6 developmental domains of the Griffiths scale: 3/7 (42.9%) of the NICI I category neonates, 12/20 (60%) of the NICI II category neonates, and 5/6 (83.3%) of the NICI III category neonates. Conversely, the performance of the remaining 26/46 (56.6%) children, including 13 IP neonates and all control children, was higher than 85 in all domains (Supplementary Figure S1).

TABLE 2. Clinical outcome at 24 months and NICI score categories.
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Functional Brain Connectivity

The multivariate pattern analysis analysis showed group differences with regard to whole brain functional connectivity patterns in three regions: the right insular cortex (rIC) and right and left thalami (Figure 2). In the post hoc seed correlation analyses, performed using seed regions based on the MVPA results, we found decreased connectivity in the IP group compared to control neonates between both thalami and bilateral somatosensory regions (pre-central and post-central gyri) (Figure 3), while we found stronger connectivity between right thalamus and the right superior temporal gyrus (Figure 4).
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FIGURE 2. Differences in brain connectivity profile indexed at a voxel level using multivariate pattern analysis (MVPA). MVPA results are overlaid on a representative neonatal axial T2-weighted image. Blue-violet clusters indicates brain regions (thalami and right insular cortex) that show different pattern of functional connectivity between IP neonates and controls. Colorbar indicates F-statistic of between group differences with regard to the spatial maps of the four principal components. Three clusters were identified: in both thalami and in the right insula. The F-maps are threshold voxelwise at a p < 0.001 FWE-corrected and at p < 0.05 FWE-corrected at cluster-level.
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FIGURE 3. Post hoc Seed-to-Voxel analysis using seed regions at level of thalami at the peak coordinates from MVPA. This analysis identified decreased functional connectivity between thalami and somatosensory areas (blue-violet clusters) in the IP neonates when compared with controls. Colorbar indicates T-statistic of between groups differences (IP neonates < controls), the T-map is thresholded at voxelwise p < 0.001 FWE-corrected, and p < 0.05 FWE-corrected clusters level and at voxel level.
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FIGURE 4. Post hoc Seed-to-Voxel analysis using seed regions at level of thalami at the peak coordinates from MVPA. This analysis identified increased functional connectivity between right thalamus and ipsylateral superior temporal gyrus (red-yellow clusters) in the IP neonates when compared with controls. Colorbar indicates T-statistic of between groups differences (IP neonates > controls), the T-map is thresholded at voxelwise p < 0.001 FWE-corrected and p < 0.05 FWE-corrected clusters level and at voxel level.



The post hoc seed-to-voxel analysis performed from the seed region of right insular cortex revealed a weaker connectivity with the right amygdala and the right hippocampal and parahippocampal regions (Figure 5 and Table 3).
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FIGURE 5. Post hoc Seed-to-Voxel analysis using seed regions at level of right insular cortex at the peak coordinates from MVPA. This analysis identified decreased functional connectivity between right insular cortex and ipsilateral amygdala/hyppocampus (blue-violet clusters) in the IP neonates when compared with controls. Colorbar indicates T-statistic of between groups differences (IP neonates < controls), the T-map is thresholded at voxelwise p < 0.001 FWE-corrected and p < 0.05 FWE-corrected clusters level and at voxel level.



TABLE 3. Group differences in functional connectivity.
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The correlation analysis between the NICI score and the functional connectivity revealed a significant negative correlation between the NICI score and the connectivity strength in the right thalamus and ipsilateral somatosensory cortex, indicating weaker functional connectivity in thalamocortical circuits in neonates who experienced a greater number of invasive procedures (r = −0.651; P = 0.0003).



Functional Brain Connectivity and Neurodevelopmental Outcome

The exploratory correlation analysis revealed a significant positive correlation between the locomotor subscale scores and the functional connectivity between the right thalamus and ipsilateral somatosensory cortices (r = 0.642; P < 0.001). We also observed a positive correlation between the locomotor score and the functional connectivity between the right insula and the ipsilateral amygdala and hippocampal/parahippocampal areas (r = 0.510; P < 0.001) (Figure 6). No significant correlations were observed between the functional connectivity of these regions and other neurodevelopmental subscale scores, nor between the functional connectivity of the left thalamus and all neurodevelopmental scores.
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FIGURE 6. The association between altered functional connectivity and locomotor subscale score. The strength of functional connectivity between the right thalamus and somatosensory cortex and between the right insular cortex and the ipsilateral amygdala and hippocampus correlates positively with neonates’ performance on the locomotor task (r = 0.642; P < 0.001 and r = 0.510; P < 0.001, respectively).



The general linear regression analyses exploring the effects of functional connectivity of the right thalamus and right insula at term equivalent age on the locomotor outcome at 24 months of corrected age yielded the following results: the locomotor score was predicted by the functional connectivity of right thalamus and perirolandic cortex (ß = 23.506; P = 0.003), while the functional connectivity of the right insula was not a significant predictor of the locomotor outcome (ß = 15.785; P = 0.085).




DISCUSSION

This fMRI study unravels altered brain functional connectivity at term equivalent age in preterm neonates who experienced significant painful events during neonatal intensive care, and demonstrates a relationship of these fMRI abnormalities with the motor outcome at 24 months of corrected age. In particular, in these neonates we demonstrated weaker functional connectivity in the thalamocortical pathways and between the right insula and limbic system. Of note, the thalamic nuclei, thalamocortical pathways and limbic structures play a crucial role in encoding noxious stimuli (Caulo et al., 2019). More in detail, the thalamus receives nociceptive signals via two major ascending pathways: the spinothalamic and spino-reticulo-thalamic tracts. The spinothalamic tract conveys information about noxious stimuli from the dorsal horn and spinal trigeminal nucleus to both the lateral and medial thalamus. In contrast, the spino-reticulo-thalamic tract is thought to carry nociceptive information specifically to the medial thalamus via an additional synaptic relay within the medullary reticular formation of the brainstem (Gauriau and Bernard, 2002). These thalamic regions innervate specific sets of cortical target areas, including the somatosensory and limbic cortices (Groh et al., 2018), with different functions of thalamocortical pathways in the regulation of both sensory-discriminative and emotional aspects of pain stimuli. The transmission of pain impulses to cerebral cortex and subcortical gray matters represents an important requirement for the descending modulation of the spinal response to painful events (Groh et al., 2018). Of note, this nociceptive circuitry is functionally immature in neonates, especially during the early post-natal period (Fitzgerald, 2005).

Due to the immaturity of the descending modulation of nociceptive activity (Hatfield, 2014), preterm neonates may demonstrate central sensitization to repeated painful stimuli, which may in turn alter the brain microstructure and production of stress hormones, with poorer cognitive, motor, and behavioral neurodevelopment (Fitzgerald et al., 1989; Walker et al., 2009b).

Interestingly, previous studies examining the effects of early exposition to painful events on brain development in preterm neonates showed that neonatal pain was associated with decreased brain volume particularly impacting frontal and parietal lobes at term equivalent age (Smith et al., 2011; Brummelte et al., 2012). More recently, Duerden et al. demonstrated that also subcortical structures may be vulnerable to procedural pain corroborating the original finding of impaired white matter and subcortical gray matter with early pain exposure of premature babies. In particular, they found that preterm neonates requiring invasive procedures during the early postnatal period showed decreased thalamic NAA/Cho and microstructural alterations in thalamocortical pathways. Remarkably, these structural and metabolic thalamic abnormalities correlated with poorer cognitive and motor outcomes (Duerden et al., 2018).

Our findings confirm the association between early invasive procedures and altered development of the thalamus and thalamocortical pathways in preterm neonates. Indeed, we speculate that weaker functional connectivity observed in IP neonates may derive from the impaired development of thalami and thalamocortical connections during the early postnatal period of very premature babies. Of note, during brain development, maturation and topographic organization of afferent thalamocortical projections occur through an activity-dependent manner (Shatz, 1990; Goodman and Shatz, 1993), with axons from the thalamus contending for representation in the cortex in response to both external stimuli and endogenous NMDA-dependent mechanisms (Crair and Malenka, 1995). Abnormal amplified external stimuli related to pain may disrupt the activity of this pathway during early brain development, and may determine abnormal distribution of thalamocortical projections and atypical somatosensory cortex development.

Recently, it has been demonstrated that early procedural pain induces a greater release of glutamate, since NMDA receptors involved in the transmission of pain signals are more active during early life (Vinall and Grunau, 2014). Excessive release of glutamate may thus determine further trigger to both oxidative stress and inflammatory reactions in the premature neonatal brain (Panfoli et al., 2018), that may arrest the development of subplate neurons and preoligodendrocytes, which are particularly vulnerable to reactive oxygen, nitrogen species, and cytokines secreted by microglia (Back et al., 1998; Haynes et al., 2003; Slater et al., 2012; Panfoli et al., 2018; Tortora et al., 2018a, b). Taken together, these data suggest that repeated exposure to neonatal procedural pain is associated with alterations of both neuronal structure and function with potential relevant consequences onto neurodevelopmental outcome (Boardman et al., 2010; Chau et al., 2013; Duerden et al., 2018).

Another important result of our study was the weaker functional connectivity between the insular cortex and the limbic structures (i.e., amygdala and hyppocampus) in IP neonates. Interestingly, the limbic system and hypothalamus, together with several other cortical and subcortical brain regions, are fundamental in creating a descending feedback loop that modulates spinal dorsal horn activity in response to external stimuli (Beggs, 2015). In particular, the segregation of afferent inputs to the spinal cord from the peripheral central nervous system allows to distinguish sensory information as tactile, thermal, or nociceptive. This process occurs postnatally and requires several modulation processes at different levels of the central nervous system. The dorsal horn of the spinal cord is the first point of modulation of sensory information from the periphery, acting as a site of complex integration of sensorial information. In addition to this local circuitry, brain modulatory networks including the limbic system and hypothalamus regulate the spinal activity through both facilitatory and inhibitory inputs (Beggs, 2015). In early postnatal life, these descending pathways are almost exclusively facilitatory and targeted to low-threshold (tactile) input, promoting an ongoing activity-dependent maturation of dorsal horn nociceptive circuitry. On the other hand, the descending inhibitory control, which is pivotal for modulating pain perception being selectively targeted to high-threshold (painful) stimuli, develops later (Koch and Fitzgerald, 2014). Here, we postulate that the lower functional connectivity observed between the insular cortex and limbic system in IP neonates may reflect abnormal maturation of these cortical networks due to the exposure to repeated painful stimuli during the early postnatal period, particularly in the premature brains.

Finally, fMRI analysis demonstrated a relationship between connectivity alterations of the thalamus and insular cortex and specific neurodevelopmental impairments at 24 months of age. In particular, weaker intrinsic functional connectivity of the thalamocortical pathways, and the insular cortex-limbic connections was associated with poorer locomotor outcome. This finding is corroborated by prior reports demonstrating that preterm neonates exposed to early postnatal painful events showed macro- and microstructural alterations in thalamocortical projections and other cortical regions (i.e., frontal and parietal cortex) that were associated with adverse motor and cognitive neurodevelopmental outcome in the first years of life, involving also the mechanisms of anxiety and emotion regulation (Duerden et al., 2015; Tortora et al., 2015; Navarra et al., 2016; Malavolti et al., 2017; Filippa et al., 2019). Moreover, Duerden et al. (2018) demonstrated that early pain exposure can influence thalamocortical pathways maturation, especially in extremely preterm born neonates, and that the thalamic volume growth during the first weeks of life correlated with cognitive and motor scores at 36 months of age. Intriguingly, we found that functional connectivity of thalamocortical pathways remains the single factor able to predict the locomotor outcome at 24 months of age after controlling for the confounding effects of the clinical factors, thus supporting the important role of thalami in the development of motor functions in preterm neonates (Lao et al., 2016). Further studies on cognitive functions and emotional processing of preterm neonates studied at school age are necessary to elucidate whether these functional connectivity changes may impact also on academic or social/behavioral performances.



LIMITATIONS

Limitations of this study include the relatively small sample size, albeit justified by the small incidence of normal MRI examination in very early preterm neonates. Moreover the short neurodevelopmental follow-up performed at 24 months of corrected age, the lack of information about the socio-economic status and educational level of parents, and the use of a limited numbers of clinical confounders in the fMRI analysis could represent a source of bias. In addition, the difficulty of distinguishing between direct effects of exposure to painful stimuli and the confounding clinical and demographic variables may play a role. In this study, we considered the confounding effects of gestational age, gender, age at MRI scan and the length of stay in the neonatal intensive care unit. Moreover, we included in the analysis several clinical factors, such as total morphine and days of intubation, which may have influenced functional brain development, the degree of neuroinflammation, and clinical outcome. Finally, we selected only patients with normal brain MRI to avoid the confounding effect of brain lesions on functional connectivity.



CONCLUSION

In summary, our findings suggest that early exposure to pain is associated with abnormal functional connectivity of developing networks involved in the modulation of noxious stimuli in preterm neonates, contributing to the neurodevelopmental consequence of preterm birth. Future follow-up studies are needed to determine how the consequences of early painful events may affect the late developmental outcome within groups of babies of the same gestational age and how it can be mitigated by appropriate pharmacological analgesia or by other positive systematic sensorial stimulation known to reduce nociceptive reaction of preterm neonates (Ramenghi et al., 1999).
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Accurate prediction of the early stage of Alzheimer's disease (AD) is important but very challenging. The goal of this study was to utilize predictors for diagnosis conversion to AD based on integrating resting-state functional MRI (rs-fMRI) connectivity analysis and structural MRI (sMRI). We included 177 subjects in this study and aimed at identifying patients with mild cognitive impairment (MCI) who progress to AD, MCI converter (MCI-C), patients with MCI who do not progress to AD, MCI non-converter (MCI-NC), patients with AD, and healthy controls (HC). The graph theory was used to characterize different aspects of the rs-fMRI brain network by calculating measures of integration and segregation. The cortical and subcortical measurements, e.g., cortical thickness, were extracted from sMRI data. The rs-fMRI graph measures were combined with the sMRI measures to construct input features of a support vector machine (SVM) and classify different groups of subjects. Two feature selection algorithms [i.e., the discriminant correlation analysis (DCA) and sequential feature collection (SFC)] were used for feature reduction and selecting a subset of optimal features. Maximum accuracy of 67 and 56% for three-group (“AD, MCI-C, and MCI-NC” or “MCI-C, MCI-NC, and HC”) and four-group (“AD, MCI-C, MCI-NC, and HC”) classification, respectively, were obtained with the SFC feature selection algorithm. We also identified hub nodes in the rs-fMRI brain network which were associated with the early stage of AD. Our results demonstrated the potential of the proposed method based on integration of the functional and structural MRI for identification of the early stage of AD.

Keywords: Alzheimer's disease (AD), mild cognitive impairment (MCI), resting-state fMRI, graph theory, machine learning, hub nodes


INTRODUCTION

Alzheimer's disease (AD) is a neurodegenerative disorder, known as a disconnection syndrome that disturbs communication between different brain regions (1). It implies that the brain network is changed during the transition from healthy condition to mild cognitive impairment (MCI) and AD. Since intervention prior to the occurrence of overt and irreversible neuronal loss is critical for the maintenance of normal brain function, prediction of MCI, and conversion to AD in cognitively normal older adults is a priority for AD research.

Approximately 15% of adults older than 65 years old suffer from MCI and from these more than half progress to AD within 5 years (2). Prediction of early stage of AD is important and several studies have focused on investigating this prediction. Structural magnetic resonance imaging (sMRI) can be utilized to reliably characterize brain volumes, areas, cortical thickness, and curvature (3), and has been widely used to investigate alteration of these brain measures in transition from normal aging to AD. Patients with AD have diminished memory and executive function. Patients with early stage AD can have MCI, and although impaired, may perform similarly to normal older adults on easier memory tasks. Prognostic predictions of subjects from prodromal stages such as MCI is an area of great clinical interest (4, 5). However, prediction of symptomatic progression remains a relatively unexplored task. Memory impairment and dementia are common in the elderly population. Prognostic forecasting of symptom severity is complicated not only by the heterogeneity in demographics and clinical presentation, but also highly variable and non-linear symptom patterns exhibited in those suffering from MCI (6, 7). In a recent study, Eskildsen et al. used patterns of cortical thickness and identified cortical regions potentially discriminative for separating MCI patients into converters (MCI-C), who received a diagnosis of AD dementia within 2 years, and non-converters (MCI-NC), who remained stable for 3 years (8). They reported promising results for the prediction of patients with prodromal AD progressing to probable AD. Eskildsen et al. considered “time to conversion” and separated patients in different groups based on this time, and reported <80% accuracy for predicting conversion to AD. Beheshti et al. utilized a voxel based morphometric technique to extract the global and local gray matter volumes, and then used these volumes to classify AD and healthy controls (HC) (9).

Several studies have investigated AD induced alterations of the brain network using the resting-state functional MRI (rs-fMRI) (10–16). rs-fMRI has been shown to be a powerful tool for identifying the pathophysiology of functional connectivity not only in patients with AD but also in patients with other neurological or neuropsychiatric conditions (17). Accumulating evidence suggests that intrinsic connectivity at rest provides the communication channels of task information (18). rs-fMRI networks have been shown to be highly sensitive to AD (19). We and other investigators have reported the ability of rs-fMRI in identification of patients with MCI and AD (13–15, 20). We demonstrated potential of rs-fMRI in prediction of the early stage of AD (10). Grieder et al. suggested that cognitive decrease symptoms in AD is directly related to reduction of complexity in the brain network (21). It was reported that rs-fMRI functional connectivity can show AD-related cognitive impairment in an aging population with health, MCI, and AD (16).

Neuroimaging modalities, such as positron emission tomography (PET), diffusion-tensor imaging (DTI), rs-fMRI, and sMRI, have been found informative in providing biomarkers of conversion from MCI to AD (22–27). While most of previous studies considered a single modality approach for diagnosis of AD (28), it is expected that a multi-modal approach can improve accuracy of prediction of conversion to AD compared to a single-modality approach (29). Tong et al. utilized features extracted from sMRI, PET, cerebrospinal fluid (CSF) biomarkers, and categorical genetic information, and classify HC, MCI and AD with an accuracy of 60.2% (29). Peng et al. developed a kernel-learning-based method to combine sMRI, PET, and genetic information for AD and MCI diagnosis, and reported classification accuracies of 96.1%, 80.3%, and 76.9% for AD vs. HC, MCI vs. HC, and AD vs. MCI, respectively (30). Ahmed et al. combined DTI with sMRI to improve accuracy of AD, MCI and HC classification, and obtained an accuracy between 76% (AD vs. MCI) to 90% (AD vs. HC) for two-group classification. Dyrba et al. applied a multimodal approach based on sMRI, DTI, and rs-fMRI and classify AD from HC with an area under curve (AUC) of the receiver operating characteristic of 82% (31).

The brain topology analysis based on the graph theory provides powerful tools to study structural and functional characteristics of the brain network. Graph theory is a mathematical tool that is capable of concisely quantifying the properties of complex systems and modeling interrelationships between the brain regions. Since a large number of local and global graph measures, i.e., features, can be extracted from the brain networks, reducing dimension of features is an essential process for identifying optimal subset of features. In this study, we employed two feature selection algorithms in a machine learning approach to identify discriminative features for classifying AD, MCI, and normal aging. We developed an automatic classification algorithm that combined information from sMRI with rs-fMRI graph measures to classify four groups of subjects (AD, MCI-C, MCI-NC, and HC). We used baseline rs-fMRI and sMRI data for MCI-C and MCI-NC patients. The MCI-NC patients did not convert to AD in 36 months after the baseline rs-fMRI, although MCI-C patients converted to AD from 6 to 36 months after the baseline rs-fMRI. We did not use the “time to conversion” of MCI-C patients in our algorithm to test performance of the proposed method in a challenging condition where this information is unknown in real clinical application. Our aim was to develop a method with an ability to distinguish potential “MCI-decliners” from those who remain stable. To our knowledge, this is the first study that investigated integration of rs-fMRI and sMRI for four-group classification (i.e., AD, MCI-C, MCI-NC and HC).



MATERIALS AND METHODS


Overall Procedure

The overall procedure of our proposed method is shown in Figure 1. Structural MRI (T1-weighted images) and rs-fMRI data of 177 subjects (34 AD, 25 MCI-C, 69 MCI-NC, and 49 HC) were used in this study. After preprocessing of rs-fMRI data, we used the Dosenbach atlas (32) to parcellate the brain into 160 region of interests (ROIs), and the adjacency matrix was calculated using the Pearson correlation between the time series of each pair of brain regions. We calculated 10 local and 13 global graph measures based on the adjacency matrix in each patient. FreeSurfer was utilized for preprocessing, cortical reconstruction, and volumetric segmentation of sMRI images. Volumes of the subcortical structures in addition to the surface area, curvature, thickness, and volume of 148 cortical areas, based on the Destrieux atlas (33), were calculated and used as sMRI features in our algorithm. The rs-fMRI local and global graph measures were combined with sMRI measures to generate a feature vector in each patient. Two feature selection algorithms were applied to find an optimal subset of features for support vector machine (SVM) (10). We trained, cross-validated, and tested SVM to classify AD, MCI-C, MCI-NC, and HC using the selected rs-fMRI and sMRI features. We performed a second analysis on rs-fMRI data to identify hub nodes of the brain network and identify alteration of hubs in transient from healthy aging to AD.
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FIGURE 1. The overall procedures of this study.





Subjects

We included 34 patients with AD (average age 72.5 years, 18 female), 25 patients with MCI-C (average age 73 years, 11 female), 69 patients with MCI-NC (average age 72.9 years, 37 female), and 49 HC (average age 74.4 years, 28 female) from Alzheimer's Disease Neuroimaging Initiative (ADNI) database in this study. Subjects of this study were selected based on availability of both rs-fMRI and sMRI datasets in ADNI. We used the diagnosis variables to select the converted and non-converted subjects. In the current study, we tried to include all subjects, listed in ADNI database and had a complete set of sMRI and rs-fMRI data. The MCI-C patients were converted to AD between 6 and 36 months. The MCI-NC patients did not convert to AD after 36 months of follow-up. The patients with AD had a Mini-Mental State Examination (MMSE) score of 20–26, a Clinical Dementia Rating (CDR) of 0.5 or 1.0, and met the National Institute of Neurological and Communicative Disorders and Stroke and the AD and Related Disorders Association (NINCDS/ADRDA) criteria for probable AD. The patients with MCI had MMSE scores between 24 and 30, a memory complaint, objective memory loss measured by education adjusted scores on Wechsler Memory Scale Logical Memory II, a CDR of 0.5, absence of significant levels of impairment in other cognitive domains, essentially preserved activities of daily living, and an absence of dementia. The normal subjects were non-depressed, non-MCI, and non-demented, and had a MMSE score of 24–30 and a CDR close to zero. Demographic information of subjects is summarized in Table 1. Subjects for this study were selected based on availability of both rs-fMRI and sMRI datasets.



Table 1. Demographic and clinical information.
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Data Acquisition and Preprocessing

The functional and structural MRI images were collected according to the ADNI acquisition protocol (34)1. A total of 140 functional volumes (TR/TE 3000/30 ms, flip angle = 80°, 3.313 mm slice thickness, 48 slices) were obtained. Standard preprocessing routines were applied on rs-fMRI dataset using Data Processing Assistant for Resting State fMRI (DPARSF) package (35) and SPM12 toolbox (http://www.fil.ion.ucl.ac.uk/spm). Slice-timing correction to the last slice was performed. The fMRI time-series realigned using a six-parameter rigid-body spatial transformation to compensate for head movement effects. Then all images were normalized into the Montreal Neurological Institute (MNI) space, resampled to 3-mm isotropic voxels, detrended, smoothed using a Gaussian filter with FWHM = 4 mm, and band-pass filtered (0.01–0.08 Hz). To reduce the effect of the physiological artifacts, the whole-brain signal was removed by a multiple linear regression analysis. In addition to the global mean signal, six head motion parameters, the cerebrospinal fluid (CSF), and the white matter signals were removed as nuisance covariates to reduce the effects of motion and non-neuronal BOLD fluctuations (36).

T1-weighted MRI of all subjects were processed using FreeSurfer (version 4.5.0). Cortical reconstruction and volumetric segmentation were performed using the following procedures: removal of non-brain tissue using a hybrid watershed/surface deformation procedure (37); automated Talairach transformation; segmentation of the subcortical white matter and deep gray matter volumetric structures (including hippocampus, amygdala, caudate, putamen, and ventricles) (37–39); intensity normalization; tessellation of gray matter and white matter boundary; automated topology correction (40); and deformation following intensity gradients to optimally place the gray/white and gray/cerebrospinal fluid borders at the location where the greatest shift in intensity defines the transition to the other tissue class (41, 42). After completing the cortical models, registration to a spherical atlas was performed (43), followed by cortical parcellation based on Destrieux atlas (33), and subcortical segmentation.



Extracting Features From rs-fMRI and sMRI Data

An adjacency matrix was calculated using the Pearson's correlation between the time series of the fMRI signals of all pairs of 160 ROIs of Dosenbach atlas. We used a similar method detailed in our previous studies (12–15) and converted the weighted adjacency matrices to binary ones by applying an optimal threshold (44). By maximizing the global cost efficiency (GCE) of the brain network (44), we identified an optimal threshold for each adjacency matrix. To have the same number of connections after thresholding of the adjacency matrices of all subjects, we used an average optimal threshold across subjects at 19.2%, and then computed the graph measures. Then 10 local and 13 global graph measures were calculated based on rs-fMRI adjacency matrix. The local graph measures were betweenness centrality, clustering coefficient, characteristic path, community structure Newman, community structure Louvain, eccentricity, eigenvector centrality, rich club coefficient, sub graph centrality, and participation coefficient (45). The global graph measures were assortativity, clustering coefficient, characteristic path, community structure Newman output, community structure Louvain output, cost efficiency (two measures), density, efficiency, graph radius, graph diameter, transitivity, and small-worldness (45).

The surface area, average cortical curvature, average and standard deviation of thickness, and volume of gray matter of 148 cortical areas (according to Destrieux atlas) were considered as sMRI features in our algorithm. We also considered 34 features corresponding to volumes of subcortical structures in our algorithm. To make measurements comparable between subjects, an anatomical normalization was performed. For each subject, all volume quantifications were divided by the corresponding estimated intracranial volume (eTIV) and area quantifications were divided by the total area of the same hemisphere. Neither cortical thickness nor curvature needed to be anatomically normalized. After the feature extracting step, the features were normalized in each subject individually.



Feature Selection

Solving pattern recognition or classification problems with data of high dimensionality is a challenging issue, particularly in neuroimaging applications with limited samples, and large number of features. The learning models tend to overfit and become less generalizable if input features are redundant or irrelevant to classification. Feature selection is usually performed to identify relevant features, reduce dimensionality of the trained model, and improve generalization of the model (12). An efficient feature selection algorithm is the essential part of a machine learning approach in case of high dimensional features. We utilized two feature selection algorithms in this study: discriminant correlation analysis (DCA) and sequential feature collection (SFC). We have shown efficiency of the SFC feature selection algorithm in identifying the early stage of AD (10, 11). Efficiency and reliability of the DCA feature selection algorithm have also been demonstrated in several previous studies (46, 47).

DCA has been used in pattern recognition applications for fusing the features extracted from multiple modalities or combining different feature vectors extracted from a single modality (48). DCA has a low computational load and can be employed in real-time applications. DAC is a variant of principal component analysis (PCA). PCA is the most prominent tool for reducing size of a high-dimensional feature vector, especially in unsupervised learning. DCA was developed for supervised learning environment, as a supervised PCA, to maximize the discriminant capability of classification (49). The DCA transforms features space into signal and noise subspaces. The signal subspace of DCA is associated with classification effectiveness and the noise subspace is not related to the discriminant power of the classification. For a feature vector in DCA, a within-class and a between-class scatter matrices are constructed to represent the noise and signal subspaces, respectively. Then transformed features to signal space are calculated by maximizing a signal-to-noise ratio based on the within-class and between-class scatter matrices (49). The DCA can also perform an effective feature fusion by maximizing the pairwise correlations across the two feature sets and, at the same time, eliminating the between-class correlations and restricting the correlations to be within the classes.

We developed the SFC algorithm to find an optimal subset of features (with a small number of features) (10). The SFC algorithm sorts all features using the multivariate minimal redundancy maximal relevance (MRMR) feature selection algorithm. The MRMR feature selection algorithm selects features that have maximal statistical dependency based on mutual information by considering relevant and redundant features simultaneously (50). The MRMR is defined as:
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where the relevance of a feature set S for class C is defined by the average value of mutual information I(.,.) between the individual feature fi and the class C, and the redundancy of all features in the feature set S is the average value of mutual information between the features fi and fj. The SFC algorithm is described in detail previously (10). Briefly, features were first sorted based on their MRMR scores. The first and the last features in the sorted feature vector had maximum and minimum discrimination ability, respectively, in classification. Then a combination of filter and wrapper feature selection algorithms were used to find optimal subset of features with best classification accuracy.



Classification

To evaluate performance of the prosed method for classification of four groups (AD, MCI-C, MCI-NC, and HC), we used the k-fold cross-validation (KCV) which is one of the most widely used resampling techniques (51), and its estimates for the cross-validation errors nearly agree with the true errors (52). In addition, we evaluated performance of our classification algorithm using independent and non-training test samples. To this end, we used a 5-fold approach and assigned 80% of subjects in each of four groups to train/cross-validation set (n = 141; 27 AD, 20 MCI-C, 55 MCI-NC, and 39 HC) and 20% of subjects to independent and non-training test set (n = 36; 7 AD, 5 MCI-C, 14 MCI-NC, and 10 HC). We then used another 5-fold for cross-validation and further divided the train/cross-validation set to 80% for training (n = 113; 22 AD, 16 MCI-C, 44 MCI-NC, and 31 HC) and 20% for cross-validation (n = 26; 5 AD, 4 MCI-C, 11 MCI-NC, and 8 HC). We used SFC or DCA algorithms for feature selection based on a combined sMRI and rs-fMRI features of n = 141 subjects in train/cross-validation set. An unequal sample size may cause bias in results of a classifier. We prevented this possible bias by using equal number of training and test samples in four groups based on a similar approach described in details in our previous study (11). Since MCI-C group has minimum number of subjects, we randomly selected a subset of subjects in HC, MCI-NC, and AD groups equal to the number of MCI-C subjects. This random selection was repeated 1,000 times and average performance of the classifier across this repetition was calculated.

The selected features were used to train and cross-validate an SVM to classify four groups of subjects (AD, MCI-C, MCI-NC, and HC) in the train/cross-validation set. We used SVM for classification in this study. The SVM classifier was implemented in MATLAB using LIBSVM toolbox (53). After training and cross-validating the SVM, the accuracy, sensitivity, specificity, positive predictively, and the area under curve (ROC) of the receiver operating characteristic of the trained SVM were calculated for subjects in the test sets.



Hub Node Identification

We calculated betweenness centrality and eigenvector centrality graph measures of the rs-fMRI brain network to identify hub regions. It is noteworthy that the number of hub nodes can be highly influenced by several factors, including type(s) of the centrality measure, and the value of threshold applied on the adjacency matrix. We selected the betweenness centrality and eigenvector centrality graph measures because these measures were more frequently selected by our SFC algorithm compared to other centrality measures. In addition, these measures conceptually aligned with the integrative role ascribed to hubs, as they reflect the diversity of a region's cross-network connections. Brain regions (i.e., nodes) with betweenness centrality or eigenvector centrality larger than mean plus two standard deviation across all nodes were identified as hub nodes. Since the values of graph measures depend on the level of threshold applied on the adjacency matrix, we calculated the centrality measures by using the threshold in a range from 0.1 to 0.3 with a step of 0.01 (21 thresholds). For each value of the threshold, the betweenness centrality and eigenvector centrality of nodes were calculated and then hub nodes were identified. Next, a percentage for identification of a node as a hub node in different threshold values was calculated. Finally, we reported hub nodes that were identified in more than 85% of thresholds.




RESULTS


Three- and Four-Group Classification

We performed three- and four-group classification using the SFC and DCA feature selection algorithms. Our results revealed that SFC outperforms DCA for feature selection in three- and four-group classification with an extra accuracy >7% (Table 2). The accuracies of SVM with SFC feature selection algorithm for three-group classification (“AD, MCI-C, MCI-NC” or “MCI-C, MCI-NC, HC”) and four-group classification (“AD, MCI-C, MCI-NC, HC”) were ~66 and 56%, respectively (accuracy by chance is 33 and 25%, respectively). The sensitivity, specificity, positive predictive value (PPV) and AUC of SFC algorithm are listed in Table 3, and the confusion matrix is shown in Figure 2. Our algorithm is very specific (>96%) but not sensitive (24%) in identifying MCI-C patients. In fact, the majority of miss-classified MCI-C patients (48%) were identified as MCI-NC, which indicates similarity of the brain network and structural abnormalities of MCI-C patients with that of MCI-NC patients. Our proposed method has a good sensitivity (62%) and specificity (72%) for identifying MCI-NC patients. The majority of miss-classified MCI-NC patients (21%) were identified as HC, which points to a mild abnormalities of the brain of MCI-NC patients compared to that of normal aging subjects.



Table 2. Accuracy of three- and four-group classification using the SFC and DCA feature selection algorithms.
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Table 3. Sensitivity, specificity, positive predictive value (PPV), AUC, and accuracy of three- and four-group classification based on the SFC feature selection algorithm.
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FIGURE 2. Confusion matrix of four-group (AD, HC, MCI-C, and MCI-NC) classification based on the SFC feature selection algorithm.





Important Features for Four-Group Classification

Top features that were selected by the SFC feature selection algorithm in at least 80% of training folds were listed in Table 4 that consisted of only rs-fMRI graph measures. We, however, found that eight sMRI features, including thickness of five cortical areas, were selected by the SFC algorithm in at least 60% of training folds. The top six features listed in Table 4 correspond to the rs-fMRI graph measures and represent modularity of the brain network in six brain regions (Figure 3). We used analysis of variance (ANOVA) and found a significant between-group difference (P < 0.01) in three features, i.e., community structure Louvain in medial cerebellum and superior frontal cortex and community structure Newman in post occipital (Table 4). Values of these three features in AD vs. MCI-C and HC vs. MC-NC are plotted in Figure 4. Results of this figure show that values of these features are clustered in AD and HC but are scattered in MCI-C and MCI-NC, indicating a similar modularity of the brain network across subjects in AD or HC group but a diverse modularity in patients with MCI corresponding to different rates of dementia in these patients.



Table 4. Top six features selected by the SFC algorithm for the four-group (AD, HC, MCI-C, and MCI-NC) classification.
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FIGURE 3. Illustration of the six regions corresponding to top six rs-fMRI features for four-group (AD, HC, MCI-C, and MCI-NC) classification.
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FIGURE 4. The community structure Louvain (CSL) modularity and community structure Newman (CSN) modularity in three areas (i.e., superior frontal gyrus—SFG, median cerebellum, and post occipital cortex) are compared in the top and bottom panels for AD vs. MCI-C and HC vs. MCI-NC, respectively. Modularity of the brain network in these regions were significantly different in four groups (P < 0.01; Table 4).





Hub Analysis

Hub nodes of the rs-fMRI brain network in four groups of subjects (AD, MCI-C, MCI-NC, and HC) are listed in Table 5. We identified 11 nodes as the hub nodes based on two centrality measures, betweenness centrality, and eigenvector centrality, in AD (6 hubs), MCI-C (5 hubs), MCI-NC (2 hubs), and HC (2 hubs). Patients with AD and MCI-C had a common hub in the basal ganglia, and this region was not a hub in MCI-NC and HC. MCI patients (but not AD and HC) had a hub in the parietal cortex. Insular cortex was a common hub in AD, MCI-C, and HC. On the other hand, there were group-specific hubs in each group (e.g., anterior cingulate cortex in AD, occipital cortex in MCI-C, precentral gyrus in MCI-NC, and posterior cingulate in HC) which were not identified in other groups as a hub node. It is interesting to mention that 4 out of 6 features with the most discriminant information in four-group classification (Table 4) were associated with four hub regions (i.e., insular cortex, occipital cortex, cerebellum, and precentral gyrus) listed in Table 5.



Table 5. The rs-fMRI hub nodes in four groups of subjects (AD, HC, MCI-C, and MCI-NC).
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DISCUSSION

We proposed a machine learning algorithm to classify patients in the early stage of AD (MCI-C and MCI-NC), patients with AD, and normal aging subjects (HC) by integrating rs-fMRI and sMRI data. This study provided three main results: (1) we examined the capability of integrating rs-fMRI and sMRI in a bi-modal approach to identify conversion from MCI to AD by evaluating performances of three- and four-group classifications (AD, MCI-C, MCI-NC, and HC); (2) we evaluated performances of SFC and DCA feature selection algorithms in identification of optimal features from a large number of rs-fMRI and sMRI features. Our results revealed that the SFC algorithm outperformed the DCA feature selection algorithm by providing an extra accuracy of >7% in four-group classification; and (3) we identified hub nodes of the rs-fMRI brain network in AD, MCI-C, MCI-NC, and HC, and found different hubs in patients within the early stage of AD.

Prediction of the early stage of AD using rs-fMRI and sMRI data based on a four-group classification (AD, MCI-C, MCI-NC, and HC) remains a relatively unexplored task. We performed three- and four-group classifications by integrating rs-fMRI and sMRI features, and observed that combining structural and functional MRI features improves performance of classification. We demonstrated in our previous study that a bi-modal (sMRI and rs-fMRI) approach outperformed a unimodal (sMRI or rs-fMRI) approach for a two-group classification (MCI-C and MCI-NC) with an increased accuracy up to 17% (11). Therefore, we decided to use a bi-modal approach (sMRI and rs-fMRI) for three- and four-groups classification in the current study. Schouten et al. utilized functional and structural MRI and classified 16 AD patients from 22 healthy controls, found that combining features of two modalities improves performance of classification, and achieved an accuracy of 89.5% in two-group (AD vs. HC) calcification (54). In another study, Canu et al. combined features extracted from structural MRI (cortical thickness in 68 cortical regions) and diffusion tractography (white matter microstructure) to classify 62 early onset AD and 27 behavioral variant of frontotemporal dementia patients, and reported 82% classification accuracy by integrating features of two modalities (55). Suk et al. integrated sMRI and positron emission tomography (PET) features in a deep learning algorithm, and reported 98.8, 90.7, 83.7, and 83.3% accuracies in binary (two-group) classification AD/HC, MCI/HC, AD/MCI, and MCI-C/MCI-NC, respectively (56). It is noteworthy that Suk et al. did not test performance of their proposed algorithm in three- or four-group classification, as we did. To our knowledge, this is the first study which integrated rs-fMRI with sMRI data in a four group (AD, MCI-C, MCI-NC, and HC) classification approach. For the binary classification MCI-C vs. MCI-NC, Zhang et al. (57) achieved 73.9% accuracy by utilizing a multi-modal neuroimaging approach using FDG-PET, sMRI, and cerebrospinal fluid (CSF) data. Beheshti et al. used sMRI features in a discriminative feature ranking method to find the most discriminative feature set, and reported 75% accuracy in MCI-C vs. MCI-NC binary calcification (9). In another study, Young et al. provided AD prediction model by adding the apolipoprotein E (ApoE) genotype to FDG-PET, sMRI, and CSF data, and reported 74% accuracy in classification of MCI-C vs. MCI-NC (58). It is noteworthy that previous studies have shown that MCI is a heterogeneous condition where MCI-NC subjects appear more healthy and MCI-C subjects appear more in AD condition (59).

Figure 2 shows that our algorithm was more accurate in identification of HC compared to other groups of subjects, which is expected due to the similarity of the brain structure and network of patients with MCI and AD compared to that of HC. The best and worst accuracies of our algorithm were 75% for HC and 24% for MCI-C groups, respectively (Figure 2). Results in Table 3 show that our algorithm was specific (>90%) but not sensitive (<44%) in identifying MCI-C group compared to other groups, in both three- and four-group classification. The majority of miss-classified MCI-C patients were identified as MCI-NC patients (Figure 2), indicating similarity of the rs-fMRI and sMRI features of patients in the former group with that of the latter group. On the other hand, our algorithm had a good sensitivity and specificity in identifying MCI-NC patients.

Identifying MCI-C patients is a difficult task since we used the baseline rs-fMRI and sMRI data in these patients and they converted to AD 6 to 36 months after that. In addition to using the baseline data in these patients, they had a heterogeneity in their conversion time to AD from 6 to 36 months. MCI-C patients who converted to AD in a longer time (e.g., at 36 months) after baseline may have a similar brain network and structure at baseline compared to MCI-NC patients, who did not convert to AD. On the other hand, brain network and structure of the MCI-C patients who converted to AD in a shorter time (e.g., at 6 months) may be similar to that of the AD patients. Furthermore, MCI-C patients were the only unstable group of patients who had a change of status from MCI to AD during 36 months follow-up. In fact, subjects in HC, MCI-NC, and AD groups were stable and did not convert to another group during at least 36 months. Moreover, we observed instability in the MCI-C patients that some of them had conversion to AD and then revision to MCI during 36 months follow-up. It is noteworthy that we excluded MCI-C patients with multiple conversion and revision in our analysis. Therefore, it is expected that a classifier has a lower performance in identifying MCI-C compared to other groups. In line with this expectation and as shown in Figure 2 and Table 3, our proposed algorithm provided a superior performance in classifying HC, MCI-NC, and AD compared to MCI-C. It is noteworthy that we evaluated our algorithm in identification of the early stage of AD based on three- and four-group classification (AD, MCI-C, MCI-NC, and HC), while most previous studied investigated a two-group classification (e.g., AD vs. HC and AD vs. MCI) (5, 60, 61).

Top six features and brain regions that were selected by SFC in four-group classification are listed in Table 4 and Figure 3. These features were all related to rs-fMRI graph measures and represent modularity of the brain network in six cortical regions (median cerebellum, post occipital, superior frontal gyrus, occipital, middle insula, and precentral gyrus). The modularity was calculated based on the community structure Louvain or community structure Newman graph measures. A modular network has an arrangement of nodes in large modules such that maximum possible number of edges lies within groups and minimum possible number of edges lies between groups (62). Modularity of the brain network has been showed to be informative in the early stages of the neurodegenerative disease (63). A recent study demonstrated the ability of modularity of the brain network in discriminating AD and HC (63). Results of ANOVA in Table 4 show that the modularity in three brain regions, i.e., median cerebellum, post occipital and superior frontal gyrus, were significantly different in four groups of subjects (P < 0.01). In agreement with our results, previous studies reported association of posterior occipital, superior frontal cortex, occipital, and middle insula with AD (64–66). Another observation from Table 4 is that there was no sMRI feature among the top six features which may indicate that rs-fMRI is more informative than sMRI in identification of the early stage of AD. This observation was in agreement with previous studies reported that biomarkers based on the functional brain network may outperform biomarkers based on the structural measures in predicting the early stage of AD (11, 67).

In Figure 4, we compared four groups based on modularity of the brain network in three regions (i.e., median cerebellum, post occipital, and superior frontal gyrus) which were significantly different in four groups (P < 0.01). Figure 4 shows that modularity in AD or HC was clustered across subjects but the modularity in MCI-C or MCI-NC was scattered across subjects. This scatter of modularity in patients with MCI may be related to the inhomogeneity in MCI group, as a transitional state between normal aging and AD, in that characteristic of their brain may vary between two extremes from HC to AD.

Results of our hub analyses in Table 5 are generally consistent with previous findings in terms of localization, and provide additional support for the underlying topological organization of the early stage of AD. Interestingly, some hub areas in Table 5 (i.e., insular cortex, occipital, cerebellum, and precentral gyrus) were also identified by the SFC algorithm as important areas in classification of four groups. We found that the insular cortex was a common hub node in AD, MCI-C, and HC, and our finding is in agreement with previous studies showing importance of this area in AD (68, 69). Our finding that Basal ganglia was a common hub in AD and MCI-C is in agreement with a recent study showing pivotal role of this area in patients with early-onset AD (70). We found the parietal cortex as a common hub in MCI-C and MCI-NC patients. In agreement with our finding, association of the parietal cortex with AD has been reported in previous studies (71, 72). Our results revealed that AD and MCI-C subjects had larger number of hub nodes compared to MCI-NC and HC subjects which may relate to the abnormalities in largescale network connectivity in AD and MCI-C brain regions (73).
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FOOTNOTES

1Data used in the preparation of this article were obtained from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu) that was launched in 2003 and led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial MRI, positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive MCI and early AD. For up-to-date information, see www.adni-info.org.
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Background: Emerging evidences supported the hypothesis that emotional dysregulation results from aberrant connectivity within the fronto-limbic neural networks in patients with borderline personality disorder (BPD). Considering its important role in emotional regulation, the anterior cingulate cortex (ACC) has not yet been fully explored in BPD patients. Therefore, using the seed-based resting state functional connectivity (rsFC) and probabilistic fiber tracking, we aimed to explore the alterations of functional and structural connectivity (SC) of the ACC in patients with BPD.

Methods: A cohort of 50 unmedicated, young BPD patients and 54 sex-, age-, and education-matched healthy controls (HCs) completed psychological tests and underwent rs-fMRI and diffuse tensor imaging (DTI) scanning. Rs-FC analysis and probabilistic fiber tracking were used to plot SC and FC of the ACC.

Results: With the left ACC selected as a seed, BPD patients exhibited increased rsFC and abnormal SC with the right middle frontal gyrus (MFG), and decreased rsFC with the left middle temporal gyrus (MTG), compared with HCs. Additionally, negative cognitive emotion regulation and depressive symptoms both correlated negatively with the rsFC of the left ACC in BPD patients.

Conclusion: Abnormal SC and FC of the ACC underlie the deficient emotional regulation circuitry in BPD patients. Such alterations may be important biomarkers of BPD and thus could point to potential BPD treatment targets.

Keywords: borderline personality disorder, emotion, anterior cingulate cortex, resting state functional connectivity, probabilistic fiber tracking


INTRODUCTION

Borderline personality disorder is a common psychiatric disorder, characterized by a pervasive pattern of emotional lability, impulsivity, interpersonal difficulties, identity disturbances, and disturbed cognition (Leichsenring et al., 2011). Emotional dysregulation, which is considered a core pathological feature of BPD (Gratz and Roemer, 2004; Dsm-5, 2013), has been attributed to weakened inhibitory effects of the prefrontal cortex (PFC) on hyperactive limbic brain regions in response to emotional stimuli (Krause-Utz et al., 2014b; Schulze et al., 2016).

The PFC involvement in emotion regulation has been supported by neuroimaging studies in which control of emotion-related behavior was related to the activation of several frontal regions, including the ACC, dorsolateral PFC, and ventral medial PFC (Koenigsberg et al., 2009; Krause-Utz et al., 2012; Kamphausen et al., 2013; Ruocco et al., 2013). For example, activation of the ACC and other prefrontal structures (e.g., dorsolateral PFC and medial or orbital PFC) has been found to be consistently decreased during emotional processing in BPD patients compared with HCs (Silbersweig et al., 2007; Kraus et al., 2010; Smoski et al., 2011). Importantly, decreased PFC activation was reported to be more pronounced in response to negative emotional stimuli than to neutral stimuli (Schulze et al., 2016).

Apart from aberrant functional alterations of the ACC and other frontal structures, there also have been reported structural and biochemical aberration in these frontal lobes in BPD studies. Decreased gray matter volume (Hazlett et al., 2005; Minzenberg et al., 2008; Schulze et al., 2016) and thickness (Rüsch et al., 2007) in ACC, and reduced gray matter volumes in the orbitofrontal cortex and dorsolateral PFC (Chanen et al., 2008; Soloff et al., 2012), have been reported in patients with BPD, compared with HCs. In addition, BPD patients have increased glutamate and N-acetylaspartate concentrations in the left ACC (Hoerst et al., 2010; Rüsch et al., 2010a) and decreased N-acetylaspartate concentrations in the dorsolateral PFC (Tebartz van Elst et al., 2001).

Previous neuroimaging studies on BPD suggested that abnormal functional activity in frontal regions might be interrelated rather than independent (New et al., 2007; Niedtfeld et al., 2012; Kamphausen et al., 2013; Krause-Utz et al., 2014a). The frontal lobes and the ACC in particular played important roles in emotional cognitive control, and their deactivation was related strongly to negative emotional processing in BPD patients (Bush et al., 2000). Anatomically, the ACC has rich structural and functional connections with other regions in the frontal lobes. For example, the subgenual cingulate gyrus (part of the ventral medial cingulate gyrus) receives afferent projections from the orbital cortex and has a close relationship with part of the orbital–frontal cortex (Rüsch et al., 2010b). These connections help to integrate sensory information, coordinate autonomic nervous responses, and regulate emotion and behavior (Kringelbach, 2005). However, few studies have investigated alterations in SC or FC of emotion-related brain regions in BPD, especially the ACC. In one study investigating interhemispheric SC in BPD with a novel fiber-tracking approach, impaired connectivity between the left and right ACCs was observed (Rüsch et al., 2010b). Further investigations focusing on the ACC and other prefrontal areas involved in emotion regulation should be performed to confirm whether there is impaired interhemispheric connectivity in these patients (Rüsch et al., 2007, 2010b).

In this study, we used a multimodal approach combining rsFC and probabilistic fiber tracking with the bilateral ACC as seeds, to explore SC and FC of the ACC with other frontal regions, and how they relate to BPD-relevant psychological variables, namely negative affect intensity, negative cognitive emotion regulation strategies, depression, and anxiety. To exclude the influence of age, drug use, and comorbidity, we used a young BPD group with no antipsychotic drug use and no comorbidities. The severity of depression and anxiety symptoms was controlled as covariates to limit the influence of possible confounding effects.



MATERIALS AND METHODS


Subjects

Patients diagnosed with BPD were recruited from an outpatient clinic affiliated with the Second Xiangya Hospital of Central South University in Changsha, Hunan province, China. HCs were recruited by advertisements from the surrounding communities. BPD diagnostic assessments were performed by two well-qualified psychiatrists using the structured clinical interview for axis II disorders (SCID II, First and Gibbon, 2004) of the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV). Each patient received the Structured Clinical Interview for DSM-IV Axis I disorders (SCID I, First and Gibbon, 2004) to exclude past or current Axis I diagnoses (e.g., major depressive disorder, bipolar disorder, schizophrenia, delusional disorder, and schizo-affective disorder). The exclusion criteria for HCs were past or current history of any DSM-IV axis I or axis II disorder, a history of epilepsy or serious trauma, current medical problems, and family history of psychiatric disorders among first-degree relatives.

The study cohort included 50 patients with BPD and 54 age-, sex-, and education-matched HCs. All participants completed the rs-fMRI and T1 scanning; and of the 104 participants, 46 BPD patients and 44 HCs were scanned with DTI sequences. This study was approved by the ethics committee of the Central South University, and each participant signed an informed consent form at enrollment.



Scales

Prior to neuroimaging, all participants underwent several psychometric assessments, including the Personality Diagnostic Questionnaire (PDQ-4+), Short Affect Intensity Scale (SAIS), Cognitive Emotion Regulation Questionnaire (CERQ), Center for Epidemiologic Studies Depression Scale (CES-D), and State-Trait Anxiety Inventory (STAI). The PDQ-4+, a self-rated personality disorder questionnaire, includes 12 sub-scales corresponding to 12 kinds of personality disorders. The borderline sub-scale contains nine items adopting 0–1 scoring method (i.e., Yes or No), and the total score ranges from 0 to 9, which ≥5 indicates a screened positive BPD (Hyler et al., 1992). The SAIS was used to assess affect intensity, which includes three dimensions (positive intensity, negative affectivity, and serenity; Geuens and De Pelsmacker, 2002; Zhong et al., 2010). Only the negative affectivity score (range, 1–6) assessing negative emotional reactions (e.g., nervousness, worry, sadness, and fear) was used in the current study. The CERQ is used to measure cognitive emotion regulation strategies with positive and negative subscales (Zhu et al., 2008). In the current study, only the negative subscale was used to assess subjects’ negative emotion regulation strategies (e.g., self-blame, rumination, catastrophization, and blaming others). The STAI and the CES-D were used to assess anxiety and depression levels, respectively (Shek, 1993; Xiao et al., 2016).



MRI Parameters

Magnetic resonance imaging data were collected on a 3.0-T Philips Ingenia, in which foam pads were used to position and immobilize each subject’s head within the coil. High-resolution anatomical T1-weighted scans were obtained with the following parameters: repetition time (TR) = 7.44 ms; echo time (TE) = 3.46 ms; flip angle = 8°; sagittal slices = 301; slice thickness = 1.2 mm; slice spacing = 0.6 mm; matrix size = 240 × 240; volume = 1; and voxel size = 1 × 1 × 1 mm3.

Resting state functional magnetic resonance imaging images were obtained with following parameters: TR = 2000 ms; TE = 30 ms; flip angle = 90°; slices = 36; slice thickness = 4 mm; slice spacing = 4 mm; matrix size = 128 × 128; volumes = 200; volume interval = 2 s; and voxel size = 2 × 2 × 2 mm3. While being scanned, all participants were asked to relax, keep their eyes closed, and stay awake.

Diffuse tensor imaging images were acquired with the following parameters: TR = 6176 ms; TE = 79 ms; flip angle = 90°; slices = 60; slice thickness = 2.5 mm; slice spacing = 2.5 mm; and matrix size = 144 × 144, voxel size = 2 × 2 × 2 mm3. Diffusion-sensitizing gradient encoding was applied in 32 directions with a diffusion-weighted factor of b = 700 s/mm2 and two b0 (b = 0) images. Images were acquired parallel to the anterior and posterior commissure.



Imaging Data Processing


Rs-fMRI Processing

Resting state functional magnetic resonance imaging data were analyzed in DPARSF (Data Processing Assistant for rs-fMRI software1; Yan and Zang, 2010), based on Statistical Parametric Mapping 12 (SPM122) in MATLAB (Release 2017, The MathWorks, Inc., Natick, MA, United States). Data processing included the following steps: convert DICOM images to NIfTI files; remove the first 10 time points to minimize the influence of instability in the initial signals; slice timing with the 18th slice as the reference; spatial realignment for head motion correction (subjects with head motion >2.0 mm or >2.0° were excluded); register each subject’s fMRI images to their segmented high-resolution T1-weighted anatomical images; regress nuisance variables, including white matter (WM) and cerebral spinal fluid signals; normalize fMRI images to standard Montreal Neurological Institute (MNI) templates with a resolution of 3 × 3 × 3 mm3; smooth with a 4-mm full-width-half-maximum Gaussian kernel; linear detrend to discard physiological noise and drift from scanner instabilities and head motion; band-pass filtering (0.01–0.08 Hz); and calculate rsFC with the bilateral ACC selected as seeds, which were made by the Anatomical Automatic Labeling 90 regions (AAL90) templates to quantify the relationship between the seeds and other brain regions.



DTI Processing

Diffuse tensor imaging data were processed on the FMRIB’s Diffusion Toolbox-FDT v2.0 toolbox from FSL-FMRIB Software Library, FMRIB, Oxford, United Kingdom3 (Jenkinson et al., 2012). DTI data processing included the following steps: correct for eddy current distortion and head motion; fit a diffusion tensor model using the DTI fit in the FMRIB Diffusion Toolbox generating individual FA and MD; calculate within-voxel probability density functions of the principal diffusion direction using FSL’s BEDPOSTX tool using Markov Chain Monte Carlo sampling, which also accounts for the possibility of crossing fibers within a voxel (Woolrich et al., 2009); conduct probabilistic fiber tracking with PROBTRACKX implemented in FSL (Behrens et al., 2007), which repeatedly samples the distribution at each voxel to produce “streamlines” that connect voxels between selected seed regions (5000 streamline samples, 0.5 mm step length, curvature threshold = 0.2).



Probabilistic Fiber Tracking Analysis

Probabilistic fiber tracking analysis was based on the rsFC results and mainly investigated SC between which had abnormal functional connectivities in rs-fMRI analysis, i.e., the left ACC was selected as the seed, and the right MFG and left MTG as the targets. All selections were made by the AAL90 templates in FSL. A single image (fdt_paths) per participant was generated to visualize WM tracts connecting seed and target regions after data processing. The total number of seed-to-target WM tracts (i.e., waytotal) was also generated to calculate the connective probability or tract strength, which defined as the number of tracts from the seed, divided by the number of tracts that reach the target (van den Bos et al., 2014; Yuan et al., 2018).

After probabilistic tracking, generated fdt_paths images were further thresholded based on the individual maximum connectivity value within a tract. The maximum connectivity value was obtained with fslstats and voxels, which had values of >5% of the maximum connectivity value were kept in the analysis (Bennett et al., 2011; Hirsiger et al., 2016; Yuan et al., 2017). A common tract was created from tracts existed in ≥75% of the participants. Then, we extracted individual FA and MD of the WM tracts by de-projecting the common tracts to individual diffusion images (Ethofer et al., 2012; Gschwind et al., 2012).




Statistical Analysis

Statistical analyses were conducted in SPSS 20.0 (SPSS Inc., Chicago, IL, United States) and the SPM12 toolbox of MATLAB. To compare group differences in demographic and psychological variables, Chi-squared tests and independent-sample t-tests were conducted. To investigate the significantly altered rsFC, two sample t-tests were performed in SPM12 with depression and anxiety scores as covariates. All resulting maps were family-wise error (FWE) corrected for the whole brain. To explore potential group differences in SC (i.e., probability) and integrity (i.e., FA and MD), analysis of covariance (ANCOVA) was performed with age, depression, and anxiety levels controlled. Pearson’s correlations were conducted to investigate potential associations between emotional characteristics (i.e., psychometric scores including SAIS_N, CERQ_N, CES-D, TAI, and SAI) and neuroimaging indices (i.e., rsFC values, tract probability, mean FA, and MD) in the BPD group. A threshold of P < 0.05 was considered significant.




RESULTS


Demographic and Psychological Characteristics

Age, sex, and education level did not differ significantly between the BPD and HC groups. The BPD group had significantly higher SAIS negative affectivity, CERQ negative subscale, CES-D, and STAI scores than the HC group (Table 1).

TABLE 1. Inter-group comparisons of demographic and psychological characteristics.
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RsFC

Borderline personality disorder patients exhibited significantly increased rsFC of the ACC with the right MFG and decreased rsFC with the left MTG compared with HCs. In addition, the BPD group had lower connectivities between both ACC sides and the corpus collosum (CC) than HCs (Table 2 and Figure 1).

TABLE 2. Significant differences in FC between BPD patients and HCs.
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FIGURE 1. RsFC of the bilateral ACC as seeds. There was increased (red) rsFC between the left ACC and right MFG, as well as decreased (blue) rsFC between the left ACC and left MTG in the BPD group compared with the HC group. FWE-corrected p < 0.05 significance criterion. Color bar indicates the T-score.





SC

Compared with HCs, the BPD group had significantly decreased FA values in left ACC-to-right MFG tract (Table 3 and Figure 2), findings suggestive of impaired fiber integrity. The tract probability of left ACC-to-right MFG and left ACC-to-left MTG tract did not differ between the two groups.

TABLE 3. Comparison of probabilistic fiber tracking between BPD patients and HCs.
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FIGURE 2. Probabilistic fiber tracking from the left ACC to the right MFG. (A) The seed (left ACC, yellow) and target (right MFG, green) were based on the AAL90 template and back-projected to the individual’s native space in sagittal, coronal, and axial planes. (B) Group comparisons of FA and MD values for fiber bundles passing though the left ACC to the right MFG (p < 0.05). Y-axis presents the mean of FA and MD values. The error bars present the standard error of mean. (C) Fiber distribution: fibers starting from the left ACC passed through the CC and the right ACC and then entered the right MFG.





Associations Between Imaging Parameters and Psychological Variables in BPD Patients

Pearson correlation analyses showed that CERQ-negative subscale scores correlated negatively with rsFC between the left ACC and CC (r = −0.59, P = 0.032), and CES-D scores correlated negatively with rsFC between the left ACC and right MFG (r = −0.37, P = 0.037) after multiple comparisons with Bonferroni correction. There were no other significant correlations between psychological variables (negative affective SAIS or STAI) and imaging parameters (rsFC values, tract probability, mean FA, or MD).




DISCUSSION

In the current study, combining rsFC and probabilistic fiber tracking with the bilateral ACC as seeds, we explored the SC and FC of the ACC and examined correlations between abnormal neuroimaging indices and psychological variables in BPD patients. We found that patients with BPD exhibited abnormal SC and FC in the emotion-regulation-related ACC-CC-frontal neural circuit. These findings suggest that abnormal SC and FC in frontal–limbic structures of the brain could mediate emotional dysregulation in patients with BPD.


SC and FC Between the Left ACC and Right MFG

The ACC and PFC are key brain regions in emotional regulation and impulsiveness (Davidson and Irwin, 1999). Previous on-task fMRI studies utilizing emotion regulation strategies (e.g., restraint and reappraisal) have suggested that the ACC and other frontal regions (i.e., orbital frontal cortex, dorsolateral PFC, dorsomedial PFC, and ventrolateral PFC) are involved in emotional regulation processing (Beauregard et al., 2001; Lévesque et al., 2003; Ochsner et al., 2004; Phan et al., 2005; Urry et al., 2006). More specifically, the MFG, a component of the dorsolateral PFC, is particularly important in mood regulation and suppression of unwanted memories (Kluetsch et al., 2012; Krause-Utz et al., 2014a). In the current study, we found increased left ACC-to-right MFG FC in patients with BPD, consistent with previous findings (Krause-Utz et al., 2012). Based on rsFC data, we plotted the left ACC-to-right MFG fiber bundle in BPD patients using probabilistic fiber tracking and found that left ACC efferents passed through the CC and projected to the contralateral MFG, consistent with normal anatomy (Rüsch et al., 2010b). Importantly, we found that WM integrity from the left ACC to the right MFG was impaired with decreased FA in the BPD group compared with the HC group. The presently observed altered rsFC and impaired WM fasciculus integrity between the ACC and MFG suggest that emotional regulation circuitry may be deficient in BPD patients.



FC Between the Left ACC and Left MTG

Alterations in the brain default model network (DMN), including the medial PFC, ACC, cuneus/precuneus, MTG, thalamus, and insular cortex, which are located mainly along the midline of the brain, were found in a prior rs-fMRI study in BPD patients (Wolf et al., 2011). The ACC and MTG are important for numerous important DMN functions, including: separating internal cognition from external stimulus processing; autobiographical memory processing; and monitoring of cognitive, emotional, and somatosensory states (Buckner et al., 2008; Spreng et al., 2009; Napadow et al., 2010). In a previous rs-fMRI study, we found decreased connectivity–amplitude coupling in the left MTG, suggesting that the left MTG may be a functionally impaired hub in BPD (Lei et al., 2018). The MTG also has decreased rs activation (Wingenfeld et al., 2009) and increased activity during emotional processing in BPD patients (Guitart-Masip et al., 2009). Together with previous studies (Wolf et al., 2011; Lei et al., 2017), our study found decreased rsFC between the left ACC and the left MTG in BPD patients, which suggested disturbed DMN and emotional processing in patients with BPD.



SC and FC Between the ACC and CC

The CC mediates communication between the hemispheres (Luders et al., 2010). The WM integrity of the CC genu and body has previously been shown to be impaired in BPD patients (Salvador et al., 2016). Moreover, the CC isthmus was found to be thinner in BPD patients than in HCs, suggesting that inter-hemispheric SC may be affected in BPD (Rüsch et al., 2007). The present finding of decreased rsFC between the bilateral ACC and the CC is consistent with the possibility that SC between the cerebral hemispheres may be abnormal in BPD patients. Because the ACC is involved in regulating emotion and behavior (Minzenberg et al., 2007; Silbersweig et al., 2007; Koenigsberg et al., 2009; Niedtfeld et al., 2012; Perez et al., 2016; Schulze et al., 2016), decreased interhemispheric connectivity between the left and right ACCs may be a pathological correlate of BPD.



Psychometric Correlates of ACC Abnormalities in BPD

Patients with BPD have been shown consistently to be hypersensitive to negative emotional stimuli, with emotional dysregulation and negative regulatory strategies that are often accompanied by anxiety and depression (Yen et al., 2002; Niedtfeld et al., 2010; Schulze et al., 2016; Yang et al., 2018). The present findings of significantly higher SAIS-negative affectivity, CERQ-negative subscale, CES-D, and STAI scores in BPD patients than HCs are consistent with heightened negative intensity, depression, and anxiety levels as well as reliance on negative emotion cognition regulation strategies in BPD.

A frontal–limbic system suppression model in which there is reduced PFC control of hyperactive limbic areas has emerged as a favored hypothesis of the neurological basis of emotional dysregulation in BPD (Agrawal et al., 2004). More specifically, amygdalar hyperactivity with hypoactivity in the ACC and PFC (medial, orbital, and dorsolateral) is typical during negative emotional processes in BPD (Silbersweig et al., 2007; Perez et al., 2016; Baczkowski et al., 2017). In this study, cognitive emotion regulation scores correlated negatively with left ACC-CC rsFC, while depressive scores correlated negatively with left ACC–right MFG rsFC. These results provide further support for the view that emotional regulation circuitry may be impaired in BPD patients.



Limitations

Although we combined rsFC and SC analyses to investigate links between function and structure in BPD, which had not been thoroughly assessed before, this study had some limitations. Firstly, FC was assessed in a rs rather than in an on-task state. We are planning future studies that will focus on FC during the performance of emotion-related tasks. Secondly, because this study focused primarily on the emotion-related ACC and associated frontal regions, connectivities among other emotion-related limbic structures (e.g., amygdala) remain to be investigated further to provide a more comprehensive understanding of brain connectivity in BPD.




CONCLUSION

In this study, using rs-fMRI and probabilistic fiber tracking, we combined SC and FC data to investigate BPD alterations in ACC-based circuitry. With the left ACC selected as a seed, BPD patients exhibited increased rsFC and abnormal SC with the right MFG, and decreased rsFC with the left MTG, compared with HCs. Further, rsFC of the left ACC correlated negatively with negative cognitive emotion regulation and depressive symptoms in BPD patients. Given that the ACC plays an important role in emotional cognitive control, abnormal connectivity of the ACC supports the possibility that BPD may be characterized by deficient emotional regulation circuitry. Collectively, our data suggest that connectivity of these brain regions may be important imaging biomarkers in BPD populations, which could have clinical implications for treatment of the disorder.
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Purpose: The utility of transcranial magnetic stimulation (TMS) has been growing rapidly in both neurocognitive studies and clinical applications in decades. However, it remains unclear how the responses of the stimulated site and the site-related functional network to the external TMS manipulation dynamically change over time.

Methods: A multi-session combining TMS-fMRI experiment was conducted to explore the spatiotemporal effects of TMS within the fronto-limbic network. Ten healthy volunteers were modulated by intermittent theta-burst stimulation (iTBS) at a precise site within the left dorsolateral prefrontal cortex (DLPFC, MNI coordinate [-44 36 20]), navigated by individual structural MRI image. Three-session resting-state fMRI images were acquired before iTBS (TP1), immediately after iTBS (TP2), and 15 min after iTBS (TP3) for each participant. Seventy-four regions of interests (ROIs) within the fronto-limbic network were chosen including the bilateral superior frontal gyrus (SFG), middle frontal gyrus (MidFG), inferior frontal gyrus (IFG), orbital gyrus (OrG), cingulate gyrus (CG), and subcortical nuclei (hippocampus and amygdala). Regional fractional amplitude of low-frequency fluctuation (fALFF) and ROI-to-ROI functional connectivity (FC) were compared among TP1, TP2, and TP3.

Results: The immediate iTBS effect was observed at the stimulated site. FC between the left dorsolateral SFG and left dorsal IFG and between the left rostral IFG and right MidFG increased at TP2 as compared to at TP1 (all FDR-p < 0.05), while FC within the left OrG decreased. The relatively long-term iTBS effect transmitted with decreased FC between the left IFG and right amygdala, increased FC between the left MidFG and left OrG, and decreased FC between bilateral IFG and OrG at TP3 than at TP1 (all FDR-p < 0.05). Meanwhile, mean fALFF values over the left SFG, MidFG, ventral CG, and IFG were significantly increased at TP3 as compared to those at TP2 (all p < 0.05 with Bonferroni correction).

Conclusion: By combining TMS and fMRI, it becomes possible to track the spatiotemporal dynamics of TMS after-effects within the fronto-limbic network. Our findings suggested that the iTBS effect dynamically changed over time from the local neural activation at the stimulated site to its connected remote regions within the fronto-limbic network.

Keywords: transcranial magnetic stimulation, intermittent theta-burst stimulation, after-effects, functional connectivity, the fronto-limbic network


INTRODUCTION

Transcranial magnetic stimulation (TMS) provides a non-invasive way to explore the brain function in both basic neuroscience and clinical applications (Lefaucheur et al., 2014). TMS pulses induce current within the cortex underneath the site of stimulation, leading to local neural activation (Allen et al., 2007) as well as consequent alterations within a distributed network (Chen et al., 2013). After one-session TMS modulation, i.e., intermittent theta burst stimulation (iTBS), the after-effects can be beyond the duration of stimulation and may last about 30 min (Huang et al., 2005). Therefore, the TMS after-effects should be temporally and spatially dynamic over the local region and within the whole-brain network (Ruff et al., 2009; Hawco et al., 2017, 2018). However, the pattern of tempo-spatial dynamics induced by TMS manipulation remains unclear.

There is few evidence of the duration of TMS after-effects over the primary motor cortex in humans. Huang et al. examined the after-effects induced by different TMS paradigms (iTBS, continuous TBS, intermediate TBS, and 15 Hz TMS) using motor evoked potential (MEP) amplitude (Huang et al., 2005). The enhanced MEP amplitudes last about 20 min after 600-pulse iTBS, but 60 min after 600-pulse cTBS (Huang et al., 2005). Peinemann et al. (2004) found one-session 5 Hz repetitive TMS with 1,800 pulses rather than 150 pulses induced stable MEP facilitatory for at least 30 min. To further clarify the TMS after-effects beyond the motor cortex, other neuroimaging techniques are required to measure the TMS induced neural activity.

Combining EEG with TMS is one way to characterize the temporal neural processing following TMS manipulation in non-motor regions (Chung et al., 2015). A review by Chung et al. proposed the TMS-evoked potential (TEP) as a sensitive measure of cortical excitation and inhibition (Chung et al., 2015). Indicators such as N100 and long-interval cortical inhibition (LICI) developed from TEP over the dorsolateral prefrontal cortex (DLPFC) were proven to be helpful for reflecting the integrity of the frontal cortex and had potentials for predicting the outcome of treatment in depression (Sun et al., 2016). When the time varied after a TMS pulse, distinctive TEP components occurred with dynamic topographic representation (Chung et al., 2015). However, it is lack of multi-session off-line EEG-TMS to monitor the affect-effects along with time following TMS. On the other hand, although topographic distribution for different TEP components suggested that neural activations not only at the site of stimulation but also at the distal sites could be influenced by TMS, more direct evidence of the precise spatial dynamics induced by TMS is further needed.

Some additional attempts have been made by combining resting-state fMRI (rsfMRI) with TMS to obtain a better spatial resolution. Wang et al. (2014) aimed to enhanced the hippocampus-related associative memory that was achieved by delivering multi-session 20 Hz rTMS over the lateral parietal cortex with strong functional connectivity (FC) with hippocampus. Chen et al. directly examined the dynamic interaction within three large-scale neural networks, i.e., the default mode network (DMN), the salience network (SN), and the central executive network (ECN) (Chen et al., 2013). TMS targets in different network nodes had causal influence to both within-network and between-network connectivity (Chen et al., 2013). Hawco et al. suggested spread TMS-induced cortical changes that were related to the FC between the stimulated site and SN (Hawco et al., 2018). Moreover, combining TMS and fMRI has attracted increasing attention in optimizing the rTMS treatments (Fox et al., 2012a, b, 2014), with the most mature example of major depressive disorder (MDD). As the left DLPFC was one of the most popular targets for rTMS treatment in MDD, individuals’ intrinsic FC between this site and the subgenual anterior cingulate cortex (sgACC) predicted the efficacy of their rTMS treatments (Weigand et al., 2018). Therefore, it is worthy of uncovering the spatial propagation of TMS after-effects within the cortico-subcortical networks to improve the therapeutic outcome.

In the present study, we performed single-session rsfMRI acquisition before iTBS and two-session rsfMRI acquisitions after iTBS to characterize the immediate and long-term after-effects within and beyond the site of stimulation in healthy volunteers. Precise neuroimaging-guided iTBS was delivered over the left DLPFC (the most popular TMS target) using an MRI-compatible TMS coil within the MRI scanner, which made it possible to monitor the immediate iTBS effect. Considering the limitation of a small sample size, we restricted our analysis within the fronto-limbic network to reflect the spatial propagation following iTBS. Firstly, the fronto-limbic network is well known, consisting of a dorsal pathway with DLPFC and anterior cingulate cortex (ACC) for emotional regulation and executive control, as well as a ventral pathway with orbital frontal cortex, hippocampus, and amygdala for reward processing, both playing an important role in the etiology of MDD (Mayberg, 2003). Secondly, previous studies on TMS over the left DLPFC suggested a prominent effect within the fronto-limbic network, especially the FC between the left DLPFC and ACC, in both healthy controls and patients with depression (Fox et al., 2012a; Tik et al., 2017). We hypothesized that (1) the immediate iTBS effect may be stronger around the site of stimulation than in remote sites, and (2) the long-term iTBS effect may spread beyond the site of stimulation and be stronger in the other node(s) within the fronto-limbic network.



MATERIALS AND METHODS


Participants

The experimental protocol was approved by the Ethics Committee at Shanghai Mental Health Center. Written informed consent was obtained from each participant. Ten healthy volunteers [4 females and 6 males; age (mean ± SD): 25.5 ± 2.8 years old, education (mean ± SD): 17.0 ± 0.8 years] were recruited from the community by online advertisement. All participants were screened by a psychiatrist. Exclusion criteria include a personal or family history of mental illness, a history of any substance or alcohol abuse, severe physical disease, loss of consciousness, any foreign metallic objects in their head or stimulator in their body, or any other contraindication for MRI examination or TMS intervention. All participants received one-session TMS modulation and completed MRI image acquisitions (Figure 1).
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FIGURE 1. The diagram of the two-step experimental procedure (sMRI, structural MRI; TMS, transcranial magnetic stimulation; MRS, magnetic resonance spectroscopy).





TMS Procedure

Transcranial magnetic stimulation stimuli were delivered using MagPro X100 magnetic stimulator (Medtronic Co., Denmark). Individual resting motor threshold (MT) was examined with a figure-eight coil (MC-B70) outside the MRI scanner. MEP was measured from the left abductor pillicis brevis (APB) muscle with surface electrodes and then amplified and quantified using Keypoint (Medtronic Co., Denmark). The “hotspot” for each participant was determined over the primary motor area where the largest MEP was evoked (Tang et al., 2018). In 5 out of 10 trials, the lowest intensity that succeeded in evoking peak-to-peak MEP exceeding 50 μV was defined as individual MT.

One-session iTBS was applied in the MRI scanner using an MRI-compatible coil (MRi-B91). The iTBS applied three 50-Hz pulses every 200 ms as one burst and delivered for 2 s with 10-s intervals (Huang et al., 2005). In total, there were 600 pulses for each session. The intensity of iTBS was set as 80% of individual resting MT (Grossheinrich et al., 2009; Rossi et al., 2009; Lefaucheur et al., 2014). The target was precisely localized over individual left DLPFC determined by the MNI coordinate (x = −44, y = 36, z = 20) using LOCALITE TMS Navigator (LOCALITE GmbH, Schloss Birlinghoven, Germany) (Lerman et al., 2014). The localization of left DLPFC was at the border of BA 9 and 46 defined by Rajkowska and Goldman-Rakic (1995). The TMS coil was fixed inside the MRI head coil.



MRI Data Acquisition

All MRI images were obtained in Shanghai Mental Health Center on a Siemens 3T Verio MRI system (MR B17, Siemens AG, Erlangen, Germany) with an open 1-channel head coil. Each subject completed two-step MRI scans depicted in Figure 1: (1) the first MRI scan only included structural T1-weighted images for the localization of individual precise TMS target (the left DLPFC); 2) after the fixation of TMS coil, the second MRI scan included structural T1-weighted images, the first resting-state fMRI images before iTBS modulation, magnetic resonance spectroscopy (MRS), the second resting-state fMRI images immediately after iTBS modulation, MRS and the third resting-state fMRI images 15 min after iTBS modulation. MRS data analysis was not included in the current study.

T1-weighted images were acquired using a magnetization-prepared rapid acquisition gradient-echo (MPRAGE) sequence with repetition time (TR) = 2530 ms, echo time (TE) = 3.65 ms, field of view (FOV) = 256 mm, matrix = 256 × 256, slice thickness = 1 mm, 224 coronal slices, flip angle = 7°, and generalized autocalibrating partial parallel acquisition (GRAPPA) with acceleration factor 2.

Resting-stage fMRI images were acquired using an echo planar scanning sequence with TR = 2,000 ms, TE = 30 ms, FOV = 220 mm, matrix = 64 × 64, slice thickness = 4 mm, 30 axial slices with a between-slice gap of 1 mm, flip angle = 90°, and total data volume = 180. Subjects were asked to close their eyes, relax, and think of nothing during the rsfMRI acquisitions.



Resting-State fMRI Data Processing

Resting-state fMRI data were preprocessed including slice timing correction, realignment, normalization, and smoothing (8-mm FWHM Gaussian filter) using CONN v.18.b1 (Whitfield-Gabrieli and Nieto-Castanon, 2012). All subjects’ functional data were co-registered to their structural data with a linear transformation and then normalized to MNI space with a non-linear transformation. The Artifact Detection Tools (ART) were embedded in CONN to identify outlier images if the head motion in x, y, or z direction was over 1 mm or the global mean intensity in the image was over three standard deviations from the mean image intensity for all images. Individual T1-weighted images were segmented into gray matter, white matter, and CSF and generated three masks (Whitfield-Gabrieli et al., 2016). Linear regression was applied to remove the confounding effects including (1) BOLD signals from white matter and CSF, which were used for aCompCor; (2) head motion confound defined by six rigid-body motion parameters and six first-order temporal derivatives; (3) ART-based scrubbing parameters containing invalid scans. Then a band-pass filter (0.01–0.08 Hz) and linear detrending were applied to the resulting residual BOLD time series.

Firstly, ROI-to-ROI FC analysis was performed at individual level using Conn. Seventy-four frontal, limbic, and subcortical ROIs were selected from the Human Brainnetome Atlas (Fan et al., 2016), including 14 ROIs in superior frontal gyrus (SFG), 14 ROIs in middle frontal gyrus (MidFG), 12 ROIs in inferior frontal gyrus (IFG), 12 ROIs in orbital gyrus (OrG), 14 ROIs in limbic lobe/cingulate gyrus (CG), and 8 subcortical nuclei (4 in amygdala and 4 in hippocampus) with detailed information in Supplementary Material.

Secondly, amplitude of low-frequency fluctuation (ALFF) and fractional ALFF (fALFF) were calculated within each voxel using Conn (Zang et al., 2007; Zou et al., 2008). The fALFF at each voxel was the relative amplitude of BOLD signal fluctuation in the frequency band of 0.01–0.08 Hz compared to the entire frequency band before filtering (Whitfield-Gabrieli and Nieto-Castanon, 2012). Further, mean fALFF values were calculated within each of the above 74 ROIs.



Statistical Analysis

There were three conditions for each participant including before the iTBS (TP1), immediately after the iTBS (TP2), and 15 min after the iTBS (TP3). For ROI-to-ROI FC values, the immediate iTBS effect was examined by comparing FC values at TP2 with those at TP1, while the long-term iTBS effect was examined by comparing FC values at TP3 with those at TP1. Two-sided paired-sample t tests were performed for both the ROI-to-ROI FC. The statistical significance was set at a false discover rate-corrected p (FDR-p) < 0.05.

Repeated-measure analyses of variance (ANOVAs) were performed for mean regional fALFF values with two within-group factors of time (TP1, TP2, and TP3) and region (74 ROIs). Simple-effect tests were further performed to examine regional fALFF differences across TP1, TP2, and TP3. Multiple comparisons were controlled using Bonferroni correction.




RESULTS


The iTBS Effect on ROI-to-ROI FC

The iTBS effect was dynamic along with the time and spread within the fronto-limbic network as shown in Figure 2 and Table 1.
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FIGURE 2. The immediate and long-term iTBS after-effects on the ROI-to-ROI functional connectivity (FC). (A) FC within the left frontal regions and between the bilateral areas changed at timepoint 2 as compared to that at timepoint 1. (B) FC within the bilateral frontal areas and between the left IFG and amygdala changed at timepoint 3 as compared to that at timepoint 1. FC increases are in red and FC decreases are in black (thick line: p < 0.05; thin line: p < 0.1).



TABLE 1. The ROI-to-ROI functional connectivity significantly changed after the intermittent theta-burst stimulation (iTBS) immediately and 15 min later.
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The immediate iTBS effect was observed within the left frontal areas and between the bilateral frontal areas. FC between the left dorsolateral SFG (A6dl_l) and left dorsal IFG (A44d, 0.110 ± 0.055, FDR-p = 0.005) and between the left rostral IFG (A45r_l) and right MidFG (A10l_r, 0.353 ± 0.032, FDR-p = 0.032) increased at TP2 as compared to those at TP1 (−0.038 ± 0.064 and 0.170 ± 0.043). FC between the left OrG areas (A13_l and A12_47l_l, −0.047 ± 0.059, FDR-p = 0.018) decreased at TP2 as compared to that at TP1 (0.178 ± 0.043). The increased FC between the left dorsal SFG and left dorsal IFG and decreased FC between the left OrG areas were presented in each of the 10 participants, suggesting a high consistency at the individual level (Figure 2C). However, the above iTBS effect was attenuated not significant around 15 min after the iTBS modulation.

The long-term iTBS effect on the FC was more widespread within the bilateral frontal areas and between left IFG and amygdala as shown in Figure 2B. FC between the left caudal IFG (A45c_l) and right medial amygdala (mAmyg_r) significantly decreased around 15 min after the iTBS (−0.215 ± 0.057, FDR-p = 0.015) as compared to that before the iTBS (0.035 ± 0.063), but not significantly changed immediately after the iTBS (FDR-p > 0.05). FC between the left caudal IFG (A45c_l) and left medial amygdala (mAmyg_l) had a tendency to decrease in a similar way (FDR-p = 0.094). FC between the left MidFG (A46_l) and left OrG increased at TP3 (A12_47o_l: 0.152 ± 0.041, FDR-p = 0.042; A12_47l_l: 0.190 ± 0.063, FDR-p = 0.045) as compared to that at TP1 (A12_47o_l: −0.048 ± 0.048; A12_47l_l: 0.037 ± 0.053), whereas FC between the left caudal IFG (A45c_l) and right medial OrG (A14m_r, TP1: −0.059 ± 0.048; TP3: −0.271 ± 0.037; FDR-p = 0.015) and between the right opercular IFG (A44op_r) and left medial OrG (A11m_l, TP1: −0.127 ± 0.055; TP3: −0.382 ± 0.059; FDR-p = 0.045) decreased. Additionally, FC between the right OrG (A12_47o_r) and bilateral cingulate gyrus also had a tendency to be significantly changed around 15 min after iTBS (left CG: A23d_l, FDR-p = 0.057; right CG: A23d_r, FDR-p = 0.098).



The iTBS Effect on Regional fALFF

There were significant main effects of both time [F(2,18) = 3.881, p = 0.047] and region [F(73,657) = 19.353, p < 0.001] on regional fALFF. As shown in Figure 3, simple effect tests further suggested that regional fALFF values over the left medial SFG (A9m_l, p = 0.010), left dorsal MidFG (A9_46d_l, p = 0.049), left ventral cingulate gyrus (A23v_l, p = 0.011), and left opercular IFG (A44op_l, p = 0.004) increased at TP3 as compared to those at TP2 (all p values <0.05 adjusted using Bonferroni correction). There were no significant differences of mean fALFF values between TP1 and TP2 or between TP1 and TP3.
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FIGURE 3. The iTBS-induced changes of functional connectivity and fractional amplitude of low-frequency fluctuation (fALFF) at timepoint 1 (TP1), timepoint 2 (TP2), and timepoint 3 (TP3). (A) Immediate iTBS effect (TP1 vs. TP2) was observed within the left frontal areas and between the bilateral frontal areas, while long-term iTBS effects (TP1 vs. TP3) was more widespread within the bilateral frontal areas and between the left caudal IFG (A45c_l) and right medial amygdala (mAmyg_r). (B) Regional fALFF changed from TP2 to TP3 at the left medial SFG (A9m_l), left dorsal MidFG (A9_46d_l), left opercular IFG (A44op_l), and left ventral cingulate gyrus (A23v_l).






DISCUSSION

By combining TMS with multi-session resting-state fMRI, the present study examined the dynamic changes within the fronto-limbic network induced by precise iTBS modulation. As we hypothesized, iTBS after-effects were observed not only around the stimulated region but also at remote regions interconnected with the target. Immediately after iTBS, FC changed significantly between the left frontal areas and between bilateral frontal areas. About 15 min later, the alteration of FC transmitted and was more widespread between bilateral frontal areas and between left IFG and amygdala. Further, fALFF measurements at two different time windows after iTBS showed increases at the left SFG, MidFG, CG, and IFG. More importantly, these spreading patterns after precise neuroimaging-guided iTBS manipulation had a high consistency at the individual level. Our findings suggested TMS-fMRI as an advanced technique to determine the dynamic patterns of TMS-induced effects within the brain network.

We delivered TMS pulses precisely at the dorsolateral prefrontal node (MNI coordinate, x = −44, y = 36, z = 20) in the left MidFG (A9_46v_l), which had structural connections with the right frontal regions and subcortical regions and FC with the fronto-parietal network according to the Human Brainnetome Atlas (Yeo et al., 2011; Fan et al., 2016). Immediately after single-session excitatory iTBS, increased FC between the left dorsal SFG and IFG and between left IFG and right MidFG may suggest an enhancement in the dorsal pathway, whereas decreased FC between the left OrG areas suggested an attenuation in the ventral pathway (Mayberg, 2003; Ruff et al., 2009; Eldaief et al., 2011). Consistent with previous findings, Hawco et al. found the prominent TMS-induced FC changes between the DLPFC target and salience network (SN) (Hawco et al., 2018). Chen et al. found excitatory single pulse over the anterior media frontal cortex increased within-SN FC (Chen et al., 2013). A previous TMS-PET study also showed significant dopaminergic changes in the medial orbitofrontal cortex and ACC after 10 Hz TMS over the left DLPFC in healthy volunteers (Cho and Strafella, 2009). An iTBS effect could spread out immediately from the target to the left SFG, IFG, and OrG.

The iTBS after-effect continued its propagation from the left frontal regions to bilateral amygdala and to right frontal regions along with time. These remote iTBS effects could be based on anatomical connectivity by white matter tracts, such as the uncinate fasciculus connecting the frontal region and the limbic system as well as the genu of corpus callosum connecting bilateral IFG (Kier et al., 2004; Fan et al., 2016). About 15 min later, decreased FC between the left IFG and bilateral amygdala suggested a subsequent change in the ventral pathway, which is critical for the generation and regulation of negative emotion (Hiser and Koenigs, 2018). More supports of remote effects induced by TMS were provided by the changed functional covariation between different regions. Wang et al. enhanced the cortico-hippocampal FC by multi-session excitatory TMS over the lateral parietal cortex (Wang et al., 2014). Other concurrent TMS-fMRI studies also found TMS-induced changes of remote FC, such as that between the frontal cortex/parietal and visual occipital regions (Ruff et al., 2006; Sack et al., 2007). Since the iTBS effect became more prominent within the left IFG later, we inferred that neural activation at the left IFG may be indirect as a consequence of limbic activation.

Regional fALFF values increased at the left SFG, MidFG, IFG, and ventral CG later after iTBS, which further supported the continuous excitatory effect at 15 min after iTBS. Few other studies examined the regional activity after TMS or iTBS modulation. Only Chen et al. reported decreased low-frequency signal amplitude within the DMN network after inhibitory rTMS (Chen et al., 2013). The finding of increased fALFF value in the left MidFG, SFG, and IFG was consistent with the more widespread FC connectivity induced by long-term iTBS effect. Additionally, the regional fALFF increased in the left ventral CG, and FC between the right OrG and bilateral CG also had a tendency to be significantly changed around 15 min after iTBS. Cingulate cortex was a hot hub for the connectivity within the DLPFC and limbic network (Tik et al., 2017). Fox et al. suggested that FC between the DLPFC and subgenual ACC could be a valuable predictor for the TMS effects in depression (Fox et al., 2012a). Tik et al. found only the connectivity to the ACC increased at 15 min after 10-Hz TMS modulation over the left DLPFC, and this effect disappeared at 30 min after TMS (Tik et al., 2017).

As shown in Figure 3, FC and fALFF changes from TP1 to TP2 varied among subjects, but the changes from TP2 to TP3 had a high inter-subject consistency. One critical factor contributing to the heterogeneity of TMS after-effects could be the different location of individual TMS targets (Fox et al., 2012a; Lefaucheur et al., 2014; Hawco et al., 2018). The use of individual T1-image-guided localization for the TMS target in the present study could reduce the heterogeneity of the iTBS effect. The other factor may be the different latency of individual TMS-induced response. A higher consistency for FC and fALFF changes among subjects at TP3 suggested a convergence of the remote iTBS effect within the fronto-limbic network after a longer time. However, more evidence is required in the future to prove our intention.

There were several limitations in the present study. Firstly, only 10 healthy volunteers were recruited for the experiments. The small sample size made it a bit difficult to obtain strong statistical significance. Secondly, there was no control or sham condition. As an exploratory study, only iTBS over the left DLPFC was used. The observed iTBS-induced dynamic patterns needed to be interpreted in caution. Thirdly, we narrowed our observation in the fronto-limbic network to tract the iTBS effects. There could be other regions or networks also influenced by iTBS that were omitted here. Further, more works with experimental designs including control/sham TMS condition, different intensities, and stimulated sites are needed to predict the iTBS-induced effects within the large-scale brain networks.

In conclusion, to the best of our knowledge, there were a few studies characterizing the temporal and spatial dynamics induced by single-session iTBS manipulation. The FC and fALFF measurements consistently demonstrated a significant immediate iTBS effect around the stimulated DLPFC site, while a long-term iTBS effect was prominent between the left IFG and amygdala as well as between bilateral frontal regions. Thus, our findings suggested that the combination of TMS-fMRI should be an advanced technique to clarify the TMS-induced effect, as well as to optimize the clinical application for treatments.
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Purpose: Resting-state functional Magnetic Resonance Imaging studies revealed that the brain is organized into specialized networks constituted by regions that show a coherent fluctuation of spontaneous activity. Among these networks, the cingulate cortex appears to play a crucial role, particularly in the default mode network, the dorsal attention network and the salience network. In the present study, we mapped the functional connectivity (FC) pattern of different regions of the cingulate cortex: the anterior cingulate cortex, midcingulate cortex and posterior cingulate cortex/retro splenial cortex, which have been in turn divided into a total of 9 subregions. We compared FC patterns of the cingulate subregions in a sample of mild cognitive impairment patients and healthy elderly subjects.

Methods: We enrolled 19 healthy elders (age range: 61–72 y.o.) and 16 Mild cognitive impairment patients (age range 64–87 y.o.). All participants had comparable levels of education (8–10 years) and were neurologically examined to exclude visual and motor impairments, major medical conditions, psychiatric or neurological disorders and consumption of psychotropic drugs. The diagnosis of mild cognitive impairment was performed according to Petersen criteria. Subjects were evaluated with Mini-Mental State Examination, Frontal Assessment Battery, and prose memory (Babcock story) tests. In addition, with functional Magnetic Resonance Imaging, we investigated resting-state network activities.

Results: Healthy elderly, compared to mild cognitive impairment, showed significant increased level of FC for the ventral part of the anterior cingulate cortex in correspondence to the bilateral caudate and ventromedial prefrontal cortex. Moreover, for the midcingulate cortex the healthy elderly group showed increased levels of FC in the somatomotor region, prefrontal cortex, and superior parietal lobule. Meanwhile, the mild cognitive impairment group showed an increased level of FC for the superior frontal gyrus, frontal eye field and orbitofrontal cortex compared to the healthy elderly group.

Conclusion: Our findings indicate that cognitive decline observed in mild cognitive impairment patients damages the global FC of the cingulate cortex, supporting the idea that abnormalities in resting-state activities of the cingulate cortex could be a useful additional tool in order to better understand the brain mechanisms of MCI.

Keywords: resting-state FC-fMRI, cingulate cortex, aging, MCI, functional connectivity, fMRI


INTRODUCTION

In the last decade, a growing interest has been shown in age related abnormal changes in brain structures and functions underlying Mild cognitive impairment (MCI) and Alzheimer Disease (AD). During normal and pathological aging several cognitive, emotional and motor changes occur (Dubois and Albert, 2004; Lyketsos et al., 2011; Minhas et al., 2018). These brain age-related changes have a significant impact on individual quality of life and affect several domains (Petersen, 2004; Petersen and Negash, 2008; Metzler-Baddeley et al., 2012; Esposito et al., 2013; Cieri et al., 2017). Although the neural mechanisms underlying age-related dementias have not been well understood, several cognitive and emotional deficits can accelerate the risk of conversion to dementia. Previous studies have revealed that many brain regions are involved in emotional and cognitive age-related changes (Rombouts et al., 2005; Cieri et al., 2017).

Functional neuroimaging, in particular functional MRI (fMRI), has been extensively used to investigate the changes in brain function due to aging (Ferreira and Busatto, 2013; Gröschel et al., 2013; Brier et al., 2014) and functional changes possibly related to pre-symptomatic clinical stages of dementia, such as MCI (Fleisher et al., 2009; Greene and Killiany, 2010; Esposito et al., 2013). The functional correlation among several brain regions of the resting-state fMRI (rsfMRI) signal acquired during the resting state is considered a reliable tool to study and understand the age-related changes in several domains of cognitive functions and emotional processing. More specifically, rsfMRI studies revealed a brain organization of specialized networks constituted by regions that show a coherent fluctuation of spontaneous activity (Deco et al., 2011; Hansen et al., 2015). Indeed, several resting-state networks (RSNs) have been identified, such as the Default Mode Network (DMN), Salience Network (SN); Frontoparietal Network (FPN), primary Sensory Motor Network (SMN), Exastrastriate Visual System (EVS), and Dorsal Attention Network (DAN; Van den Heuvel et al., 2009; Van den Heuvel and Hulshoff Pol, 2010). Among these, DMN has been considered the most studied network and includes the following main nodes: the medial frontal gyrus (MedFG), posterior cingulate cortex (PCC), bilateral angular gyrus (AG) and the hippocampus (Hp; Mevel et al., 2013; Passow et al., 2015). This network is also known as the task-negative network because its regions are typically deactivated during execution of attention demanding tasks (Passow et al., 2015).

DAN, conversely to DMN - is called a task-positive network, being active during cognitive tasks which demand attention and mental control, and its function is considered fundamental during the neuroaging process. It consists of the following regions: the inferior parietal sulcus (IPS), frontal eye field (FEF), anterior cingulate cortex (ACC) and bilateral middle temporal gyrus (MidTempG; Corbetta and Shulman, 2002; Fox et al., 2005). Another RSN that received attention for its implications in the emotional processing is the SN, composed of the bilateral anterior insular cortices and dorsal cingulate cortex (DCC). During aging and in the elderly neurodegenerative conditions as MCI, these RSNs showed an altered pattern of functional connectivity (FC).

Among these networks, the cingulate cortex seems to play a key role in many cognitive, motor and emotional functions. In humans and other primates, the cingulate cortex is a thick belt of cortex encircling the corpus callosum, considered one of the most prominent features on the mesial surface of the brain (Shackman et al., 2011). fMRI studies showed the importance of this structure’s involvement among others functions with the insular cortex, the secondary somatosensory cortex, the nuclei in the tegmentum and the hypothalamus in the regulation of attentional focus by integrating external and internal stimuli, and in the expression of emotional states, thus modulating a motivational state that obtains homeostasis (Damasio et al., 2000).

Mega et al. (1996), in their proposed divisions of the limbic system, described on one hand the paleocortex part, including the amygdala, the orbitofrontal cortex, the temporal polar and anterior insula, and on the other hand the archicortical portion, including the hippocampus and ACC. The first component is responsible for the implicit integration of affects, drives and object associations; the second deals with explicit sensory processing, encoding and attentional control (Mayberg, 1994). Although divided into two sub-divisions, the paleocortex and archicortical cortex remain integrated during learning, forming a fundamentally integrated system in which the cingulate cortex seems to play a key role in emotional and affective processes, cognitive control, cognition, executing goal-directed behavior and motivation, having an important effect on social behavior (Behrens et al., 2009), psychopathology (Shin and Liberzon, 2010) and neurological disorders (Vogt, 2009).

This structure considered as a whole or considered in its subdivision into subregions seems to be involved and impaired in its functions in the pathological aging processes, playing a key role in many cognitive, motor and emotional functions, often involved in MCI. Its subregional specialization is probably related to its anatomical differentiation into cytoarchitectonically distinct subregions. According to this view, Vogt (2005) was able to isolate four principal cingulate subregions, showing an unvarying cytoarchitectonic structure and a specific pattern of connectivity, involved in different functions. The first region is the ACC, which plays an important role in affective evaluation (Allman et al., 2001), conflict monitoring, detection (Botvinick et al., 2004), response selection (Awh and Gehring, 1999) and attentional control (Posner, 1994). The second subregion is the midcingulate cortex (MCC), involved in the attention monitoring for action (Pardo et al., 1991), response selection (Corbetta et al., 1991), anticipation and working memory. The PCC appears to be more involved in the mechanisms of visuospatial orientation and body-navigation (Vogt, 2005) and in self-reflection and autobiographical memories (Spreng et al., 2009). The last subregion, the retrosplenial cingulate cortex (RSCC), plays a role in memory and visuospatial functions (Burgess et al., 2001; Keene and Bucci, 2008; Vann et al., 2009). This segregationist model attributes a single cognitive or emotional function to each single subregion.

Beckmann et al. (2009) proposed a division of the cingulate cortex into more than four regions: in a diffusion tractography study he isolated nine subregions and found that the pattern of structural connectivity, for more than one cingulate region, was overlapping.

Yu et al. (2011) tested the four-region model of the cingulate cortex, decomposing the FC pattern in seven different seeds regions, confirming the reliability of the four-region model and showing specific correlations between the several seed regions defined in the cingulate cortex and the principal RSNs.

Specifically, the ACC showed positive correlations with the DMN and anti-correlations with the visual network. The MCC was correlated with the cognitive and sensorimotor networks and anti-correlated with the visual, affective and DMN.

In a recent meta-analytic study, Torta et al. (2013) found a tripartite subdivision of the cingulate cortex during resting-state, whereas a different subdivision was observed during tasks. This tripartite subdivision involved the anterior, middle and posterior regions. This result is important for the FC during rest, and it is in line with studies on the alteration observed in the principal resting-state networks in patients affected by MCI and other neurodegenerative disorders. In fact, rs-networks, such as DMN, FPN and DAN, involve different subregions of the cingulate cortex: for instance, anterior and posterior regions of the cingulate cortex are key nodes of DMN, whereas FPN involves the midcingulate cortex (Vincent et al., 2008; Gilmore et al., 2015). Furthermore, according to Torta et al. (2013), the cingulate cortex modifies its connectivity from a resting-state to an active or “working state.” The FC pattern of the cingulate cortex appears more defined than observed during a task. Given the hypotheses from Torta and colleagues about the tripartite rs-dependent parcellation of the cingulate cortex into anterior, middle and posterior portions, we have decided to apply the same tripartition. Subsequently, according to the methods described in Yu et al. (2011), we have selected a total of 9 ROIs to study their FC pattern (and alterations) in a group of MCI patients and a group of healthy elderly. Given the subregional differentiation of the cingulate cortex and its role in several RSNs, such as DMN, DAN and SN, that suffer from aging-related cognitive and emotional changes in healthy subjects and MCI patients, we decided to compare the FC patterns of the cingulate subregions in a sample of MCI and healthy elderly subjects.

We observed specific alterations in the FC pattern in subregions of the anterior, posterior and middle cingulate. These results are globally in line with the hypothesis from Torta et al. (2013), even though we did not test our patients with cognitive or emotional tasks.



MATERIALS AND METHODS


Participants

We conducted all procedures following Helsinki Declaration principles, and the study was approved by the Institutional and Ethics Committee of the University “G. d’Annunzio” of Chieti-Pescara. Nineteen healthy elders (age range: 61–72 y.o.; mean age: 65.2) and 16 MCI patients (age range 64–87 y.o.; mean age: 73.6) were included. All participants had comparable levels of education (8–10 years) and were neurologically examined to exclude visual and motor impairments, major medical conditions, psychiatric or neurological disorders and consumption of psychotropic drugs.



Neuropsychological Assessment

MCI status was assigned according to the Petersen criteria (Petersen and Negash, 2008). Cognitive status of elders and MCI patients was evaluated using the following neuropsychological tests: Mini-Mental State Examination (MMSE) to evaluate the global cognitive status (26–30: normal; 25–23: MCI; <22: cognitive impairment); prose memory test (Babcock story) to evaluate prose memory (immediate recall cut-off: 5.33; delayed recall cut-off: 5.07) and the Frontal Assessment Battery (FAB; Appollonio et al., 2005) to screen for global executive functions (14–18: normal; <13: cognitive impairment). The sample was composed of 4 a-MCI single domains, 6 a-MCI multi domains and 6 non-amnestic MCI domains.



Resting-State fMRI Acquisition

Functional and structural fMRI imaging was performed by means of a Philips Achieva 3 T Scanner (Philips Medical Systems, Best, Netherlands) using a whole-body radiofrequency coil for signal excitation and an eight-channel head coil for signal reception. During the fMRI/MRI scans, all participants were instructed to relax while fixating a white dot in the center of a gray-background screen, projected via an LCD projector and viewed via a mirror placed above the subject’s head. To minimize involuntary and voluntary head movement, a foam pad was employed. Resting-state fMRI data were collected in four runs lasting 4 min each. The small pauses between runs were used to check that patients and subjects did not fall asleep. Blood Oxygen Level Dependent data were acquired by means of T2∗-weighted echo planar imaging (EPI) sequences with the following parameters: TE 35 ms, matrix size 64 × 64, FOV 256 mm, in-plane voxel size 4 × 4 mm, Sensitivity Encoding (SENSE) factor 1.8 anterior-posterior, flip angle 75°, slice thickness 4 mm and no gap. Functional volumes consisted of 30 trans-axial slices, acquired with a volume TR of 1700 ms (145 volumes per run). At the end of the session, a high-resolution structural volume was acquired via a 3D fast field echo T1-weighted sequence (sagittal, matrix 256 × 256, FOV 256 mm, slice thickness 1 mm, no gap, in-plane voxel size 1 mm × 1 mm, flip angle 12°, TR 9.7 ms and TE 4 ms).



Data Analysis: Socio-Demographic, Neuropsychological Scores, fMRI

For the fMRI/MRI data set, the following procedure was applied. The first four volumes of each functional run were discarded to allow T1 equilibration of the MR signal. MRI and fMRI data were analyzed by means of Brain Voyager QX 2.4 software (Brain Innovation, Maastricht, Netherlands). Preprocessing of functional data was performed by sequentially applying slice scan time correction, three-dimensional motion correction, and removal of linear trends from voxel time series. Motion correction was performed using a rigid body registration of EPI images to a reference image represented by the fifth volume of the first run. The root mean square (RMS) of the six realignment parameters (three translations and three rotations) was considered, in order to inspect for runs affected by excessive movement. One run for one, one run for two elders and one run for one MCI patient exceeded a root mean square (RMS) movement of 1.5 mm and were discarded from further analysis. Preprocessed functional volumes were then co-registered with the corresponding structural dataset. Both structural and functional volumes were then transformed into the Talairach space using a piecewise affine and continuous transformation. Functional volumes were re-sampled at a voxel size of 3 mm × 3 mm × 3 mm. Spatial smoothing with a Gaussian kernel of 6.0 mm full-width half-maximum was applied to functional images corresponding to two voxels in the resampled data to account for intersubjective variability while maintaining a relatively high spatial resolution. Finally, the four runs of each subject were concatenated, resulting in voxel time courses with 564 time points (423 for the few subjects that contributed with three runs). The realignment to a common reference image and the scaling to a common mean performed in the previous preprocessing steps prevented discontinuities in the concatenated timeseries.



Definition of the Seed-ROIs

The cingulate cortex has been divided into 9 regions, according to the methods described in Yu et al. (2011). Since several authors did not refer to inter-hemisphere differences, we have decided to select bilateral seed regions of interest (seed-ROIs) according to the cytoarchitectonic structural findings (Vogt and Vogt, 2003; Vogt et al., 2006). Nine bilateral regions of interest (ROIs) were determined using Talairach coordinates (Table 1 and Figure 1). Each ROI was created by means of TalCoord2VOI plug-in with a radius of 5 mm. Each ROI has been drawn in order to include the cytoarchitectonic part of the cortex and avoid the overlapping between two different ones. In particular, the seed-ROIs have been selected in order to include the anterior, middle and posterior portions of the cingulate cortex. ROI1, 2 and 3 represent the anterior and posterior portions of ACC. ROI1 is situated in correspondence with the middle BA 24 of the ACC, whereas ROI2 is positioned in correspondence with the ventral BA24 of the ACC. BA 32, the most anterior part of the ACC, is represented by the ROI3. ROI4, 5 and 6 have been selected to include the MCC. Specifically, ROI4 represents the ventral part of BA 24 in correspondence of the MCC. ROI5 includes the dorsal part of BA 24 in the MCC and the posterior part of BA 24 is represented by ROI6. ROI7, 8 and 9 include the posterior portion of the cingulate. The ventral area of PCC (BA 23) is represented by ROI7, whereas ROI8 includes the RSCC (BA 29). Finally, the dorsal PCC, also known as BA 31, is included in ROI9.

TABLE 1. Regions of Interest in the Cingulate cortex according the Talairach coordinates and number of voxels for MCI and Healthy Elderly.
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FIGURE 1. Region of interest (ROIs) used. Image shows the ROIs used for the FC analysis and their spatial location in the cingulate cortex. The cingulate cortex has been divided into three functional and anatomical parts. The blue part comprises the anterior cingulate cortex, the green part represents the set of ROIs included in the midcingulate cortex and the red one represents the posterior cingulate cortex. Images have been drawn on a Talairach atlas and in radiological convention.





Statistical Analysis


Analysis of Neuropsychological Scores and Sociodemographic Data

To assess between-group differences of sociodemographic data and neuropsychological scores, a series of two-tailed t tests, corrected for multiple comparisons, has been applied. The Healthy Elderly group was significant younger than the MCI group (t = −5.11, p < 0.001), but the two groups showed the same levels of education (t = 0.70, p = 0.48).

The Levene test showed non-homogeneous variances for immediate recall and delayed recall (p < 0.01 and p < 0.005 respectively). Thus, a non-parametric Mann–Whitney test has been applied to assess significant differences for immediate recall (U = 32, p < 0.05) and delayed recall (U = 51, p < 0.05). The t-test applied for MMSE and FAB showed significant between-group differences (t = 9.53, p < 0.001 and t = 6.94, p < 0.001 respectively).

Finally, a one-way MANCOVA was performed to assess the effect of age on the testing results, showing no significant effect for the age as covariate [λ = 0.94; F(4,21) = 0,29; P = 0,88]. To assess between-group differences for the dichotomous variable of sex, a series of χ2 tests with Yates correction were performed. No significant differences were observed between Healthy Elderly and MCI (χ2= 0.6; p < 0.81 Yates corrected).



fMRI Data Analysis

Whole brain seed-based connectivity maps, related to the cingulate cortex ROIs, were created for all subjects. Then, correlations were calculated between ROI time-courses (i.e., the time-course in each of the ROI) and all the time-courses of the brain voxels. BOLD time-courses were extracted from each ROI by obtaining an average value for each voxel of the ROI modeled for each single subject. To reveal FC patterns that were consistent for the two groups (Healthy Elderly and MCI) in relation to each of the nine cingulate subregions, we proceeded in the following way: after applying Fisher’s r-to-z transformation to each correlation map, random-effect analysis was independently performed for both study groups. FC maps were computed according to the guidelines from Margulies et al. (2007). Nuisance covariates were included in the analyses to reduce effects of physiological processes such as fluctuations related to cardiac and respiratory cycles, or to motion. To this aim, we included eight additional covariates that modeled nuisance signals sampled from white matter (WM) and cerebrospinal fluid (CSF), as well as from six motion parameters (3 rotations and 3 translations as saved by the 3D motion correction). We derived WM/CSF nuisance signals averaging voxel time courses from each subject’s whole brain WM/CSF masks. These masks were generated by the segmentation process of each subject’s brain by means of brain voyager QX. After a z-normalization applied to the all seed-based predictors, the analyses, repeated with each subdivision of the cingulate cortex, were inserted in a regression model. For each seed ROI, a subject and group FC map were computed on a voxel-wise basis. For each subject, the General Linear Model (GLM) for multiple regression analysis produced 9 ROI-based t-maps and a global map based on the whole cingulate cortex. To assess between-group differences, an RFX-GLM was carried out and a mixed-design voxel-wise ANOVA, with 2 between-group levels for each seed-ROI, was performed. Statistical significance has been assessed by setting a threshold that was corrected by the False Discovery Rate (FDR) with q < 0.05 and p < 0.05. To avoid circularity effects, statistical analyses were performed following guidelines form Kriegeskorte et al. (2009). Circularity in the statistical, and specifically in the fMRI data analysis, is considered a logical fallacy occurring when the same data are used two or more times in the same analysis. This effect affects the results creating false-positive and violates the assumption of statistical independence. For this reason, we opted for anatomical selection of the ROIs and between-group comparison. However, given the significant between-group difference in the age and to study the contribution of the neuropsychological test scores to FC patterns, we performed a series of MANCOVAs on the BOLD signal extracted from the clusters resulting from the between-group comparison.





RESULTS


Healthy Elderly Group FC of the Cingulate Cortex

The FC maps for each seed-ROI of the cingulate cortex in the healthy elderly group are shown in the Figure 2 and detailed described in Table 1. ROI1, middle BA 24 of the ACC: the FC pattern included the involvement of the bilateral anterior dorsal portion of the ACC, in particular BA 32 and the left dorsolateral prefrontal cortex (dlPFC) and the inferior frontal gyrus (IFG). Moreover, this region established a FC with the head of the caudate. ROI2, ventral BA24 of the ACC: the ventral part of BA 24 in the ACC established a FC pattern with the entorhinal cortex, in which a peak has been observed at the ventral part of BA 32 and subgenual anterior cingulate cortex (sgACC). ROI3, the most anterior part of the ACC (BA 32): BA32 showed negative FC with bilateral superior parietal lobules (SPL), whereas positive FC has been observed with the anterior part of the ACC and posterior part of the cingulate cortex, and subcortically with the head of caudate. ROI4, the ventral part of the MCC (BA 24): The pattern observed involves principally the right supramarginal gyrus and the other subregions of the cingulate cortex, like the left RSCC, MCC and ACC and the right dorsal PCC. ROI5, dorsal part of the MCC (BA 24): the dorsal regions of the MCC showed positive FC with the bilateral extrastriate cortices and the bilateral fusiform gyrus, right insula, right dlPFC and left putamen. Negative FC was observed with the left AG. ROI6, posterior part of the MCC (BA24): Established FC with extra striate cortex and posterior and dorsal PCC. ROI7, ventral area of PCC (BA 23): The ventral part of BA 23 established a FC with the left superior frontal gyrus (SFG). ROI8, retrosplenial cortex (BA 29): The RSCC showed positive FC in the right hemisphere with the MidTempG, the angular gyrus, the amygdala, the anterior prefrontal cortex, the SFG and the extra striate cortex. The same hemisphere showed negative FC with the supramarginal gyrus, the dlPFC and the insula. In the left hemisphere BA 29 showed a consistent positive FC pattern with the SFG, the MidTempG and the ventral portion of the retrosplenial cortex. Negative FC has been observed with the anterior prefrontal cortex and the SFG. ROI9- PCC: the PCC in the healthy elderly group showed positive FC in the right hemisphere with the inferior temporal gyrus, the superior frontal gyrus and the anterior prefrontal cortex. In the left hemisphere the same positive pattern has been observed with the dorsal PCC, the thalamus and the SFG. The only negative correlation has been found in correspondence with the right superior temporal gyrus.


[image: image]

FIGURE 2. Cingulate cortex functional connectivity pattern for the elderly group and MCI. Image depicts functional connectivity patterns of the nine subregions of the cingulate cortex. Maps are superimposed on a Talairach atlas and in radiological convention with a statistical significance set at p < 0.05 FDR corrected. ROI FC results are listed in ascending order from the top of the figure.





Cingulate Cortex FC in the MCI Group

The FC maps for each seed-ROI of the Cingulate Cortex in the MCI group are shown in Figure 2 and described in Table 1. ROI1, middle BA 24 of the ACC: The FC pattern observed in the MCI group showed the involvement of the right head of the caudate, and in the left hemisphere the ventral ACC, the dlPFC and the inferior frontal cortex. ROI2, ventral BA 24 of the ACC: The FC pattern was observed in correspondence with the right entorhinal cortex and the left sgACC. ROI3, the most anterior part of the ACC (BA 32): A positive FC pattern was found in the bilateral head of the caudate and PCC; negative FC was observed in correspondence with the bilateral SPL. ROI4, the ventral part of the MCC (BA 24): A positive FC pattern was observed in the right hemisphere in the SFG, the supramarginal gyrus and the dorsal PCC. In the left hemisphere, a positive FC pattern was observed in the MCC and retrosplenial cortex. ROI5, dorsal part of the MCC (BA 24): The FC pattern observed for the right hemisphere involved the ventral ACC, the fusiform gyrus, the extra striate cortex, the dlPFC and the insula. A positive FC pattern was also found in the left putamen, left fusiform gyrus. Meanwhile, we found negative FC in correspondence with the left angular gyrus. ROI6, posterior part of the MCC (BA24): We observed a positive FC with the bilateral dorsal PCC and the extra striate cortex in the right hemisphere. ROI7, ventral area of posterior cingulate cortex (BA 23): A positive FC was observed with the PCC and the left SFG. ROI8, retrosplenial cortex (BA 29): A positive FC pattern was observed in the right hemisphere with the MidTempG, the AG, the right insula/claustrum putamen, the amygdala, anterior PFC, extra striate cortex and ventral portion of the retrosplenial cortex. In the same hemisphere, a negative pattern has been found with supramarginal and superior prefrontal cortex and anterior insula. ROI9, PCC: A positive FC pattern was observed between the PCC and the right inferior temporal gyrus, dlPFC, anterior prefrontal cortex, SFG and extrastriate cortex. Conversely, negative correlations were observed with the right superior temporal gyrus, IFG, and anterior and posterior insula. In the left hemisphere, a positive significant FC pattern was found with the superior temporal gyrus, extrastriate cortex, anterior prefrontal cortex, suparmarginal gyrus and dorsal PCC, whereas a negative pattern was observed with the extrastriate cortex (Table 1 and Figure 2).



Between-Group Results

Among the FC patterns, we found only three between-group differences. Given the exploratory purpose of the present study, all the differences have been calculated on a whole brain manner, avoiding putting the focus only on specific regions involved in a given pathway. After baseline analysis, we then performed the between-group analysis for each seed ROI map, setting the significant p level at p < 0.05 FDR corrected. The comparison between healthy elderly compared with the MCI group showed a significant increased level of FC for the ROI2 in the elderly healthy group in correspondence with the bilateral caudate and left central ventromedial prefrontal cortex (vmPFC), identified with BA 10–32. Meanwhile, for ROI5 the healthy group showed increased levels of FC in correspondence with the motor cortex, S2, bilateral and right SPL. The comparison MCI with healthy elders highlighted the increased level of FC in the MCI group for ROI9 in correspondence with the middle frontal cortex, ACC and precentral sulcus (Table 2 and Figure 3). The MANCOVA was preformed to assess the effect of age on the clusters from the FC pattern of ROI2, ROI5 and ROI9 but showed no significant results (λ = 0.55, p = 0.11, λ = 0.49, p = 0.07; λ = 0.86, p = 0.75). No significant correlations have been observed between BOLD signal extracted for the resulting clusters of the above-mentioned ROIs and neuropsychological test scores.

TABLE 2. Between group comparison (MCI > Elderly) for the three seed ROIs.
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FIGURE 3. Between-group comparison: MCI > Healthy Elderly. Image depicts the significant between-group differences for the FC pattern. Maps are superimposed on a Talairach atlas and in radiological convention with a statistical significance set at p < 0.05 FDR corrected.






DISCUSSION

The cingulate cortex has historically been conceived of as a multi-faceted brain structure in both cytoarchitectural and functional framework. Its high inner variability should be reflected in the processes underlying the aging and related clinical condition. In healthy young subjects it is possible to distinguish several regions based on the classification performed by Broadman in the early 1900. This classification has been used and adapted to the subsequent fMRI findings. One of the most popular classifications of the cingulate cortex, in terms of functions and anatomy, is the four-regions model theorized and studied by Vogt (2005).

We analyzed the resting-state FC patterns of the human cingulate cortex in healthy elderly and MCI individuals, for its anatomically and functionally predefined subregions (Vogt, 2005). Using a seed-based FC approach, we found that each cingulate subregion establishes connections with specific brain regions susceptible to be altered by the mechanisms underlying pathological aging decline.

Vogt’s (2005) four-region model was proposed based on integrated neurobiological assessments, and it represents a highly detailed neurobiological and anatomical model of this brain structure. The borders of the regions were defined according anatomical markers. Each region has similar cytoarchitectural structure and a common circuitry and functions. This model allows the investigation of the cingulate cortex’s functions in healthy brain, several neuropsychiatric diseases and neurodegenerative processes.

Both the ventral part of the ACC and the vmPFC are anterior parts of the DMN, and functional brain imaging studies have often shown increased activity in prefrontal brain regions in older adults. This has been proposed to reflect a compensatory shift to greater reliance on PFC, helping to maintain cognitive function (Morcom and Henson, 2018). In fact, one specific approach, the posterior-to-anterior shift in aging (PASA) theory, states that during cognitively demanding tasks the recruitment of anterior regions such as PFC contributes to maintenance of cognitive performance when posterior cortical function is impaired (Davis et al., 2008; Grady, 2012). Our results show that during resting-state the MCI group have increased FC in regions more dorsal-posterior – such as the precentral sulcus and middle frontal cortex - compared to the healthy elderly group, in which we observed a significant increased level of FC for the ventral part of ACC (ROI2) with the bilateral caudate, the vmPFC and also in the dorsal part of the MCC (ROI5), the somatomotor regions and the SPL, showing a greater ability to connect regions that are more anterior-posterior. The increased FC in regions more dorsal-posterior could be interpreted as a compensation mechanism to counteract decay affecting posterior regions primarily affected by impairment in neurodegenerative processes such as MCI and AD.

Morcom and Henson (2018) claim alternatively that activity may become less specific as people age. The authors pointed out that nevertheless that the increased activity in PFC in older adults carried less information about memory outcomes than activity in visual regions, underlying that the optimal function depends on successful brain maintenance rather than compensation.

The vmPFC is an important region connected to the ventral tegmental area (VTA), amygdala, temporal lobe, olfactory system and the dorsomedial thalamus. It sends signals to many different brain regions, including the temporal lobe, amygdala, lateral hypothalamus, hippocampal formation and cingulate cortex (Decety and Michalska, 2010). This fundamental network of connections affords to the vmPFC the ability to receive and monitor large amounts of sensory data and to affect and influence a plethora of other brain regions, particularly the amygdala. We can speculate that this increased FC with this area can support the maintenance of a better cognitive state in the healthy elderly.

In our case, FC increased in the healthy elderly group in the caudate nucleus as well as part of striatum, which coordinates multiple aspects of cognition, including motor and action planning, decision-making, motivation, reinforcement and reward perception (Ferré et al., 2010; Taylor et al., 2013; Yager et al., 2015). Striatal outputs from both the dorsal and ventral components are primarily composed of medium spiny neurons (MSNs), a type of projection neuron, which have two primary phenotypes: “indirect” MSNs that express D2-type receptors and “direct” MSNs that express D1-type receptors (Ferré et al., 2010; Yager et al., 2015). The increased FC in this area could be interpreted as good brain maintenance and an implicit monitor capable of screening the healthy elderly group regarding regions important in many aspects of cognition, motor, action planning and motivation. If damaged in their connections and in their networks, compromises typical of MCI can occur.

The caudate nucleus contributes to behavior through the excitation of correct action schemas and selection of appropriate sub-goals based on an evaluation of action-outcomes; both processes are fundamental to successful goal-directed action (Grahn et al., 2009) and our result of increased FC of ventral ACC with the caudate could be interpreted as an adaptive and successful behavior of healthy elderly in evaluation and selection tasks, an important feature for healthy cognition.

We found that cognitive decline observed in the MCI affected the global FC of the cingulate cortex and noteworthily the dorsal posterior MCC, showing a significant difference in the FC pattern in comparison to the healthy elders. The MCC can be sub-divided into two regions, which are, according to Vogt (2016), anterior and posterior. The MCI showed decreased FC in correspondence with the motor and premotor regions: the pattern of the seed ROI we defined as the “dorsal posterior MCC” was in correspondence with these bilateral motor and premotor regions. Connection with the parietal cortex plays a crucial role in modulating MCC during multisensory action monitoring, and the posterior MCC plays a primary role in the spatial reorientation of body and motor reaction to sensory and noxious stimuli (Morrison et al., 2007). In particular, the MCC processes statistical information that tracks the extent to which the outcomes of decisions meet goals when interacting with others and processes information about rewards that guide decision-making (Apps et al., 2013). This statistical processing of information seems to link this region to the “reduction of complexity” (Friston, 2010), following the approach in which the brain-mind system is perpetually committed in active inference by integrating external and internal stimuli, analyzing data from the sensorium and from external reality, trying to keep down the entropy levels and minimizing the possibility of surprise, thus modulating a motivational state that obtains homeostasis (Damasio et al., 2000). In our study, the MCC established FC connections with different portions of the parietal cortex, which as we noticed plays a crucial role in modulating the MCC during multisensory action monitoring. Recent findings suggest the existence of a frontoparietal control system consisting of flexible hubs that regulate distributed systems (e.g., visual, limbic, motor) according to current task goals (Cole et al., 2014; Cieri et al., 2017). The decreased FC in correspondence with these regions from the MCI group could represent one of the causes at the base of their cognitive impairment, being impaired in their statistical processing of information.

As proposed by Apps et al. (2013), the MCC plays an important role in processing information about the rewards others will receive and the decisions that lead to others’ rewarding outcomes.

During aging, the pattern of movements can be altered by several acquired peripheral difficulties that could affect the organization of the somatomotor brain regions. This is more evident in the MCI group. The motor cortex has been found to be involved in the programming of movements (Rizzolatti et al., 1996) and in recognition of others’ actions (Gallese et al., 2004; Fadiga et al., 2005; Goldman and Sripada, 2005; Keysers and Gazzola, 2009; Keysers et al., 2010). Perhaps in the MCI, these mechanisms implemented in the motor cortex and related to the activity of MCC should be affected by the alterations concurrent in the MCI patients. MCI subjects showed impairment in the recognition of emotional expression, particularly happy, sad and fearful facial expressions (Weiss et al., 2008). Interestingly, Weiss et al. (2008) observed the worst performance in the MCI multiple domain and not in the group of single-domain MCI patients. The functional circuit between the MCC and motor regions could play a role in the interface between the motor and emotion systems.

Recognition of an emotional expression could be affected by impairment of the memory retrieval processes, which in turn affects the planning of emotion-related body/face action/reaction. Our hypothesis is coherent with the transient impairment of motor cortex excitability, caused by transcranial magnetic stimulation (TMS), during emotion processing (Hajcak et al., 2007). Moreover, previous findings reported an indirect effect of unpleasant pictures on motor cortex excitability (Oliveri et al., 2003), which pointed out a facilitatory effect of the action on the emotions. It is plausible that the MCC and its subdivision could play a role in emotion recognition, working memory and emotion expression by means of their connections with the motor and premotor cortex, again facilitating the system in statistical information processing.

Our study highlights a new role of the cingulate cortex and in particular the MCC in the processes related to normal and pathological aging. To disentangle the role played by these subregions in mechanisms like motivation, action planning and emotions, future tasks related to fMRI and TMS studies would be helpful, possibly through a larger and more homogenous sample.

The RSCC is considered one of the key regions involved in a series of cognitive functions, such as memory and visuospatial functions (Vann et al., 2009). We observed a specific increased FC connection between retrosplenial and FEF cortices in elders.

The RSCC has been classically found to be involved during spatial navigation (Maguire, 2001) and episodic memory tasks. The FEF (Vernet et al., 2014) is responsible for saccadic movements and awareness. The increased FC between the two regions may reflect the effort to store new spatial information about the environment relevant for the spatial information recall (Hort et al., 2007; Rankin et al., 2007); moreover, it plays an important role during integration and updating of different spatial strategies. Among the functions in which it is involved, the RSCC has a key role in autobiographical memory and emotions. A recent FC study (Cheng et al., 2018) found an increased connectivity between posterior cingulate regions and lateral orbitofrontal cortex in depressed patients. It is possible that this posterior cingulate – orbitofrontal system is related to the sad memories, given that the orbitofrontal regions are involved in the non-reward system.



LIMITS OF THE STUDY

Our work has some limitations that must be acknowledged. The first and most important concerns the relatively small sample size. Furthermore, another important limitation includes the heterogeneity of the MCI sample, a limitation linked to our small sample size. Increasing the sample size, homogeneity of the MCI group and improving neuropsychological evaluation in future studies would allow researchers to better address the relationship between variation in FC and cognitive performance, enhancing the significance of the present results. Moreover, cross-sectional studies could be useful to disentangle the role played by several functional brain circuits relevant in the MCI pre-AD stage, and future studies such as task-related fMRI and TMS studies would be needed to enlighten the role played by resting-state subregions in mechanisms like motivation, action planning and emotions in MCI patients.



CONCLUSION

Our findings support the idea that abnormalities in resting-state activities of specific brain regions, such as the cingulate cortex, could be a useful additional tool in order to better understand the brain mechanisms of the MCI. Alterations of functional brain activity has been detected in several studies in cognitively impaired individuals. Although the modification of FC still remains unclear, it could be seen as a cerebral plastic reorganization to maintain cognitive functions (Wen et al., 2013) or instead as a neural excitotoxicity representing impending neuronal failure. The posterior-to-anterior shift in aging (PASA) theory describes the recruitment of anterior regions such as the PFC as being able to help the maintenance of cognitive performance during a cognitive task, when posterior cortical function is impaired (Davis et al., 2008; Grady, 2012). In our resting-state study the results show that the MCI group had increased FC in regions more dorsal-posterior – such as the precentral sulcus and middle frontal cortex – compared to the healthy elderly group in which we observed a significant increased level of FC for the ventral part of the ACC (ROI2) with the bilateral caudate, the vmPFC and also in the dorsal part of the MCC (ROI5), the somatomotor regions, and the SPL, showing a greater ability to connect regions more anterior-posterior. The increased FC in regions more dorsal-posterior could be interpreted as a compensation mechanism to counteract decay affecting posterior regions primarily affected by impairment in neurodegenerative processes such as MCI and Alzheimer’s. Otherwise it could implicate an altered FC mechanism, not necessarily of a compensatory nature. We also found decreased FC in correspondence with the motor and premotor regions, the “dorsal posterior MCC.” Connection with the parietal cortex plays a crucial role in modulating MCC during multisensory action monitoring. As we noted, the MCC could be linked to the statistical processing of information toward a “reduction of complexity” (Friston, 2010) through the integration of external and internal stimuli. This decreased FC in the MCI subjects could be linked to their impairment in the information processing and their consequent reduced cognitive ability. Longitudinal neuroimaging studies, homogeneity in the MCI sample, improvement of sample size and improving neuropsychological evaluation in future studies would allow researchers to better address the relationship between variation in FC and cognitive performance, enhancing the significance of the present results.
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Dynamic causal modeling (DCM)—a framework for inferring hidden neuronal states from brain activity measurements (e. g., fMRI) and their context-dependent modulation—was developed for human neuroimaging, and has not been optimized for non-human primate (NHP) studies, which are usually done under anesthesia. Animal neuroimaging studies offer the potential to improve effective connectivity modeling using DCM through combining functional imaging with invasive procedures such as in vivo optogenetic or electrical stimulation. Employing a Bayesian approach, model parameters are estimated based on prior knowledge of conditions that might be related to neural and BOLD dynamics (e.g., requires empirical knowledge about the range of plausible parameter values). As such, we address the following questions in this review: What factors need to be considered when applying DCM to NHP data? What differences in functional networks, cerebrovascular architecture and physiology exist between human and NHPs that are relevant for DCM application? How do anesthetics affect vascular physiology, BOLD contrast, and neural dynamics—particularly, effective communication within, and between networks? Considering the factors that are relevant for DCM application to NHP neuroimaging, we propose a strategy for modeling effective connectivity under anesthesia using an integrated physiologic-stochastic DCM (IPS-DCM).
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INTRODUCTION

Neuroimaging analyses in humans and non-human primates (NHP) have become increasingly sophisticated. One such innovative image analysis technique is dynamic causal modeling (DCM) which has been applied to human fMRI data (Friston et al., 2003; Rowe et al., 2010; Boly et al., 2012; Havlicek et al., 2017; Park et al., 2018; Tak et al., 2018). DCM is a method for inferring hidden neuronal states from brain activity measurements (e.g., fMRI) and their context-dependent modulation (Stephan et al., 2010). Using a Bayesian framework, DCM generates a predicted time serious using a set of differential equations to model neural dynamics. Then, one estimates model parameter by optimally fitting the predicted time series with the observed data. Using DCM, one can test mechanistic hypotheses about how the observed data was generated.

Utilizing a Bayesian approach, model parameters are estimated based on prior knowledge of conditions that might be related to neural and BOLD dynamics (e.g., requires empirical knowledge about the range of plausible parameter values). As such, we discuss: (1) what factors need to be considered when applying DCM to NHP (keeping in mind that it was designed for human fMRI data); and (2) considering said factors, what strategies can one implement when modeling effective connectivity to fMRI data recorded under anesthesia. The latter is an important consideration in NHP fMRI, since most imaging experiments are done under anesthesia and anesthetics have been demonstrated to impart changes in BOLD and neural dynamics, particularly the inhibitory drive (Martin et al., 2006; Masamoto et al., 2007; Moran et al., 2011; Aksenov et al., 2015; Paasonen et al., 2018).

Herein we discuss the following: (1) DCM overview and motivation for NHP data application; (2) comparison of cerebrovascular architecture and functional networks between humans and NHPs; (3) effects of anesthetics on vascular physiology, BOLD contrast, and neural dynamics—focusing on effective communication within and between networks. Lastly, we propose a strategy for modeling effective connectivity under anesthesia using an integrated physiologic-stochastic DCM (IPS-DCM). Taking all these together, we can avoid pitfalls in DCM application in NHP data and facilitate more accurate interpretation of the observed neural dynamics as measured through BOLD fMRI.



DYNAMIC CAUSAL MODELING (DCM) IN NON-HUMAN PRIMATES


DCM Overview

This section discusses an overview of DCM, including its assumptions, and the motivations for NHP data application. DCM, developed by Friston et al. (2003), is a method that allows estimation of network dynamics and how the dynamic neuronal states give rise to the measured data (Heinzle and Stephan, 2018), as well as how functional coupling is affected by experimental factors. When applied to fMRI data, the BOLD signal is considered a measurable (observed) variable (y) of the underlying neural activity (z) that is not directly measured with fMRI; hence, neural activity is considered a “hidden state variable” (Kahan and Foltynie, 2013). As a measure of effective connectivity (EC), DCM quantifies the directed (causal) influence between regions (Friston, 2009) and considers the rate of change of neural activity over time (z) in response to incoming signals—afferents from other brain regions, experimental manipulation, or both. This is done by creating generative models which are plausible models of how the observed BOLD signal may be generated by those influences.

In DCM, one needs to specify which regions to include in the overall model. As such, DCM follows an analysis that can address which regions in the brain an experimental manipulation induces changes in BOLD response such as a general linear model (GLM) (Stephan et al., 2004). In GLM, time series from each voxel are fitted with an experimental design matrix wherein each condition is specified and the relationship between neural and BOLD response is modeled via a hemodynamic response function (Pernet, 2014). When there are no contrast differences between conditions, there is no motivation to do DCM. Once the relevant regions are identified with GLM, the time series from each region of interest is extracted. After which, one specifies the model architecture—the location of intrinsic connections, driving, and modulatory inputs. Then, one proceeds to estimate the parameters of the generative model.

DCM can offer a more accurate modeling of network dynamics from fMRI data as it considers both the distributed neuronal interactions, and the transformation of the neuronal dynamics to the measured (BOLD) signal (Havlicek et al., 2015). This is accomplished through three fundamental components of the DCM generative model: (1) neuronal (connectivity) model, (2) hemodynamic “Balloon” model, and (3) BOLD signal change equation (Stephan et al., 2007; Havlicek et al., 2015; Friston et al., 2017). A discussion on strategies for modifying the generative model for NHP fMRI under, particularly under anesthesia, will be discussed in a later section.

Each region or node is represented by (differential) neural state equations that provide an abstraction of the summed activity of a neuronal population. The neural state equation is comprised of three parameters that embody: (1) intrinsic connectivity among regions in the absence of input (A matrix); (2) direct influence of extrinsic input on neuronal activity (C matrix); and (3) context-dependent change in connectivity induced by the input (B matrix). Neural dynamics in DCM have been characterized by single-state, two-state, and adaptive two-state equations. The single-state neural equation (Friston et al., 2003) of the classical DCM models synaptic activity of a single excitatory neuronal population in a cortical region—with the rationale that most cortico-cortical connections are excitatory. Two-state (Marreiros et al., 2008) and adaptive two-state (Havlicek et al., 2015) neural equations model both excitatory (glutamatergic) and inhibitory (GABAergic) connections within each region, which makes it a more physiological representation of neural population dynamics. In contrast to the two-state model, the adaptive two-state model includes parameters which allow for adaptation and refractory effects of the neuronal response (Havlicek et al., 2015). These are described in detail in Friston et al. (2003); Marreiros et al. (2008); Havlicek et al. (2015).

The neural model is combined with the hemodynamic model (Friston et al., 2003)—which incorporates the dynamics of neurovascular coupling and the Balloon–Windkessel model (Buxton et al., 1998; Mandeville et al., 1999). This biophysical forward model provides region-specific estimates of the translation of neuronal activity into a predicted BOLD response—as such, hemodynamic states are a function of the neuronal state/s of each region (Friston et al., 2003). The hemodynamic model is comprised of four differential equations that characterize how for each region pre-synaptic activity drives hemodynamic responses—which are mediated by astrocytic Ca2+ signaling whose endfeet release vasodilatory metabolites (MacVicar and Newman, 2015). This vasodilatory signal is subject to auto-regulatory feedback (Attwell and Iadecola, 2002; Friston et al., 2003) and blood flow changes proportionately to the vasodilatory signal which leads to an increase in blood volume with concomitant decrease in deoxyhemoglobin (Stephan et al., 2004).

The output signal is defined by the BOLD signal change equation—which links blood volume and deoxyhemoglobin content to the BOLD signal change (Stephan et al., 2007). The resulting BOLD signal depends on the depends on the relative contributions of intra- and extravascular signals (Buxton et al., 2004; Friston et al., 2017) and follows the flow dynamics with a delay of ~1 s (Stephan et al., 2004). The BOLD signal change equation completes the DCM generative model.

In standard DCM, the parameters of the full forward model (combined neural and hemodynamic models) is estimated from the measured BOLD data using is estimated iteratively from the measured BOLD data using Variational Bayesian (VB) algorithm (Friston et al., 2007) to produce probabilistic estimates of the expected value of each parameter given the data. Details of the parameter estimation process are beyond the scope of this review and the reader is referred to Friston et al. (2002). The objective of the estimation process is to generate a predicted signal that closely matches the observed BOLD data (Kahan and Foltynie, 2013). From the DCM parameter estimates, one can then quantify and make inferences about connection strength and direction between regions based on prior assumptions about connectivity architecture.

Finally, Bayesian model selection (BMS) is done to compare a series of models that represent different prior hypotheses of connectivity architecture to examine which of the competing models most likely generated the observed data. This is done by comparing the evidence for each model. Model evidence—the normalization constant for the product of the likelihood of the data and prior probability of the parameters—is approximated using Laplace approximation in standard DCM (Stephan et al., 2007). This yields the log-evidence for each model, characterized as the conditional probability (posterior probability) of competing models given the observed data (Kahan and Foltynie, 2013). The optimal model is one that represents the best compromise between model fit (accuracy) and complexity (characterized by the number of free parameters in the model) (Stephan et al., 2007)—it is the best fitting, yet, most parsimonious model. As such, this model is more generalizable.



DCM Assumptions

There are three main assumptions in DCM: (1) deterministic assumption on the inputs that enter the system; (2) Gaussian assumption on the posterior density; and (3) assumption of equal detection of BOLD signal changes throughout the brain. Firstly, in classical DCM, all processes in the system are considered deterministic such that it is presumed that neural dynamics in a region is entirely due to incoming afferents from other regions and/ or experimental inputs. This assumption is not always tenable in NHP fMRI studies which are mostly done under anesthesia—this restricts task-based imaging to simpler visual/ auditory experiments and many imaging experiments are task-free. However, extensions of DCM in humans have allowed its application in resting state studies: (1) using classical DCM, one can stimulate nodes with fluctuations of specific frequencies (Di and Biswal, 2014); (2) modeling random fluctuations in neural dynamics explicitly using stochastic DCM (Li et al., 2011; Daunizeau et al., 2012); or (3) estimating the spectral density of neuronal fluctuations such that effective connectivity of hidden neuronal states is a function of observed functional connectivity from hemodynamic responses (Friston et al., 2014; Park et al., 2018). Secondly, parameter estimates of the generative model are assumed to be Gaussian—i.e., that the values are normally distributed. This may be a concern when using two-state DCM which use exponentiated scale parameters that introduce positivity constraints as these values likely do not have a normal distribution (Hillebrandt et al., 2014). Lastly, DCM rests on the assumption that BOLD signal detection is equally sensitive across brain regions. This was validated by Friston et al. (2003) by simulating region-specific dropout wherein they found that DCM does not accommodate substantial signal dropout (e.g., 50%). In the absence of profound dropout, DCM is robust to regional variations in sensitivity to BOLD signal changes.



Why Apply DCM to NHP FMRI?

The motivations for applying DCM to NHP data are founded on the prospective to make DCM models more accurate with animal experiments that are not yet feasible or are considered unethical in humans, as well as on being a more physiologically-informed characterization of network dynamics vs. previous effective connectivity models.

Animal imaging data and experiments possess the potential to make DCM models more accurate. Invasive procedures such as in vivo optogenetic and electrical stimulation can be combined with functional imaging to examine how disruptions at the microscale can affect whole brain network dynamics. Additionally, one can also investigate the temporal evolution of the effects of drugs (e.g., administered intravenously or through gas inhalation). Moreover, advances in high-field fMRI at the sub-millimeter scale, allows imaging and modeling at laminar resolutions (Heinzle et al., 2016; Friston et al., 2017).

In order to accurately disentangle neuronal- and hemo-dynamics, experimental manipulation can provide necessary constraints to estimate hemodynamic parameters, which may explain discrepancies in response shape between neuronal and BOLD response. This can be addressed by using multi-modal recordings (e.g., simultaneous measurements of CBF, CBV, and BOLD), which is often more feasible in animal studies, including NHP. For instance, Havlicek et al. (2017) showed that combined analysis of BOLD and CBF data yields more robust effective connectivity estimates.

Furthermore, DCM was originally developed specifically for fMRI data (Friston et al., 2003) which gives it an edge over other models such as Granger causality and structural equation modeling (SEM) that were initially applied in the fields of economics, psychology, and genetics (Wright, 1920; Granger, 1969). Compared with previous EC measures, DCM allows a more physiologically-informed characterization of network dynamics as it incorporates a hemodynamic model that has previously been experimentally validated (Buxton et al., 1998; Friston et al., 2003). On the other hand, the disadvantages of Granger causality in fMRI application is plentiful. Using four different algorithms, Smith et al. (2011) demonstrated that Granger causality exhibits poor (<20%) sensitivity in connection link detection, false positive identification and directionality estimation (Smith et al., 2011). Moreover, Witt and Meyerand (2009) found that Granger causality has poor sensitivity and specificity (close to chance levels) when modeling data including intrinsic variance from trimmed time series. While DCM is computationally costly, its ability to model non-linear and dynamic neuronal interactions (Bielczyk et al., 2019), as well as both unidirectional and bidirectional connections (Vaudano et al., 2013; Buijink et al., 2015) give a more accurate picture of underlying neuronal activity. While originally designed for task fMRI, recent developments such as stochastic or spectral DCM allow modeling of resting state fMRI (Li et al., 2011; Daunizeau et al., 2012; Friston et al., 2014; Park et al., 2018). Classical DCM (Friston et al., 2003) pose restrictions on network size as increasing the number of nodes considerably increases computational time (Bielczyk et al., 2019). However, ensuing extensions allow exploratory studies involving larger networks such as spectral DCM (Friston, 2011) for resting-state fMRI and DCM with sparsity constraints for task fMRI (Frässle et al., 2018). The many advantages of DCM over previous effective connectivity measures and the ability to combine invasive procedures in neuroimaging make DCM application to NHP data an exciting endeavor and may offer the possibility to improve the accuracy of causal models. A summary of the advantages and disadvantages of the commonly used effective connectivity models (structural equation modeling, Granger causality, transfer entropy, and dynamic causal modeling) is outlined in Table 1.



Table 1. Comparison of commonly used effective connectivity models.
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CONSIDERATIONS SPECIFIC TO DCM APPLICATION IN NHP


Functional Networks and Cerebrovascular Architecture: Human vs. NHP
 
Cerebrovascular Architecture and Physiology

The cerebral vasculature of NHP is largely similar to humans in terms of the architecture of superficial pial vessels and intracortical vessels (Duvernoy et al., 1981; Weber et al., 2008). Similarly found in humans (Duvernoy et al., 1981), large vessels are found on the surface of the macaque brain (Weber et al., 2008). The density of superficial vessels have been found to vary across cortical regions—the occipital lobe surface is highly vascularized compared to the less dense vascularization at the top of the hemispheres near the interhemispheric fissure (Scharrer, 1960; Duvernoy et al., 1981). In terms of vessel diameter, pial veins generally have a larger diameter than arteries— central veins have an average diameter of 280–380 μm and peripheral veins average 130 μm, while central arteries have a diameter of 260–280 μm and peripheral arteries average 150–180 μm (Duvernoy et al., 1981; Guibert et al., 2010). As for intracortical vessels, the laminar distribution of vessels in NHP are similar to that found in humans. Studying the primate visual cortex, Bell and Ball (1985) found a high density of cortical vessels in layer IVC that ends at the boundary between primary and secondary visual cortices—akin to the vascular distribution in humans.

The fluctuations in deoxyhemoglobin concentration detected by the BOLD contrast depends on the combined changes in cerebral blood volume (CBV), cerebral blood flow (CBF), and cerebral metabolic rate of oxygen (CMRO2) (Buxton et al., 2014). In general, the values for each hemodynamic component is comparable between humans and NHP. Van Aken et al. (1986) found CBF at 48 ± 4 mL/100 g/min in baboons. In humans, Olsen et al. (1994) demonstrated 51 mL/100 g/min, while Ito et al. (2004) found 69.8 ± 15.4 mL/100 mL/min CBF values. CBV ranged from 3.5 to 4.7 ml/100 g of brain tissue in the macaque (Phelps et al., 1973; Grubb et al., 1974; Eichling et al., 1975) while CBV = 3.8 ± 0.7 ml/100 ml−1 (Ito et al., 2004). As for CMRO2, Van Aken et al. (1986) obtained 3.64 ± 1 (ml/100 g/min) in baboons and Olsen et al. (1994) found 3.5 (ml/100 g/min) in humans. The values for CBF and CMRO2 are modulated by anesthetics and this will be discussed in an ensuing section.

Functional Differences

Resting-state fMRI studies comparing human and NHP connectivity have revealed three main differences. First, there are differences in specific connectivity patterns that may potentially indicate cognitive specializations in humans. For example, comparing the organization of the dorsal frontal cortex between humans and macaques (Sallet et al., 2013), found a high degree of similarity in functional coupling patterns between the medial frontal cortex and other regions (i.e., frontal pole, medial prefrontal, and dorsal frontal convexity) in both. However, certain regions in the dorsolateral prefrontal cortex (areas 9/46) were coupled with the superior and medial parietal cortex in humans but not in macaques. Further, Mars et al. (2011) demonstrated resting-state functional connections between anterior prefrontal cortex and central inferior parietal lobule (IPL) in humans which are not found in macaques. Second, there may be species-specific differences in cortical hub distribution. Upon mapping putative hubs in humans, chimpanzees, and macaques, Li L. et al. (2013) demonstrated the ventrolateral prefrontal, medial parietal and retrosplenial cortices are hubs across three species. In contrast, medial prefrontal, inferior parietal, and V1 cortices were hubs in macaques and chimpanzees and not in humans. Additionally, superior parietal and medial premotor cortices were hubs in humans and not in the NHPs. Third, though it has been demonstrated that there are 11 functionally correspondent networks in both humans and macaques, three networks were found in humans that are missing in the latter (Mantini et al., 2013). While sensory-motor, attention, language, and default mode networks are evolutionarily conserved, two lateralized fronto-parietal networks are unique to humans (Van Essen and Dierker, 2007). These have been implicated in general intelligence (Duncan et al., 2000), abstract reasoning (Dehaene et al., 2003), and tool use, particularly retrieving and planning transitive actions for subsequent hand motor behavior (Frey, 2008). A third human-specific network includes the anterior insula and dorsal anterior cingulate cortex—both putatively involved in empathy (Singer and Lamm, 2009).



The Anesthetized Brain
 
Anesthetic Effect on Vascular Physiology and BOLD Contrast

Anesthetics have been found to impart changes in cerebrovascular function and the BOLD signal. As these are incorporated in the DCM generative model, it is important to examine how these are affected in the anesthetized brain, particularly since most NHP neuroimaging is done under anesthesia.

There are conflicting results in the regional distribution of anesthetic-induced changes in vascular physiology. Li C.-X. et al. (2013) examined the dose-dependent effect of isoflurane on regional CBF of cortical and subcortical structures in macaques. They found that high isoflurane concentrations (i.e., 1.5%) resulted in global CBF increase which was most evident in subcortical structures—specifically in the thalamus and cerebellum in macaques. Interestingly, under the 0.75–1.5% isoflurane maintenance doses, there were no observable CBF changes in cortical regions (i.e., anterior cingulated cortex, motor cortex, medial prefrontal cortex) and the caudate. These indicate that while CBF auto-regulation is intact in cortical regions and the caudate under isoflurane maintenance dose, it is impaired in the thalamus and cerebellum, and suggest that subcortical structures contribute the most to the increase in global CBF. On the other hand, Långsjö et al. (2005) demonstrated that ketamine increased whole brain CBF in humans—with the highest increase in the anterior cingulate. They found that CMRO2 increased only in the frontal cortex while glucose metabolism increased only the in the thalamus. Långsjö et al. (2005) assert that this indicates that majority of the increases in CBF most likely do not indicate neuronal activation. Another study by Van Aken et al. (1986) showed that the impact of isoflurane on CBF was biphasic—low levels (0.5 ± 0.35 vol%) resulted in vasoconstriction and decreased CBF while higher concentrations (0.95 ± 0.7 vol% and 1.4 ±1 vol%) caused vasodilation and increased CBF to baseline levels (no anesthesia). While they found that the effect of isoflurane on CBF was biphasic, CMRO2 continually decreased in a dose-dependent manner. The disparity in the findings of these studies may be attributed to methodological differences in anesthetic (isoflurane vs. ketamine), species (human vs. primate), and imaging modality (arterial spin labeling MRI vs. PET). Nonetheless, the results of these studies indicate anesthetic-related disruption of CBF-metabolism coupling characterized by more widespread CBF increases with minor changes in CMRO2 and glucose metabolism, with dose-related variabilities in response.

As for the impact of anesthetics on BOLD contrast, anesthetics have been demonstrated to cause changes in the spectral components and decrease the activated area and magnitude of the signal, as well as change the hemodynamic response temporal structure (Martin et al., 2006; Aksenov et al., 2015; Paasonen et al., 2018). Paasonen et al. (2018) found that awake mice exhibit higher spectral BOLD power at a wide frequency range. In contrast, they found that all six anesthetic conditions studied strongly suppressed power and BOLD fluctuations occurred at narrower frequency ranges, which potentially reflect more homogeneous activity. This was a predictable outcome as by definition, anesthetics exert an inhibitory effect on brain function. Aksenov et al. (2015) suggested that enhanced GABA-A receptor inhibition and diminished afferent input reduces the spread of stimulus-related activity, which results in more focal activation and decreased BOLD response area. Further, they surmised that decreased BOLD response magnitude reflects reduced thalamic input and intra-cortical processing associated with decreased neuronal excitation. A decrease in hemodynamic response magnitude under anesthesia has also been demonstrated in previous studies employing optical imaging spectroscopy (OIS) (Berwick et al., 2002). Aside from decreased duration of the BOLD signal reported by Aksenov et al. (2015), Martin et al. (2006) found that anesthesia increased hemodynamic response latency (~2 s awake vs. 4 s anesthetized).

Anesthetic Impact on Effective Communication Within and Between Networks

It is now widely acknowledged that anesthetics modulate communication within and between networks. Anesthetic-induced perturbations in effective connectivity have been observed across multiple neuroimaging techniques, species (humans and rodent models), and anesthetics. In particular, effective connectivity changes have been demonstrated in thalamo-cortical, cortico-thalamic, and cortico-cortical (both association and sensory cortices) connections. Under propofol, ketamine, or isoflurane, selective disruption of frontal to parietal feedback has been widely replicated in human subjects and rats (Imas et al., 2005; Lee et al., 2009; Boly et al., 2012)—particularly gamma frequencies (50 Hz) (Imas et al., 2005). In addition, Gómez et al. (2013) found that propofol decreased feedback from middle frontal gyrus to superior temporal gyrus. As for sensory-motor regions, multiple studies found impaired effective connectivity under anesthesia. White and Alkire (2003) demonstrated impaired effective drive from the supplementary motor area (SMA) to the primary motor (M1) cortex in humans, while Kang et al. (2016) showed abolished causal flow of 7–12 Hz activity from primary sensory (S1) to M1 and ventrobasal thalamic nucleus in mice. Decreased feedforward and feedback connections were found within auditory cortical regions (Heschl's gyrus and superior temporal gyrus) in humans under propofol (Gómez et al., 2013). Pertaining to anesthetic-related changes in thalamocortical effective connectivity, the results are more heterogeneous. Causal flow from the thalamus to the anterior cingulate and posterior parietal cortices was intact under propofol (Boly et al., 2012). On the other hand, effective connectivity from the thalamus to the SMA was impaired under halothane or isoflurane (White and Alkire, 2003). However, effective thalamic drive to M1 has shown variable results—remaining unchanged under ketamine in mice (Kang et al., 2016) compared to the awake state, while decreasing under halothane or isoflurane in humans (White and Alkire, 2003). This discrepancy may indicate species-specific differences in thalamic-motor connectivity in response to anesthetics, differences in regional distribution of different anesthetics (ketamine vs. halothane or isoflurane), or both. Altogether, these findings indicate that anesthetics induce: (1) disruption of higher-order information processing; and (2) reduced capacity for sensory-motor integration.



Relevance to DCM in NHP

For DCM to generate reliable neuronal signal estimates, having an accurate model of the hemodynamic response is crucial; thus, it is important to assess whether differences in cerebrovascular architecture and physiology in NHP—factors that contribute to the BOLD contrast—may affect priors on the biophysical parameters of the model.

The cerebrovascular architecture and laminar distribution of blood vessels in NHPs are similar to that of humans. The fMRI BOLD signal indicates changes in deoxyhemoglobin and the signal is sensitive to fluctuations in venous blood volumes. The cerebral vasculature of NHP is largely similar to humans in terms of the architecture of superficial pial vessels and intracortical vessels (Duvernoy et al., 1981; Weber et al., 2008; Adams et al., 2015). By extension, the BOLD signal-to-noise ratio in superficial to deep brain areas is expected to have similar distribution in both.

More importantly, the BOLD signal is a function of CBV, CBF, and CMRO2—which reflects fluctuations in deoxyhemoglobin content (Buxton et al., 2014), and DCM includes priors on these hemodynamic parameters. Since the CBV, CBF, and CMRO2 in NHP are comparable to human values (Phelps et al., 1973; Grubb et al., 1974; Eichling et al., 1975; Van Aken et al., 1986; Olsen et al., 1994), it is tempting to presume that one can proceed with applying DCM in NHP without adjustments on the biophysical parameters if one solely considers cerebrovascular architecture and physiology.

Notably, anesthetics such as isoflurane and ketamine have been found to increase blood flow (Van Aken and van Hemelrijck, 1991; Långsjö et al., 2005; Slupe and Kirsch, 2018), which is relevant in primate neuroimaging as it is usually done under anesthesia. The decision on how to proceed with DCM in the anesthetized brain depends on the research question. Upon comparing eight different hemodynamic models by modifying the coefficients of the BOLD signal change equation, Stephan et al. (2007) assert that variations in the hemodynamic model are relatively inconsequential when making inferences on underlying neuronal dynamics and their causal influences. This is due to the relative independence of the parameters of the neural state equation—characterizing intrinsic connectivity and their context-dependent modulation (A and B matrices)—from the amplitude of the hemodynamic response and the direct influence of extrinsic inputs on neuronal activity (matrix C). On the other hand, if the research question focuses on regional variations in hemodynamic parameters (e.g., in healthy vs. clinical populations), then preliminary tests need to be performed to determine the effect of variations on the priors of the biophysical model—related to anesthetic influence. For instance, if the experimenter can identify the baseline CBF and CBV using multi-modal recordings, the mean transit time (i.e., baseline CBV/baseline CBF)—which scales the CBV and deoxyhemoglobin changes in the hemodynamic model—could be directly calculated. Other strategies for modifying the hemodynamic model are discussed in the last paragraph of the next section on IPS-DCM parameters.

Moreover, caution is necessary when interpreting results if the model includes regions or networks in which effective connectivity may be modulated by anesthetics. Regions most affected by anesthetics are: (1) fronto-parietal (Ku et al., 2011; Boly et al., 2012; Kim et al., 2017); (2) sensory-motor (i.e., S1 to M1, SMA to M1, auditory cortical regions) (White and Alkire, 2003; Gómez et al., 2013); and (3) thalamocortical networks specifically involving somatosensory and motor function (White and Alkire, 2003; Kang et al., 2016). Since effective drive of these networks are reduced or abolished by anesthetics, it may result in underestimation of the effect of interventions (e.g., medications, brain stimulation) on connectivity within and between affected networks. It may also result in the overestimation of the modulatory effects of different interventions if aimed at reducing hyperconnectivity.

Additionally, anesthetics can modulate neural dynamics by altering inhibitory drive, neural refractory period, and cortical adaptation (Masamoto et al., 2007; Moran et al., 2011). These artifacts can be addressed by using an adaptive two-state neural connectivity model (Havlicek et al., 2015). This and other strategies for applying DCM in NHP under anesthesia are discussed in the succeeding section.




INTEGRATED PHYSIOLOGIC-STOCHASTIC DCM: MODELING EFFECTIVE CONNECTIVITY UNDER ANESTHESIA


IPS-DCM Parameters

An important factor to consider upon implementing DCM in the anesthetized NHP is the type of DCM to use. Anesthetics can decrease BOLD signal-to-noise ratio and artificially lower spontaneous fluctuations and activity correlations (Hutchison et al., 2014). In addition to dose-dependent linear decrease in glutamatergic excitatory postsynaptic potentials (EPSPs) together with non-linear increase (saturating) in GABAergic inhibitory postsynaptic potentials (IPSPs) (increasing local inhibitory drive) (Moran et al., 2011), anesthetics modulate the neural refractory period and cortical adaptation with varying degrees depending on anesthetic type and dose (Masamoto et al., 2007). To overcome these limitations, we propose the combined use of two DCM extensions: stochastic DCM (Li et al., 2011) and physiologically-informed DCM (P-DCM) which has an adaptive two-state neural connectivity equation (Havlicek et al., 2015).

Stochastic DCM models fluctuations in hidden states (e.g., neuronal or hemodynamic states) that are due to endogenous (autonomous) dynamics, not exogenous experimental inputs (Li et al., 2011). By accounting for noise in the model using stochastic DCM, the risk of under-estimating effective connectivity parameters can be reduced (Gómez et al., 2013). Additionally, stochastic DCM is more useful when there are non-linear interactions among hidden states, such as the non-linear increase in GABAergic inhibitory drive (Moran et al., 2011; Daunizeau et al., 2012). Finally, Li et al. (2011) demonstrated that stochastic DCM using the generalized filtering (GF) inversion method showed higher sensitivity in detecting group differences compared to the variational Bayesian (VB) algorithm (Friston et al., 2007) of standard deterministic DCM.

Two-state (Marreiros et al., 2008) and adaptive two-state (Havlicek et al., 2015) neural equations model both excitatory (glutamatergic) and inhibitory (GABAergic) connections within each region, which makes it a more physiological representation of neural population dynamics. In contrast to the two-state model, the adaptive two-state model includes parameters which allow for adaptation and refractory effects of the neuronal response (Havlicek et al., 2015). This extension is relevant since anesthetics induce changes to the neural refractory period and cortical adaptation (Ogawa et al., 1992; Masamoto et al., 2007). Furthermore, explicitly modeling both excitatory and inhibitory signals may help capture the potentiation of GABAergic inhibition under anesthetics (Moran et al., 2011). This may be elucidated in the dynamics of the inhibitory subpopulation or the interaction between excitatory and inhibitory subpopulations (Gómez et al., 2013).

The adaptive two-state DCM is the neuronal connectivity component of P-DCM developed by Havlicek et al. (2015). The parameters that incorporate adaptation and refractory effects to neuronal response are: (1) the inhibitory gain factor λ, which modulates the amplitude and temporal smoothness of the inhibitory activity in relation to the excitatory drive, and (2) the inhibitory–excitatory connection μ which reflects the temporary imbalance in temporal smoothness between excitatory and inhibitory activity that can result in neuronal adaptation.

The second modification in P-DCM involves the hemodynamic model. The changes are 2-fold: (1) modeling feedforward neurovascular coupling (vs. feedback NVC in classical DCM); and (2) incorporating a viscoelastic effect in the Balloon model. Experiments by Lindauer et al. (2010) and Powers et al. (1996) show that manipulating oxygen and glucose levels in the blood do not regulate blood flow as per negative feedback hypotheses (Attwell et al., 2010; Havlicek et al., 2015). Additionally, hypercapnia experiments demonstrated that higher baseline CBF has minimal impact on the absolute stimulus-induced CBF change (while relative CBF became smaller) (Li et al., 2000; Brown et al., 2003; Zappe et al., 2008). This latter point is pertinent to DCM application in NHP since isoflurane—the most commonly used anesthetic in animal experiments—is a potent vasodilator and causes higher baseline CBF that may be uncoupled from cerebral energy metabolism (Van Aken and van Hemelrijck, 1991). Thus, feedforward neurovascular coupling is more relevant in NHP image analysis, particularly under anesthesia. On the other hand, the viscoelastic component in the hemodynamic model was added to account for transient responses (i.e., BOLD post-stimulus undershoot and overshoot) outside of the steady-state relationship between CBF and CBV, described by the power law where α = 0.38 (Grubb et al., 1974). The duration of the transient adjustment period is regulated by viscoelastic time constant τ –which allows for variations in outflow curve during balloon inflation and deflation, corresponding to BOLD response overshoot and undershoot (Buxton et al., 1998, 2004). The BOLD transients are then presumed to reflect both neuronal post-stimulus deactivation and vascular uncoupling related to slow recovery of venous CBV (Havlicek et al., 2015).

Lastly, the BOLD signal change equation was modified to accommodate different magnetic field strengths. k1, k2, and k3 are parameters that reflect baseline physiological properties of brain tissue and acquisition parameters and have been adjusted to depend on different magnetic field strengths. Moreover, they also suggest revised values for ε (ratio of intra—and extravascular signal) and r0 (regression slope of changes in intra-vascular signal relaxation rate with changes in oxygen saturation) depending on acquisition sequence (gradient echo vs. spin echo) (Uludag et al., 2009; Havlicek et al., 2015).

As stated above, we propose to combine P-DCM with stochastic DCM. Since stochastic DCM uses the same biophysical forward model as classical DCM, the changes in biophysical parameters in P-DCM can be integrated in the stochastic extension (Havlicek et al., 2015). Thus, in this application of DCM on NHP fMRI, we suggest estimating the full forward model using the biophysical parameters of P-DCM applying the generalized filtering (GF) inversion method of stochastic DCM (Li et al., 2011). A schematic of IPS-DCM is illustrated in Figure 1. A salient consideration here is that stochastic DCM tends to emphasize neuronal dynamics over hemodynamics (Reviewer 2 comment). Nonetheless, as aforementioned, stochastic DCM is a more accurate model when there are non-linear interactions among hidden states, such as the non-linear increase in GABAergic inhibitory drive (Moran et al., 2011; Daunizeau et al., 2012) which is relevant when imaging under anesthesia. For NHP neuroimaging under anesthesia, this is useful for task-based imaging with simple visual/ auditory experiments, and even more so for resting state studies. Therefore, in order to more accurately estimate both neuronal and hemodynamic changes, future extensions of P-DCM (which is so far formulated and applied as a deterministic model) to fully stochastic or partially stochastic (stochastic neuronal model and deterministic hemodynamic model) may be relevant.


[image: image]

FIGURE 1. Schematic of integrated physiologic-stochastic DCM (IPS-DCM). After identifying and extracting the time series from regions of interest, model parameters are then estimated using P-DCM equations (Havlicek et al., 2015). P-DCM incorporates: (1) an adaptive two-state neuronal model that allows adaptation and refractory effects to neuronal response; (2) a hemodynamic model that implements feedforward neurovascular coupling and a viscoelastic effect on the Balloon model; (3) a BOLD signal change equation that accounts for magnetic field differences. The model inversion is done using generalized filtering (stochastic DCM) (Li et al., 2011). Lastly, one proceeds to model comparison and selection of the winning model.



With this integrated physiologic-stochastic DCM, one can examine anesthetic impact on effective connectivity in NHP. This can be done by first building generative models of fMRI done pre and post anesthesia. Then, Bayesian model comparison allows one to examine which model best explains the changes in effective connectivity between awake and anesthetized states.

An important consideration here is that anesthetics such as isoflurane and ketamine increase baseline CBF due to increased vasodilation (Van Aken and van Hemelrijck, 1991; Långsjö et al., 2005; Slupe and Kirsch, 2018). It is also a common observation that increased baseline CBF results in smaller relative CBF change (Li et al., 2000; Cohen et al., 2002; Zappe et al., 2008). While current DCMs model relative CBF changes (Friston et al., 2003; Havlicek et al., 2015), the baseline CBF is not directly expressed. Thus, in order to account for the effect that anesthetics have on relative change in CBF, the equation modeling CBF change in DCM models could be further modified to reflect also baseline CBF values. It would be then also beneficial to consider multi-modal data that measure both CBF and BOLD signals (Havlicek et al., 2017). Even if CBF is not measured directly, it is helpful to have baseline CBF as a parameter. Additionally, as mentioned above, anesthesia can the increase latency of CBF response (also later reflected in BOLD response), e.g., from ~2 to ~4 s (Martin et al., 2006). Latency of CBF response can be controlled in DCM models. For example, Havlicek et al. (2017) accounted for differences between latency of positive and negative CBF responses measured in anesthesized NHP by optimizing parameter χ in the feedforward neurovascular coupling of the P-DCM, while other parameters (ϕ, φ) could remain fixed. These considerations could permit more physiologically accurate evaluation of the effect of pre- and post-anesthesia on effective connectivity, as modeled using IPS-DCM.



Comparison With Other DCM Applications Under Anesthesia

DCM has been applied in two other studies examining connectivity changes under propofol-induced loss of consciousness in fronto-parietal (Boly et al., 2012) and auditory (Gómez et al., 2013) networks. Boly et al. (2012) applied DCM for steady-state responses (SSR) and used neural mass models for each region of the fronto-parietal network (plus thalamic source)—three subpopulations in cortical regions (one excitatory and two inhibitor) and two for the thalamic source (excitatory relay cells and inhibitory reticular cells). On the other hand, Gómez et al. (2013) utilized combined stochastic (Daunizeau et al., 2009) and two-state (Marreiros et al., 2008) DCM to model one frontal and two temporal (auditory) cortical regions. In this section, we discuss the main caveats of both studies and how IPS-DCM may address said limitations.

The main weakness of both studies is the steady-state assumption of both DCMs which may not hold under anesthesia. Boly et al. (2012) found in initial increase in beta and gamma rhythms while delta to alpha frequencies continually increased as loss of consciousness emerged and acknowledge that this may reflect neuronal up and down states. Gómez et al. (2013) asserts that they maintained steady-state by keeping the anesthetic dose fixed after Ramsay evaluation during fMRI recordings. However, Yeom et al. (2017) demonstrated that even when patient-controlled anesthetic levels (propofol and midazolam) were unchanged once consciousness was lost, over time, there was gradually increasing power in frequencies <15 Hz together with decreasing power at >15 Hz. Increased delta and alpha power were most evident in frontal and parieto-occipital regions. Thus, the steady-state assumption of both DCMs may not hold in both studies with anesthetics.

The combined use of the adaptive two-state DCM by Havlicek et al. (2015) and stochastic DCM by Li et al. (2011) offers a number of advantages over the previous two DCM applications. Li et al. (2011) demonstrated that the generalized filtering inversion method in this DCM extension provides better effective connectivity estimates and higher sensitivity to detecting group differences than the expectation maximization (EM) or dynamic expectation maximization (DEM) of classical and variational Bayes stochastic DCM (i.e., it detected two additional connections exhibiting group differences).

As for the neuronal model, Havlicek et al. (2015) performed simulations comparing standard two-state DCM and P-DCM (adaptive two-state) and showed time courses of responses to either 1 s or 30 s stimulation in one region, as well as connectivity dynamics of a three-region network in response to a 30 s stimulation. They demonstrated that with standard two-state DCM, varying the neuronal post-stimulus deactivation does not translate to the BOLD undershoot, while P-DCM accurately models post-stimulus neuronal deactivation, both in response to 1 s or 30 s stimulation. This ability also holds even when CBV and CBF are uncoupled—the BOLD post-stimulus undershoot is stronger than the CBF response which resembles experimental results (Chen and Pike, 2009).

Pertaining to the connectivity dynamics of the simulated neuronal network, standard two-state DCM was unable to capture decreased neuronal activity below baseline—which suggests poor signal variance when both activations and deactivations are in the measured BOLD data. Meanwhile, P-DCM effectively expresses transients in neuronal and BOLD responses during faster and slower neuronal dynamics. This holds in both positive and negative responses (activation and deactivation).




CONCLUSION

In summary, the most important factors to consider when applying DCM in NHP under anesthesia are cerebrovascular physiology as well as anesthetic-induced changes in neural and BOLD response dynamics. Moreover, caution is necessary when interpreting results if the model includes regions or networks in which effective connectivity may be modulated by anesthetics such as: (1) fronto-parietal; (2) sensory-motor (i.e., S1–M1, SMA–M1, auditory cortical regions); and (3) thalamocortical networks specifically involving somatosensory and motor function.

The integrated P-DCM (Havlicek et al., 2015) and stochastic DCM (Li et al., 2011) (IPS-DCM) aims to address the modulatory effects of anesthetics on neural activity and the BOLD response such as changes in inhibitory drive, neural refractory period, and cortical adaptation (Masamoto et al., 2007; Moran et al., 2011). This is accomplished through: (1) an adaptive two-state neuronal model that incorporates adaptation and refractory effects to neuronal response; (2) a hemodynamic model that incorporates feedforward neurovascular coupling and a viscoelastic effect on the Balloon model; (3) a BOLD signal change equation that accounts for magnetic field differences; and (4) stochastic (generalized filtering) model inversion that addresses non-linear interactions among hidden states, such as the non-linear increase in GABAergic inhibitory drive (Moran et al., 2011; Daunizeau et al., 2012) under anesthesia.

This paper presents the motivations for applying DCM to NHP fMRI and potential strategies for addressing anesthetic effects on neuronal activity and BOLD response, which is pertinent in primate neuroimaging under anesthesia. Clearly, a number of challenges remain. For example, the validity of this physiologic-stochastic DCM integration needs to be established. Additionally, its applicability to resting state data is also an interesting consideration. Stochastic DCM has been validated in resting-state fMRI (Razi et al., 2015); however, P-DCM has only been applied to task-based recordings (Havlicek et al., 2017). Future investigations are needed to examine the face and construct validity of IPS-DCM, as well as its applicability to resting-state data.
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Neuroscience made major progress in unravelling the neural basis of mental features like self, consciousness, affect, etc. However, we nevertheless lack what recently has been described as “missing ingredient” or “common currency” in the relationship between neuronal and mental activity. Rather than putting forward yet another theory of the neural basis of mental features, I here suggest a change in our methodological strategy how to approach the brain, that is, our view or vantage point of the brain. Learning from astronomy (Copernicus) and biology (Darwin), I suggest that we may want to change our currently pre-Copernican vantage point from within brain to a post-Copernican vantage point from beyond brain. Such post-Copernican vantage point from beyond brain allows us taking into view that what happens beyond the brain itself, e.g., the world, and how that shapes the brain and its neural activity, e.g., world-brain relation. We then lend empirical support to the world-brain relation by converging it with Karl Friston’s free energy principle that, as we see it, provides a neuro-ecological and therefore post-Copernican view of the brain. That, in turn, allows us taking into view that mental features are shaped by both world and brain and are therefore truly neuro-ecological rather than merely neuronal. This raises the question for the link, e.g., the “missing ingredient” or “common currency” of world brain relation and mental features. Recent empirical evidence suggests that temporo-spatial dynamics may provide such link as it characterizes both the world-brain relation’s free energy and mental features, e.g., their spatiotemporality as described in philosophy. Taken together, I here advocate a change in our methodological strategy on how to approach the brain, that is, a shift from a pre-Copernican vantage point from within brain to a post-Copernican vantage point from beyond brain. The latter allows us taking into view that what happens beyond the brain in the world and how that shapes the brain in such a way that it can yield mental features. This amounts to nothing less than a Copernican turn or revolution in neuroscience akin to the ones in astronomy (Copernicus) and biology (Darwin).

Keywords: physics, biology, neuroscience, common currency, copernican turn


INTRODUCTION


Mental Features—How Can We Reconcile World and Brain?

The mind and its various mental features present us with a puzzle. On the one hand, mental features like self, consciousness, and affect (and others) can be characterized by an experience or perception of specific events or objects and even the own self as part of the wider world beyond ourselves, e.g., body and brain. Taken in such sense, mental features exhibit a strong ecological component. On the other hand, recent research in neuroscience clearly demonstrates a neural basis of the various mental features in the brain. One would consequently assume that mental features are neuronal rather than ecological.

How can we reconcile both mental, e.g., ecological and neuronal views of mental features in our empirical research in neuroscience (while refraining from any ontological metaphysical assumptions; see below)? One way to do so is to reduce mental features to the neuronal mechanisms of the brain. This is reflected in various excellent neuroscientific theories of mental features like consciousness and self. Among others, these include the Integrated Information Theory (IIT; Tononi et al., 2016), the Global Neuronal Workspace Theory (GNWT; Dehaene et al., 2014, 2017), and the Temporo-spatial Theory of consciousness (TTC; Northoff, 2013, 2014a,b, 2016a,b,c,d, 2018; Northoff and Huang, 2017).

The same also holds for other mental features like self where neuronal accounts of cognitive (Churchland, 2002), dynamic pattern (Gallagher, 2005), affective (Panksepp, 1998a,b), attentional (Sui and Humphreys, 2015), embodied (Gallagher, 2005; Thompson, 2007; Hu et al., 2016), and temporo-spatial (Northoff, 2016a,b,c, d, 2017) theories of self have been suggested. Finally, affect has also been the focus where, rather than reducing it, neuronal and mental features are conceived as two sides of one and the same activity (which, metaphysically, presupposes dual-aspect monism)—this has recently been suggested by Mark Solms who conceives affect as most basic and primary manifestation of consciousness and mental features (Solms, 2017, 2018, 2019; see also Damasio, 2018).

Yet another methodological strategy on how to reconcile ecological and neuronal views of mental features is to change our approach to the brain. Specifically, one may want to take into view that what happens beyond the brain itself, e.g., in world and body, and how that shapes the brain itself in such way that it can yield mental features. Such neuro-ecological (rather than purely neuronal) view of the brain, in turn, may allow us to account for both ecological and neuronal aspects of mental features. Even more important, we can then take into view that what has been recently described as “missing ingredient” (Lamme, 2018) or “common currency” (Northoff, 2019) of neuronal and mental features. The main goal in the present article consists in sketching such alternative methodological strategy in our approach to the brain and how it yields mental features.



Main and Specific Aims—Copernican Revolution in Neuroscience

My main aim is to demonstrate that neuroscience can learn from both astronomy and biology in their Copernican turns. Copernicus changed our view of earth (see below) which allowed him to take into view a novel and different relation of universe and earth. Analogously so in the case of Darwin. He changed our view of human species which enabled him to take into view our relation to evolution (see below for details on both Copernicus and Darwin). I now suggest the same kind of Copernican turn or revolution with regard to the brain. We may want to change our currently pre-Copernican view of the brain and replace it by a post-Copernican view. That, as I suggest, will enable us to take a novel post-Copernican view how the brain is related to the world, e.g., world-brain relation (see below for details; Northoff, 2016a,b,c,d, 2018). Importantly, this, in turn, makes possible to reconcile ecological and neuronal view of mental features as truly neuro-ecological rather than as merely neuronal.

My suggestion amounts to nothing less than the claim for a Copernican revolution in neuroscience (analogous to the ones in astronomy and biology). Note that I conceive such Copernican revolution in merely empirical terms of neuroscience. Hence, I only focus on the methodological strategy, e.g., our view or vantage point (see below) with regard to the brain in purely empirical terms, that is, how we can approach and understand the brain’s neuronal features as we observe and investigate them in neuroscience. In contrast, I refrain from more philosophical claims of an epistemological (as, for instance, Kant suggests; Kant, 1781/1998), metaphysical, or ontological (Whitehead, 1929/1978; Sherburne, 1983; Northoff, 2016a,b,c,d). Copernican revolution (see also Northoff, 2018, for discussing the Copernican revolution in more detail in the context of the mind-body problem or world-brain problem).

Refraining from such wider senses of the Copernican revolution beyond the merely empirical territory of neuroscience entails that I here do not address any kind of philosophical problems like the “explanatory gap” (Levine, 1983), “hard problem” (Chalmers, 1996), or mind-body problem (see also Northoff, 2018 for the dissolution of the mind-body problem and its replacement by the world-brain problem). Accordingly, my understanding of the Copernican revolution in this article is purely empirical and limited to neuroscience (rather than psychology as Sigmund Freud has also been attributed a Copernican revolution with respect to the relation of consciousness and unconsciousness; see Weinert, 2013) which, as I see it, is akin to the revolutions in both astronomy (Copernicus) and biology (Darwin).

The first specific aim consists in briefly describing the basic features of the Copernican revolutions in both astronomy (Copernicus) and biology (Darwin). That will provide the basis for the second specific aim, that is, the comparison of pre- and post-Copernican views of the brain. The third specific aim is to sketch a post-Copernican view of the brain by suggesting a neuro-ecological view of the brain in terms of Karl Friston’s free energy principle (Friston and Stephan, 2007; Friston, 2010; Bruineberg et al., 2018a,b). That sets the basis for the fourth specific aim that consists in outlining (albeit tentatively) a post-Copernican view of mental features as neuro-ecological and temporo-spatial.




PART I: PRE- VS. POST-COPERNICAN VANTAGE POINTS IN ASTRONOMY AND BIOLOGY


Vantage Point—Egocentric vs. Allocentric

What is a vantage point? I here consider the concept of vantage point in its original definition as a “position or stand point from which something is viewed or considered” (Oxford Dictionary). Taken in this sense, the concept of vantage point comes close to those of point of view or viewpoint. The chosen vantage point may provide a specific view or viewpoint that includes a wide range of phenomena while excluding others.

Let us take the example of viewing a city. One walks around within a city. That allow us to see the details of, for instance, the mosaic on the door of the big gothic cathedral. In contrast, we remain unable to take into view the cathedral as such and how it is integrated and thus fits into its respective context, i.e., the city as whole. Specifically, the relationship between city as whole and the cathedral as part of it remains opaque to us. The cathedral looks very special to us in such viewpoint since it is not related at all to the rest of the city and its spatiotemporal coordinates—our view thus highlights the specialness of the cathedral and its dichotomy with the city. Such vantage point from within city takes the city itself including the cathedral as center thus entailing what can be described as “vantage point from within city (and cathedral).” Such viewpoint corresponds well to the egocentric “vantage points from within earth and humans” in astronomy and biology prior to Copernicus and Darwin (see below).

That changes, once one moves to the mountain nearby from which one can view the city as a whole including the big cathedral. Now, we can take into view how the big cathedral is part of the overall spatiotemporal coordinates of the city that is, how well it integrates and aligns to its respective context and the city as a whole. The spatiotemporal scope and range of our view is thus extended beyond the cathedral—this is possible by taking a what we describe as “vantage point from beyond city (and cathedral).” As we will see below, that corresponds well to the allocentric vantage points Copernicus and Darwin introduced, the “vantage points from beyond earth and humans.”



Pre- vs. Post-Copernican Vantage Points in Astronomy—Earth and Universe

Before Copernicus, the universe did include earth and other planets. However, the earth was not just another planet besides the others within the universe as a whole. Instead, earth was conceived special when compared to the other planets and the rest of the universe. Specifically, the earth was supposed to hold together the universe when being attributed the role of the center around which all other planets move in the periphery. There was thus a clear center-periphery dichotomy between earth and non-earth—the earth was deemed special entailing a geocentric and consequently egocentric view of the universe, a “vantage point from within earth” (see also Northoff, 2018; see Figure 1A).
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FIGURE 1. (A) Pre-Copernican—Geo-centric view with Vantage point from within earth. (B) Post-Copernican—Helio-centric view with Vantage point from beyond earth.



The specialness of earth was further supported by its non-moving character. Being conceived as center that holds the whole universe together, the earth itself was not supposed to change as any such change would lead to the breakdown of the universe. The earth was thus conceived in an a-temporal way—the earth was assumed to be eternally present without any change in space and time. Together, the earth was characterized by specialness, e.g., its role as center, and its dichotomy to the universe, e.g., a-spatiotemporal vs. spatiotemporal.

The view of the universe changed with Copernicus which was empirically confirmed by his successors Kepler, Bruno, Gallilei, and Newton (Weinert, 2013; Northoff, 2018). Copernicus introduced a different view of earth within the universe. He attributed the observed movements to earth itself. Rather than sun and all other planets revolving around earth as center of the universe, he suggested the opposite namely that the earth revolves around the sun as center of universe. This led to the replacement of the geocentric and egocentric view of the universe by a heliocentric and allocentric view of the relationship of earth and universe.

In the case of a heliocentric framework, the earth loses its specialness in terms of its position, its role, and its temporal features. The earth is no longer the center of the universe around which all other planets revolve. Instead, the earth is replaced by the sun—the special position of earth is thus lost. Moreover, it is no longer the earth that holds together the universe but the sun—the central role of earth for the universe is also lost. Finally, the a-spatiotemporal nature of earth as not being subject to change is replaced by attributing movements to earth as it revolves around the sun—the earth is thus characterized by the same spatiotemporal features as the rest of the universe albeit in different degrees, e.g., in a smaller scale. Together, the specialness and dichotomy of earth in the pre-Copernican view are replaced by non-specialness of earth and intrinsic relationship of earth and universe.

How was it possible for Copernicus to take into view the non-specialness of earth and its intrinsic relationship with the universe? He abandoned the traditional vantage point from within earth and replaced it by one that allowed him to take into view that what happens beyond the earth itself within the universe and how that shapes the earth itself, e.g., its movements within the universe. Like the tourist walking to the nearby hill to view city and cathedral, Copernicus shifted the vantage point from within earth to what I describe as “vantage point from beyond earth” (see Figure 1B).



Pre- vs. Post-Copernican Vantage Points in Biology—Human and Non-human Species

How about biology? Darwin is often credited with bringing about a Copernican turn which lead to a scientific (and metaphysical) revolution in biology (Ruse, 2009; Weinert, 2013). Before Darwin, humans were considered special when compared to non-human species. Humans were regarded the center of the world with capacities vastly superior to the ones of non-human species. This led to the assumption of a special role of humans as only they were attributed soul and mind which enabled them to be in special contact with God as creator of the world. Since God does not change and is therefore a-spatiotemporal, humans and, more specifically, their soul or mind must also be a-spatiotemporal (as otherwise they could not be in contact with God) this entailed dichotomy of mind and world.

Both specialness of humans and their dichotomy to the rest of the world can be taken into view only when presupposing a “vantage point from within humans.” That all changed with Darwin though. He presented empirical evidence that humans are part of the same evolution as non-human species. The specialness of humans was thus lost and replaced by their non-specialness.

Even more important, Darwin showed that both humans and non-humans are subject to the same principles in the world, e.g., natural selection, throughout space and time in their evolution. This allowed Darwin to take into view the intrinsic relationship of humans and non-humans including their commonly shared spatiotemporal features. Accordingly, Darwin thus able to take into view that happens beyond human species in the world including non-human species and how that shapes and relates to the humans themselves.

Look beyond humans themselves which presupposes a “vantage point from beyond human.”




PART II: PRE- VS. POST-COPERNICAN VANTAGE POINT IN NEUROSCIENCE


Vantage Point From Within Mind—From Philosophy to Psychology and Cognitive Science

The famous 17th century philosopher Descartes is considered the main source of the dualism of mind and body. The body as part of the wider world can be observed in time and space, that is, at discrete points in time and space, and operates in a purely mechanical way like a machine. That, in contrast, is not the case in consciousness and other mental features like self. The mental features are neither spatiotemporal, e.g., they a-spatiotemporal as traditionally conceived in philosophy. Nor are mental features mechanical like body and world. We, therefore, cannot attribute mental features to the body as part of the world but to the mind.

Together, the mind is special as it alone can mediate mental features like consciousness, affect/emotional feelings, and self—this reflects the specialness of mind. At the same time, the mind can be characterized by its dichotomy to body/world with seemingly no relationship between both. For that reason, Descartes conceived mind and body/world as separate existences and realities—this led him to the famous mind-body dualism which, at the same time, implies dualism of mind and world (McDowell, 1994; Northoff, 2018).

How is it possible to conceive the possibility of mind-body dualism including specialness of mind and its dichotomy to body and world? This presupposes a vantage point that takes the mind itself as its center or “primary location” in the same way pre-Copernican astronomists and biologists took earth and humans as their viewpoints. The assumption of the specialness of mind and its dichotomy to body/world thus presupposes a “vantage point from within mind” (Northoff, 2018). Taking the mind as reference for mental features, such vantage point from within mind leads to a mento-centric and ego-centric view of mental features as being special and dichotomous to body and world (see Figure 2A).


[image: image]

FIGURE 2. (A) Vantage point from within mind: mento-centric and pre-Copernican stance. (B) Vantage point from with brain: neuro-centric and ego-centric view with brain as center of the world. (C) World-brain relation vs. brain-world relation. (D) Vantage point from beyond brain: allo-centric view of the brain—post-Copernican.



One may now want to argue that such mind-body dualism is just a merely philosophical problem. Current research in psychology and cognitive science goes beyond that by showing how the mind operates, displays different functions like consciousness, cognition, self, and affect/emotion, and uses certain computational principles and mechanisms. That does not change the basic methodological presupposition though, that is, the egocentric vantage point from within mind. True psychology and cognitive science shift from the metaphysical domain of philosophy to the empirical domain. That by itself does not change the methodological strategy how to approach the mind though.

Even an empirical approach to the mind can still take the mind itself as center and conceive the latter as special. That is, for instance, the case when one attributes specific psychological processes or computational mechanisms to mental features which stand in dichotomous relation to those of non-mental features in body and world. The mento- and thus egocentric character of the methodological approach to the mind is thus more or less preserved in psychology and cognitive science—they thus presuppose a vantage point from within the mind.



Vantage Point From Within Brain—Neuroscience

One may now be tempted to say that we know better these days. The assumption of mind has been disputed in both philosophy and even more so in neuroscience in our time. There is no mind anymore, mental features like consciousness and self are based on the brain and are thus physical or better neuronal rather than primarily mental, e.g., non-physical. Mind-body dualism is thus replaced by monism with either materialism/physicalism, panpsychism (Tononi and Koch, 2015), or dual-aspect monism (Solms, 2017, 2018, 2019).

The recognition of the neural basis of mental features has led to a search for their neuronal mechanisms. In the debate about, for instance, consciousness, this has led to the search for the neural correlates of consciousness (the NCC; Chalmers, 2001; Crick and Koch, 2003; Koch, 2004; Aru et al., 2012; de Graaf et al., 2012; Northoff, 2013, 2014a,b; Solms, 2018, 2019). The NCC has been defined as the minimum neuronal mechanisms jointly sufficient for any one specific conscious percept (Crick and Koch, 1990; Koch, 2004). Recent progress in consciousness research further introduces two refined interpretations of the NCC as: (1) the content-specific NCC, which determines a particular phenomenal distinction with an experience; and (2) the full NCC, which supports conscious experiences in their entirety, irrespective of the contents (Koch et al., 2016).

The NCC assumes special neuronal features within the brain itself. These special yet not fully clear neuronal features (see below) are supposed to underlie consciousness; this distinguishes them from other neuronal features that only mediate unconsciousness. The NCC thus signify a special neuronal role for consciousness and entail a neuronal dichotomy of consciousness vs. unconsciousness. Specialness and dichotomy are thus now “located” within the brain itself, that is, in terms of two sets of neuronal features and mechanisms.

Without going into detail, these specific neuronal mechanism include, to name just a few of the various suggested ones, information integration (Tononi et al., 2016), recurrent processing (Lamme, 2018), access to global workspace (Dehaene et al., 2017), embodiment (Tallon-Baudry et al., 2018), higher-order cognition (Lau and Rosenthal, 2011), predictive error minimization (Hohwy, 2013), temporo-spatial dynamics (Northoff and Huang, 2017; Northoff, 2019), or subcortical mechanisms and affect/emotion as emphasized by Panksepp (1998a,b), Damasio (2018) and Solms (2018, 2019).

How can we take into view the specialness of the neuronal mechanisms of mental features and their dichotomy to those of non-mental features? That is possible only by taking a view from within the brain itself and, more specifically, from within the neuronal mechanisms supposedly underlying mental features. One thus presupposes a “vantage point from within brain” in neuroscience. The mento-centric view of psychology is thus replaced by a neuro-centric view of mental features in neuroscience. However, despite the difference between mento- and neuro-centric views of mental features, both psychology/cognitive science and neuroscience still presuppose a rather egocentric vantage point, e.g., that is, from within either mind or brain which entails what, further down, I describe as brain-world relation. This marks both approaches to mental features as pre-Copernican (see Figure 2B).

Some approaches may want to argue that they are not neuro-centric as they, instead of the brain, presuppose information (Tononi et al., 2016), cognition (Lau and Rosenthal, 2011), or the body (Noe, 2004; Thompson, 2007; Blanke et al., 2015; Tallon-Baudry et al., 2018) as primary basis of mental features like consciousness. True indeed, these approaches are no longer neuro-centric. That does not relieve them of their ego-centric character though. The ego-centric approach is now transferred from the brain to body, cognition, or information—they are thus body-centric, information-centric, and cognition-centric and therefore be characterized by “vantage points from within information, cognition or body.” As in the neuro-centric approaches, both specialness of mental features and their dichotomy to non-mental features are still preserved in these approaches (which shall not be elaborated in detail here) this marks them as pre-Copernican.



Vantage Point From Beyond Brain I—Brain-World Relation vs. World-Brain Relation

One may now want to raise the question for a post-Copernican approach to the brain, a vantage point from beyond brain, and how that will look like. Like earth and human species, the brain and mental features would then no longer be conceived as special nor as dichotomous to the world. I here briefly want to formulate the criteria of such vantage point from beyond brain which then will be explicated in a more concrete way in the subsequent parts.

A vantage point from beyond brain must allow us taking into view that what lies beyond the boundaries of the brain itself and, even more important, how that shapes the brain. More specifically, we need to consider how the world and its external dynamic shape and impact the brain as featured by its own internal dynamic (see below for the exact meaning of dynamic). Accordingly, we need to take into the relationship between world and brain, that is, how the world shapes the brain—this is what I recently described as “world-brain relation” (Northoff, 2016a,b,c,d, 2018; see Figure 2C).

The world-brain relation needs to be distinguished from the reverse relationship, that is, how the brain shapes and cognizes the world—this is described as “brain-world relation” (Northoff, 2016a,b,c,d, 2018; see also Figure 2B). The distinction between world-brain relation and brain-world relation is important in both aspects, empirically and methodologically.

Empirically, the brain-world relation entails that the brain imposes itself upon and shapes the world—this is the case in especially cognition and action. This is different in the case of the world-brain relation where the world primarily shapes the brain rather than the latter shaping and imposing itself upon the former. That is empirically supported by data showing how, for instance, early life events in the world shape the brain’s temporo-spatial dynamic, e.g., its degree of entropy in ventromedial prefrontal cortex (Duncan et al., 2015), and internally-guided decision making (e.g., N200 in EEG; Nakao et al., 2013) later in adulthood.

Yet another empirical example of how the world shapes the brain is the phenomenon of entrainment where the neural activity of the brain actively adapts to the events in the environment like the rhythm of music or tone sequences (Lakatos et al., 2013; van Atteveldt et al., 2015). We all know such alignment of our brain to the world only too well as when we, for instance, unconsciously, tap our feet in the rhythm of the background music.

Together, these examples show that the brain’s neural activity is strongly shaped by the world by either the latter imposing itself upon the former, e.g., as in the life events, or, alternatively, by the brain actively adapting to the world, e.g., as in entrainment. Common to both examples is that the world’s external dynamics shapes the brain’s internal dynamics—we, therefore, speak of “world-brain relation” as distinguished from brain-world relation where the brain’s internal dynamics shapes and imposes itself upon the world’s external dynamics. Note that the distinction of world-brain relation vs. brain-world relation is not an absolute and mutually exclusive. Instead, world-brain relation and brain-world relation stand in a dynamic balance with each other—their conceptual distinction is thus relative (rather than absolute).

Finally, one may be surprised why we almost completely neglect the body here. Recent data show that the brain and its internal dynamic align to the body’s dynamics in more or less the same way as it aligns to the world’s external dynamics. For instance, various studies by the group around Tallon-Baudry et al. (2018) demonstrated that the brain’s internal dynamics aligns its phase onsets to the onsets of the heartbeat—one can thus speak of “body-brain relation” (Northoff, 2018). The brain thus recruits the same mechanisms for its alignment, e.g., relation to the body as it employs when synchronizing with its external environment, e.g., the world. Therefore, we assume that the body-brain relation can be subsumed (conceptually) under the more extended world-brain relation (given also that the body is part of the world; Northoff, 2018 for details).



Vantage Point From Beyond Brain II—Post-Copernican Vantage Point in Neuroscience

The distinction of world-brain relation and brain-world relation carries major methodological implications. Featuring how the brain shapes and imposes itself upon the world, the brain-world relation conceives the brain as center and the world as periphery. This presupposes a vantage point from within brain. One consequently comes to the assumption of the specialness of the brain (as distinguished from non-brains) and its dichotomy to the world—this resembles the pre-Copernican vantage points in astronomy and biology. Since mental features are supposed to be caused by or identical with the brain (see Solms, 2019 for the difference between causal theories and dual-aspect monistic accounts of mental features), the specialness of the brain and its dichotomy to the world do then also apply to mental features like consciousness, self, and affect (and other mental features).

This is different in the case of the world-brain relation. Unlike the brain-world relation, the world-brain relation is based on that what happens beyond the boundaries of the brain, e.g., the world’s external dynamics, and how it shapes the brain’s internal dynamics. That can be taking into view only when presupposing a post-Copernican vantage point from beyond brain—the brain is then no longer special (when compared to non-brains) nor dichotomous to the world (see Figure 2D).

Presupposing such vantage point from beyond brain, we can then take into view how mental features extend beyond the brain as they may be traced to and based on the world and how it shapes the brain, e.g., world-brain relation. Consciousness, self, affect and other mental features may consequently no longer be conceived as exclusively neuronal but neuro-ecological (see below for details). Most important, this implies that mental features are no longer special nor in dichotomous relation to the world. Presupposing a vantage point from beyond brain, we will now, in the next part, sketch (albeit very preliminary) such post-Copernican view of both brain, e.g., in terms of world-brain relation and free energy (third part), and mental features (fourth part; for more details, see Northoff, 2016a,b,c,d, 2018).

We here pursue a two-step procedure to explicate such post-Copernican approach. First, we explicate and detail what is meant by world-brain relation in more biological detail by characterizing it by the free-energy principle of Friston (2010). This amounts to a post-Copernican view of the brain (third part). Second, being characterized by free energy, we are then able to link world-brain relation in a necessary way to mental features; such necessary connection is provided by dynamic and more specifically temporo-spatial features as “common currency” of world, brain, and mental features (Northoff, 2018, 2019). This entails a post-Copernican view of mental features.




PART III: POST-COPERNICAN VIEW OF THE BRAIN—FREE ENERGY


Free Energy I—Neuro-Ecological and Biological View

The organism and its brain are not isolated from the world but deeply embedded within and dependent upon the world, e.g., its respective environmental context (which is the meaning in which understand the concept of “world” in the following). There is interaction between the world’s external dynamics and the brain’s internal dynamics. Both can interact in a bilateral or mutual way in that the brain’s internal dynamics can conform to the world’s external dynamics (“perception” as Friston says), e.g., world-brain relation, or, conversely, the world’s external dynamics can conform to the brain’s internal dynamics (“action” as Friston says), e.g., brain-world relation (Friston and Stephan, 2007; Friston, 2010; Bruineberg and Rietveld, 2014; Bruineberg et al., 2018a,b).

How is such bilateral interaction between world/environmental context and brain mediated? That is the moment where Friston’s free energy principle comes in. Roughly, free energy provides the commonly shared reference of both world/environmental context and brain according to which they adjust and relate to each other. The interaction of organism/brain and world/environmental context is characterized by the attempt to minimize the amount of free energy that is discrepant between both systems (Friston and Stephan, 2007; Bruineberg and Rietveld, 2014). Friston thus speaks of “free energy minimization” as basic principle of the organism’s life that specifically characterizes the brain (Friston and Stephan, 2007).

We need to be careful though. The concept of “free energy minimization” can be understood in different ways. One most commonly held assumption is that free energy minimization is a guiding principle within the brain itself; the different layers of neuronal activity and its hierarchy do then aim to minimize their amount of free energy against each other. Here, free energy minimization is taken to be closely linked to (if not almost identical with) predictive coding as central computational mechanism of the brain’s neuronal activity (Hohwy, 2013; for an excellent discussion, see Bruineberg et al., 2018a). This amounts to a neuronal view of free energy which, conceptually, merges well with what I described as brain-world relation.

Such neuronal view of free energy stands in contrast to the here sketched more biological view. The biological view conceives free energy as basic principle and common reference for the interaction of world/environmental context and organism/brain. Free energy here is no longer restricted to the brain itself and confined within its boundaries. In contrast, free energy is supposed to operate at and beyond the boundaries of the brain by guiding its interaction with and attunement to the world/environmental context. That allows to view free energy as the central principle and reference for regulating the homeostasis of the organism/brain with the world/environmental context. I here follow such biological and neuro-ecological view of free energy (see Bruineberg and Rietveld, 2014; Bruineberg et al., 2018a,b as it aligns well with what I describe as world-brain relation (see above).



Free Energy II—Generative Model and Variational Density

How can the organism and its brain access and modulate free energy relative to their respective environmental context? Friston assumes that the organism/brain’s internal dynamics can be characterized by two features, that is, generative model and variational density. In a nutshell, the generative model describes the probability of co-occurrence between the brain’s internal states and the environmental context’s external state. Importantly, the generative model does not amount to a neuronal representation of the world within the brain itself. Instead, the generative model refers to the long-term stochastic regularities in the relationship between world/environmental context and organism/brain (see Bruineberg et al., 2018a who emphasize this point).

Since the generative model does not provide a neuronal representation of the world, it can not be thought of as a model of the world that the organism and its brain create within themselves. Instead, the organism and its brain are by themselves a model of the world and, more specifically, “being a model of their econiche” (Bruineberg and Rietveld, 2014). The concept of generative model describes the organism’s eco-niche within the world by free energy—this entails a neuro-ecological rather than purely neuronal view of generative model. Based on such neuro-ecological understanding of generative model, free energy can be thought as basic biological principle that provides the coupling or attunement between the organism/brain’s internal dynamics and the world/environments’ external dynamics.

How can the organism and its brain actively modulate their free energy as to conform to their respective environmental context by minimizing free energy? Friston takes variational density as proxy for probability distribution within the organism itself including its body (like temperature) and brain [e.g., its “perception/action,” as Friston says, which is interpreted in terms of “readiness states” by Bruineberg and Rietveld, 2014 as it does not really imply actual (or real) but only possible (not yet realized) perception/action]. Variational density is encoded in the organism/brain’s internal dynamics (see below for details of this point) whose probability distribution can be changed to minimize free energy in its relationship to the world/environmental context.

Variational density, reflecting the brain’s internal dynamics, is, for instance, changed by anticipation. If the organism can, through its brain, anticipate the state of the world/environmental context, the free energy between world/environmental context and organism/brain is minimized and thus low. In that case, there is strong coupling and high attunement of world and brain—that is, for instance, the case when dancing to the rhythm of the music. If, in contrast, anticipation remains impossible, free energy is rather high. That is manifest in low coupling with less attunement of world and brain—in that case, one cannot get into the rhythm of the music.



Free Energy III—Vantage Point From Beyond Brain

Free energy featured by generative model and variational density can be understood as the basic biological principle that guides the relationship of world/environmental context and organism/brain, e.g., world-brain relation as I coined it above. Specifically, free energy can be understood as the biological mechanism that establishes relationship between world and brain. Taken in such a way, free energy must be understood as intrinsically neuro-ecological and biological rather than as purely neuronal and neuroscientific.

Such neuro-ecological view of the brain as part of the world with their relation established by free energy is only possible by presupposing a vantage point that allows to take into view that what happens beyond the boundaries of the brain. The here suggested neuro-ecological and biological view of free energy (see Bruineberg et al., 2018a,b) thus presupposes a post-Copernican vantage point from beyond brain. Like in the cases of earth and human species in astronomy and biology (see above), such post-Copernican vantage point from beyond brain radically changes our view of the brain in neuroscience.

The brain as an organ that aims to minimize free energy is no longer special when compared to other organs, i.e., non-brains, which, being biological adhere to the same principle. Nor does the brain stand in a dichotomous relationship to the world anymore as it is intimately coupled to the latter through free energy minimization. This specifies and presupposes what I described as world-brain relation. If, in contrast, one shifts towards a neuronal and neuroscientific concept of free energy, one’s view remains restricted to the brain itself without taking into view that what happens beyond the brain, that is, how it is related and coupled to the world. This entails a pre-Copernican vantage point from within brain where the brain remains special and stands in a dichotomous relation to the world thus presupposing brain-world relation (rather than world-brain relation).




PART IV: POST-COPERNICAN VIEW OF MENTAL FEATURES—TEMPORO-SPATIAL DYNAMIC AS “MISSING INGREDIENT” AND “COMMON CURRENCY”


Mental Features I—Biological and Neuro-Ecological

I characterized the world-brain relation by free energy that allows for relating and coupling world and brain. This raises the question of how such world-brain relation, as based on free energy, stands in relation to mental features like consciousness, self, and affect. Applied in this sense, free energy provides a biological and neuro-ecological characterization of mental features (see Figure 3A).
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FIGURE 3. (A) Neuro-biological characterization of mental features by free energy between world and brain. (B) Neuro-ecological characterization of mental features by internal-external relation. (C) Temporo-spatial dynamic as “common currency” of world-brain relation, free energy, and mental features.



Such biological characterization in terms of free energy has indeed been suggested by various authors for different mental features. Without going into details of the various approaches, I here just mention some (which neglects various others). One model of consciousness that takes the computational mechanisms of free energy as a starting point is the “projective consciousness model” (Rudrauf et al., 2017). Yet others have applied the free energy principles to dreams (Hobson et al., 2014). Moreover, free energy has even been assumed to provide an answer to the hard problem of consciousness (Solms, 2019), that is, why is there consciousness rather than non-consciousness (Chalmers, 1996).

Yet another mental feature where free energy has been intensively applied is the self. Bodily approaches to the self, e.g., somatic self, extensively rely on free energy (Seth and Tsakiris, 2018). More generally, the self as such, e.g., as distinguished from non-self, has been associated with free energy by Friston himself (Friston, 2018). Yet other recent approaches to the self like the dynamic pattern theory of self (Gallagher and Daly, 2018) and the subjective self (“I” vs. “me”) strongly rely on free energy.

Finally, affect and emotion have also been related to free energy. One major proponent of such approach is Solms (2017, 2018, 2019). He associates the subcortical regions of the brain, as relying on Panksepp (1998a,b) and Damasio (2018), with affect and especially its subjective first-experiential features as paradigmatic and most basic manifestation of consciousness. Affective and its subjective feature are, in turn, assumed to be closely linked to free energy minimization with the environment (Solms, 2017, 2018, 2019). Hence, Solms links free energy to affect and consciousness in a unique way. Yet another proponent is Seth who develops an embodied theory of the free energy-based concept of active inference and how that relates to emotions (Seth and Friston, 2016).

Taken together, free energy is conceived central for mental features including consciousness, self, and affect (and others not mentioned here). If free energy characterizing the relation between world/environmental context and organism/brain is indeed central for mental features, one would expect the latter to be neither purely external, e.g., ecological, nor purely internal, e.g., neuronal, either. Instead, one would then assume mental features to be intrinsically neuro-ecological rather than merely neuronal.



Mental Features II—Internal-External Relation

Free energy regulating the relation of world/environmental context and organism/brain relates the former’s external dynamics and the latter’s external dynamics. If mental features do indeed depend upon free energy, one would expect them to signify different forms of internal-external relations (thus reflecting their neuro-ecological rather than neuronal characterization). This raises the question of how we can characterize the relationship between internal and external dynamics on both biological and mental levels.

On the biological level, the internal dynamics of the organism/brain is coupled to the external dynamics of the world/environmental context. Both share mutual information which is manifested in what Friston (2010) describes as “generalized synchrony” (as distinguished from representation). Generalized synchrony refers to the “coupled dynamics” between two systems who synchronize their different time scales with each other like the Huygens clocks where two clocks synchronize their time scales with each other over time—such synchronization can then be conceived as manifestation of free energy minimization (Bruineberg et al., 2018a).

The same kind of synchronization now happens, analogously, in the relationship between world/environmental context and organism/brain when they couple with each other. For instance, when we tap our foot in the rhythm of the music, our brain and its internal dynamic entrain to the external dynamic of the latter. Neuronal investigation show, for instance, the brain synchronizes its phase onsets with those of continuous external stimuli (Lakatos et al., 2013) which seems to be disrupted in schizophrenia (Lakatos et al., 2013). One can thus see how, on the biological level, free energy allows for establishing synchronization between external and internal dynamics of world/environmental context and organism/brain.

We now assume that such synchronization between internal and external dynamics is also central for establishing relation between internal and external contents in mental features, i.e., internal-external relation. For instance, Honey et al. (2017) recently showed how perception, memory, and others can be characterized by different forms of internal-external relations. Yet another example is consciousness. Inner time consciousness, for instance, can be characterized by the relation between the subject’s own “inner time speed” and how it perceives “outer time speed” (Fuchs, 2013). Usually, inner and outer time speed are somewhat in synchrony in our consciousness with both mutually adjusting and coupling to each other (Fuchs, 2013; see Figure 3B).

However, they can also differ and thus be non-adjusted. That is, for instance, the case in psychiatric conditions like depression and mania. In the case of depression, inner time speed in consciousness is too slow while the subjects perceive outer time speed, e.g., the time speed in the world, as too fast (Northoff, 2018). While the reverse happens in mania where subjects’ inner time speed is fast (as manifested in fast action and psychomotor agitation) while they perceive outer time speed, relative to their abnormally fast inner time, as too slow—they thus become impatient (Northoff, 2018). Accordingly, as exemplified by our example of inner and outer time speed, consciousness can be characterized by specific relation of internal and external dynamic in our subjective experience, i.e., internal-external relation.

The same holds for other mental features like self and affect. The self is based on relating external stimuli and objects in the environment to the internal dynamics—this has been described as self-related processing (Northoff et al., 2007; Northoff, 2011, 2016a,b,c,d). For instance, even our own name is nothing but a collection of syllables which need to be put together by our brain to shape what we call our own name—that is possible only by processing the syllables more strongly related to the own brain and its internal dynamics than those of another person’s name. Accordingly, what we describe as self-related (like our own name) reflects a certain constellation between the brain’s internal dynamics, e.g., its spontaneous activity and the environment’s external dynamics, e.g., the syllables. If that specific internal-external relation is disrupted, as in schizophrenia, we may lose our sense of self (Northoff and Duncan, 2016). The self can thus be featured as relational and neuro-ecological (Northoff, 2016a,b,c,d).

Yet another example of internal-external relation shaping the self is transcultural differences. It has been well established that the self is constructed in a more inter-dependent, e.g., social way, in far eastern cultures (Markus and Kitayama, 1991; Han and Northoff, 2008). In contrast, the self is constructed in a more independent, e.g., isolated way in western culture. Most interestingly, such difference between inter- and in-dependent self is accompanied by neuronal differences (Han and Northoff, 2008; Han et al., 2013). Hence, the self in different cultures is neither purely internal nor exclusively external but is constituted by different degrees or balances of internal-external relation.



Temporo-Spatial Dynamic I—World-Brain Relation and Free Energy

One may now raise the question of why and how the coupling of world and brain, the world-brain relation, can give rise to mental features. This question focuses especially on the subjective experience and its phenomenal features like qualia, intentionality, transparency, unity, et cetera (for details Northoff, 2014a,b), that characterize all mental features like consciousness, self, and affect. In order for the world-brain relation and its free energy to yield mental features, both must share something that first and foremost makes possible the transformation of the former into the latter. This is the search for what we recently described as “common currency” (Northoff, 2019).

A “common currency” allows for exchange and mutual adaptation. Consider for instance the US dollar that provides the “common currency” between the different currencies in the global economy. By referring their own currency to the US-dollar, different countries can exchange and trade goods. Goods can thus be transformed from one country to another country. We now assume that such “common currency” is also central in transforming the neuro-ecological activity of world-brain relation, e.g., free energy, into mental features like consciousness, self, and affect (for details, see Northoff, 2019).

What is the “common currency” of world-brain relation and its characterization by free energy on the one hand mental features on the other? To address this question, we first have to briefly address the notion of time and space and, secondly, how they characterize both world-brain relation and free energy. Note that the conceptions of time and space are here not understood in the way we perceive or cognize time and space in terms of discrete points in time and space (see for instance, Buzsáki and Llinás, 2017; Drayton and Furman, 2018). Instead, we rather refer to time and space in a dynamic sense as in dynamical system theories where time and space are rather described in terms of attractors and trajectories (Cocchi et al., 2017) this amount to what we refer to as “temporo-spatial dynamic” (see also Northoff and Huang, 2017; Northoff, 2019).

Let us be more concrete. The brain constructs such dynamics in terms of different frequencies with oscillations and fluctuations (Buiszaki, 2006) that show a specific temporal structure with long range temporal correlations (LRTC) and scale-free activity (Linkenkaer-Hansen et al., 2001; He et al., 2010). As they connect different points in time by operating across different temporal scales, LRTC can be conceived as an example of temporal relation. Specifically, LRTCs and scale-free activity reflect the relationship between different frequencies and thus model different points in time relative to each other (see Northoff, 2019 as well as Northoff and Huang, 2017 for more details on the brain’s temporo-spatial dynamic).

Importantly, the brain’s construction is closely aligned to the way how it couples and relates to its respective environmental context, that is, in terms of free energy. This is reflected in the fact that the assumption of space and time takes also center stage in formulations in the free energy principle. That follows because the variational free energy is defined in terms of a generative model (see above) and the generative model includes information about the relation of world and brain, e.g., their degree of stochastic matching or convergence (Friston et al., 2006). This leads to the notion of deep temporal models that possess a necessary temporal thickness or depth (Seth and Friston, 2016). Together, albeit only hinted upon, both free energy and brain can be characterized by an elaborate temporo-spatial dynamic.



Temporo-Spatial Dynamics II “Missing Ingredient” and “Common Currency” of Neuronal and Mental Features

Mental features can also be characterized by time and space, that is, what phenomenological accounts describe as “spatiotemporality.” Consciousness, for instance, can be characterized by a “stream” and the inclusion of presentation, prospection, and retrospection (James, 1890a,b; Husserl, 1921) this has been subsumed under the umbrella of “inner time consciousness” (Husserl, 1921; Fuchs, 2013; Northoff, 2014a,b). The same holds analogously for space (Ferri et al., 2015); for that reason, philosophers characterize consciousness by “spatiotemporality” (James, 1890a,b; Husserl, 1921; Zahavi, 2005; Fuchs, 2013).

Recent modeling further supports such view by showing that the “spatiotemporality” of mental features can be understood in dynamical terms, that is by temporo-spatial dynamics in terms of virtual trajectories in what has been described as “phenomenal space” (Prentner, 2019). Such dynamic temporo-spatial view of mental features like consciousness and self (for the latter, see Wolff et al., 2019) thus replaces the non-temporal view of mental features in traditional philosophy and the more recent static temporal approach to mental features in terms of perception and cognition.

We are now ready to address the quest for the “common currency.” Albeit tentatively and laid out in more detail elsewhere (Northoff, 2014a,b, 2018; Northoff and Huang, 2017; Northoff, 2019), we assume that temporo-spatial dynamical features provide the link between neuro-ecological and mental levels—the former’s temporo-spatial dynamic is thus supposed to be manifest in the latter’s “spatiotemporality.” We, therefore, suppose that temporo-spatial dynamic may be a good candidate to provide the “missing ingredient” (Lamme, 2018) and “common currency” (Northoff, 2019) of world-brain relation, free energy, and mental features (see Figure 3C).

How can we lend more concrete empirical support to the assumption of temporo-spatial dynamics providing the “common currency” of neuronal and mental features? This has recently been put into more specific terms when, for instance, assuming that the scale-free activity of the brain’s spontaneous activity transforms into more or less analogous scale-freeness with the integration of different time scales on the psychological level of consciousness, e.g., its arousal or level/state (Tagliazucchi et al., 2013, 2016; Northoff, 2017; Cavanna et al., 2018). Analogously, recent studies demonstrated that the self is also mediated by temporo-spatial features of the spontaneous activity like scale-free activity, autocorrelation window and cross-frequency coupling which may be in analogous way manifest on the psychological level (Huang et al., 2016; Wolff et al., 2019). The different affects as described by Panksepp (1998a,b) and Solms (2017, 2018, 2019) may then also be described by different forms of spatial and temporal coordinates in their subjective experience.

Yet another instance where temporo-spatial features transform from the neuronal to the mental level are psychiatric disorders like autism (Damiani et al., 2019) and bipolar disorder (Martino et al., 2016, 2018) where recently “Spatiotemporal Psychopathology” (Northoff, 2016a,b,c,d, 2017, 2018; Fingelkurts and Fingelkurts, 2019) has been proposed. This is supported by data on consciousness, self, and bipolar disorder (for details, see Northoff, 2019).

For instance, the above mentioned inner and outer time speed changes in the consciousness of depressed and manic patients are related to corresponding time speed changes in the neuronal activity in those networks mediating inner and outer time experience/perception (Northoff, 2018). Together, these examples support the view that temporo-spatial dynamics provides the “common currency” of neuronal and mental features in both healthy and pathological states.



Temporo-Spatial Dynamics III—Post-Copernican Approach to Mental Features

Why do we require a novel methodological strategy for postulating temporo-spatial dynamics as “common currency” of neuronal and mental features? I assume that this is only possible by presupposing a post-Copernican approach with a vantage point from beyond brain. Let me sketch that briefly.

The concept of “common currency” provides the necessary (rather than contingent) connection of neuronal and mental features that so far remained elusive to us. We simply do not know how neuronal and mental features are intrinsically linked to each other—we miss something, the “missing ingredient” (Lamme, 2018). I suggest in this article that the lack of insight into the necessary connection and thus the “missing ingredient” is due, at least in part, to our pre-Copernican methodological strategy.

Specifically, our currently pre-Copernican ego-centric vantage point from within brain (or within body, information, or cognition; see above) prevents us from taking into view that what happens beyond the brain in world (and body) and how that shapes the brain’s neuronal activity in such that it is intrinsically and thus necessarily connected to mental features. We consequently assume mental features to be special as related to specific neuronal mechanisms (like the NCC) as distinguished from those underlying others, e.g., non-mental features. This renders impossible to take into view the necessary connection of neuronal and mental features. Moreover, that puts mental features in a dichotomous relation to the world and its non-mental features.

That changes once one shifts the pre-Copernican vantage point from within brain to a post-Copernican vantage point from beyond brain. The vantage point from beyond brain allows taking into view that what happens beyond the boundaries of the brain in the world, e.g., world-brain relation as featured by free energy, and how that, e.g., its temporo-spatial dynamics, shapes and yields mental features with their own spatiotemporality. Being a viable candidate to provide the “common currency,” temporo-spatial dynamics establishes intrinsic and thus necessary connection of neuronal and mental features.

Most importantly, mental features are then no longer conceived as special (when compared to non-mental features) but rather non-special. Moreover, being temporo-spatial, mental features no longer stand in dichotomous relationship to the world but in a “temporo-spatial continuum” this specifies and explicates what, in more general terms, has been described as “embeddedness/enactivism” or “deep continuity of mind and life” (Thompson, 2007; Clark, 2013). Most important, such view of mental features resembles very much our current post-Copernican views of both earth and human species including their continuous relationship to universe and evolution that were established by Copernicus and Darwin.




CONCLUSION

I here propose a novel methodological strategy on how to approach brain and mental features. Relying on Copernicus and Darwin, I advocate changing our currently rather pre-Copernican vantage from within brain to a post-Copernican vantage point from beyond brain. This allows us taking into view that what happens beyond the boundaries of our brain, e.g., in world and body as described in the concept of world-brain relation, and how that shapes the brain in such way that it can yield mental features. Relying on Friston, I characterize such world-brain relation in a biological way by the free-energy principle. That renders the brain as intrinsically neuro-ecological rather than merely neuronal.

Such post-Copernican vantage point from beyond brain allows us taking into view that both free energy of world-brain relation and the brain itself are characterized by temporo-spatial dynamics. Based on empirical evidence, such temporo-spatial dynamic is also manifest in mental features, e.g., their spatiotemporality. I therefore conclude that a post-Copernican approach to the brain, e.g., a vantage point from beyond brain, allows us taking into view temporo-spatial dynamics as a viable candidate of the so far elusive “missing ingredient” and “common currency” of neuronal (or better neuro-ecological) and mental features (Northoff, 2019).

I conclude that neuroscience may benefit from a shift in its vantage point from within brain to beyond brain in its methodological approach to mental features. That amounts to nothing less than a Copernican turn or revolution in neuroscience akin to the ones in both astronomy and biology. Like in the latter disciplines, such methodological shift can, as I propose, provide a novel framework for neuroscience that will turn its search for the neural basis of mental features into a true and major success story at the beginning of the 21st century.
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Major adverse events, like an earthquake, trigger different kinds of emotional dysfunctions or psychiatric disorders in the exposed subjects. Recent literature has also shown that exposure to natural disasters can increase threat detection. In particular, we previously found a selective enhancement in the ability to read emotional facial expressions in L’Aquila earthquake witnesses, suggesting hypervigilance to stimuli signaling a threat. In light of previous neuroimaging data showing that trauma exposure is related to derangement of resting-state brain activity, in the present study we investigated the neurofunctional changes related to the recognition of emotional faces in L’Aquila earthquake witnesses. Specifically, we tested the relationships between accuracy in recognizing facial expressions and activity of the visual network (VN) and of the default-mode network (DMN). Resting-state functional connectivity (FC) with the main hub of the VN (primary, ventral, right-dorsal, and left-dorsal visual cortices) and DMN (posterior cingulate/precuneus, medial prefrontal, and right and left inferior parietal cortices) was investigated through a seed-based functional magnetic resonance imaging (fMRI) analysis in both earthquake-exposed subjects and non-exposed persons who did not live in an earthquake-affected area. The results showed that, in earthquake-exposed subjects, there is a significant reduction in the correlation between accuracy in recognizing facial expressions and the FC of the dorsal seed of the VN with the right inferior occipito-temporal cortex and the left lateral temporal cortex, and of two parietal seeds of DMN, i.e., lower parietal and medial prefrontal cortex, with the precuneus bilaterally. These findings suggest that a functional modification of brain systems involved in detecting and interpreting emotional faces may represent the neurophysiological basis of the specific “emotional expertise” observed in the earthquake witnesses.
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INTRODUCTION

After a natural disaster, like an earthquake, people usually experience different kinds of emotional dysfunctions or disorders. Among post-earthquake psychiatric complications, the most frequently reported include post-traumatic stress disorder (PTSD), depression, anxiety, obsessive-compulsive disorders, and social phobia (Farooqui et al., 2017; Dube et al., 2018; Geng et al., 2018; Rafiey et al., 2019). The risk of sleep disorders and of prolonged grief symptoms also seems to be increased in earthquake-exposed subjects (Tang et al., 2018; Eisma et al., 2019). On the other hand, experiencing a natural disaster may trigger post-traumatic growth, which refers to positive personality changes following threatening life events and a higher level of functioning (Calhoun and Tedeschi, 2006). Therefore, the spectrum of trauma-related changes may encompass a wide range of manifestations, with subjects who have a poor coping ability being more likely to develop psychiatric disorders and subjects with greater adaptability being able to obtain advantages from adverse events. While the former experience a decreased quality of life after a natural disaster and often need specific psychological or pharmacological support, the latter may thrive (O’Leary and Ickovics, 1995). Independent of developing a clear psychopathological condition, such as PTSD, convergent evidence suggests that trauma exposure increases threat detection (Hayes et al., 2012; Zhang et al., 2014; Bell et al., 2017; Pistoia et al., 2018). In a relevant study on earthquake-exposed persons, Bell et al. (2017) demonstrated that both individuals who develop PTSD and individuals without PTSD are significantly more accurate than non-exposed controls in recognizing emotional facial expressions. The authors interpreted their results in terms of increased sensitivity to threat due to the prolonged exposure to aftershocks in the earthquake-exposed groups.

In this context, we recently reported on a specific emotional expertise developed by earthquake-exposed subjects without PTSD (Pistoia et al., 2018). In detail, we compared two groups of students, one with a permanent residence in the earthquake epicenter of L’Aquila (central Italy) on April 6, 2009, and one not living in an earthquake-affected area. Participants took part in two behavioral experiments aimed at evaluating their ability to recognize facial expressions and to evaluate emotionally evocative scenes. The results demonstrated that students living in the earthquake-affected areas were significantly more accurate than controls in recognizing facial expressions, whereas the two groups did not differ in the evaluation of emotionally evocative scenes. This enhanced recognition ability was not selective for specific emotions, at variance to what has previously been found in neurological patients (Mather and Carstensen, 2005; Pistoia et al., 2010). However, both positive (happiness, surprise) and negative (disgust, fear, anger, sadness) emotions were involved. These results were interpreted in terms of hypervigilance in respect of threats in earthquake witnesses, since trauma exposure, especially in an environment of ongoing threat, requires individuals to maintain their safety by systematically paying attention to potential signs of approaching threat, such as emotional facial expressions (Bell et al., 2017). This interpretation is even more convincing if we consider that the earthquake-exposed students living in L’Aquila experienced a long-lasting exposure to earthquakes with massive psychological distress, as the main event in 2009 was followed by hundreds of thousands of aftershocks in the months afterward and by additional earthquakes in 2016 and 2017.

Recently, Kleshchova et al. (2019) tested the hypothesis that since chronic hypervigilance is a persistent rather than a reactive state, brain correlates can be directly observable under resting-state conditions without the need for exposure to affectively charged stimuli. Results actually showed that, compared to no-trauma controls, trauma-exposed women showed greater connectivity between the amygdala and the cingulate cortex not only during affective processing but also at rest. Long et al. (2014) also demonstrated that testing functional brain changes using resting-state functional magnetic resonance imaging (rs-fMRI) is a useful approach in classifying people who have survived an earthquake who develop psychological responses to trauma exposure. Furthermore, although earthquake witnesses, especially those without PTSD, may not have structural brain changes shortly after the trauma, functional brain changes have been demonstrated as occurring in as little as 1 month after an earthquake (Lui et al., 2009). Against this background, in the present study, we used rs-fMRI to investigate the neurofunctional basis of enhanced recognition of facial expressions in earthquake witnesses.

Data from different neurofunctional approaches demonstrate that the processing of facial expressions crucially involves central nodes of the visual network (VN), like the inferior occipito-temporal cortex, the fusiform and the lingual gyrus, and the lateral temporal cortex (Haxby et al., 2000; Gorno-Tempini et al., 2001; Ganel et al., 2005; Said et al., 2011). Several studies also support the role of the default-mode network (DMN) in interpreting emotional faces, with structures including the medial prefrontal and parietal cortices (Phillips et al., 1998; Harmer et al., 2001; Mattavelli et al., 2011, 2016); the DMN is especially relevant in conditions where explicit expression processing is required (Mattavelli et al., 2016; Zhao et al., 2017). Importantly, the involvement of the VN and the DMN has been demonstrated in trauma-exposed persons during processing of arousing stimuli (Fani et al., 2012; Todd et al., 2015).

By capitalizing on the above evidence, here we used a subsample of Pistoia et al.’s (2018) group of L’Aquila earthquake witnesses to test resting-state functional connectivity (FC) within the major hubs of the VN and the DMN and, crucially, to test FC as it relates to behavioral performance in facial expression recognition task (Pistoia et al., 2018). We hypothesized that enhanced recognition of facial expressions in earthquake-exposed persons could imply an altered pattern of FC between the seeds of the VN and DMN and brain regions related to detection and interpretation of emotional facial expressions, such as the inferior occipito-temporal cortex, the lateral temporal cortex, and the medial parietal cortex.



MATERIALS AND METHODS


Participants

The original sample of the main neuropsychological study by Pistoia et al. (2018) included 107 students, 48 belonging to the experimental earthquake-exposed group with a permanent residence in L’Aquila at the time of the 2009 earthquake (20 males and 28 females, mean age = 22.6, SD = 2.3 years) and 59 belonging to the control group not living in an earthquake-affected area (30 males and 29 females, mean age = 23.1, SD = 1.6 years). The original inclusion criteria were: (i) no history of previous or coexistent neurological or psychiatric diseases including PTSD, as revealed by a psychiatric examination; (ii) no assumption of drugs or substances acting on the central nervous system; and (iii) signed informed consent to participate in the study.

Here, a subsample was selected from both the earthquake-exposed and the non-exposed group to perform the rs-fMRI study. MRI assessment was restricted to a subsample of subjects because neuroimaging assessment requires a longer time to organize and complete, and not all the subjects originally included were available at the time of the neurofunctional assessment. Following selection, 41 (38%) subjects were included, 18 students belonging to the earthquake-exposed group (8 males and 10 females, mean age = 24.5, SD = 1.8 years) and 23 students belonging to the non-exposed control group (14 males and 9 females, mean age = 23.7, SD = 2.0 years); non-parametric between-group comparisons showed that the two groups did not differ with respect to both sex and age (both p > 0.05).

The research protocol was approved by the Internal Review Board of the University of L’Aquila (January 2017). The study was conducted in accordance with the ethical standards of the Helsinki Declaration and signed informed consent was obtained from all the participants.



Methods


Self-Report Measures

All participants were assessed by means of a series of formalized self-report measures. The Beck Depression Inventory (BDI; Beck, 1967) is one of the most widely used self-report measures for the assessment of depression severity. The score can range from 0 to 63, with higher scores indicating an increasing level of depressive symptoms. The score is usually taken as a dependent variable. The State–Trait Anxiety Inventory (STAI; Spielberger et al., 1983; Pedrabissi and Santiniello, 1989) is a commonly used measure of trait and state anxiety: here, only the 20 items for the assessment of trait anxiety were used. The score can range from 20 to 60; a high score reflects a high level of anxiety. This score was used as a dependent variable. The Insomnia Severity Index (ISI; Bastien et al., 2001; Castronovo et al., 2016) is a self-report questionnaire evaluating different dimensions of insomnia (sleep onset, sleep maintenance and early morning awakening problems, sleep dissatisfaction, interference with daytime functioning, noticeability of sleep problems by others, and distress caused by the sleep difficulties). The score ranges from 0 to 28, with higher scores indicating higher severity of insomnia symptoms; the score was taken into consideration as a dependent variable. The Tolerance of Uncertainty Scale Short Form (IUS-12; Freeston et al., 1994) measures responses to uncertainty, ambiguous situations, and the future. It provides a measure of both prospective anxiety and inhibitory anxiety, as well as a total measure of uncertainty (by summing the scores to all the 12 items). We considered the total score as a dependent variable. The Uncertainty Response Scale (URS; Greco and Roger, 2001) is a scale for the evaluation of styles of coping with uncertainty and can provide a measure of three subscales (emotional uncertainty, desire for control, and cognitive uncertainty). We considered the three subscale scores and the total score as dependent variables. The Anxiety Sensitivity Index 3 (ASI-3; Taylor et al., 2007; Petrocchi et al., 2015) measures vulnerability to anxiety. Higher scores reflect higher levels of anxiety. We considered the physical concerns, social concerns, and cognitive concerns subscales as well as the total score (sum of all the three subscales) as dependent variables. Finally, the Eysenck Personality Questionnaire-Revised Short Form (EPQ-RS; Eysenck et al., 1985; Picconi et al., 2018) was used to assess the personality characteristics of participants. In particular, here we used the scores for neuroticism, extraversion/introversion, and psychoticism scales as dependent variables.



Recognition of Facial Expressions Task

In Pistoia et al.’s (2018) study, participants also took part in behavioral experiments aimed at evaluating their ability to recognize facial expressions (using the Ekman and Friesen Pictures of Facial Affect) and to evaluate emotionally evocative scenes (using the International Affective Picture System). In the present study, we specifically focused on the participants’ accuracy in recognizing emotional facial expression, that is the ability to correctly identify actors from the Ekman and Friesen (1976) set of Pictures of Facial Affect (Ekman, 1993) displaying the six basic emotions: happiness, sadness, anger, fear, disgust, and surprise [see Pistoia et al. (2018) for a detailed description of the experimental procedure].




rs-fMRI


Data Acquisition

Magnetic resonance imaging studies were carried out at three Tesla (Discovery MR, General Electric Medical Systems, Erlangen, Germany), using a 32-channel head coil.

Structural T1w volumes were acquired using a three-dimensional magnetization-prepared fast spoiled gradient echo sequence (144 sagittal partitions; TR 6.6 ms; TE 2.3 ms; TI 1100 ms; flip angle 7°; voxel size 1 × 1 × 1 mm3).

Resting-state functional magnetic resonance imaging data were acquired using an EPI sequence (50 contiguous axial slices, TR = 3000 ms, TE = 33 ms, FOV = 240 mm, 64 × 64 matrix, slice thickness 3.6 mm, 120 time-points).

In addition, turbo-spin-echo FLAIR axial images were acquired (144 sagittal partitions; TR 8000 ms; TE 119 ms; TI 2032 ms; flip angle 90°; voxel size 1 × 1 × 1 mm3) to help rule out the presence of chronic cerebrovascular disease or other CNS pathologies.

During the MRI study, the subjects were lying in a supine position with the head lightly fixed by straps and foam pads to minimize head movement. They were asked to relax with their eyes closed but not to fall asleep during the examination.



Data Processing

Magnetic resonance imaging data were pre-processed and analyzed using a toolbox for FC data analysis (CONN – FC toolbox v18b, Gabrieli Lab., McGovern Institute for Brain Research, Massachusetts Institute of Technology1; Whitfield-Gabrieli and Nieto-Castanon, 2012) running in Matlab (MathWorks Inc.). CONN is a toolbox for fMRI analysis based on libraries from the Statistical Parametric Mapping package (SPM12, the Wellcome Department of Neurology, London, United Kingdom). Brain tissue probability maps were used to derive the white matter and Cerebro Spinal Fluid (CSF) mean signal time-courses for fMRI pre-processing (see the section “Data Processing”) and to restrict the definition of seeds to each subject’s GM voxels. To this end, for each subject, GM, WM, and CSF probability maps, normalized to the Montreal Neurological Institute (MNI) space, were obtained using the unified segmentation (Ashburner and Friston, 2005), implemented in SPM12. For all the segmentation preprocessing steps, the default SPM12 parameters were used. rs-fMRI pre-processing steps included the following: exclusion of the first five time-points to avoid the effects of the possible instability of the initial MRI signal; correction for differences in acquisition time across slices; motion correction by rigid-body co-registration of all the time-points to the first EPI volume (Friston et al., 1996); and band-pass filtering (0.008–0.09 Hz, to remove low-frequency signal drifts related to scanner instability and high frequency noise). rs-fMRI data were then normalized to the standard MNI space by first coregistering to the corresponding T1-weighted volumes (to avoid misregistration related to inter-sequence movements) and then applying the normalization parameters calculated for the T1 volumes in the segmentation step to the co-registered EPI volumes.

Normalized EPI volumes were then resampled to a voxel size of 3 × 3 × 3 mm3. A rigorous removal of signal contributions from head movements and from physiological variations unrelated to neuronal activity was implemented by regressing out the mean white matter and cerebro-spinal fluid signals (Whitfield-Gabrieli and Nieto-Castanon, 2012), along with six framewise motion parameters derived from the motion correction routine (i.e., rotations and shifts along the three orthogonal main axes).

In addition, a “scrubbing” procedure (Power et al., 2012) was applied, consisting of the introduction of dummy regressors to censor the effect of frames with excessive movements and/or signal changes. Accordingly, for each EPI sequence, volumes were identified that had, compared to the previous one, a mean signal difference exceeding three Z-values, and/or a mean framewise displacement exceeding 0.5 mm.

On average, 10.1 ± 9.7 (mean ± SD) time-points were removed due to the scrubbing procedure (10.3 ± 10.2 in the controls, 9.7 ± 9.2 in the exposed; p = not significant). Analogously, neither mean framewise displacement (0.15 ± 0.11 mm vs. 14 ± 0.07 mm) nor mean global signal change Z-values (1.1 ± 0.5 vs. 9 ± 0.2) were significantly different between the two groups.

Functional magnetic resonance imaging volumes were finally smoothed with an isotropic Gaussian filter of 8 mm (FWHM). Voxel-wise maps of FC were then generated by calculating the Fisher-transformed Pearson correlation coefficients between the time course of each voxel and the time course averaged over each of eight seeds, sampling the major hubs of the VN (primary, ventral, right-dorsal, and left-dorsal visual cortices) and of the DMN (posterior cingulate/precuneus, medial prefrontal, right and left inferior parietal cortices). To this end, the seeds provided in CONN were used, which were obtained by independent component analysis of 497 normal subjects from the human connectome project dataset2, after masking by the GM map of each patient. The size and the MNI coordinates of the centers of mass of these eight seeds are reported in Table 1.

TABLE 1. XYZ coordinates in the MNI space of the center of mass and size of the eight seeds used for the analysis.

[image: image]

For all the pre-processing steps, an experienced operator, blind to participants’ clinical conditions, visually assessed accuracy of the segmentation and spatial normalization.



Statistical Analysis

For each seed, FC maps were then entered in a second-level analysis. To identify differences between the two groups in the strength of the correlation with the VN, or significant interactions between the group and the correlations of the FC of the seeds of both the VN and the DMN with the selected behavioral scores, FC maps were statistically analyzed using a multiple regression analysis within the general linear model framework. Both contrasts (exposed > non-exposed; non-exposed > exposed) were probed when comparing the two subject groups for both the between-group differences and the interaction analyses. Seed-based fMRI analysis was restricted to voxels falling in a GM mask, obtained thresholding at 0.2 the mean of the GM maps obtained in the segmentation step. For all the analyses, age and sex were included as nuisance covariates in the model, along with the mean framewise displacement derived from the motion correction procedure. Results, corrected for family-wise error (FWE) at cluster level, following a cluster-defining threshold of 0.001, were considered significant when surviving an alpha level of 0.05, corrected according to Bonferroni for the number of tests performed (p = 0.01 for the comparison between the two groups and 0.006 for the imaging/clinical correlations).





RESULTS

Behavioral and rs-fMRI raw data are available upon request to the corresponding author.


Self-Report Measures and Facial Expression Recognition Task

Participants’ scores on the self-report measures strongly overlapped with Pistoia et al.’s (2018) data (Table 2) in revealing higher scores in earthquake witnesses than in controls on several of the selected measures, although the multivariate results did not show significant effects for group [Pillai’s Trace = 0.363; Wilks’ Lambda = 0.637; F(14,24) = 0.978; p = 0.501, [image: image] = 0.363] and for sex [Pillai’s Trace = 0.353; Wilks’ Lambda = 0.647; F(14,24) = 0.935; p = 0.539, [image: image] = 0.353]. The group by sex interaction was also not significant (p > 0.05).

TABLE 2. Scores (mean and SD) of the two groups on the self-reported measures and on the facial expression recognition task.
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The performance on the facial expression recognition task largely confirmed our previous data for the whole sample, demonstrating a higher accuracy by earthquake witnesses than non-exposed persons in recognizing all the six emotional categories (happiness, sadness, anger, fear, disgust, and surprise; percentages of correct responses are shown in Table 2). Indeed, the three-way mixed ANOVA on recognition accuracy, with emotion (disgust, happiness, fear, anger, surprise, and sadness) as a within-subject factor, and with group and sex as between-subject factors, showed a significant main effect of emotion [F(5,185) = 11.547, p = 0.0001, [image: image] = 0.238], with recognition of fear (0.70) being less accurate than all other emotions (disgust = 0.83; happiness = 0.99; anger = 0.87; surprise = 0.95; and sadness = 0.74). Importantly, results also showed significant main effects of group [F(1,37) = 8.844, p = 0.005, [image: image] = 0.193], with overall accuracy being higher in earthquake witnesses (mean = 0.90, SD = 0.26) than in controls (mean = 0.79, SD = 0.24), and of sex [F(1,37) = 4.369, p = 0.044, [image: image] = 0.106], with females (mean = 0.88, SD = 0.26) being more accurate than males (mean = 0.81, SD = 0.25). No interaction was significant (all p > 0.05).



rs-fMRI Data

All participants were included in the analysis; when asked if they had fallen asleep even briefly, they all confirmed that they had remained awake the whole time.

No significant clusters of different FC with any of the tested seeds emerged when comparing the two groups independently of behavioral performance. Differences were found in the between-group correlation of the score for the facial expression recognition task and the FC with the VN and DMN seeds (interaction analysis) (Table 3). For the left dorsal visual seed of the VN, differences emerged in the peripheral ventral occipital cortex on the right (Figure 1A, left) and in the middle temporal gyrus on the left (Figure 1A, right). For seeds of the DMN, differences were found in the precuneus for the medial prefrontal cortex (Figure 2A) and the left lower parietal (Figure 2B). These differences were due to a presence of an inverse correlation between FC and score in these regions in the exposed subjects, as opposed to the direct correlation detectable in the same regions in the non-exposed subjects (Figure 1B and right column of Figure 2).

TABLE 3. Clusters of altered correlation of the connectivity with the scores for the facial expression recognition task (Interaction). For each cluster, corresponding p-values (corrected at cluster level for family-wise error) and size (in cubic centimeters of gray matter) are reported, along with the local maxima T-values and coordinates.
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FIGURE 1. (A) Regions showing a significant interaction between the groups (non-exposed > exposed) and correlation of the functional connectivity to the dorsal visual seed of the VN with the behavioral scores for the facial expression recognition task. The two clusters are superimposed to the T1-weighted volume from one of the participants to the study normalized to the MNI space. Color-scale maximum is set to a T-value of 6. The three orthogonal planes are centered on the peak values of the two clusters [MNI coordinates, respectively, (57, –33, 3) and (36, –66, –12)]. No significant cluster emerged when probing the inverse (exposed > non-exposed) contrast. (B) Corresponding mean FC values are plotted against the scores obtained for the facial expression recognition task for exposed (red, filled marks) and non-exposed (blue, empty marks) subjects. The 95% confidence intervals of the fit are also shown in the corresponding colors. In these regions, the exposed subjects display a significantly inverse correlation between the FC with the left dorsal visual seed and the score, whereas a direct correlation is present in the same regions in non-exposed subjects.




[image: image]

FIGURE 2. Regions showing a significant interaction between the group and the correlation of the functional connectivity to the medial prefrontal cortex (A) and the left lower parietal (B) seeds of the DMN with the scores for the facial expression recognition task. For both seeds, the FC with the precuneus (part of the DMN) showed an altered correlation with the scores in the exposed subjects. The clusters are superimposed to the T1-weighted volume from one of the participants to the study normalized to the MNI space. The color-scale maximum is set to a T-value of 6. For each cluster, the three orthogonal planes are centered on the peak value MNI coordinates. No significant cluster emerged when probing the inverse (exposed > non-exposed) contrast. On the right, the mean FC values of each cluster are plotted against the scores obtained for the facial expressions recognition task for exposed (red, filled marks) and non-exposed (blue, empty marks) subjects. The 95% confidence intervals of the fit are also shown in the corresponding colors. In the precuneus, the exposed subjects display a significantly inverse correlation between the FC with both these DMN seeds and the score, whereas non-exposed subjects show a direct correlation.






DISCUSSION

The results of the study show significant between-group differences in the correlation of the score for the facial expression recognition task and the FC of the dorsal seed of the VN with the right occipito-temporal cortex and the left middle temporal cortex, and of the two parietal seeds of DMN, i.e., lower parietal and medial prefrontal cortex, with the precuneus bilaterally. These significant between-group differences are consistent with growing data demonstrating chronic and stable changes in functional brain connectivity at rest in persons exposed to trauma (Lui et al., 2009; Long et al., 2014; Chen et al., 2015; Kleshchova et al., 2019). In particular, Kleshchova et al. (2019) suggested that resting neurofunctional changes in trauma-exposed persons are part of an exaggerated neural alerting response to threat that can be observed even in the absence of physical threat, likely due to a chronic trauma-related condition of hypervigilance. It is worth remembering here that our sample of persons exposed to earthquake was actually in a chronic condition since, as noted above, the main L’Aquila earthquake in 2009 was followed by continuous aftershocks in the later months and by additional earthquakes in 2016 and 2017.

The difference we found between exposed and non-exposed participants in the relationship between facial expression recognition and the correlations of FC values in VN and DMN with occipito-temporal, lateral temporal, and medial parietal regions support the idea that the emotional expertise in earthquake witnesses involves neurofunctional changes in networks devoted to the processing of specific signals of potential threats, such as emotional faces. Indeed, although the occipito-temporal cortex represents a central node in the face identity recognition network (Haxby et al., 2000), a recent meta-analysis showed its involvement in the affective representation of a face (Ganel et al., 2005; Said et al., 2011) when both implicit and explicit emotional processing are required (Gorno-Tempini et al., 2001; LeDoux, 2003; Litt et al., 2011; Brooks et al., 2012). Similarly, Mazza et al. (2012) investigated neural response to facial expressions implicitly presented during fMRI in a sample of L’Aquila earthquake witnesses affected by PTSD. Results showed that subliminal presentation of emotional faces (happy and sad) was related to activation of the occipito-temporal cortex, amygdala, and insula. Interestingly, the neurofunctional model of facial processing developed by Haxby et al. (2000) postulates that the core processing system not only involves the ventral occipito-temporal cortex but also the lateral (superior and middle) temporal cortex. Here, we actually found that the behavioral performance of earthquake witnesses was related to altered FC in the VN with the left middle temporal gyrus, consistent with Haxby et al.’s (2000) model, according to which this cortical region would be particularly involved in detecting the changeable aspects of faces, such as emotional expressions.

Facial expressions are actually among the most relevant signals conveying information on what is going on in other persons’ minds (Adolphs, 1999, 2003; LeDoux, 2003; Kanwisher and Yovel, 2006). Many imaging studies have examined the neural basis of understanding others’ minds by different experimental tasks, such as judgments on facial expressions, stories, or moving shapes (Frith and Frith, 2006, 2007). Results always show the activation of a set of regions including medial prefrontal and parietal cortex, and posterior temporo-parietal areas around the temporo-parietal junction (Frith and Frith, 2006, 2007), a network of areas largely overlapping with the DMN (e.g., Mars et al., 2012). In particular, the left parietal and posterior midline nodes of the DMN are involved in processing emotional facial expressions, both in healthy individuals (Sreenivas et al., 2012) and in patients with different psychopathological conditions including social phobia (Gentili et al., 2009) and schizophrenia (Salgado-Pineda et al., 2011). Schilbach et al. (2008) explored the relationship between the neural basis for social cognition and the DMN, and found that the core nodes of the DMN overlap with those involved in social cognition (Vogeley and Fink, 2003; Schilbach et al., 2006). The authors suggested that the resting default state of the human brain is related to the predisposition of humans for social cognition as a default mental state. Consistently, here we demonstrated the involvement of key nodes of the DMN as the lateral parietal cortex, and the medial prefrontal and the parietal cortex. Therefore, we suggest that this default tendency to focus on the other person’s mental state could be enhanced in persons exposed to traumatic experiences, as in the case of earthquake witnesses, in order to search relevant social signals, allowing rapid identification of possible threats in the environment (Zhang et al., 2014; Bell et al., 2017; Pistoia et al., 2018). This result fits with findings from a seminal rs-fMRI study on witnesses of the Wenchun earthquake in China by Lui et al. (2009), who found a reduced temporal synchronization within the DMN in trauma victims, even immediately after trauma exposure. Moreover, a recent study investigating the correspondence between spontaneous neural activity in the DMN and the severity of PTSD symptoms showed that the at-rest activity of the left inferior parietal lobule was positively correlated with symptom severity, thus suggesting that its activity is involved in the cognitive biases observed in persons with PTSD (Disner et al., 2018).

Future studies on earthquake witnesses are warranted to replicate the present results on a large sample; the size of the present group was small, although it was in line with the size of samples recruited in similar studies (e.g., Long et al., 2014; Kleshchova et al., 2019). Further, sensitivity of the study may have been limited by the relatively short scan duration which, however, was within the timeframe that has been shown to be required to stabilize the correlation strengths within and between the major networks (Van Dijk et al., 2010). While we preferred to keep acquisition short to reduce the risk of the subject falling asleep and/or moving, the increased S/N ratio achievable with longer acquisitions may be considered in future studies, to increase sensitivity.

Also, shorter TRs allowed by multiband acquisition (Feinberg and Setsompop, 2013), which was not available on our scanner, may in the future allow further boosting of the S/N ratio, overcoming the limitations derived from the relatively long sampling interval (3 s), which was used here to allow complete brain coverage while keeping a reasonable in-plane resolution with the available hardware.

Notwithstanding these limitations, our findings suggest that emotional expertise in earthquake witnesses goes through a functional modification of brain systems devoted to detection, identification, and interpretation of emotional faces, including the occipito-temporal cortex and the medial parietal cortex. Since we observed a general increase in anxiety and anticipation of threats, as well as emotional uncertainty, such emotional expertise, although first developing as a response of adaptive value, ends up being a maladaptive change to trauma, likely related to anxiety responses (see also Pistoia et al., 2018). It is possible to suggest that this emotional response is even more likely in young persons, in whom traumatic experiences tend to have a great impact on psychological functioning (Wang et al., 2015; Hong and Efferth, 2016). The earthquake witnesses who participated in the present study were young teenagers in 2009. Thus, in future studies, it could be interesting to investigate “emotional expertise” after a natural disaster in persons who were exposed to the traumatic experience at a later stage of their life.
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Brain activity fluctuates continuously, even in the absence of changes in sensory input or motor output. These intrinsic activity fluctuations are correlated across brain regions and are spatially organized in macroscale networks. Variations in the strength, topography, and topology of correlated activity occur over time, and unfold upon a backbone of long-range anatomical connections. Subcortical neuromodulatory systems send widespread ascending projections to the cortex, and are thus ideally situated to shape the temporal and spatial structure of intrinsic correlations. These systems are also the targets of the pharmacological treatment of major neurological and psychiatric disorders, such as Parkinson’s disease, depression, and schizophrenia. Here, we review recent work that has investigated how neuromodulatory systems shape correlations of intrinsic fluctuations of large-scale cortical activity. We discuss studies in the human, monkey, and rodent brain, with a focus on non-invasive recordings of human brain activity. We provide a structured but selective overview of this work and distil a number of emerging principles. Future efforts to chart the effect of specific neuromodulators and, in particular, specific receptors, on intrinsic correlations may help identify shared or antagonistic principles between different neuromodulatory systems. Such principles can inform models of healthy brain function and may provide an important reference for understanding altered cortical dynamics that are evident in neurological and psychiatric disorders, potentially paving the way for mechanistically inspired biomarkers and individualized treatments of these disorders.
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INTRODUCTION

Neural population activity in the cerebral cortex fluctuates continuously, even in the absence of changes in sensory input or motor output. These so-called intrinsic cortical activity fluctuations show remarkable structure across time and space: activity fluctuations correlate across sets of distributed brain areas, on the basis of which macroscale functional networks can be delineated (Biswal et al., 1995; Fox and Raichle, 2007). Such intrinsic activity correlations are commonly studied in a setting that is often referred to as the “resting state”: the absence of motor output or structured sensory input (often with eyes-closed). However, intrinsic activity fluctuations that correlate across time and space also occur during active processing of sustained, unchanging, sensory input (Donner et al., 2013; Meindertsma et al., 2017; Pfeffer et al., 2018). We therefore use the term “intrinsic activity correlations,” as it is agnostic about the behavioral context.

We focus on intrinsic correlations between cortical population signals that pool the activity across thousands of individual neurons. Intrinsic activity fluctuations have also been investigated at the level of single-neuron spiking, in this context commonly referred to as “noise correlations” (Zohary et al., 1994; Cohen and Kohn, 2011; Nienborg et al., 2012; Kohn et al., 2016). Similar to the intrinsic correlations between cortical population signals reviewed below, noise correlations between single neurons are state-dependent (e.g., Harris and Thiele, 2011; Reimer et al., 2014; Joshi and Gold, 2019). An important open question, beyond the scope of this review, is whether or not the same mechanistic principles account for the impact of state variations on neural correlations at these different (microscopic vs. macroscopic) scales. In this article, we use the term “intrinsic (cortical activity) correlations” to exclusively refer to correlations between cortical population signals.

Although predominantly studied with functional magnetic resonance imaging (fMRI), intrinsic correlations have also been shown to occur using electro-/magnetoencephalography (E/MEG), electrocorticography, and other imaging modalities (Friston et al., 1993; Mao et al., 2001; Nir et al., 2008; de Pasquale et al., 2010; Hipp et al., 2012; Lewis et al., 2016; Siems et al., 2016; Stitt et al., 2018; Hollensteiner et al., 2019) and show spatiotemporal correspondence across modalities (Hipp and Siegel, 2015; Siems et al., 2016). The temporal structure of intrinsic activity varies across cortical areas, which may reflect inter-areal variation in computational properties such as intrinsic timescales (Murray et al., 2014) that depend on inter-areal projections (Chaudhuri et al., 2015) and, possibly, functional interactions (Baria et al., 2013). Moreover, intrinsic activity correlations are largely predictive of task-related activation patterns (Cole et al., 2016; Tavor et al., 2016), and provide useful diagnostic and prognostic markers of neurological and psychiatric disorders (Fox and Greicius, 2010; van den Brink et al., 2018b). Thus, intrinsic activity correlations are a ubiquitous phenomenon and their quantitative features (Box 1) are potentially revealing indicators of the functional architecture of the brain.


Box 1. Quantifying features of intrinsic activity correlations.

In this article, we discuss three characteristics of intrinsic activity correlations:

• The strength/magnitude of correlations in activity. Correlation strength can be used to examine the extent to which activity between any two brain regions is correlated (so-called seed-based correlation analysis), or to examine the overall “connectedness” of the brain by averaging the correlation coefficient across all brain region or deriving summary statistics such as “degree” (Rubinov and Sporns, 2010) or “functional connectivity density” (Tomasi and Volkow, 2010).

• Topography: A spatial representation of (some property of) a system. For example, the spatial distribution of a particular resting state network (RSN), defined as a set of brain regions or voxels that shows consistent spatio-temporal dynamics (usually above a particular threshold). The topography is often used to characterize the structure of individual RSNs, or experimental manipulation-related changes therein (Smith et al., 2009).

• Topology: The geometrical relationship between elements of a system. The human brain has been argued to approximate a small world topology, which forms a mixture of dense connections between neighboring brain regions and sparse long-range connections (Watts and Strogatz, 1998; Sporns and Zwi, 2004; Bassett and Bullmore, 2006; Bassett et al., 2006). Such a topology allows for both distributed and integrated processing, the balance between which relates to task-performance (Shine et al., 2016; Shine and Poldrack, 2018).



A number of observations indicate that the features of intrinsic activity correlations are shaped by the architecture of anatomical connections of the cerebral cortex. First, intrinsic correlations within the visual system reflect established principles of cortico-cortical projections, such as retinotopic organization (Heinzle et al., 2011; Donner et al., 2013; Gravel et al., 2014; Bock et al., 2015). Second, computational models that are equipped with realistic anatomical connectivity can predict the topological features and temporal dynamics of empirical intrinsic correlations reasonably well (Honey et al., 2007, 2009; Cabral et al., 2012). Third, causal manipulation of anatomical connections alters the strength of functional interactions (O’Reilly et al., 2013). This line of inquiry thus suggests that the full repertoire of functional interactions across the brain is shaped by the anatomical substrate upon which these interactions unfold (Deco et al., 2011).

However, other observations indicate that the anatomical connectome alone is not sufficient to account for the features of intrinsic activity correlations. The correspondence between the anatomical and functional connectome varies with attentional (Baria et al., 2013) and conscious (Barttfeld et al., 2015) state, and shows substantial temporal variability even within periods of rest (Chang and Glover, 2010; Sakoglu et al., 2010; Allen et al., 2014; Zalesky et al., 2014; Lurie et al., 2018). What are the sources of these variations of intrinsic activity correlations?

Here, we focus on one candidate source that has received surprisingly little attention in the resting-state literature, but, as we propose, is crucial for understanding the origin, dynamics, and diagnostic value of intrinsic activity correlation: the neuromodulatory systems of the brainstem. The term refers to a small set of brainstem nuclei with widespread projections to the forebrain, which synthesize and release specific modulatory neurotransmitters (“neuromodulators”; Figure 1 and Box 2). By virtue of their widespread projection profiles and effects on the state of cortical target networks, these systems can shape neural activity across the cortex in a coordinated fashion. Consequently, these systems are in an ideal position to shape intrinsic activity correlations. What is more, these brainstem systems are disturbed in several major psychiatric disorders, which also coincide with changes in intrinsic activity correlations (Calhoun et al., 2009; Rosazza and Minati, 2011; Wang et al., 2012; Vargas et al., 2013; Baggio et al., 2015; Dichter et al., 2015; Mulders et al., 2015; Giraldo-Chica and Woodward, 2017).
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FIGURE 1. Schematic of major neuromodulatory systems. Cerebellar, spinal, and temporal projections are omitted for brevity. The inset shows the approximate anatomical location of each nucleus that sends major afferents to the forebrain.




Box 2. Major brainstem neuromodulatory systems.

Besides various peptides, five major neuromodulatory systems have been identified:

• Norepinephrine (NE) is released by the locus coeruleus (LC), and the A1/A2 regions of the brainstem (Sara, 2009). The LC projects to virtually all areas of the forebrain with the exception of the basal ganglia. Projection specificity of sub-populations of LC neurons has recently been shown (Chandler and Waterhouse, 2012; Chandler et al., 2014; Schwarz and Luo, 2015; Schwarz et al., 2015; Uematsu et al., 2015, 2017; Rho et al., 2018; Cerpa et al., 2019).

• Dopamine (DA) is predominantly released by two nuclei: the substantia nigra pars compacta (SNpc) and the ventral tegmental area (VTA) (Foote and Morrison, 1987). Four major dopaminergic branches exist of which three are ascending: the mesolimbic (VTA to ventral striatum), mesocortical (VTA to cortex) and nigrostriatal (SNpc to dorsal striatum) pathways. In addition, DA co-release by the LC (Takeuchi et al., 2016; Beas et al., 2018) and serotonergic dorsal raphe nuclei (Cho et al., 2017) have recently been shown. Other DA-producing neurons are found in the olfactory bulb (Pignatelli and Belluzzi, 2017) and pedunculopontine nucleus (French and Muthusamy, 2018). DA and NE have a similar chemical composition and are collectively known as catecholamines.

• Acetylcholine (ACh) is released by neurons in the basal forebrain (BF), which is comprised of several subdivisions, termed Ch1-Ch4, that contain cholinergic neurons. Ch4 corresponds to the nucleus basalis of Meynert, and is the major source of cortical ACh (Mesulam and van Hoesen, 1976; Mesulam et al., 1983; Mesulam and Changiz, 1988). This nucleus contains topographically organized clusters of neurons that preferentially innervate select portions of the cortex (Rho et al., 2018; Zaborszky et al., 2018; Ahmed et al., 2019). Other sources of ACh include the pedunculopontine nucleus and laterodorsal tegmental nucleus of the brainstem, which project to the thalamus, basal ganglia, hypothalums, and cortex (Statoh and Fibiger, 1986; Garcia-Rill, 1991; French and Muthusamy, 2018).

• Serotonin (5HT) originates from the raphe nuclei, which is a constellation of nuclei scattered throughout the brainstem (Törk, 1990). The raphe nuclei can be roughly subdivided in rostral and caudal portions, of which the rostral portion can be further subdivided in a dorsal (B6-B7) and median (B5/B8) portion. Both the dorsal rand median raphe project heavily to the cortex (Törk, 1990).

• Histamine is released by the tuberomammilary nucleus of the hypothalamus that projects to virtually the entire forebrain (Haas and Panula, 2003).

Most neuromodulatory brainstem nuclei do not consist of a single type of neuron releasing one neuromodulator, but contain a mixture of multiple types of neurons that can include GABAergic or glutamatergic types as well as other neuromodulators (Lin et al., 2015; Cho et al., 2017; Beas et al., 2018; Breton-Provencher and Sur, 2019). Furthermore, some of these nuclei are reciprocally connected and their activity tends to co-fluctuate in unison with changes in arousal and wakefulness (Foote and Morrison, 1987; Haas and Panula, 2003; Sara, 2009).



In what follows, we review the dependence of intrinsic activity correlations on neuromodulatory systems. An increasing number of studies over the past decade, conducted in humans, macaques, and rodents (rats and mice), have begun to provide insight into this dependence. Our goal is to provide a structured overview of this nascent literature and distil from it a number of emerging principles. This article is a selective review, which focuses on emerging principles rather than a comprehensive coverage of the literature. Moreover, we focus on the neuromodulatory systems on which most work has been conducted. In particular, the catecholaminergic systems (norepinephrine, NE; and dopamine, DA) were among the first systems to be studied in relation to intrinsic activity correlations. This article also covers more recent work into the acetylcholine (ACh) and serotonin (5HT) systems. To date, comparatively little work has been conducted on the system-level effects of histamine, and it will therefore not be discussed in the current review.



CANDIDATE MECHANISMS OF BRAINSTEM MODULATION OF INTRINSIC CORTICAL ACTIVITY CORRELATIONS

The distinction between two modes of cortical state provides a useful heuristic for conceptualizing potential effects of brainstem neuromodulatory systems on cortical network dynamics: “activity state” and “dynamic state” (Curto et al., 2009; Safaai et al., 2015). This (likely oversimplified) dichotomy can be formalized by means of dynamical systems models. Curto et al. (2009) and Safaai et al. (2015) used the FitzHugh–Nagumo model [originally developed for describing action potential generation (FitzHugh, 1961; Nagumo et al., 1962)] for modeling cortical population dynamics (Curto et al., 2009; Safaai et al., 2015). In this framework, activity state refers to the set of parameters that vary on timescales from milliseconds to hundreds of milliseconds, and dynamic state refers to the set of parameters that vary more slowly (from seconds to tens of seconds) and interact multiplicatively with (i.e., modulate) the fast variations of activity states (Curto et al., 2009; Luczak et al., 2009; Harris and Thiele, 2011; Safaai et al., 2015).

In physiological terms, activity state can be conceptualized as common measures of “neuronal activity”: membrane potential or spiking activity. Changes in these measures of neuronal activity are caused by excitatory or inhibitory postsynaptic potentials, mediated by point-by-point synaptic transmission via ionotropic receptors (predominantly for glutamate and GABA). This form of synaptic transmission is the means of intracortical interactions and lies at the heart of current large-scale computational models of intrinsic activity correlations (Honey et al., 2007, 2009; Breakspear et al., 2009; Deco et al., 2013, 2014).

By contrast, variations in dynamic state can be conceptualized as the slower effects of neuromodulators, mediated by “volume transmission” (i.e., not point-by-point synapses) and by metabotropic receptors that do not alter the postsynaptic membrane potential directly. Activation of metabotropic receptors sets in motion intracellular signaling cascades that alter the way in which neurons respond to input over protracted periods of time, from changing the conductance of ionotropic receptors to altering the expression of genes. For example, catecholamines (in particular noradrenaline) change the balance between excitation and inhibition in the local microcircuit (Froemke, 2015; Martins and Froemke, 2015; Pfeffer et al., 2018). This circuit effects in turn increases the responsivity of cortical neurons to synaptic input (Moises et al., 1979; Rogawksi and Aghajanian, 1980; Seamans et al., 2001a, b; Wang and O’Donnell, 2001), an effect referred to as “neural gain”: an increase in the slope of the input-output function (Berridge and Waterhouse, 2003; Murphy and Miller, 2003; Winterer and Weinberger, 2004; Disney et al., 2007; Polack et al., 2013). This mechanism of action corresponds to the common notion of “neuromodulation.”

Importantly, while the majority of receptors for neuromodulators are metabotropic, some of them are ionotropic – in particular, the nicotinic class of ACh receptors (Itier and Bertrand, 2001), and the 5HT3 subclass of serotonin receptors (Barnes et al., 2009). Activation of both receptor types leads to rapid activation of cortical networks (Puig et al., 2004; Fu et al., 2014; McCormick and Nusbaum, 2014; Wester and McBain, 2014; McGinley et al., 2015). Moreover, changes in the activity of neuromodulatory nuclei coincide with (Eschenko et al., 2012), and cause (Pinto et al., 2013) rapid fluctuations in activity state (e.g., the transition from the “down” to “up” state of synchronized cortical population activity). Serotonergic or cholinergic activation of ionotropic receptors thus constitutes a mechanism by which neuromodulatory brainstem system can rapidly change the cortical activity state.

In sum, neuromodulators may, in principle, alter intrinsic activity correlations in two ways. First, by rapidly changing the activity state of distributed sets of cortical regions through common (excitatory or inhibitory) drive (Drew et al., 2008). Second, neuromodulators may change the dynamic state (e.g., excitation–inhibition balance) of sets of cortical regions in a coordinated fashion but on slower timescales. Such coordinated changes in dynamic state, in turn, may directly produce correlations between population activity, but they can also modulate the correlations produced by cortical interactions through altering local dynamics (Deco et al., 2014; Pfeffer et al., 2018). The two principal mechanisms (modulation of activity state vs. dynamic state) reflect the distinct effects of cortical (ionotropic vs. metabotropic) receptors. Importantly, both mechanisms can produce intrinsic activity correlations (Leopold et al., 2003), even in the absence of any effect on cortico–cortical interactions.

While the projections of neuromodulatory nuclei to the cortex are commonly known as widespread or diffuse, there is substantial heterogeneity and specificity in these projections, part of which is only now being uncovered through novel anatomical tracing techniques (Foote and Morrison, 1987; Chandler and Waterhouse, 2012; Chandler et al., 2014; Schwarz and Luo, 2015; Schwarz et al., 2015; Uematsu et al., 2015, 2017; Kebschull et al., 2016; Breton-Provencher and Sur, 2019). What is more, the cortical distributions of the various different receptors for each neuromodulator are heterogeneous (Ramos and Arnsten, 2007; Zilles and Amunts, 2009; Nahimi et al., 2015; Salgado et al., 2016), which is evident for the human cortex in recent maps of receptor gene expression (Figure 2). Consequently, input from any neuromodulatory nucleus to the cortex, changing activity state, dynamic state, or both, might translate into spatially structured correlations of neural population signals in the cortex. For this reason, it is critical to consider the potential impact of neuromodulatory brainstem systems when making inferences about physiological cortico–cortical interactions (and “cortical networks”) from the correlation of intrinsic cortical activity alone.
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FIGURE 2. Overview of cortical distributions of genetic expression of neuromodulator receptors in the human brain. Receptor maps were taken from Gryglewski et al. (2018), projected onto the cortical surface, and Z-scored across space. Files and tool for plotting these maps can be found here: github.com/rudyvdbrink/receptormaps. Abbreviations: D: dopamine; ACh: acetylcholine; M: muscarinic; N: nicotinic; 5HT: serotonin; H: histamine.




CORRELATED CORTICAL ACTIVITY DRIVEN BY INTRINSIC FLUCTUATIONS OF BRAINSTEM ACTIVITY

If neuromodulatory nuclei rapidly drive cortical activity in widespread target networks via ionotropic mechanisms then (i) removing neuromodulatory drive on the cortex should attenuate correlated activity within the cortex, and (ii) manipulating the time-varying activity of neuromodulatory nuclei should similarly affect the time-varying activity within the cortex, and (iii) activity within neuromodulatory nuclei should co-vary with intrinsic activity in large areas of the cortex. These predictions also hold if neuromodulatory nuclei potentiate drive from other sources such as the thalamus.


Causal Manipulation of Time-Varying Neuromodulatory Activity

Evidence for the first two predictions comes from studies in which the time varying activity of neuromodulatory nuclei is manipulated. Turchi et al. (2018) reversibly inactivated portions of the BF using the GABAA agonist muscimol in rhesus macaques, thus removing potential fluctuating common input to cortical areas. This manipulation reduced correlations between the “global” BOLD-fMRI signal (i.e., the average across all gray matter voxels) and voxel-wise activity topographically aligned with the afferents of the inactivated BF location. Because the BF sends GABAergic as well as cholinergic projections to the cortex, these findings do not necessarily reflect cholinergic effects. Grandjean et al. (2019) rhythmically stimulated serotonergic neurons in the DR with optogenetics in rodents, and measured the cerebral blood volume (CBV) response with fMRI (CBV was used because of putative signal-to-noise advantages over BOLD-fMRI). Cortical CBV showed widespread, correlated troughs in amplitude in response to DR stimulation. Moreover, the cortical distribution of CBV responses correlated spatially with reductions in burst rate and delta-band power as measured electrophysiologically.

Combined, these two studies (Turchi et al., 2018; Grandjean et al., 2019) provide the strongest evidence to date of a mediation of (a part of) intrinsic activity correlations through rapid, common input from neuromodulatory brainstem nuclei that are consistent with correlated changes in activity state. A critical test of this notion would, however, use as a neural marker of interest correlations between spiking activity in different cortical regions, rather than between their BOLD or CBV signals. This is because changes in the latter signals may not necessarily reflect changes in cortical activity state (i.e., spiking activity; Maier et al., 2008) but may be produced by changes in dynamic state (Logothetis, 2008).

Analogous evidence for the LC-NE system comes from older positron emission tomography (PET) work by Coull et al. (1999) who reduced LC-activity via clonidine (Florin-Lechner et al., 1996) in healthy humans. During rest, clonidine caused broad reductions in directed coupling of PET activity between several cortical and sub-cortical regions. Due to the sluggish nature of the PET signals measured, however, it is difficult to attribute these results to changes in activity or dynamic state. In addition, DA depletion has similarly been reported to cause broad reductions in fMRI activity correlation strength (Shafiei et al., 2019).



Temporal Co-variation Between the Brainstem and the Cortex

The prediction that activity in neuromodulatory nuclei should co-vary with cortical activity can be tested using seed-based correlation analyses, where (fMRI) activity in neuromodulatory nuclei is correlated with cortical activity. A limited number of such studies have been conducted. Because of the small size and spatial proximity of these nuclei to the ventricles (Figure 1) and strong effects of physiological noise, these types of measurements require non-standard approaches to fMRI measurement and data analysis (Astafiev et al., 2010; Klein-Flugge et al., 2011; Brooks et al., 2013; Beissner, 2015; de Gee et al., 2017; Forstmann et al., 2017). Therefore, unless mentioned otherwise, we only considered studies where retrospective image correction for physiological noise was applied.

Zhang et al. (2015) assessed correlations between the cortex and LC, VTA, and SN, as defined by anatomical atlases (Ahsan et al., 2007; Keren et al., 2009). They reported widespread negative correlations between the cortex and all three brainstem nuclei and predominantly positive correlations between activity in these nuclei and other subcortical areas. Liu et al. (2018) found that peaks in the global (gray matter voxel averaged) signal coincided with troughs in activity of the BF, suggesting an anti-correlation between BF activity and cortical activity. This is in line with earlier findings by Li et al. (2014), who reported widespread negative correlation between BF and cortical areas, although no correction for physiological noise was applied in this study. By contrast, Markello et al. (2018) found positive correlations between anatomically defined BF subdivisions (Zaborszky et al., 2008) and known cortical targets of BF projections, possibly due to the fact that in this study partial correlation was used to examine subdivision-specific correlations. Lastly, Beliveau et al. (2015) found relatively confined partial correlations between the cortex and anatomically and [11C]DASB PET-binding constrained delineations of the dorsal and median raphe nuclei.



Summary and Outstanding Issues

The most direct evidence for intrinsic activity correlations through common drive of distributed cortical regions by neuromodulatory systems comes from direct manipulations of the activity of the corresponding brainstem nuclei. However, such studies are sparse and have not yet been conducted for all neuromodulatory nuclei. In addition, activity in most, but not all, neuromodulatory nuclei has been reported to covary with widespread areas of the cortex. However, to the best of our knowledge, no study to date has examined the individual contribution of the full set of neuromodulatory nuclei (Figure 1 and Box 2) to intrinsic activity fluctuations within the cortex. This leaves open the possibility that any correlation between an individual nucleus and the cortex is due to shared fluctuations across neuromodulatory nuclei (de Gee et al., 2017) rather than reflecting specific drive of one neuromodulatory nucleus on cortical activity. Moreover, removal of the global signal (as done by e.g., Beliveau et al., 2015) may obscure wide-spread correlations and reveal only those correlations that are stronger than global components of the cortical signal (i.e., the mean of all cortical regions). Another important limitation of all studies assessing intrinsic activity correlations by means of the fMRI signal, is that that the latter may reflect either changes in activity state (spike rate) or changes in dynamic state produced by neuromodulatory mechanisms (Logothetis, 2008).

In sum, the available studies are consistent with the notion of common drive of distributed cortical regions by the fluctuating activity of neuromodulatory nuclei. In this light, at least part of the spatial structure of intrinsic activity correlations within the cortex may reflect the spatial distribution of the projections of these brainstem nuclei, or their receptors, rather than the topography of cortico-cortical connections. Further experiments and direct comparisons of the contribution of individual neuromodulatory nuclei on intrinsic activity correlations are warranted, bearing in mind the above-mentioned interpretational caveats.



CHANGES IN INTRINSIC CORTICAL CORRELATIONS UNDER PHARMACOLOGICAL INTERVENTION

A major approach in the study of neuromodulatory systems is to manipulate neuromodulator levels via pharmacological intervention, and measure the resulting effects on cortical activity. Such pharmacological intervention will primarily exert its effects on cortical activity through sustained alterations of cortical circuit properties (i.e., shifts in cortical dynamic state), and less (or not at all) by altering the rapid drive of cortical regions, although it has been shown that the NE-reuptake inhibitor atomoxetine alters the dynamics of LC activity (e.g., via auto-receptors) (Bari and Aston-Jones, 2013). For simplicity, we here heuristically treat pharmacological intervention as manipulations of changes in cortical dynamic state, and review the effects of these manipulations on intrinsic activity correlations.

We examine three key characteristics of these correlations (Box 1) in order to delineate commonalities or inconsistencies across findings. First, given the widespread projection profile of neuromodulatory systems (Figure 1 and Box 2), pharmacological manipulation of these systems may be expected to result in changes in correlation strength that encompass large areas of the cortex. We thus discuss literature that has examined such global changes of correlation strength (i.e., whole-brain increases or decreases). Second, the spatial heterogeneity of neuromodulatory projections and receptors (Figure 2) across the cortex suggests that neuromodulatory systems may not only change the global strength of intrinsic activity correlations, but also result in spatially inhomogeneous changes of correlation strength (van den Brink et al., 2018a). Third, computational modeling work indicates that modifications of circuit properties that are subject to neuromodulatory influence such as gain or excitation–inhibition balance (Servan-Schreiber et al., 1990; Polack et al., 2013; Froemke, 2015; Pfeffer et al., 2018) can alter the geometric properties of whole-brain intrinsic activity correlations (topology), even without any heterogeneity of neuromodulatory influences (Deco et al., 2014; Shine et al., 2018a). We therefore discuss literature that has examined the effect of pharmacological manipulation of neuromodulator systems on RSN topography and whole-brain functional topology.


Changes of the Global Strength of Intrinsic Correlations

Several studies have examined the effect of the NE reuptake inhibitor atomoxetine, which increases cortical catecholamine levels (Bymaster et al., 2002; Devoto et al., 2004; Swanson et al., 2006; Koda et al., 2010), on global correlation strength. Using atomoxetine, van den Brink et al. (2016) found reductions compared to placebo in graph-theoretic metrics of the global strength of intrinsic fMRI activity correlations in humans. Similarly, Guedj et al. (2017b) found reduced atomoxetine-induced fMRI correlation strength within and between various RSNs in rhesus macaques, with an overall net change of reduced correlation. This was also reflected in a reduction in the average brain-wide weighted correlation coefficient (Guedj et al., 2017a). By contrast, Pfeffer et al. (2019) found no significant atomoxetine-induced change in graph theoretic metrics of activity correlations measured with MEG during rest. However, during viewing of a perceptually ambiguous visual stimulus task, Pfeffer et al. (2019) found that atomoxetine increased the strength of correlations. A global increase in fMRI correlations following chemogenetic LC stimulation in anesthetized mice has also been reported (Zerbi et al., 2019).

The above mentioned MEG-study by Pfeffer et al. (2019) also investigated the effect of increased cortical ACh levels on correlated activity. This study used the acetylcholinesterase inhibitor donepezil and found reduced correlation strength during rest, and no effect during the presentation of an ambiguous visual stimulus. Three studies have examined the effect of pharmacological modulation of the 5HT system on the global strength of fMRI correlations. Schaefer et al. (2014) reported widespread reductions in correlation strength (quantified as the graph theoretic metric degree) following administration of the 5HT reuptake inhibitor escitalopram. Similarly, Preller et al. (2018) found a widespread shift of cortical intrinsic activity correlations toward zero due to the 5HT2A receptor agonist LSD – an effect that did not occur when simultaneously administering the 5HT2A antagonist ketanserin. By contrast, Tagliazucchi et al. (2016) reported an LSD-induced increase in the overall strength of correlations within the cortex.



Topographically Specific Changes of Intrinsic Correlation Strength

Topographical effects of pharmacological manipulation may be informative about which sets of cortical regions (“networks”) are particularly susceptible to neuromodulatory influence through a modulation of the dynamic state. Below, we provide a summary of consistent findings in the literature (see also Tables 1, 2). We review studies that either used whole-brain “dual regression,” or correlation between a seed and the entire cortex. The term dual regression refers to sequential spatial and temporal regression of independent components with the purpose of identifying consistent spatiotemporal networks and manipulation-related changes therein (Beckmann, 2009).


TABLE 1. Summary of main findings of (pharmacological) manipulation of catecholamines (NE and DA).
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TABLE 2. Summary of main findings of (pharmacological) manipulation of 5HT and Ach.

[image: Table 2]Pharmacological elevations of the noradrenergic tone, while yielding a diversity of findings, have consistently produced effects that involve visual cortex. Coull et al. (1999) reported an α2 agonist clonidine-induced reduction in effective connectivity to- and from posterior extrastriate visual cortex. Reduced correlations between early visual cortex and frontoparietal cortical areas have also been reported following the α2 agonist dexmedetomidine (Akeju et al., 2016) and NET blocker atomoxetine (van den Brink et al., 2016). Similarly, Guedj et al. (2017b) reported atomoxetine-induced reductions in correlation within a frontoparietal network and peripheral visual network. One study did not report changes in correlation of visual cortical areas following chemogenetic LC stimulation in rodents (Zerbi et al., 2019), potentially due to inter-species differences or differences between the effect of chemogenetic and pharmacological manipulation (Giorgi et al., 2017).

Manipulations of the cholinergic system have, likewise, yielded topographical effects that involve visual cortex. Tanabe et al. (2011) reported a nicotine-induced increase in correlation strength within an extrastriate network, and Klaassens et al. (2017) reported a galantamine (cholinesterase inhibitor) induced increase in correlation strength between a polar occipital network and widespread areas of the cortex. In addition, some, but not all (Guedj et al., 2017b), studies using noradrenergic or cholinergic agents have reported effects that involve the default mode network (DMN) (Tanabe et al., 2011; Akeju et al., 2016; van den Brink et al., 2016, 2018a; Klaassens et al., 2017; Zerbi et al., 2019). The observation that noradrenergic or cholinergic agents consistently produced effects on intrinsic correlations in visual cortical areas could be due to the fact that NE receptors α2A and β1, and ACh receptors NA10 and M2 are prominently expressed these regions (Figure 2).

In contrast, primarily dopaminergic agents produced no effects on visual cortex, but instead on somatosensory and (pre-)motor cortex. For example, a positive relationship between DA levels and correlation strength between the basal ganglia and sensorimotor cortex (Cole et al., 2013), reduced correlation between the caudate and nodes of the sensorimotor network including pre- and postcentral gyri following D2 receptor agonism (Ye et al., 2017), and reduced correlation within the sensorimotor network following DA depletion (Shafiei et al., 2019). Dopaminergic effects in motor cortical regions may reflect direct modulations of dynamic state within the cortex, or down-stream effects of modulations of the efficacy of dopaminergic projections from the brainstem to the basal ganglia (Figure 1).

Catecholaminergic manipulations have also been studied in the context of stress-related (re)activation patterns (Hermans et al., 2011; Gerlicher et al., 2018). These studies show prominent noradrenergic and dopaminergic effects on stress-induced changes in activation patterns or later reemergence thereof.

Studies using serotonergic agents have reported effects on intrinsic correlations resembling a combination of noradrenergic/cholinergic and dopaminergic effects: in other words, effects in both visual cortical and sensorimotor areas (Klaassens et al., 2015, 2017; Carhart-Harris et al., 2016; Tagliazucchi et al., 2016; Preller et al., 2018). In particular, studies that used the 5HT2A receptor agonist LSD consistently reported effects on visual cortex. Indeed, the 5HT2A receptor is prominently expressed in visual cortex (Figure 2).



Topologically Specific Changes of Intrinsic Correlation Strength

Various analytical tools exist to characterize the topology of functional brain organization (Rubinov and Sporns, 2010; Shine and Poldrack, 2018). For instance, the balance between topological segregation and integration of cortical ensembles is determined by the ratio of activity correlation strength within versus between separate modules (Mattar et al., 2015; Shine et al., 2016), and has been related to behavioral performance (Shine and Poldrack, 2018). Topological variations in the segregation-integration balance of fMRI activity during rest covary with pupil diameter (Shine et al., 2016), a non-invasive proxy for activity in neuromodulatory nuclei (Murphy et al., 2014; Varazzani et al., 2015; Joshi et al., 2016; Breton-Provencher and Sur, 2019). Thus, topological features of intrinsic activity correlations may be under neuromodulatory control.

Indeed, pharmacological upregulation of cortical NE levels using atomoxetine has been shown to result in a shift toward segregated processing during rest, and a converse shift toward integrated processing during the performance of a cognitively demanding (N-back) task (Shine et al., 2018b). Similarly, van den Brink et al. (2016) found that atomoxetine reduced between-module correlation strength, and reduced metrics of integration (clustering coefficient and transitivity) during rest. Guedj et al. (2017a) reported reduced global efficiency, a metric of integration (Rubinov and Sporns, 2010), but reduced clustering, due to atomoxetine in rhesus macaques.

Studies using DA manipulations seem to indicate that DA facilitates integration. Achard and Bullmore (2007) reported reduced metrics of global and local efficiency due to the D2 antagonist sulpride. Shafiei et al. (2019) reported that DA depletion reduced the participation coefficient (between-module correlation) of the sensorimotor and salience networks. Thus, DA and NE may have dichotomous effects on network topology. However, null effects of DA agonism on various topological metrics, including metrics of integration, have also been reported (Ye et al., 2017). To the best of our knowledge, no studies to date have examined the effect of ACh manipulation on network topology, and one study has examined the effect of 5HT2A agonism (via LSD) on fMRI intrinsic correlation topology (Tagliazucchi et al., 2016). This study reported reduced modularity (increased integration), increased participation coefficient of frontal and midline regions (increased between-network correlation at the expense of within-network correlation), and reduced rich-club coefficient (less correlation with hub regions).



Summary and Outstanding Issues

Pharmacological manipulation of tonic neuromodulatory action, and the resulting, putative change in cortical dynamic state, consistently alters the global strength of intrinsic correlations. Less consistent, however, is the direction of these effects, even within classes of neuromodulators. Further studies are needed to corroborate or exclude the following possible reasons for these discrepancies: cross-study differences in preprocessing such as global signal regression (Preller et al., 2018); dose-dependence of effects (Zahrt et al., 1997); or dependence of effects on cognitive/behavioral context (Coull et al., 1999; Shine et al., 2018b; Pfeffer et al., 2019) or baseline arousal (Warren et al., 2016).

Topographical effects following noradrenergic or cholinergic manipulation consistently involve visual cortex. Studies that used predominantly dopaminergic agents consistently report effects involving motor-related brain areas, but not visual brain areas. Studies that used a serotonergic agent report both visual and motor areas. This literature suggests that the regions that are most likely to be affected by pharmacological manipulation of neuromodulators are potentially distributed in accordance with the distribution of receptors across areas.

The predominant finding from studies on topological effects is that neuromodulators alter functional network topology, in particularly the catecholamines. These studies also suggest a possible distinction between the effects of DA and NE on network-level integration. Whereas NE reuptake during rest reduces topological metrics of integration, DA antagonism and depletion have the same effect, suggesting that DA facilitates integration. Similar to DA, 5HT seems to increase metrics of integration, but only one study has examined these effects. The influence of ACh on functional network topology remains to be studied.

A caveat with the findings on network topology is that some metrics of integration (in particular efficiency and clustering) are susceptible to changes in degree, even when artificially fixing degree of adjacency matrices by applying a fixed threshold (van Wijk et al., 2010). Since neuromodulators have been reported to alter degree as well (see section changes of the global strength of intrinsic correlations), future studies should carefully consider alterations in global degree when examining topological metrics. In addition, studies that have examined changes in the time-varying topology should take into account the influence of temporal fluctuations of the community structure on topological metrics (Thompson et al., 2019).



CONCLUSION AND FUTURE DIRECTIONS

Both (de)activation studies and seed-based correlation studies provide supporting evidence for ongoing fluctuations in the activity of neuromodulatory brainstem nuclei as a possible driving source of intrinsic activity correlations within the cortex. Temporary BF inactivation, NE release inhibition, DA synthesis inhibition, and rhythmic optogenetic serotonergic DR neuron stimulation all reduce intrinsic activity correlations. Furthermore, activity fluctuations in most neuromodulatory nuclei (BF; VTA; SN; LC) but not all (raphe nuclei) predict correlated activity fluctuations in broad areas of the cortex.

Pharmacological manipulation of cortical neuromodulator levels, which putatively alters cortical dynamic state, results in diverse changes of intrinsic activity correlations. First, pharmacological upregulation consistently changes the global strength of cortical correlations. Yet, in what direction the individual modulators exert their effects needs further study, since these effects are likely to be dependent on several factors, such as drug dose or behavioral context.

Second, several pharmacological studies have quantified neuromodulator-induced changes in the topography of cortical activity. Noradrenergic and cholinergic manipulation consistently alter activity correlations in visual cortical areas, dopaminergic manipulation affects motor cortical networks, and serotonergic manipulation affects both.

Finally, a number of studies have demonstrated that neuromodulators alter the topological properties of intrinsic activity correlations. These studies suggest a possible distinction between the effects of DA and NE on network-level functional integration. Similar to DA, 5HT seems to increase metrics of functional integration.

The studies discussed in this review may well have only scratched the surface the full spectrum of effects that neuromodulatory systems exert on intrinsic activity correlations. Even so, they open up exciting avenues for future work. An effort to map the contribution of each neuromodulatory system to the spatial and temporal features of intrinsic correlations may aid the identification of shared, independent, or antagonistic principles between the actions of different neuromodulatory systems and their diverse receptor classes. Such principles will inform models of healthy brain function and provide an important reference for the mechanistic understanding of neurological and psychiatric disorders. Ultimately, such principles may guide the way toward identification of specific molecular targets for mechanistically inspired and individualized pharmacological interventions in disorders of higher brain function. In what follows, we outline a number of important avenues for future research. Each of these could help advance our understanding of the principles that govern intrinsic brain dynamics and its dysfunctions in critical ways.


Dissecting the Mechanisms of Brainstem Modulation of Cortical Correlations

We have highlighted that neuromodulatory brainstem systems may alter intrinsic correlations of cortical population activity through diverse mechanistic pathways. The fluctuating activity of brainstem nuclei may provide common drive to large swathes of cortical regions, or drive other subcortical regions (such as the pulvinar nucleus of the thalamus) that can in turn cause widespread changes in cortical activity (Nakajima and Halassa, 2017; Arcaro et al., 2018). Second, neuromodulatory brainstem systems may also modulate the cortical dynamic state, thereby altering correlations in cortical population activity indirectly. These two mechanisms are non-mutually exclusive: the physiological effect of any neuromodulatory action likely results from a complex mixture of both. Nevertheless, careful experimental manipulations should tease these mechanisms apart and provide insight into the consequences of each mechanism for intrinsic activity fluctuations within the cortex.

For example, in order to test whether neuromodulatory systems induce temporal correlations in the cortex through common drive, one can manipulate the time varying activity of brainstem nuclei, and examine the time varying signature of this manipulation in cortical activity. Using optogenetics, specific neuron types can be targeted such that non-neuromodulatory (e.g., GABAergic) long-range projections that emanate from these nuclei are not directly affected by the experimental manipulation. Moreover, electrophysiological recordings within the cortex would circumvent interpretational caveats that are inherent to the transformation of neural activity into the fMRI signal (Logothetis, 2008). Experiments of this kind have shown promise (Grandjean et al., 2019). Combining such manipulations with the administration of pharmacological blockade of ionotropic receptors could ultimately provide decisive evidence in favor of or against the notion of drive of intrinsic activity correlations by neuromodulators.

Additionally, seed-based correlation studies can provide evidence of co-fluctuating activity in brainstem neuromodulatory nuclei and the cortex in humans. In order to elucidate the relationship between each neuromodulatory system and correlated activity within the cortex, studies are needed in which activity in all nuclei is measured simultaneously, and the covariation between the individual nuclei is taken into account. Such analyses have not yet been conducted, but can be readily implemented with existing techniques.

Another possible means to distinguishing multiple mechanisms of action is to examine the spatial correspondence between the effect of a manipulation of neuromodulators on cortical intrinsic activity correlations, and the distribution of specific receptors. These comparisons are now possible using open-access databases of genetic expression of receptor types (Hawrylycz et al., 2012), validated for use in neuroimaging (Gryglewski et al., 2018). Such studies may benefit from analytical tools that are tailored to distil manipulation-related effects on cortical correlations in a specific direction, without relying on a priori selection of correlated networks (e.g., van den Brink et al., 2018a). Examining the spatial relationship between the effect of a manipulation and the receptors may also be indicative of whether the cortical effect of a neuromodulator is determined primarily by the anatomical projection profile of the nucleus that releases it, or if the receptor distributions weigh more heavily (Grandjean et al., 2019). Moreover, such analyses should be used to contrast the impact of ionotropic and metabotropic receptors.



Developing Mechanistic Models and Biomarkers for Neuropsychiatric Disorders

A detailed understanding of how neuromodulators shape intrinsic activity correlations may aid the development of novel biomarkers for neurological and psychiatric disorders, as well as mechanistic models of these disorders. Several disorders are associated with dysfunctions in one or multiple neuromodulatory brainstem systems. For example, Parkinson’s disease is caused by degeneration of the dopaminergic midbrain nuclei, along with the noradrenergic LC. Cognitive decline in aging, in particular Alzheimer’s disease, coincides with degeneration of the cholinergic BF and possibly the LC. Major depression and schizophrenia are associated with disturbances in catecholaminergic and serotonergic systems.

These clear associations with neuromodulatory brainstem systems are currently not exploited for the early detection and classification of such disorders. In particular, the current classification and diagnosis of psychiatric disorders is solely based on subjective assessments of behavioral symptoms, irrespective of the underlying pathophysiological mechanisms (Insel et al., 2010; Krystal and State, 2014). One consequence of this coarse and phenomenological classification scheme is that patient populations in one diagnostic category are often heterogeneous in terms of the neural circuit deficits that give rise to the behavioral symptoms (Seaton et al., 2001; Insel et al., 2010). This hampers the development of individualized treatment plans that target the key circuit disorder that underlies the cognitive or behavioral deficits of a given patient.

The insight that neuromodulators profoundly shape intrinsic activity correlations that are evident with non-invasive neuroimaging techniques opens the door for overcoming these limitations in current clinical practice. The insight sets the stage for the development of neural markers of psychiatric disorders that are directly grounded in the underlying pathomechanisms and cortical signatures of neuromodulatory action. Specifically, the changes in correlation patterns associated with (manipulations of) a specific neuromodulatory system can provide a “reference template” to which alterations of correlation patterns associated with specific disorders can be compared. Such markers may prove to reflect an individual patient’s precise deficit more reliably and help identify molecular targets for pharmacological intervention.

In this light, it is important to evaluate the influence of behavioral context on the effect that neuromodulators exert on intrinsic activity correlations. Manipulation of neuromodulator levels has been shown to result in opposing effects on intrinsic activity correlations under different behavioral contexts (Coull et al., 1999; Shine et al., 2018b; Pfeffer et al., 2019). Direct comparisons of various neuromodulators within the same- and between different cognitive contexts can thus provide interpretational constraints on alterations of correlation patterns that are associated with psychiatric disorders. Moreover, such an approach may help resolve standing discrepancies in the literature regarding the direction of pharmacological effects on intrinsic activity correlations.

Lastly, neuromodulators interact, through reciprocal connections between the brainstem nuclei, shared cortical afferents, and cortical receptor co-expression. Because of this, dysfunction in a single neuromodulatory system is unlikely to occur without affecting others. Moreover, any neuromodulatory dysfunction that is associated with a psychiatric disorder may not be observable in intrinsic activity correlations as a linear summation of the above described reference templates of the individual neuromodulatory systems that are dysfunctional. Thus, further study on how the joint actions of neuromodulators shape cortical interactions is needed. A starting point is to incorporate receptor co-expression into large-scale computational models of cortical function, combined with coupling terms that link activity of one neuromodulatory system to that of another. This may capture interactions between these systems more accurately, and yield mechanistic insight about how dysfunction in these systems manifests itself at the level of intra-cortical processes and behavior.
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Introduction: Recent neuroimaging studies suggest that anorexia nervosa (AN) symptoms emerge from failures in the relationships between spatially distributed networks that support different cognitive, emotional, and somatosensory functions. The 5-HTTLPR genotype has been shown to modulate all these abilities in AN, as well as the connectivity patterns between brain regions that support their functioning. This study aims at exploring the presence of any difference in functional connectome properties between AN patients and healthy controls (HC) by means of graph theory tools. The effect of 5-HTTLPR genotype on regional and global network characteristics in AN and HC was also explored.

Methods: A sample of 74 subjects (38 HC, 36 AN) underwent a resting state functional magnetic resonance imaging and was genotyped for 5-HTTLPR polymorphism. Comparisons of network properties were made between the AN and HC groups and, within each group, between 5-HTTLPR carriers of low-functioning alleles and carriers of the long–long genotype.

Results: Patients with AN displayed lower network clustering than HC (p = 0.04 at Mann–Whitney U test). Based on both degree and betweenness, a different distribution of network hubs emerged in the two groups. In particular, the anterior part of the anterior cingulate cortex was a hub only in the patient group. A correlation emerged between differences in brain volumes between patients and HC and differences in degree values of basal ganglia, nodes in the insula, and those in the parietal cortex. Carriers of the short allele of the 5-HTTLPR polymorphism were characterized by lower small-world properties (p = 0.027) and modularity (p = 0.031) in the patient group, and a trend toward higher modularity (p = 0.033) and small-world values (p = 0.123) in the HC group.

Discussion: Patients with AN showed differences in hubs distribution, providing evidence of the presence of a different functional architectural backbone in this group. Since some correlation emerged between different degree values of nodes and differences in volumes, further longitudinal studies are warranted to better understand the role of malnutrition on brain network architecture. The opposite effects of 5-HTTLPR polymorphism on global network characteristics in the two groups suggest an interaction of the short allele and malnutrition in modulating brain network properties.
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INTRODUCTION

In recent years, studies that evaluate the neurobiological underpinnings of anorexia nervosa (AN) have greatly increased and revealed that this disorder is characterized by complex and multifaceted patterns of interaction between genetic, neuropsychological, and connective characteristics (Zipfel et al., 2015; Solmi et al., 2018; Frank et al., 2019).

Within neuroimaging research, most of the studies in AN are aimed to explore the neural processing of stimuli that activate specific processes (i.e., taste or reward processes), as well as the functional relationships between different areas during rest (Fuglset et al., 2016; Gaudio et al., 2016). Results of these studies are extremely heterogeneous, due to the complexity of the disorder and often different study protocols and designs. Nevertheless, a common point of all these observations is that brain functioning in AN is not characterized by isolated dysfunction in circumscribed brain areas but rather from disturbance in spatially distributed neural networks that support several functions and processes (Steinglass et al., 2018; Seidel et al., 2019).

The possibility to describe the interactions between anatomically distributed areas have been greatly supported, in recent years, by the application of graph theory tools to neuroimaging data (Bullmore and Sporns, 2009). Graph theory allows the mathematical representation of the brain as an architecture of nodes, which are represented by discrete brain areas, and edges, which represent the functional or structural correlations between the nodes. The advantage of this framework is its ability to describe the organizational principles that govern the interactions between different brain regions and to analyze the relevance that specific areas have in managing the connectivity within a network (Rubinov and Sporns, 2010).

To date, three studies evaluated brain connectivity in AN by means of graph theory tools but have considered very different samples. The first compared a sample of acutely ill patients with healthy controls (HC), and pointed out both global and regional anomalies. Regionally, patients with AN showed reduced connectivity strength in insula and a lower centrality of thalamus. Globally, they showed higher levels of separation between nodes in the overall network as well as a higher tendency of nodes with similar connectedness to link together (Geisler et al., 2016). The second one compared a sample of patients recovered from AN and HC and pointed out the presence, in the experimental group, of a higher tendency of the network to form clusters of densely interconnected nodes (increased clustering coefficient) and a higher tendency of nodes with similar connectedness to link together (increased assortativity). Furthermore, patients with AN reported a different balance between segregation and integration properties when compared to HC [reduced small-world index (SWI)] (Geisler et al., 2018). The third study was conducted on a sample of adolescent patients at first stages of AN and pointed out the presence of a decreased connectivity in a sub-network of connections that encompass the left and right rostral anterior cingulate cortex, the left paracentral lobule, the left cerebellum, the left posterior insula, the left medial fronto-orbital gyrus, and the right superior occipital gyrus in the experimental sample (Gaudio et al., 2018).

Alongside the evaluation of the rules that govern the relationships between different brain areas in the connectome, graph theory allows the identification of those regions of the brain that have a peculiar role in supporting network communication and integration and that are called “hubs” (van den Heuvel and Sporns, 2013; Oldham and Fornito, 2019). The ability of hub regions to mediate large proportion of communications in the brain, as well as their tendency to integrate distributed neural signals, makes them susceptible to different disease processes. Coherently with these observations, network hubs have been demonstrated to be points of vulnerability into a network, and alterations in their distribution have been evidenced in many neurologic and psychiatric disorders like depression, ADHD, schizophrenia, and Alzheimer disease (Rubinov and Bullmore, 2013; Dai et al., 2014; Hong et al., 2014; Korgaonkar et al., 2014).

No study to date investigated the presence of any alteration in hubs distribution in patients with AN. The evaluation of hubs distribution in AN could be particularly interesting both from a neurobiological and from a clinical point of view. In fact, an alteration or a disproportion in their distribution could help in identifying specific areas of vulnerability in the disorder as well as in better characterizing the functional correlates of specific cognitive dysfunctions and psychopathological dimensions.

Another point of interest, in the evaluation of network properties in AN, seems to be the investigation of the role of genes in mediating the configuration of the connectome. In fact, the presence of specific polymorphisms, like the 5-HTTLPR polymorphism for the serotonin transporter gene, have been evidenced to modulate the connectivity patterns in different functional networks in AN (Collantoni et al., 2016). Furthermore, in AN, the 5-HT modulation have been proposed to be involved in contributing to specific psychopathological and temperamental dimensions, in regulating satiety and food consumption, and in determining cognitive and executive functioning (Haleem, 2012; Tenconi et al., 2016). Thus, the evaluation of the role of serotoninergic circuits in modulating the architectural properties of the functional brain connectome in AN can help in better characterizing their role in the neurobiology of the disorder as well as their possible relevance as targets of serotoninergic drugs.

Our purpose in this study is therefore to explore the presence of any difference in functional connectome properties between AN patients and HC by means of graph theory tools. The effect of 5-HTTLPR genotype on regional and global network characteristics in AN and HC was also examined. We hypothesized to find differences between patients and controls in assortativity values and hubs distribution. We also hypothesize the presence of a relationship between alterations in morphology of brain areas and their alterations in network properties, as observed in other psychiatric disorders (Crossley et al., 2014). Finally, we hypothesize to find effects of the 5-HTTLPR polymorphism that are similar in cases and controls.



MATERIALS AND METHODS

A total of 38 patients with acute AN and 38 HC were included in this study.

Patients with AN were recruited from the Padova Hospital Eating Disorders Unit. All the subjects of the experimental group met DSM-5 criteria for AN. A sample of HC was recruited from the same geographical area. The HC group was similar to the patient group in age, ethnicity, educational level, and hand lateralization. Exclusion criteria for recruitment in both experimental and HC groups were male gender, history of head trauma or injury with loss of consciousness, history of any serious neurological or medical illness, active use of systemic steroids, pregnancy, active suicidality or major depression, history of substance/alcohol abuse or dependence, bipolar disorder or schizophrenia spectrum disorder, moderate mental impairment (IQ < 60) or learning disabilities, use of medications other than antidepressants, and known contraindications to conventional MRI. In HC, history of any psychiatric disorder and any first-degree relatives with an eating disorder were considered additional exclusion criteria. After recruitment, we excluded 2 AN patients for technical reasons (see below).

Table 1 describes the main characteristics of the sample. Thirteen patients with AN were under drug treatment with antidepressants at the time of scanning (1 patient mirtazapine, 2 paroxetine, 2 escitalopram, 1 fluoxetine, and 7 sertraline).


TABLE 1. Baseline characteristics of the two groups.

[image: Table 1]Ethical permission was obtained from the Ethics Committee of the Hospital of Padova. After completely describing the study to the subjects, written informed consent was obtained.


Clinical and Neuropsychological Assessment

All subjects were investigated for AN diagnosis with a diagnostic interview according to the Eating Disorders Section of the Structured Clinical Interview for Diagnostic and Statistical Manual of Mental Disorder (DSM-5, American Psychiatric Association, 2013) and, also, a semi-structured interview was used in order to collect socio-demographic and clinical variables (Favaro et al., 2012, 2013). More information about subjects’ psychopathology was achieved using the Hopkins Symptoms Checklist (Derogatis et al., 1974), the Eating Disorders Inventory (Garner et al., 1983), and the State–Trait Anxiety Inventory (Spielberger et al., 1999). Furthermore, the Edinburgh Handedness Inventory (Oldfield, 1971) was used to assess handedness (and left-handed individuals were excluded).

The neuropsychological assessment included the Wisconsin Card Sorting Task (WCST) and measures of intellectual abilities. WCST is one of the most widely used measures assessing abstract thinking and set-shifting abilities (Berg, 1948). The global score (a general measure of executive functioning) and number of perseverative responses (a measure of cognitive inflexibility) were used as main outcomes (Tenconi et al., 2010). Subjects were also assessed with the Rey–Osterrieth Complex Figure Test in order to assess participants’ memory, visual–spatial abilities, and central coherence. Outcomes from this test is the Central Coherence Index (CCI), calculated from the style index and the copy order index, and the Visual Memory Index, calculated from the correct reproduction of the 18 items of the original figure (Tenconi et al., 2010). To exclude mental impairment, all participants over the age of 20 completed the Brief Intelligence Test (TIB), which measures premorbid intellectual ability (the test is very similar to the National Adult Reading Test for the Italian population) (Colombo et al., 2002). Participants younger than 21 completed the Information subtest of Wechsler Intelligence Scale (the children version if participants aged 16 or less, and the adult version if their age was between 17 and 20 years) as a measure of verbal intelligence (Wechsler, 1949).



Data Acquisition

Data were collected on a Philips Achieva 1.5-T scanner equipped for echo-planar imaging. A resting-state fMRI scan entailed 250 continuous functional volumes (repetition time = 2009 ms, echo time = 50 ms, flip angle = 90°, 21 slices, matrix = 128 × 128, acquisition voxel size = 1.8 × 1.8 × 6 mm, acquisition time = 8 min; field of view = 23 cm). Participants were instructed to rest with their eyes closed during the scan. High-resolution 3D T1-weighted anatomical images were also acquired in a gradient-echo sequence (repetition time = 20 s, echo time = 3.78 ms, flip angle = 20°, 160 slices, acquisition voxel size = 1 × 0.66 × 0.66 mm, field of view = 21–22 cm).



Data Processing and Statistics

Structural images were preprocessed using the FreeSurfer package (Martinos Center for Biomedical Imaging, Massachusetts General Hospital, Boston) version 5.3.0. The cortex was then divided into 148 regions of interest (ROIs) (74 per hemisphere) with a specific sulco-gyral atlas (Destrieux atlas) (Destrieux et al., 2010). The 148 cortical regions and the subcortical nuclei volumes (caudate, putamen, accumbens, hippocampus, amygdala, palladum, and thalamus) obtained were then transformed and warped using a MNI_2 mm map, summed to build a probability map of every single brain areas, and then transformed in functional space using FLIRT. Seed ROIs were obtained by thresholding probability maps at 80%.

Resting-state scans were preprocessed with both Analysis of Functional NeuroImages (version AFNI_2010_10_19_10281; NIMH, Bethesda, Maryland) and FM-RIB Software Library (version FSL 4.1.62; FMRIB, Oxford, United Kingdom).

Signal-to-noise ratio was computed as described by van Dijk et al. (2012) for each resting-state sequence and used to estimate data quality. Only resting-state scans with a mean slice-based temporal signal-to-noise ratio higher than 100 were included in the subsequent analyses. All but two scans (two patients with AN) passed this criterion.

Preprocessing was then performed as described in our previous reports (Favaro et al., 2013, 2014a,b). Details of preprocessing and processing are described in the Supplementary Information. A high-pass filter setting of 200 s (0.005 Hz) was used to reduce very-low-frequency artifacts such as scanner drift and a low-pass filter to remove any components in the high-frequency spectrum (40.1 Hz).

A seed-based approach was used to explore the functional connectivity of brain areas obtained as described before. Nuisance signals were removed by multiple regression before functional connectivity analyses. Each individual’s 4D time series were regressed on nine predictors, consisting of white matter, cerebrospinal fluid, the global signal, and six motion parameters (three cardinal directions and rotational movement around three axes). The time series of the nuisance signals were extracted by (a) averaging all voxels in the brain (global signal) across the time series; (b) segmenting each individual’s high-resolution structural image (FAST, FSL) (Zhang et al., 2001), applying a threshold at 80% tissue type probability, and averaging all voxels within the thresholded mask (white matter and cerebrospinal fluid) across each time series; and (c) using the residuals obtained after motion correction by MCFLIRT (FMRIB, Oxford, United Kingdom). Each subject’s residual 4D time series was transformed into Montreal Neurological Institute space by means of a linear affine transformation implemented in FSL (FLIRT) and the time series extracted for each seed.

Analyses of network properties were performed with Graph Analysis Toolbox (GAT; Stanford University School of Medicine, Stanford, CA, United States) (Hosseini et al., 2012). Undirected weighted networks were constructed by averaging time series across all voxels in the seed ROI. A 148 × 148 association matrix was constructed for each individual by means of pairwise Pearson correlation coefficients. Each entry of the symmetric correlation matrices represents the strength of functional connectivity between two ROIs. By thresholding the correlation values between matrix entries, an adjacency matrix is derived for each association matrix. In particular, a range threshold of 0.1–0.5 with increments of 0.05 was applied in order to estimate the binary adjacency matrices. The statistical differences between groups in the network measures, which are quantified for each individual network, were determined by means of a non-parametric permutation test with 1000 repetitions. In addition to comparing global network measures at every density, AUC analyses were performed to make the between-group comparison less sensitive to the thresholding process.



Graph-Based Metrics

Segregation and integration are two major organizational principles of brain structure and function. Segregation properties of a network describe its tendency to be composed by specialized and functionally coherent areas. Parameters that describe the segregation of a network are the clustering coefficient (that indicate the density of connections between the neighbors of an individual node) and the modularity (that measures the correlation between the probability of having an edge that connect two nodes and the probability that nodes are part of the same community).

Integration properties of a network describe its ability to manage a globally distributed and efficient communication. Parameters that describe the integration of a graph are the global efficiency (which measures the efficiency of information transfer across the network, where maximal GE values indicate a fully connected network) and the characteristic path length (which indicates the number of edges that are present in the shortest path of two nodes, averaged over all pairs of nodes).

Assortativity is the correlation between the degrees of connected nodes and reflects the tendency of a brain region to connect with nodes of similar degree (Boccaletti et al., 2006; Rubinov and Sporns, 2010).

A network is small world if high clustering coexists with high efficiency. This means that small-world networks combine the ability to use a relatively small number of long-distance connections to synchronize the information flow and the advantage to use local connections to locally processing information. Therefore, the SWI is computed by comparing the CPL and the CF of a graph with the corresponding values of null random graphs with same number of nodes, edges, and degree distribution (Bassett and Bullmore, 2006).

Hubs are crucial regulators of information flow across the network and play a key role in network resilience to insult. Degree and betweenness centrality identify hub nodes by measuring the fraction of short paths between nodes of the network that pass through a given node. Nodes that are characterized by high degree and/or betweenness centrality values are likely to participate in many of the network’s short paths and to have a great control over the flow of information within the network (van den Heuvel and Sporns, 2013).



Genetic Analysis

DNA samples were collected at the time of assessment in all participants. Participants were genotyped for the presence of the short variant of the 5-HTTLPR gene, and the A/G single-nucleotide polymorphism (SNP rs25531) of the 5-HTTLPR gene, according to previously described standard protocols (Favaro et al., 2014a). For the 5-HTTLPR gene, samples were split on the basis of the presence or absence of the short variant (S) of the 5-HT transporter, and polymorphism G were included in this short group variant.



Statistical Analyses

Global and local graph metrics is usually considered not normally distributed (Hosseini et al., 2012). For this reason, for between-group comparisons of graph metrics, non-parametric independent two-group Mann–Whitney U tests with a critical p value of 0.05 were performed. Given the explorative nature of the study, we decided to avoid correction for multiple comparisons for global graph metrics. However, to reduce the possibility of false-positive results, we chose to consider only six parameters of the available graph metrics. Local graph metrics were, on the contrary, corrected for multiple comparisons regarding the number of nodes with FDR.



RESULTS


Comparison Between Patients and Healthy Women

Patients with AN showed no differences when compared to HC in whole-brain segregation and integration measures, except for a slightly lower clustering score (p = 0.04 at Mann–Whitney U test; Table 2). Measures of net integration/segregation did not show any significant correlation with age, body mass index (BMI), age of onset, duration of illness, eating psychopathology, and SCL depression or obsessive–compulsive scores. The lifetime lowest BMI showed a significant positive correlation with path length (rho = 0.42; p = 0.011) in the group of AN patients and a negative one (rho = –0.42; p = 0.011) in the control group (Figure 1). In patients with AN, the CCI (Rey Figure Task) correlated with clustering values (rho = 0.42; p = 0.012), whereas both state and trait STAI scores negatively correlated with global efficiency (rho = –0.56; p = 0.001; rho = –0.39; p = 0.019). No differences in net measures emerged comparing diagnostic subtype groups, or comparing patients who were on antidepressant treatment and those who were not.


TABLE 2. Network properties and hubs distribution in AN patients and healthy women.
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FIGURE 1. Correlation between the lowest BMI lifetime and characteristic path length in patients with AN and HC.


Based on both degree and betweenness values, a partially different distribution of network hubs emerged in patients with AN and HC (Table 2). In particular, analyzing betweenness, the left superior frontal gyrus was lacking in the AN group, while the anterior part of the cingulate gyrus represented a hub region only in patients with AN (Figure 2). For degree values, AN showed a higher betweenness value for the anterior part of the cingulate gyrus and right/left middle frontal gyri, whereas in healthy women, hubs were located in bilateral parahippocampal gyri, in the left transverse frontopolar gyri and in the posterior segment of the right lateral sulcus. The degree of the anterior part of the cingulate gyrus significantly negatively correlates (p = 0.014; R2 = 0.19) with the number of perseveration errors at the WCST (Figure 3).
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FIGURE 2. Hubs distribution based on betweenness values in patients with AN and HC.
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FIGURE 3. Correlation between the degree of the anterior part of the anterior cingulate gyrus and the number of perseverative errors at WCST.


Testing the hypothesis of a relationship between brain volume decrease and changes in degree/betweenness values of brain nodes (Figure 4), we found trends for decreased values of degree along with increased differences in volumes in the comparison between patients and controls in nodes of the insula cortex (p = 0.033; R2 = 0.38) and in basal ganglia (p = 0.05; R2 = 0.28). On the contrary, nodes of the parietal cortex showed an inverse relationship: increased degree values along with increased differences between patients and controls in both volume (p = 0.01; R2 = 0.35) and thickness (p = 0.018; R2 = 0.30; Supplementary Figure 1) of the cortical areas. No significant correlation emerged for betweenness values. No significant differences emerged in regional network measures between patients with AN and HC. No differences emerged on graph metrics between patients who were taking antidepressants and those who did not (Mann–Whitney U test: global efficiency: p = 0.43, clustering coefficient: p = 0.54, modularity: p = 0.54, characteristic path length: p = 0.17, SWI: p = 0.41, assortativity: p = 0.90).
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FIGURE 4. Correlation between brain volumes changes and degree/betweenness values of brain nodes.




5HTTLPR Polymorphism Effects on Network Measures

According to 5-HTTLPR polymorphism, in patients with AN, the low functioning genotype was associated with significantly lower small-world properties and lower modularity compared with the high functioning LL genotype (Table 3). On the contrary, in HC, the group who carried the S allele showed significantly higher modularity and a trend toward higher values of small-worldness in comparison with the LL genotype (Table 4).


TABLE 3. Network properties in patients with AN according to 5-HTTLPR genotype.
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TABLE 4. Network properties in HC according to 5-HTTLPR genotype.
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DISCUSSION

The present study evidences the presence of specific alterations in the configuration of functional connectivity architecture in AN. The experimental group showed, when compared to the HC group, a different distribution of hub regions based on both betweenness and degree values. The importance of evaluating hub regions in brain disorders is twofold, as these areas not only are crucial in supporting the network communication but also represent points of vulnerability to several pathogenic processes affecting the brain (Fornito et al., 2017). Therefore, the observation of a different distribution of hubs into the functional connectome in patients with AN does not have a univocal interpretation, being able to reflect their functional relevance in the overall connectome as well as the pathological consequence of disorder-related processes.

Our results pointed out that the hubs distribution between patients with AN and HC differs for some nodes, while others are identically distributed between the two groups. Interestingly, the main differences are identifiable mostly in a disproportion between frontal and subcortical areas, the former being more represented in AN patients, while the latter are more expressed in the control group. In particular, the left anterior cingulate gyrus is present only in patients with AN when hubs are computed on both betweenness and degree values. Hub regions are considered to offer an architectural backbone for brain processes that require high levels of functional integration, like cognitive and executive functions (Crossley et al., 2014). Therefore, the peculiar hubs distribution in patients with AN may represent a fundamental component of the functional connective architecture that supports the cognitive functioning in the disorder. The prevalence of frontal regions over subcortical ones in our experimental group may be coherent with this hypothesis, since it may sustain the presence of unbalanced top-down and bottom-up processes in AN (O’Hara et al., 2015). In AN, the anterior cingulate gyrus has been shown to have an important role in performance monitoring and in the cognitive regulation of appetitive stimuli, and it has also been proposed to be functionally involved in set shifting abilities as well as in cognitive inflexibility (Kaye et al., 2013; Geisler et al., 2017). The observation that this node is highly connected in patients with AN but not in HC confirms the hypothesis, already supported by previous observations, that it plays a crucial role in AN neurobiology and psychopathology (Kuyck et al., 2009). The negative correlation between the degree of anterior cingulate gyrus and perseverative errors at WCST suggests that this area may be involved in the ability to modulate cognitive and behavioral flexibility in AN. Overall, these observations suggest a possible role of cognitive training protocols (i.e., cognitive remediation therapy) in the treatment of AN. Furthermore, brain-directed treatments (i.e., repetitive transcranial magnetic stimulation or transcranial electrical stimulation) that can modulate the functioning of prefrontal areas as well as the functional balance between cortical and subcortical functioning could have a good clinical potential (Dalton et al., 2017).

The importance of the network functional architecture in modulating specific cognitive and psychopathological traits of AN is confirmed by the correlations between clustering coefficient and CCI and between global efficiency and STAI scores. These correlations suggest that a higher network segregation is associated with a better global processing in AN, and that a lower global network integration is associated with higher anxiety symptoms. The serious metabolic consequences of AN may in part explain these results. In fact, integration characteristics are more expensive, while segregation properties are less energetically costly and therefore more protective (Bullmore and Sporns, 2012). We can hypothesize that high segregation plays a protective role in AN, since it probably allows a more efficient cognitive processing, but we can also speculate that a lower integration may predispose to higher anxiety symptoms in the disorder. This finding supports the importance of therapeutically addressing anxiety symptoms when they occur in comorbidity with AN (Lloyd et al., 2019; Martín et al., 2019).

The opposite correlation between lowest lifetime BMI and characteristic path length in the experimental group and in the HC one suggests that starvation induced a reduced path length as a form of compensation to minimize the impact of malnutrition, while in healthy subjects, in the absence of malnutrition, a similar effect is observed with an increased BMI.

The relationships between brain structural differences in the two groups and the degree of cortical and subcortical nodes suggest that structural brain alterations in AN have a specific impact on the functional architecture of the brain network. In particular, the observation that these relationships have different directions in cortical and subcortical areas indicates that the functional centrality of these regions may be differently affected by brain atrophy in AN. The increase of degree along with the average decrease in volume was especially observed in nodes of the parietal lobe, including brain areas particularly involved in somatosensory functions and spatial reasoning (Favaro et al., 2012).

Our results also pointed out a role of the 5-HTTLPR polymorphism in modulating the configuration of the overall functional network in AN. Specifically, the low functioning genotype conferred lower small-world properties and a lower modularity in patients with AN, compared with high functioning genotype.

Small-world properties reflect the presence of a proper balance between integration and segregation characteristics of a network, and indicate how much a graph can use local connections to process local information and a small number of long-distance connections to synchronize the overall flow of information (Bassett and Bullmore, 2006). The presence of a peculiar impact of 5-HTTLPR polymorphism on the network architecture suggests a role of serotonin system in balancing segregation and integration properties of the functional connectome in AN. Several lines of evidence show that abnormal activity of the 5-HT system might be involved in AN neurobiology (Solmi et al., 2016). The involvement of the serotonin transporter gene polymorphism in determining the balance of the overall functional connectome in AN could contribute in explaining why the modulation of serotonin pathways is implicated in many processes that are involved in AN etiology, psychopathology, connectivity, and executive functioning (Baker et al., 2018; Teresa et al., 2019). In addition, the opposite role of the polymorphism in AN patients and healthy women might suggest an interaction between this polymorphism and malnutrition in determining the effects on brain network properties.

The present study has two main points of strength. First, it is one of the first studies that investigates the functional connectome in AN by means of graph theory tools and the first to report about hubs distribution. Second, it investigates the role of 5-HTTLPR polymorphism in determining the properties of the network, highlighting the role of serotonin pathways in modulating network architecture. However, some limitations should be mentioned as well. The main limitation is the small sample size, which is due to the pilot nature of the study. Secondly, the study has a cross-sectional design; thus, any casual or prognostic consideration is not allowed.



CONCLUSION

In conclusion, our results point out that hub regions are differently distributed in the functional connectomes of patients with AN and HC. The distribution of these regions, alongside the correlation between some of them and specific cognitive functions in AN, suggests that they may play an important role in AN neurobiology. The correlations that emerged between different degree values of nodes and differences in brain volumes suggest an impact of structural alterations on the functional network architecture, also highlighting the need of further longitudinal observations to better understand the role of malnutrition and weight loss on graph metrics. Furthermore, the opposite effects of 5-HTTLPR polymorphism on global network characteristics in the two groups suggest an interaction of the short allele with malnutrition in modulating brain network properties.
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Major depressive disorder (MDD) is a complex psychiatric disorder characterized by changes in both resting state and stimulus-evoked activity. Whether resting state changes are carried over to stimulus-evoked activity, however, is unclear. We conducted a combined rest (3 min) and task (three-stimulus auditory oddball paradigm) EEG study in n=28 acute depressed MDD patients, comparing them with n=25 healthy participants. Our focus was on the temporal dynamics of both resting state and stimulus-evoked activity for which reason we measured peak frequency (PF), coefficient of variation (CV), Lempel-Ziv complexity (LZC), and trial-to-trial variability (TTV). Our main findings are: i) atypical temporal dynamics in resting state, specifically in the alpha and theta bands as measured by peak frequency (PF), coefficient of variation (CV) and power; ii) decreased reactivity to external deviant stimuli as measured by decreased changes in stimulus-evoked variance and complexity—TTV, LZC, and power and frequency sliding (FS and PS); iii) correlation of stimulus related measures (TTV, LZC, PS, and FS) with resting state measures. Together, our findings show that resting state dynamics alone are atypical in MDD and, even more important, strongly shapes the dynamics of subsequent stimulus-evoked activity. We thus conclude that MDD can be characterized by an atypical temporal dynamic of its rest–stimulus interaction; that, in turn, makes it difficult for depressed patients to react to relevant stimuli such as the deviant tone in our paradigm. 

Keywords: EEG, Depression, resting state, Peak frequency, alpha oscillations, theta oscillations



Introduction



Temporo-Spatial Dynamics Shape Rest and Task States

Major depressive disorder (MDD) is a complex psychiatric disorder that includes affective, cognitive, vegetative, sensorimotor, social, and perceptual changes (1). Neuronally, changes in stimulus-evoked activity in response to especially affective and cognitive stimuli have been reported in MDD, including event-related potential (ERP) changes during auditory target detection paradigms as well as atypical power in theta (5–8 Hz) and/or alpha (7–13 Hz) frequency ranges (2–6). The origin of these neuronal changes in stimulus-evoked activity in MDD, however, remains unclear. 

Recent studies have demonstrated changes in the resting state in MDD (7). FMRI resting state studies show atypical functional connectivity, especially in anterior regions of the prefrontal cortex, as well as in other networks such as the default-mode network (8), while EEG resting state studies demonstrate atypical activity, especially in theta and alpha frequencies in MDD (7, 9, 10). Given the overlap of both rest and task findings in theta and alpha frequencies, one would suggest that resting state changes may also shape stimulus-evoked activity in depression. This link is yet to be shown. 

The brain’s resting state, or spontaneous activity, can be characterized by an intrinsic temporo-spatial dynamic (11–13). Such dynamics concern, among other features, various frequency bands, such as theta and alpha (14). Importantly, the strength of these frequencies can be characterized by peak frequencies (15–17) which, for instance, has been shown to be atypically low in the resting state of first-episode psychosis patients (17). To our knowledge, no studies have examined peak frequency in MDD specifically; this temporo-spatial dynamic measure is yet to be probed in MDD. Other resting state studies, however, have found greater functional connectivity in the theta and alpha bands in MDD when compared with healthy controls (18) as well as a decrease in long-range temporal correlations (19). A recent review found that studies of alpha asymmetry in MDD patients had inconsistent findings (20), despite its early promise (21).

The brain’s temporo-spatial dynamic extends beyond its spontaneous activity to its stimulus-evoked activity. Two studies have demonstrated the interaction of prestimulus activity levels with poststimulus activity (22–24) by dynamic measures which account for complexity and variance. 

One recent EEG study in healthy participants showed the relationship of prestimulus complexity, as measured with Lempel-Ziv Complexity (LZC) (25), with poststimulus trial-to-trial variability (TTV) (26–29). LZC, a measure from information theory (30), quantifies patterns, and their repetition, within a sequence, with higher values of complexity indicating less structure and predictability in the sequence (25). This study (29) showed that prestimulus complexity related to poststimulus variability reduction measured through TTV, and that the poststimulus decrease in LZC and variability may capture the increase in regularity of neural activity after stimulus onset, which has been shown in computational models (31). Whether LZC and TTV, or their relation, are atypical in MDD, however, is yet to be studied. 

A measure that has been applied recently is the change in peak frequency (PF) in specific bands, the alpha and theta bands in particular (17, 32, 33). The PF is defined as the frequency within a specified band—alpha, theta, and beta—which has the maximal power (for example, the peak frequency in the alpha band could change from 9 to 10 Hz when doing a task (16)) (32–34).

The PF and its change can be measured during the resting state or in response to a stimulus—PF can increase in alpha when performing a task (16), termed frequency sliding (FS) (32). Changes in PF is based on the neuronal principle that the firing rate of a neuron is proportional to the strength of its input (35); it has been shown (32) in both computational models and human EEG rest and task data that if input to a neural network increases, the “speed” of oscillations of a specific frequency band, and thus its PF, will increase accordingly. As a result, FS has shown to be an index, which can be measured using scalp EEG, of input to a neural network (32).




General and Specific Aims

The general aim of our combined rest and task EEG study in MDD consisted in investigating how changes in the resting state’s temporo-spatial dynamics shape stimulus-evoked activity. Our study can thus be conceived of as an example of rest–stimulus interaction (23, 24, 36) in MDD. For that purpose, we investigated resting state and task activity (auditory oddball) in MDD. 

We first applied the above-mentioned dynamic measures—PF and its variance, and power—to the resting state in MDD and a control group. Based on previous findings (16, 17), we hypothesized lower PF in the theta (4–8 Hz) and alpha (7–13 Hz) bands in the MDD group in comparison to the control group.

Next, we applied the dynamic measures of LZC and TTV to stimulus-evoked activity in MDD and the control group. Given the previous findings of atypical ERP, we hypothesized decreases in both poststimulus TTV change and LZC poststimulus change in MDD. The employment of an auditory oddball paradigm also allowed us to distinguish between attention-demanding task-relevant deviant tones and task-irrelevant standard tones. Consistent with previous findings in MDD (2, 4, 6), we hypothesized atypical LZC and TTV results in the deviant tones in particular.

After the LZC and TTV analysis, we measured the dynamic FS—and corresponding power sliding (PS)—to the same deviant and standard tones in the theta and alpha frequency bands. We hypothesized that these measures in the MDD group would differ significantly from the healthy controls in the deviant tones, but not the standards. 

Finally, we sought to relate rest and task measures. We hypothesized that the dynamical measures of the resting state (PF, power) correlate with poststimulus TTV and LZC change in both groups. The temporo-spatial dynamics of the resting state, including its changes, may thus be conveyed to the subsequent stimulus-evoked activity and its own dynamics.





Methods



Participants

Twenty-eight participants with Major Depressive Disorder (MDD) (age: mean = 54±18 years, range = 16–73 years; 19 female) and twenty-five healthy controls (age: mean = 46±16 years, range = 21–70 years; 14 female) completed this study. MDD participants were recruited from an outpatient population with major depressive disorder (MDD) that were participating in a larger adjacent clinical trial. Clinical assessments and diagnosis of depression were conducted with a study psychiatrist. MDD participants were evaluated with the Montgomery-Åsberg Depression Rating Scale (MADRS) (37) and found to have scores between 14 and 37 (mean = 28±6) (inclusive) at the time of the electroencephalography (EEG) session. 

Exclusion criteria for the MDD participants were the following: DSM-IV disorder other than MDD; depression secondary to severe medical illness; positive urine drug screen for illicit substances or non-prescribed medicine; substance or alcohol abuse or dependence 6 months prior to enrollment; diagnosis of a neurological disorder; pregnancy or lactation; an unstable clinical finding that might be negatively affected by the treatment of the larger clinical trial; liver function tests three times the upper normal limit; inadequately corrected hypothyroidism or hyperthyroidism; clinically significant deviation from the reference range in clinical laboratory test results; imminent suicidal or homicidal risk; and participation in another clinical treatment study with a drug that had not yet received approval. 

Age- and sex-matched healthy adults were recruited from the local community as a control group. Participants were assessed using the SCID non-patient version (SCID-NP; 38) and the Family Interview for Genetic Studies (FIGS; 39), following an initial telephone session and a subsequent face-to-face interview.

The Beck Depression Inventory (BDI) score was used to verify that the control participants did not have depression. We administered the BDI to the patient group as part of the larger adjacent clinical trial; BDI scores before and after treatment in the clinical study were compared. Only the BDI scores recorded before the treatment initiation were used here. MDD Participants had BDI scores greater than 13 (mean = 28±10), while all healthy control participants had BDI scores below 13 (mean = 1±2).

The experimental protocols were approved by the research ethics committee of the University of Ottawa Institute of Mental Health Research, and the study was carried out with their permission. Written informed consent was obtained from each participant prior to study participation.




EEG Session

EEG data were recorded using a Brain Vision EasyCap with 32 Ag/AgCl electrodes at a sampling rate of 500 Hz. Electrode AFz served as the ground and an additional nose electrode served as the reference during recording.

Additional channels were added for independent component analysis (ICA) decomposition: vertical ocular (above and below the left eye), and horizontal ocular (the outer canthi of the right and left eyes). The impedance of all channels was maintained at less than 5 kΩ during recording. 

Prior to beginning the task, participants completed three-minute resting state EEG recordings with their eyes closed.

The task was an auditory oddball paradigm (40) and was presented to participants using the Presentation software (Neurobehavioral Systems, Albany, CA, USA). Participants were presented with 800 tones in four blocks (200 tones per block). Eighty percent of the tones, standard tones, were 1,000 Hz and 70 dB pure tones 336 ms in length. Ten percent were deviant tones at 700 Hz (70 dB pure tones lasting for 336 ms, identical to standards). Participants were instructed to respond to the deviant tones by a button press. The remaining 10% were novel non-target—participants did not respond by a button press—environmental sounds (ie., dog bark, horn, etc) at 65–75 dB for 169–399 ms. Between these stimuli, participants were presented with a fixation cross for 1 s. Reaction times to target responses were recorded.

The standard and deviant stimuli were the focus of this study as they were alike; both were pure tones with the same length and power. The novel stimulus had varying lengths and was not a pure tone, so not comparable to the other two stimuli. The novel stimuli, however, were analyzed with TTV and LZC for differences between MDD and controls. This was done only to determine if any differences found in the deviant stimuli were due to the infrequent presentation of the stimulus.




EEG Preprocessing

All EEG data preprocessing was completed using EEGLAB (v14) (41), which required MATLAB (The MathWorks) v2018b, including the use of the Optimization, Statistics and Signal Processing Toolboxes. All statistical analyses were completed in MATLAB v2018b.

The raw continuous data was low- and high-pass FIR filtered from 1Hz to 40Hz, and then visually inspected. If channels were flat longer than 5 s, had less than 0.80 correlation with neighboring channels, or had line noise greater than four standard deviations difference compared to other channels, they were spherically interpolated.

The task data was then epoched—with no baseline correction—to stimulus onset. All files were re-referenced to the surface Laplacian reference, according to the methods of previous studies (42, 43), to spatially filter the data; activity recorded at the specified electrode had a higher correspondence with cortical activity just below it than had an alternative reference montage been used. 

All stationary artifacts, specifically eye movements, were reduced using Independent Component Analysis (ICA) and the Multiple Artifact Rejection Algorithm (44, 45).




Resting State Measures: Peak Frequency (PF), Coefficient of Variation (CV), Power

We began our analysis by investigating the resting state data. All preprocessed resting state files were first cut to the same length (85,000 data points). According to previous studies (16, 17, 29, 32, 34, 46, 47), our a priori interests were focused on activity in the alpha (7–13Hz) and theta (4–8Hz) bands. For this reason, and due to the findings of dmPFC in rest-task interactions (36) and its implication in MDD (48–50), all analyses were done with electrodes Fz for theta (51, 52) and broadband activity, and Pz for alpha related activity (53, 54). All data analysis was completed in MATLAB (v2018b).

The peak frequency (PF) was calculated according to the methods of MX Cohen (32). Specifically, the preprocessed broadband data was first FIR bandpass filtered—with 15% transition zones added to each edge of the filtered range according to the published methods (32). The data were then Hilbert transformed to get the analytic signal, and the phase-angle timeseries was extracted using MATLAB’s angle function. To compute the frequency of the peak within the filtered band, the first derivative of the phase-angle timeseries was taken. Finally, a median filter (filter order 10) was applied to the timeseries according to the published methods of this approach (32). The mean over the full three-minute resting state of the peak frequency was calculated at electrode Fz for the theta band (4–8 Hz) and Pz for the alpha band (8–13 Hz), as was the power in the same electrodes for the same bands.

The coefficient of variation (CV) has previously been measured in neuroscientific data on single neuron spike trains, as well as data from larger arrays (55, 56). Recently, however, it has also been applied to EEG data (28, 57). The CV, also termed the Fano Factor (58), is a measure of relative variability as 
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with σ being the standard deviation of the peak frequency in the resting state and µ being the mean. We measured the CV as it quantifies the stability of the peak and normalizes the standard deviation as it divides by the mean.




Trial-To-Trial Variability

Trial-to-Trial Variability (TTV) was calculated according to the methods of previous studies (23, 27–29). TTV is defined as the variability changes over trials with respect to variability at stimulus onset:
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where σot (t) is the SD of the EEG signal over trials at timepoint t and σot (0) is the SD over trials at stimulus onset. Therefore, each poststimulus timepoint is relative to stimulus onset.

In the task, eighty stimuli were deviants with many more standards. To compare the two stimuli, in this and subsequent analyses, eighty randomly chosen trials of standard stimuli were extracted. Therefore, all measures contained the same number of deviant and standard trials, with the standards randomly chosen.

To compare the TTV between stimuli and groups, the area under the curve (AUC) between stimulus onset (0 ms) and 500 ms was computed and compared statistically.




Lempel-Ziv Complexity Analysis

As computed in a previous study (29), we applied a measure of complexity from information theory (30) to the non-baseline corrected data. Lempel-Ziv Complexity (LZC) was calculated from previous studies (25, 29, 59) in MATLAB v2018b using a custom script. In both the pre- and post-stimulus periods for which LZC was calculated, 300 ms of the signal was measured.

The EEG signal was first converted into a binary sequence with each data point in a timeseries x(i) being converted to a symbol in the sequence s(i):
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where Td is the threshold (25), the median of the timeseries here. The median was chosen according to previous studies (25, 29) as it is unaffected by extreme values in a sequence. This sequence s(i) is then scanned from left to right. The complexity measure c(n) is increased by one each time a new sequence of consecutive values occurs (25). Finally, the complexity C(n) is normalized to control for signal length:
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where n is the length of the sequence. LZC has no units.

The difference between the pre- and post-stimulus was calculated (poststim LZC minus prestim LZC) and this was compared between MDD and controls (CON).




Peak Frequency Sliding (FS) and Power Sliding (PS) During Task

Calculated in the same way as the PF in the resting state (see above) according to the methods of MX Cohen (32), the peak frequency sliding (FS) in theta (4–8 Hz) and alpha (7–13 Hz) was calculated. For each of the deviant and standard trials, the FS was computed, and the mean over all the trials was then calculated. To account for any changes in PF at stimulus onset between groups (see Supplementary Figure 1), the data were converted to percent change; the PF in the task is the percent change relative to stimulus onset.

Next, to calculate the power sliding (PS), the same analysis was done, with one difference: rather than extract the phase-angle timeseries, the modulus (absolute value) of the Hilbert transform was extracted. This was then squared—at each timepoint—to give a timeseries of the power in the specified band. As with the FS, the PS was converted to percent change relative to stimulus onset to correct for any differences in power between MDD and controls.

Finally, the AUC in 100 ms intervals was calculated for both measures and compared statistically. The time intervals in which the AUC was measured were as follows: 376–476 ms for the alpha FS; 150–250 ms for the alpha PS; 400–500 ms for the theta FS; 166–266 ms for the theta PS.




Task-Task Correlation: Trial-To-Trial Variability (TTV) and Frequency/Power Sliding (FS/PS)

To compare the results from the TTV analysis and the FS and PS analysis, two-tailed Spearman correlations were performed for both stimuli on all participants (MDD and CON) together. The significance level for all correlations was 0.05. To correct for multiple statistical tests, the Benjamini-Hochberg False Discovery Rate (60) was applied to all p-values. The p-values stated in the results and figures are therefore corrected for multiple comparisons.




Rest-Task Correlation: Resting State PF/CV and Task (TTV, LZC, FS, and PS)

Finally, to link the resting state findings (PF, CV, and Power) to those from the task (TTV, LZC, FS, and PS), two-tailed Spearman correlations were performed on all participants (MDD and CON) together. Again, the significance level for all correlations was 0.05. As above, the Benjamini-Hochberg False Discovery Rate (60) was applied to all p-values, so all p-values reported in the results and figures have been corrected for multiple comparisons.




Statistical Analyses

All statistical analyses were done in MATLAB v2018b, using the Statistics toolbox, at a significance level of 0.05.

It has been shown that large interindividual differences between participants exists and, in fact, is a particular focus of recent research (29, 44, 61–65). Typical parametric tests, however, often fail to account for a factor that has an effect in many individuals since they focus on the average effect (66). With that in mind, and at the direction of a study on that exact idea (66), to compare the effects of stimulus (deviant, standard) and group (MDD, CON), Kolmogorov-Smirnov two-sample tests were used. The Kolmogorov-Smirnov test is a nonparametric statistical test which compares the distributions of data rather than any parameter (mean, median). In MATLAB, the function kstest2 was used for this test.

For the correlations, the Spearman’s two-tailed correlation was performed for all tests as most of the variable distributions were non-normal. The function corr, with type = “Spearman,” was used in MATLAB for this correlation.

To correct for multiple statistical tests, the Benjamini-Hochberg False Discovery Rate (60) was applied to all p-values.





Results



Modulation of Peak Frequency and Coefficient of Variation During the Resting State in Depression

We began our analysis with the resting state data. Over the full 3-min resting state, the mean peak frequency (PF), coefficient of variation (CV), and mean power in the theta (4–8Hz) and alpha (7–13Hz) bands was measured and statistically tested with Kolmogorov-Smirnov two-sample nonparametric tests.

In the theta band, we first found a difference between the MDD and control participants in the PF (D28,25 = 0.496, p = 0.002). We then tested to see if there was an effect of group on the CV and power and found that this was also true in the theta band (D28,25 = 0.541, p = 9.021×10−4 for CV; D28,25 = 0.670, p = 1.042×10−5 for power) (Figure 1A). In the MDD participants, the PF was higher, and CV and power lower than the healthy controls.
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Figure 1 | Resting state activity showed differences in theta and alpha between the MDD group and healthy controls. (A) The peak frequency (PF), coefficient of variation (CV), and power measures showed higher PF, lower CV, and lower power in the MDD participants than the controls. (B) In the alpha band, the MDD group had lower PF, higher CV, and lower power. All p-values are FDR corrected for multiple comparisons. **: < 0.01, ***: <0.001. 








We then repeated the same statistical analysis for the alpha band. Again, we found a difference between MDD and controls in the PF (D28,25 = 0.546, p = 3.947×10−4), CV (D28,25 = 0.554, p = 3.947×10−4), and power (D28,25 = 0.479, p = 0.003) (Figure 1B). In contrast to the theta band, the PF and power were lower and CV higher in the MDD when compared to the healthy controls.

Taken together, these data suggest opposite, or reciprocal, modulation of PF and CV in theta and alpha in MDD. High PF and low CV were found in theta while the opposite pattern — low PF and high CV — was observed in alpha. Interestingly, both alpha and theta show reduced power. Together, these findings suggest more unstable resting state activity pattern in theta and alpha in MDD. 




Trial-To-Trial Variability Reduced for Deviant Stimuli in Depression

After completing the analysis of the resting state data, we then investigated the differences between the MDD and control group during the task. As TTV has been stated as measuring the effect of the stimulus to decrease/increase the ongoing spontaneous activity of the brain, we wanted to investigate whether there was an effect of group (MDD, control) or stimulus (deviant, standard) on TTV. To do so, the AUC of the TTV curve between stimulus onset and 500 ms at electrode Fz was calculated (Figure 2A).
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Figure 2 | Trial-to-trial variability (TTV) showed significantly less change in variability in the MDD group for deviant stimuli. (A) TTV curves (80 trials) in both groups for deviant and standard stimuli. (B) Area under the curve (AUC) was measured between 0-500ms for both groups and stimuli. The AUC in the MDD group was significantly lower in the deviant stimuli compared to the healthy controls. All p-values are FDR corrected for multiple comparisons. **: < 0.01.





A two-sample Kolmogorov-Smirnov test found a difference in AUC between the MDD and control participants when presented with the deviant stimuli (D26,25 = 0.489, p = 0.005), with smaller AUC in the MDD participants. Therefore, there was less of a change in variability in the MDD participants when presented with the deviant stimuli than in the control participants. As the TTV was measured relative to stimulus onset, it can be inferred that the deviant stimulus made less of an impact on the ongoing spontaneous activity in the MDD group than in the control group. In contrast, no difference was found between groups in the standard stimuli (D26,25 = 0.326, p = 0.105) (Figure 2B).

Since the deviant stimuli were only presented 10% of the time (see Methods), this difference may be due to the rarity of the stimulus; the control participants had more of a change in variability as they were presented with a rarer stimulus, not because they were presented with a rarer stimulus also relevant to the task. To determine if this was the case, we did the same analysis on the novel stimuli (baby cry, so environmental non-target auditory stimulus) which were also presented for 10% of the trials.

We found no difference between MDD and controls for these novel stimuli (D26,25 = 0.169, p = 0.823). This result supports the idea that the difference found in deviant stimuli is not simply because they are more infrequent than the standards, as were that true, a similar difference would also exist in the novel stimuli. This was not the case.

In sum, TTV change after stimulus onset was reduced in the task-relevant deviant tone in MDD, suggesting decreased impact of this tone on stimulus-evoked activity. 




Decreased Lempel-Ziv Complexity Change for Deviant Stimuli in Depression

The next step in the task-related analysis was to measure Lempel-Ziv Complexity (LZC). This was done to determine if there was an effect of group (MDD, control) or stimulus (deviant, standard) on the structure or pattern of the timeseries, which LZC measures. LZC (no units) was measured in 300 ms windows before and after stimulus onset. The difference was calculated by subtracting the prestim from the poststim as we wanted to see if the arrival of the stimulus coincided with a change in LZC and by what amount. It was tested, for each stimulus, for statistical difference between the two groups of participants with the two-sample Kolmogorov-Smirnov test.

After calculating the difference—poststim minus prestim—there was found to be a difference between groups in the deviant stimuli (D26,25 = 0.402, p = 0.049), but not in the standard stimuli (D26,25 = 0.308, p = 0.133) (Figure 3). As we did in the TTV AUC above, we calculated the LZC difference in the novel stimuli to see if the difference found in the deviant stimuli was only because they are rarer than the standard stimuli. We found no difference between MDD and controls for the novel stimuli (D26,25 = 0.183, p = 0.742). If there had been a difference between groups here, the difference found in the deviant stimuli would be due to the infrequent presentation of the stimulus, not due to the stimulus itself; we would conclude that the MDD group responded differently to rare stimuli, not task-related rare stimuli. As there was found to be no difference between the groups, we can infer that the finding in the deviant stimuli is not due to its frequency.
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Figure 3 | Lempel-Ziv Complexity (LZC) changes after stimulus onset were significantly lower in the MDD group for deviant stimuli. LZC was measured in 300ms time windows before and after stimulus onset. When the difference was calculated (poststim minus prestim), for deviant stimuli the MDD group showed less of a decrease when compared to healthy controls. All p-values are FDR corrected for multiple comparisons. *: < 0.05.






In the deviant stimuli then, the change in LZC was larger in the control participants than in the MDD group; MDD participants had less of a LZC decrease after hearing the deviant stimulus than healthy controls. One final statistical test determined that the prestim LZC for both stimuli did not differ between groups (D26,25 = 0.182, p = 0.752 for deviants and D26,25 = 0.131, p = 0.752 for standards). This finding is important to consider as it is the degree of change that is relevant; this indicates that the MDD subjects show decreased propensity of change when presented the deviant stimulus.

In sum, MDD patients showed less changes in LZC from the prestim period to the poststim period in deviant stimuli. This again suggests decreased impact of the external stimulus on stimulus-evoked activity which, as the LZC findings suggest, is related to decreased propensity of prestimulus activity for change by the external stimulus. 




Frequency and Power Sliding in the Task Showed Differences in Depression

Our final task-related analysis was to measure the effect of group (MDD, control) and stimulus (deviant, standard) on change in peak frequency (PF) and power (PS) after stimulus onset. To do so in the theta and alpha bands after stimulus onset, the AUC in a 100 ms interval was calculated.

In the alpha band, we found a difference between groups in FS when participants were presented with deviant stimuli (D26,25 = 0.430, p = 0.032) (Figure 4C). The MDD group had larger AUC than the control group. This difference was not found when the participants were presented with standard stimuli (D26,25 = 0.149, p = 0.917) (Figure 4D). For the PS in the same band, the difference between the MDD group and the controls was significant for both stimuli (D26,25 = 0.460, p = 0.006 for deviants and D26,25 = 0.539, p = 0.001 for standards), with larger AUC in the MDD participants than the controls.
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Figure 4 | Frequency Sliding (FS) and Power Sliding (PS) found greater changes to deviant stimuli in the MDD group for theta and alpha frequency bands. (A) In the deviant stimuli, Theta PS was higher in the MDD group and lower (B) for standard stimuli. (C) In the alpha band, both FS and PS were significantly higher for the deviant stimuli in the MDD group. (D) Only the PS was higher in the MDD group for standard stimuli in the alpha band. Area under the curve for 100ms time intervals were measured. Time intervals are shown with grey shading. All p-values are FDR corrected for multiple comparisons. *: < 0.05, **: < 0.01, ***: <0.001.





Conversely, there was no difference in FS for both stimuli in the theta band (D26,25 = 0.332, p = 0.188 for deviants and D26,25 = 0.192, p = 0.685 for standards) (Figure 4A, B). As in the alpha band, however, there was a difference in PS in both the deviant stimuli (D26,25 = 0.922, p = 2.453×10−10) and the standards (D26,25 = 0.462, p = 0.006). The power for the MDD group was higher for the deviant stimuli and lower for the standard stimuli.

These same time intervals for AUC were analyzed again in the same way, however the absolute values of the FS—not the percent change—were measured to see if there was an absolute difference in these intervals, not just a relative difference. No difference in FS was found in the alpha band (D26,25 = 0.177, p = 0.806 for deviants and D26,25 = 0.220, p = 0.806 for standards), however there was a difference in PS (D26,25 = 1.0, p = 1.887×10−12 for deviants and D26,25 = 1.0, p = 1.887×10−12 for standards) (Supplementary Figures 1C, D). The same results were found in the FS (D26,25 = 0.145, p = 0.934 for deviants and D26,25 = 0.188, p = 0.934 for standards) and PS (D26,25 = 1.0, p = 1.887×10−12 for deviants and D26,25 = 1.0, p = 1.887×10−12 for standards) in the theta band (Supplementary Figures 1A, B).

In both bands and both stimuli, there was a difference in PS between the MDD and control group, while FS showed a difference between groups in percent change only in the deviant stimuli of the alpha band. Together, the increased changes, especially in PS, suggest larger instability of poststimulus activity over time in MDD than in healthy subjects. Our data on the relative difference clearly point out a reduced propensity for change by the external task-related stimulus on the ongoing spontaneous neural activity.




Task–Task Correlation Between Trial-To-Trial Variability and Frequency/Power Sliding

After the results found above, we sought to determine if there was a relationship between the TTV and the FS/PS results. This was tested with two-tailed Spearman’s correlations.

We first found significant correlations in the deviant stimuli between TTV AUC and both theta FS AUC (ρ = 0.334, p = 0.023) and PS AUC (ρ = 0.377, p = 0.023) (Figure 5A). This indicates that as the TTV variability increased after stimulus onset (larger AUC), two things happened: 1) theta peak frequency decreased; 2) theta power increased.
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Figure 5 | Spearman correlations found significant relationships between area under the curve (AUC) in TTV and FS, PS and reaction times. (A) For deviant stimuli, AUC in TTV had significant correlations across all participants with FS and PS in the theta band. (B) For standard stimuli, AUC in TTV had significant correlations with PS in theta and alpha. (C) AUC in TTV for deviant stimuli correlated significantly with the mean reaction time. All p-values are FDR corrected for multiple comparisons. *: < 0.05.





Next, we did the same analysis in the standard stimuli. We found a significant correlation between TTV AUC and PS AUC in the alpha (ρ = -.324, p = 0.023) and theta (ρ = 0.319, p = 0.023) band (Figure 5B). This indicates two points: 1) as the TTV variability increased in the alpha band, the power decreased; 2) as the TTV variability increased in the theta band, the power increased.

Finally, to link the neural activity to the behavioral data, we correlated the TTV AUC with the mean reaction times. We found a significant negative correlation in the deviant stimuli (ρ = −0.351, p = 0.023) (Figure 5C), but not in the standard stimuli. Therefore, participants with higher variability increase in the deviant stimuli had faster reaction times.

In sum, we had three findings: 1) participants had positive correlations between variability changes and theta power in both stimuli, with an increase in variability corresponding with an increase in theta power; 2) participants had a positive correlation between variability changes and PF in theta for the deviants, with an increase in variability corresponding with an increase in PF; 3) participants had a negative correlation between variability changes and PS in alpha for the standards, with an increase in variability corresponding with a decrease in PS. The TTV AUC also showed behavioral relevance with greater increases in variability showing faster reaction times.




Rest–Task Correlations Between Resting State and Task-Related Measures

The last group of analyses we did was to test whether there was a relationship between the resting state findings and the task-related findings. To do this, two-tailed Spearman’s correlations, with the resting state measures as the independent variables, were done.

We first found a significant negative correlation between the resting state PF in the theta band and the prestimulus LZC for the standard stimuli (ρ = −0.345, p = 0.018) (Figure 6A); participants with higher PF had lower prestimulus complexity when presented with standard stimuli.
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Figure 6 | Spearman correlations found significant relationships between resting state measures in the theta band and LZC in both stimuli and PS and TTV AUC in deviant stimuli. (A) Resting state theta PF had a negative correlation with prestim LZC in standard stimuli. (B) The CV in the theta band had significant correlations with PS and TTV AUC for deviant stimuli. (C) Resting state theta power had significant negative correlations with both pre- and poststim LZC in both bands. All p-values are FDR corrected for multiple comparisons. *: < 0.05.





Next, we correlated the CV with the task-related measures. In the theta band we found a significant positive correlation between the CV and the TTV AUC in the deviant stimuli (ρ = 0.360, p = 0.016). A significant positive correlation between the CV and the PS for deviants was also found in the theta band (ρ = 0.420, p = 0.009) (Figure 6B). Therefore, the greater the dispersion around the mean in the theta band, as measured by the CV, the greater the a) variability increase and b) theta power increase for the deviant stimuli.

To finish, we correlated the resting state theta power with the task-related measures. We found significant negative correlations with both the pre- and poststimulus LZC in both stimuli: prestimulus LZC was ρ = −0.411, p = 0.009 for deviants and ρ = −0.311, p = 0.029 for standards; poststimulus LZC was ρ = −0.397, p = 0.009 for deviants and ρ = −0.308, p = 0.029 for standards (Figure 6C). Therefore, participants with higher resting state theta power had lower complexity both before and after the stimulus was presented in both stimuli.

In sum, only the measures in the resting state theta band correlated with the task measures; significant correlations were found between a) power and both pre- and poststimulus LZC in both stimuli; b) CV and both TTV AUC and PS in deviant stimuli only; c) PF and prestimulus LZC in standard stimuli only. This suggests that the increased instability of the resting state in MDD is carried over to the pre- and poststimulus activity, where it is manifest in decreased responsiveness to external stimuli as measured by decreased changes in LZC and TTV.





Discussion

The main findings of our combined rest-task EEG study in MDD are as follows: i) opposite changes in peak frequency (PF) and coefficient of variation (CV) in theta and alpha ranges in MDD; ii) decreased neural response to deviant stimuli in MDD as measured by the change in LZC and TTV, and an increased change in FS and PS in the alpha band; iii) significantly different PS change in both stimuli and bands with theta power in standard stimuli lower in MDD and the other stimulus and band showing a higher change in MDD; iv) significant correlation of the dynamic resting state measures with stimulus-evoked dynamics.

Together, our findings show how differences in the resting state’s temporo-spatial dynamics, as seen here in participants with MDD, are carried over and thus shaping subsequent stimulus-evoked activity as has been previously shown in healthy participants (23, 24). MDD can thus be characterized by atypical temporal dynamics of rest–stimulus interaction—specifically in the theta and alpha frequency bands—during attention-demanding stimuli such as the deviant tone in our auditory oddball paradigm. 



Resting State—Reciprocal Modulation of Theta-Alpha Dynamic

EEG resting state studies have demonstrated differences between participants with MDD and healthy controls (5, 7, 18, 67–69), among them decreased selectivity of functional connectivity during the resting state in MDD, and some with a particular emphasis on the theta and alpha frequency bands (19–20, 21, 70).

Our findings in the theta band is consistent with previous studies and symptoms of MDD. Depression has been related to neuronal atrophy in the hippocampus (71) and almost the complete absence of long-range temporal correlations in the theta band (19). Theta oscillations have been closely related to activity of the hippocampus (72), and a common symptom of depression (1) is memory impairment (73), which has been localized to the hippocampus (74, 75). These studies link theta, the hippocampus and symptoms of depression with our results which may be due to issues in the hippocampus or in the wider limbic system (67).

To our knowledge, no studies have examined peak frequency changes in MDD specifically, however a recent study found participants with first episode psychosis to have lower alpha peak frequency during the resting state (17). Other alpha findings include a study that found decreased alpha activity in participants with MDD (76). Our study replicated these findings and extend them significantly. 

Applying the measurement of PF, in conjunction with a variance measure—coefficient of variation (CV)—to resting state data, we could show opposing patterns of these two measures in theta and alpha. The CV is a measurement of the dispersion around the mean, with an increase in the CV corresponding to an increase in the dispersion of the data in the variable being measured. Also, since it divides the standard deviation of the data by the mean (Equation 1), it normalizes for individual mean values, thus negating any differences. As this measure was applied to the PF during the resting state, a lower CV indicates more stability and uniformity of the PF during the resting state. 

We did not specifically examine the inter-dependence of theta and alpha dynamics to their respective psychological functions such as memory recall (theta) (52, 77) and attention/gating (alpha) (78–81), though a reciprocal link may exist. The shift towards slower PF and higher CV in theta may indicate that the memory recall (52, 77) is dominant over attention and gating (78–81) which may be diminished by higher PF and lower CV in alpha. This notion is speculative, though consistent with clinical symptoms long studied in MDD (1). 




Stimulus-Evoked Activity—Intrinsic and Extrinsic Components

Though EEG studies have shown similar task-related changes in participants with MDD—decreased ERP amplitude in participants with MDD when presented with a novel task-related stimulus (2, 4, 6)—and one similar resting state finding (76), our results extend these observations by showing altered dynamics in pre- (resting state activity) and poststimulus activity and apply methods new to psychiatric data.

We show first that the TTV has significantly lower change after the deviant stimulus is presented in participants with MDD. This finding implies a decreased response to the deviant stimulus of the prestimulus activity at stimulus onset as TTV change has been thought to show how a stimulus impacts the ongoing variability of activity (23, 24, 26, 29, 82), and has shown to be different than controls in participants with autism (83). This is further supported by our second finding: decreased change in LZC after stimulus onset in MDD participants when presented with deviant stimuli, though there was no difference in the prestimulus period between groups. We therefore suggest that the prestimulus activity in MDD participants is less responsive to task-related stimuli when compared to healthy controls. 

The specific role of the prestimulus’ reactivity to this task-relevant stimulus is further supported by our PS and FS findings during stimulus-evoked activity. Both FS and PS show significantly larger relative changes [no difference in the absolute values (Supplemental Figure 1)], especially in the alpha band, in the patient group. This suggests the dynamic instability of poststimulus activity in MDD as the basis for these changes. The differences between the groups can be observed mainly in deviant tones, but differences in power were evident in standard tones.

We now assume that such decreased responsiveness to task-relevant external stimuli, such as the deviant tone, is related to increased internal instability with higher variance across time in the poststimulus period. Our results on FS and PS support this; though we could not analyze single-trials, we could observe increased variance in both frequency and power in a time-resolved manner after stimulus onset. The decreased responsiveness to task-relevant external stimuli—seen in the decreased TTV and LZC changes—may thus be related to instability in the spontaneous activity during the stimulus period. This can be seen in the increased FS and PS; TTV changes are theorized to have the purpose of changing ongoing spontaneous activity as a way to increase the signal-to-noise ratio in favor of the stimulus (26, 27, 29, 82, 84). Further support for this is the correlation of TTV with both FS and PS in alpha and theta. This thus connects more intrinsic measures (FS, PS as measured also during the resting state)—intrinsic as being changes of the ongoing spontaneous activity which is always present—and extrinsic–extrinsic as resulting from a stimulus from the external environment—(TTV) dynamic features of stimulus-evoked activity. 

Taken together, all three findings—1) TTV and LZC, 2) FS and PS, and 3) their correlation—suggest the following: poststimulus activity in MDD may be characterized by increased neural activity instability. This in turn may decrease its ability to react to external task-relevant stimuli from the environment. Put more generally, MDD patients may suffer from an imbalance between ongoing spontaneous neural activity (internal) and components from the environment (external) in their stimulus-evoked activity, with the internal component dominating the external one. 

This imbalance seems to have a particularly strong impact on attention-demanding task-relevant stimuli (85–91). This is in accordance with the fact that we observed the main changes during the deviant tone that is more attention-demanding—participants were told to respond to it—than the standard. We therefore hypothesize that the high degree of intrinsic noise from the ongoing spontaneous activity during stimulus-evoked activity (increased FS and PS differences) may make it impossible for the depressed participants to suppress this intrinsic noise when the stimulus is presented. They are required to devote attention to, and thus process, the task-relevant external stimulus (here the deviant tone) which we see in the decreased change in TTV and LZC in the healthy participants. Maybe, MDD participants are not capable of doing so, or doing so to the degree necessary; stimulus-evoked activity may be simply too noisy for attention-demanding stimuli to be properly processed. Our aim in this study was to determine if there were differences between groups, which we did, so a future study must be done specifically to examine this signal-to-noise ratio hypothesis in participants with MDD.




Rest–Stimulus Interaction—Resting State Dynamics Shape Intrinsic and Extrinsic Components of Stimulus-Evoked Activity

Our results, as measured by FS and PS, suggest differences in theta and alpha dynamic activity in the MDD participants during the poststimulus period. These dynamics may influence other stimulus-related activity which can be measured by TTV and LZC. The question for us, then, is what is the source of such dynamics in the ongoing spontaneous activity? One possibility is the resting state itself; its dynamics may transfer and shape that of the poststimulus period, as it has been shown that the state of this spontaneous activity when the stimulus is presented has a differential impact on the stimulus-evoked activity (23, 24).

We explored such a hypothesis by correlating resting state measures (PF, CV, and power) with those of stimulus-evoked activity (TTV, LZC, FS, and PS). As expected, this yielded significant correlations; these findings suggest a direct relationship between resting state dynamics and those of the stimulus-evoked activity as measured by LZC and TTV; the former is carried over to the latter, as was previously shown in healthy participants only (23, 24, 29). Our aim in this study was to determine if there was a difference between groups, but the strength and boundaries of this transfer from ongoing spontaneous activity to stimulus-evoked activity, as well as a possible role in psychiatric symptoms, however, must be examined specifically in a future study.

These findings suggest that the resting state dynamics in the MDD group, especially in the theta band, is related to the decreased reactivity to task-relevant external stimuli which was measured by TTV and LZC changes. This may be mediated by the resting state dynamics as measured by FS and PS. Together, these findings suggest that the differences in the resting state temporal dynamics of MDD participants are carried over to subsequent stimulus-evoked activity. 




Physiologic–Mechanistic Basis of Atypical Rest–Task Interaction in MDD

It has been shown, through computational modelling (32) and human/animal studies (16, 92, 93) that changes in input intensity at the neural network level can be measured by changes in PF, not power, measured on the scalp using EEG. It was also shown that changes in PF — as a result of changes in input to the corresponding neural network—can produce changes in the networks’ subsequent response to inputs (16, 32, 94). This leads to sensitization/desensitization of the neuron by lowering/raising the threshold to generate an action potential (32). 

Together these findings suggested a hypothesis (16, 32): changes in PF is a gain–control mechanism. Briefly, faster oscillations—which would have higher PF—allow for accurate but restrained responding as the neurons must meet a higher threshold before an action potential is generated. At the same time, slower oscillations—lower PF—enable fast responding as the threshold to generate an action potential is lower. The drawback to this lower threshold is that these oscillations may be guided by noise as it permits a response to weaker inputs, so more inputs will meet this threshold.

In addition, input from a relatively slower oscillation will have a longer time window into which to integrate voltage; one cycle is longer in a slower frequency such as 9 Hz than a relatively faster frequency like 10 Hz. Therefore, bands with decreased PF have longer time windows in which action potentials can occur [relevant for detecting temporally coincidental inputs at the synapse (14)]. This in turn leads to greater spike timing variability (32). This adaptive mechanism (16) responds to the demands presented by a task and may adjust the sampling rate—increasing the PF would allow for more cycles in the same period of time—of incoming information required by this task. This is supported by findings from several studies (95, 96).

How does this apply to our results? Our findings of opposing differences between groups in theta and alpha show that PF is directly related to uniformity; MDD participants had higher theta PF and a lower, more stable CV, and lower alpha PF and a higher, less stable CV. The power in both bands was lower in the patient group, illustrating the nonlinear relationship between PF and power as shown previously (32, 97).

We found that the group with the faster PF also had the more stable PF, as measured by the CV. In the patients with depression, therefore, the resting state theta band was faster, more uniform—thus stable—and less powerful than the controls. In the resting state alpha band, the patients with depression were slower, less stable and less powerful, which is consistent with previous studies (76). This suggests an extreme instance of reciprocal inter-dependence in MDD between theta and alpha in opposite directions. 

These theoretical studies that lead to the adaptive gain-control mechanism hypothesis are consistent with our results. As described above, a lower PF experiences more spike timing variability and is driven more by noise. Higher PF, in contrast, has more selective responses due to a higher threshold for generating action potentials. Our resting state results showed that the MDD group had lower PF and higher CV, but they also had a greater relative response to the deviant stimuli in the alpha band. This could be an attempt to overcome the lower baseline level and to increase the sampling rate (increase the PF), thereby increasing the information being taken in, as required by the task-relevant deviant tone. This PF increase response to the stimulus was also seen in the control group, however the baseline activity of the two groups differ (Figure 7), which may be the most important finding. The lower threshold in the alpha band that comes with a lower PF allows for more noise and variability generally in the signal. The signal-to-noise ratio (SNR) is then insufficient to respond to the task-relevant stimulus, despite this increase in alpha PF after stimulus onset.





[image: ]

Figure 7 | Hypothesis: atypical resting state activity leads to increased internal activity and decreased response to external stimuli. (A) In healthy participants, normal resting state activity allows for the quenching of ongoing variability (TTV, LZC) and an optimal signal-to-noise ratio (SNR) to respond to task-relevant stimuli. (B) In MDD participants, atypical resting state activity leads to higher levels of noise in the SNR, overshadowing the task-relevant stimulus. Recent studies support this hypothesis; however, it must be tested directly in future studies. 





This possibility may underlie the decreased changes in TTV and LZC after stimulus onset we found in the MDD group when compared with the healthy controls. It may be that the variability in the ongoing resting state alpha activity in the MDD group, specifically in this important band for sensory processing (33, 80, 98–101), due to a lower action potential threshold is too high for the PF increase seen in our results. The SNR is below what is required for changes in TTV and LZC after presentation of a task-relevant stimulus, as both these measures have been shown to relate to activity in the alpha band (29). If supported, this hypothesis would support symptoms of depression which include decreased response to sensory stimuli (1, 6), and present resting state alpha PF as a possible therapeutic target.




Limitations

There were several limitations to this study. To begin, the relatively small number of participants in each group (<30), as well as their age (means of 54 and 46 years), made distilling out differences related to the MDD diagnosis—amid the large interindividual differences—more challenging. This was aided using the nonparametric Kolmogorov-Smirnov (KS) test which measures differences in distributions rather than the mean. This statistical test provided two advantages here: 1) it is robust to outlying participants while mean-based statistical tests are sensitive to them, and 2) it is effective with small sample sizes (less than 30 participants) (66). Therefore, though our study did have relatively small sample sizes, and there was large interindividual variability in some of our results, our use of the KS test lessened these factors.

Furthermore, a third possible factor may have accounted for the differences between groups found in our results. As noted above, the mean age difference between the MDD and control group was just under 10 years. This difference may have contributed, at least partially, to the differences we found (102–104). In fact, it may be the case that a third unknown factor contributed to our findings of differences between the MDD and control groups. Replication of this analysis would determine if this were to be the case.

Next, the recording of data would benefit in future studies from high density EEG or MEG rather than the 32 channels used here. High-density recordings would allow for source localization and analyses in source space, as well as greater topographical specificity of activity on the scalp.

Finally, though the task paradigm presented a simple sensory stimulus with behavioral response (reaction times), the short intertrial intervals may have prevented some of the measures in our analysis (FS, PS, LZC) from a return to baseline before the presentation of the subsequent stimulus. As the intertrial interval was only one second long, the stimulus-evoked activity may have carried over into the trial of the subsequent stimulus; the EEG activity measured just after onset of that next stimulus would have been the result of a) the ongoing spontaneous activity, b) activity evoked by the stimulus just presented, and c) activity carried over from the stimulus of the previous trial. For this reason, the analyses described here should be applied to other task paradigms and datasets to verify the results. Until then, these findings are preliminary.





Conclusion

We here investigated combined rest and task EEG in major depressive disorder (MDD). Our findings show differences in resting state dynamics between the patient group and healthy controls, and that this is carried over to subsequent stimulus-evoked activity. We therefore tentatively postulate atypical temporal dynamics of rest–stimulus interaction in MDD. This difference in MDD patients may predispose them to respond in an atypical way to task-related external stimuli. 
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Background: Resting-state functional magnetic resonance imaging (rs-fMRI) is commonly employed to study changes in functional brain connectivity. The recent hypothesis of a brain involvement in primary open angle Glaucoma has sprung interest for neuroimaging studies in this classically ophthalmological pathology.

Object: We explored a putative reorganization of functional brain networks in Glaucomatous patients, and evaluated the potential of functional network disruption indices as biomarkers of disease severity in terms of their relationship to clinical variables as well as select retinal layer thicknesses.

Methods: Nineteen Glaucoma patients and 16 healthy control subjects (age: 50–76, mean 61.0 ± 8.2 years) underwent rs-fMRI examination at 3T. After preprocessing, rs-fMRI time series were parcellated into 116 regions using the Automated Anatomical Labeling atlas and adjacency matrices were computed based on partial correlations. Graph-theoretical measures of integration, segregation and centrality as well as group-wise and subject-wise disruption index estimates (which use regression of graph-theoretical metrics across subjects to quantify overall network changes) were then generated for all subjects. All subjects also underwent Optical Coherence Tomography (OCT) and visual field index (VFI) quantification. We then examined associations between brain network measures and VFI, as well as thickness of retinal nerve fiber layer (RNFL) and macular ganglion cell layer (MaculaGCL).

Results: In Glaucoma, group-wise disruption indices were negative for all graph theoretical metrics. Also, we found statistically significant group-wise differences in subject-wise disruption indexes in all local metrics. Two brain regions serving as hubs in healthy controls were not present in the Glaucoma group. Instead, three hub regions were present in Glaucoma patients but not in controls. We found significant associations between all disruption indices and VFI, RNFL as well as MaculaGCL. The disruption index based on the clustering coefficient yielded the best discriminative power for differentiating Glaucoma patients from healthy controls [Area Under the ROC curve (AUC) 0.91, sensitivity, 100%; specificity, 78.95%].

Conclusions: Our findings support a possible relationship between functional brain changes and disease severity in Glaucoma, as well as alternative explanations for motor and cognitive symptoms in Glaucoma, possibly pointing toward an inclusion of this pathology in the heterogeneous group of disconnection syndromes.

Keywords: resting-state functional magnetic resonance imaging (rs-fMRI), open angle glaucoma, graph theoretical measures, functional brain networks, neurodegenerative diseases


INTRODUCTION

Glaucoma as one of the major causes of blindness in the world. Glaucoma is an optic neuropathy characterized by retinal ganglion cells death and degeneration of the optic nerve (1, 2). In this debilitating disease, any additional biomarker able to detect and quantify neuronal changes can aid in formulating better prognosis, monitor therapy outcomes and therefore influence quality of life (3).

Several diffusion tensor imaging (DTI) studies have demonstrated the involvement and degeneration of specific brain regions and white matter (WM) bundles in patients affected by Glaucoma (2, 4). Additionally, there is evidence of changes in the regional homogeneity and low frequency fluctuations in fMRI signals in Glaucoma patients compared to controls (5, 6). In this context, the recent hypothesis of brain involvement in pathologies of the visual system has sprung interest for neuroimaging studies in this realm, with a particular focus on primary open angle Glaucoma.

Overall, the mechanism underlying brain involvement in Glaucoma is hypothesized to be supported by a combination of both functional changes and structural damage. For example, a recent paper (7) demonstrated that connectivity between specific brain regions is associated with disease severity in as patients affected by Glaucoma, and that several structural brain abnormalities (as compared to healthy controls) can be detected in Glaucoma patients (4, 8, 9). Also, a global reorganization of brain networks in Glaucoma has been shown in a study (10) focused on cortical region and excluding the cerebellum. Interestingly, the latter region may be of particular interest in the study of brain involvement in glaucoma in view of the motor difficulties faced by Glaucoma patients (11, 12). Finally, a few studies examined the correlation between visual function tests outcomes and structural MRI findings in the anterior visual pathway in Glaucoma patients (13, 14), and an association between structural, functional and metabolic brain changes and optical coherence tomography (OCT) measures was recently shown (15).

Resting-state functional magnetic resonance imaging (rs-fMRI) is commonly employed to study changes in functional brain connectivity in a vast number of conditions, including neurodegenerative diseases such as Parkinson's or Alzheimer's disease. The interest in the so-called functional connectome (i.e., the complex network of cross-talks between brain areas) is ever increasing (16–18). To this end, recently several methods which stem from the realms of graph theory and network science have emerged as useful tools to study both local and global properties of complex brain networks. In detail, the brain is conceptualized as a graph, in which brain regions represent nodes and the relationships between the regions, defined through a variety of association measures fMRI time-series, represent edges which connect the nodes within the graph (19). Then, topological properties that highlight brain organization can be extracted (20). Recently, various studies have shown that graph-theoretical indices are sensitive to changes in brain network measures in both psychiatric and neurological diseases (16).

The purpose of this study was to evaluate a putative reorganization of functional brain networks in patients affected by primary open angle Glaucoma through graph- theoretical measures. To this end, we employ adjacency matrices based on partial correlation measures, in order to avoid the redundancies commonly introduced by the use of bivariate associations measures. Further, we exploit the recently introduced idea of a “disruption index” (21), which simultaneously takes global and local topological metric into account and allows to define the comparison between patients and controls in terms of how much the distribution of such measures is disrupted across the brain. Finally, in order to evaluate the potential of these disruption indices to serve as biomarkers to monitor disease severity, we explore their discriminative power between healthy and Glaucoma population as well as possible associations between functional brain reorganization indices, functional visual parameters, and thickness of select retinal layers measured through OCT.



MATERIALS AND METHODS

The overall workflow of our study is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic illustration of workflow from data to association matrix and graph analysis.



Subjects

Nineteen Glaucoma patients and 16 healthy control subjects were enrolled from the Glaucoma Clinic and the General Outpatients clinic at the University Hospital “Policlinico Tor Vergata” (Rome, Italy). Patient characteristics are detailed in Table 1. The study protocol was approved by the local Institutional Review Board and adhered to the tenets of the Declaration of Helsinki. All subjects provided written informed consent.


Table 1. Clinical characteristics of our study population.

[image: Table 1]

After Glaucoma diagnosis, Glaucoma patients were eligible for the current study if they fulfilled the following inclusion criteria: (i) best corrected visual acuity > 0.1 logMAR, (ii) refractive error < ±5 spherical diopters or < ±3 cylindrical diopters, (iii) transparent ocular media, and (iv) open anterior chamber (Shaffer classification >20°). Exclusion criteria for Glaucoma patients as well as healthy controls were: (i) previous or active optic neuropathies, (ii) retinal vascular diseases, (iii) preproliferative or proliferative diabetic retinopathy, (iv) macular degeneration, (v) hereditary retinal dystrophy, (vi) use of medication that could affect Visual Field, (vii) previous or active neurological, cerebrovascular, or neurodegenerative diseases. Normal tension Glaucoma patients were also excluded (22). A Glaucoma diagnosis was defined following the European Glaucoma Society criteria (23). Glaucoma patients were treated using topical beta-blockers, prostaglandin analogs, and carbonic anhydrase inhibitors, alone or in fixed or unfixed combination.



Ophthalmological Data Collection

After administering a medical history questionnaire, best-corrected visual acuity, anterior segment examination, intraocular pressure (IOP) measurement, ultrasound pachymetry, gonioscopy, and standard automated perimetry tests were administered to all subjects. Visual Field (VF) examination was performed using Humphrey Swedish Interactive Threshold Algorithm (SITA) standard with 24-2 test point pattern (Carl Zeiss Meditec Inc., Dublin, CA). The visual filed index (VFI) is a recently introduced summary parameter which is automatically calculated from the pattern deviation map values, in such a way that the central points of the VF have a larger impact as compared to peripheral points. The VFI ranges from 100% for a normal VF to 0% for a completely abolished VF (24). After pupillary dilation, slit-lamp fundus examination and spectral domain-optical coherence tomography (SD-OCT) using Glaucoma Module Premium Edition (GMPE) software (Heidelberg Retinal Engineering, Dossenheim, Germany) were assessed (22). The SD-OCT offers a tool for macular segmentation and thickness evaluation of individual retinal layers as well as Retinal Nerve Fiber Layer (RNFL) thickness. For each layer [macular total retina, Retinal Nerve Fiber Layer RNFL, Ganglion Cell Layer (GCL), Inner Plexiform Layer, Inner Nuclear Layer, Outer Plexiform Layer, Outer Nuclear Layer, Retinal Pigmented Epithelium, Inner Retinal Layers, and Outer Retinal Layers], thickness measurements of all sectors, as defined by the Early Treatment Diabetic Retinopathy Study scheme (temporal inner, superior inner, nasal inner, inferior inner, temporal outer, superior outer, nasal outer, and inferior outer), were employed.



MR Imaging Protocol and Preprocessing

The maximum time interval between MRI and Ophthalmological data collection examinations was 1 week. MRI examinations were performed on a 3T scanner system (Achieva, Philips Medical Systems, Best, The Netherlands) with dedicated 8-channel sensitivity encoding (SENSE) head coil. All MRI examinations included rs-fMRI and three-dimensional T1-weighted, magnetization prepared rapid gradient echo (MPRAGE) images. rs-fMRI was performed using single-shot echo planar imaging (EPI) with the following parameters: acquisition and reconstruction voxel size 3.31 mm3, repetition time (TR) = 3,000 ms, echo time (TE) = 30 ms, flip angle = 80°, field of view (FOV) = 212 × 198 mm2, 200 volumes/subjects. The T1 weighted images (3D MPRAGE) were acquired with the following parameters: acquisition and reconstruction voxel size 1 × 1 × 1.2 mm3, TR = 500 (ms), TE = 50 (ms), flip angle = 8°, FOV = 256 × 240 mm2. rs-fMRI data was preprocessed in FLS v. 6.0 (25). The first three volumes were discarded to allow for scanner stabilization. Motion, distortion, and slice timing correction were performed in the FSL software suite. Finally, preprocessed functional scans were nonlinearly coregistered to standard space via the high-resolution T1 weighted MPRAGE image.



Graph Theoretical Measures

Network nodes were defined by parcellation of the whole brain into 116 regions defined through the automated anatomical labeling (AAL) atlas. After parcellation, node- and subject-specific timeseries were extracted by voxel-wise averaging of the rs-fMRI signal in each region. Partial correlation between all 116 timeseries was used to generate subject-wise adjacency matrices. Subsequently range of density thresholds (from 5 to 40% in steps of 5%) were applied to these matrices. Given that the main results were seen to be robust to the threshold, the results were reported based on a sparsity value of 10%, as commonly adopted in brain network literature. We calculated the following graph-theoretical measures for each subject: two local nodal measures [degree and betweenness centrality (BC)], one functional integration measures (global efficiency), four measures of functional segregation (local efficiency, clustering coefficient, transitivity, and modularity), and one measure of resilience (assortativity). All metrics were calculated using the Brain Connectivity Toolbox (20).



Disruption Indices

Local measures were analyzed through the disruption index k (10, 21), which measures the degree of overall reorganization of a specific property in the whole network. For network measure NMi, where i = (degree, betweenness centrality, local efficiency, clustering coefficient, and spectral measure of centrality), the disruption index k is defined [both for a group of subjects (Equation 2)] and for a single subject (Equation 1, see below for an example) through the following linear regressions across all nodes:
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where NMi, l, NMi, j = C, NMi, j = P are the i-th network measures for all subjects (l = C+G), control group (C) and Glaucoma patients (G), respectively. [image: image], where N is the number of the node (1–116). ki, l and ki are the disruption indices relative to the i-th network measures for a single subject and for the Glaucoma patient group, respectively. [image: image] and [image: image]are constant terms, εl and ε are the linear regression residues.

The calculation of ki, l in the case of i = degree, subject A = control and subject b = Glaucoma patient is exemplified in Figure 2. The y-axis represents the difference between the degree of the single node of the subject (A or B) and the mean value of the degree of each node obtained in the control group. This latter quantity is also reported in the x-axis (mean value of the degree of each node obtained in the control group). The slope of the linear regression is the disruption index k. A disruption index k equal to zero implies that, on average, the degree of the node in a patient is close to the mean degree of the same node in a control group. If the disruption index k is statistically different from zero, the degree of the patient's node does not reflect the average degree of the same node in the control group, i.e., the degree of nodes in the network is completely reorganized (10, 21). The same rationale and algorithm can be applied to all other local network metrics.


[image: Figure 2]
FIGURE 2. Example of calculation of the disruption index k for a single patient compared to control group. Subject A represents a healthy control patient; subject B represents a Glaucoma patient.




Network Hubs

In addition to calculating disruption indices, we identified subject-wise hub regions using all local network measures NMi separately. For each subject, each region was classified as a hub when the respective network measure NMi was at least 1.5 times higher than its whole-brain average.



Measures of Brain Network and Clinical Parameters

The clinical parameters we employed in conjunction with graph-theoretical metrics are: (i) Retinal Nerve Fiber Layer (RNFL), (ii) Macula Ganglion Cell Layer (GCL), and (iii) Visual Field Index (VFI). The first two quantities were obtained as averages from OCT measures as follows:
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where i = (temporal superior, nasal superior, nasal, nasal inferior, temporal inferior, temporal) and j = (Fovea, Temporal Inner, Superior Inner, Nasal Inner, Inferior Inner, Temporal Outer, Superior Outer, Nasal Outer, Inferior Outer). Both VFI and layer thicknesses were averaged across eyes for each patient. The left-right discrepancy between measures did not exceed 10% (VFI: mean 5.9 ± 8.8%; RNFL: mean 7.6 ± 6.7%, MaculaGCL: mean 3.2 ± 3.7%) in any of our patients.



Statistical Analysis

Subject-wise global as well as local graph-theoretical metrics and subject-wise disruption indexes were compared statistically across groups using the nonparametric Mann–Whitney U-Test. For group-wise disruption indexes, we report the statistical significance of the overall regression. The interaction between the presence/absence of a hub at any specific node and group membership was tested using a Fisher's exact test. The association between functional brain measures (global and local graph-theoretical measures as well as disruption indices) and clinical parameters (RNFL, MaculaGCL, VFI) was assessed though separate linear regression models which included age and gender as nuisance covariates; for regression which yielded statistically significant results, Cohen's f2 was employed as a standardized measure of effect size. In the case of local measures, to exclude false positive results under multiple testing, a false discovery rate (FDR, alpha = 0.05) procedure was applied across all nodes (brain regions). p < 0.05 (FDR corrected) was considered statistically significant. In addition, receiver operating characteristic (ROC) analysis through binary logistic regression was performed in order to quantify the discrimination potential (between Glaucoma patients and healthy controls) of each metric and disruption index. The optimal operating point of each ROC curve was determined using Youden's index (which maximizes the sum of sensitivity and specificity), after which sensitivity, specificity, positive predicted value (PPV), and negative predicted value (NPV) were calculated. All data analysis was performed using in-house script written in MATLAB version 9.3.0, release 2017b (MathWorks, Natick, MA, USA).




RESULTS

We found no statistically significant differences in age (p = 0.4, Mann–Whitney-U-Test) and gender (p = 0.5, Chi-Square160 Test) between the two groups. Table 2 summarizes the results obtained with group-wise disruption indices along with effect sizes (regression lines obtained while calculating the disruption indices are shown on the left of Figure 3). Figure 3 (right) also shows the results of group comparisons in subject-wise disruption indexes.


Table 2. Effect sizes (subject-wise disruption indices k) and regression slopes (group-wise disruption indices k).
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[image: Figure 3]
FIGURE 3. Calculation of group-wise disruption index (left) and group-wise differences in subject-wise disruption index k when comparing Glaucoma patients to healthy controls (right) in all local graph measures. *p < 0.05, **p < 0.001.


We found no statistically significant differences in global or local graph-theoretical metrics between Glaucoma and control patients. However, we found that all group-wise disruption indices were negative, and statistically different from 0 for all graph theoretical metrics (Figure 3 and Table 2). Additionally, statistically significant group-wise differences in subject-wise disruption indexes were found in all local metrics (Figure 3). For all statistically significant comparisons (i.e., in all disruption indices), the disruption index was lower in the Glaucoma group as compared to the healthy control group, highlighting a complex functional brain network reorganization pattern in Glaucoma patients.

Figure 4 summarizes differences in regions which were classified as hubs between Glaucoma and control subjects. The left lobule VIIB of the cerebellar hemisphere (p = 0.035) was classified as a betweenness centrality hub in healthy controls but not in Glaucoma patients, and the right inferior occipital cortex (p = 0.010) behaved in the opposite manner. Also, we found that the right angular gyrus (p = 0.035) was classified as a spectral measure of centrality hub in healthy controls but not in Glaucoma patients, and that the right inferior temporal gyrus (p = 0.047) behaved in an opposite manner. Finally, the left lobule IX of cerebellar hemisphere (p = 0.047) was classified as a local efficiency hub in Glaucoma patients but not in healthy controls.


[image: Figure 4]
FIGURE 4. Differences in regions classified as hub in control vs. Glaucoma patients. The blue hubs “appear” and the red hubs “disappear” in Glaucoma patient as compared to controls. IOG.R, right inferior occipital; ANG.R, right angular gyrus; ITG.R, right inferior temporal gyrus; CRBL7b.L, left lobule VIIB of cerebellar hemisphere; CRBL9.L, left lobule IX of cerebellar hemisphere.


We found no statistically significant associations between global graph-theoretical metrics and clinical parameters. However, we found significant positive associations between disruption indices and VFI, MaculaGCL and RNFL (Table 3). When looking at associations between local graph-theoretical metrics and clinical parameters, significant positive associations were found in a number of regions, including the right parahippocampal gyrus, right transverse temporal gyrus and lobule X of vermis (Table 4).


Table 3. Results of linear regressions of disruption indices index k against clinical parameters.
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Table 4. Results of linear regressions of local graph-theoretical measures against clinical parameters.
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The results of ROC analysis for disruption indices and global network measures are shown in Table 5. Overall, all disruption index yielded good to excellent (AUC = 0.773–0.911) discriminative power. The disruption index based on the clustering coefficient metrics yielded the best performance (AUC = 0.911, sensitivity = 100%; specificity = 78.95%) (Figure 5). Instead, global graph-theoretical metrics yielded fair to poor discriminative power. Finally, Table 6 shows the top 25 AUCs obtained when employed all single local graph-theoretical metrics as independent variables, which only yielded moderate discrimination performance (top AUC value = 0.72).


Table 5. Discrimination performance for global graph-theoretical metrics and disruption index for differentiating Glaucoma patients from healthy controls.
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[image: Figure 5]
FIGURE 5. Receiver operation characteristic curves of ki in the case where i = (clustering coefficient, local efficiency, degree, betweenness centrality, and spectral measure of centrality) in the differentiation task between Glaucoma patients and healthy controls.



Table 6. Discrimination performance for local graph-theoretical metrics for differentiating Glaucoma patients from healthy controls (top 25).
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DISCUSSION

Advanced neuroimaging techniques have very recently begun to be employed to study the structural, functional, and metabolic changes in Glaucoma patients, including damage of gray matter atrophy and loss of structural connectivity (4), functional connectivity changes (10), and metabolite concentration (26). In this context, the involvement in Glaucoma of brain areas not directly responsible for the processing of visual information is beginning to emerge (4, 7, 9, 27).

In this study, we used advanced graph theoretical methods, including the recently defined idea of subject-wise and group-wise disruption index, to analyze the topological properties of brain connectivity in patients affected by Glaucoma. Our results provide novel insights into subtle functional alterations in the brain of Glaucoma patients, also extending recent findings on functional brain network reorganization in Glaucoma (10). As opposed to Wang et al. (10), in the present study we included cerebellar regions, an extensive array of graph-theoretical measures and used a non-redundant, fully multivariate associations measure to construct adjacency matrices, and used three different graph metrics (betweenness centrality, local efficiency and a spectral measure of centrality) to identify hubs, and analyzed correlations with the Visual Field Index, as opposed to the VFI MD. These multiple methodological differences may explain minor discrepancies between our findings and the results reported in Wang et al. (10). We found a profound whole-brain functional reorganization in Glaucomatous patients (all disruption indices were significantly lower in the Glaucoma group as compared to healthy controls) which was also reflected in network disruption and appearance-disappearance of specific hubs as compared to healthy controls. This in in keeping with a recently highlighted extensive brain dysfunction with and showed different spatial distribution in short- and long-range functional connectivity density in Glaucoma (28). ROC analysis confirmed that disruption indices yield remarkably high sensitivity and specificity and are therefore particularly useful in discriminating Glaucoma patients from healthy controls, hence candidating such indices as biomarkers for monitoring brain involvement and reorganization in Glaucoma. Their robust positive association with VFI and retinal thickness values further corroborates this possibility.

Two hub regions present in healthy controls “disappeared” in Glaucoma patients as compared to controls: (A) the right angular gyrus (which was classified as a spectral measure of centrality hub in healthy controls only, but not in Glaucoma patients). This region, located in the anterolateral region of parietal lobe, plays an important role in processing concepts rather than percepts when interfacing perception-to-recognition-to-action (29), possibly offering an alternative, non-mutually exclusive explanation (in addition to impaired vision) for the difficulty in distinguishing faces documented in Glaucoma patients (12); (B) The left lobule VIIB of cerebellar hemisphere (which was classified as a spectral measure of centrality hub in healthy controls only, but not in Glaucoma patients) plays an important role in fine motor coordination, in particular in the inhibition of involuntary movement via inhibitory neurotransmitters (30). Importantly, this could provide an alternative explanation (other than impaired vision) for the motor disturbances experienced by Glaucoma patients (12).

In contrast, three hubs were present in Glaucoma patients only (but not in healthy controls): (A) the right inferior occipital cortex (betweenness centrality hub): this region is located in the occipital lobe, which contains the primary visual pathway (15); (B) the right inferior temporal gyrus (spectral measure of centrality hub), this regions is located in the temporal lobe and has been found to be a key area in terms of simple processing of the visual field (31); (C) the left lobule IX of the cerebellar hemisphere (local efficiency hub); this area is considered essential for the visual guidance of movement (32). In this context, the first cortical transmission and processing station of the visual pathway is the primary visual cortex, from which information is transmitted to the parietal lobe and temporal lobe. There, information is processed and feedback is provided to the primary visual cortex. Given that the hubs not present in Glaucoma patients (i.e., in the parietal lobe and cerebellum) belong to secondary visual pathways, and that the hubs present only in Glaucoma patients are located in the occipital lobe, this reorganization could be hypothesized to reflect a complex interplay between neurodegeneration and functional compensatory mechanisms. In addition, our findings are not limited to the primary visual pathway. This is in agreement with previous structural (2, 4, 33) and functional imaging studies, which also highlight changes in brain areas related to working memory and attention in Glaucoma patients (4, 7, 9). Also, the fact that out of there three hubs, two were localized in the right hemisphere, may lend itself to a lateralization hypothesis, which should however be tested statistically in a larger patient sample.

Finally, while several studies have investigated associations between structural, functional, and metabolic brain measures and clinical parameters such as RNFL thickness and VFI (14, 15), such associations have not yet been studies through local and global disruption indices. Indeed, indices of brain network reorganization were significantly and positively related to VFI as well as structural retinal layer thicknesses. In addition, select local (as opposed to global) graph measures were positively related to VFI as well as structural retinal layer thicknesses. This points toward a direct link between the extent in functional rearrangement in both visual and extra-visual areas and both functional vision parameters (e.g., VFI) as well as structural indicators of disease severity (retinal thickness values), further corroborating the role of such disruption indices as possible biomarkers in Glaucoma. It should be noted that, since this is an associational and cross-sectional study, no definite inference is possible about the causality of the interactions we observed between visual impairments and functional brain reorganization. Indeed, altered functional connectivity of the primary visual cortex has been demonstrated in early and late blindness (34, 35). However, the fact that our findings involve not only primary, but also secondary visual regions could lead to speculate about a putative role of the latter secondary regions as contributors to the pathogenesis of Glaucoma. Taken together, our data highlight cerebral reorganization of brain networks in Glaucoma patients (36–39) supporting the interpretation of Glaucoma as central nervous system disease, likely part of the heterogeneous group of recently described disconnection syndromes (40). However, it should be noted that the number of patients assessed qualifies this work as an exploratory study, and that the optimal disruption index cut-off values estimated in this study may vary between centers due to e.g., differences in rs-fMRI acquisition protocols. Also, our experimental protocol did not include neurocognitive testing—we therefore cannot examine the putative associations between neurocognitive status and MRI parameters. Also, given that our study was performed in a relatively small sample size, future multicentric investigations in a larger number of patients and with longitudinal observations are warranted to precisely evaluate the true direction of the putative causal relationships between visual and brain manifestations of Glaucoma, and to quantify the potential of brain disruption indices as sensitive biomarkers of disease progression and brain involvement in this disease. Also, our patients were treated using topical beta-blockers, prostaglandin analogs and carbonic anhydrase inhibitors, alone or in fixed or unfixed combination. A recent study assessing glaucoma patients using resting state f-MRI reports that the possible subtle impact of these medications on intrinsic brain dynamics are not yet determined (41). Also, another study on patients treated with a beta-blocker or a prostaglandin analog reported that macular thickness, measured using OCT, did not to vary significantly both between the two groups and within each group during the 6-month evaluation (42). It is therefore likely that drug treatment ahs significantly interfered with our findings.

In summary, our data lend further support to the involvement of the central nervous system in Glaucoma supporting the hypothesis that glaucoma is a neurodegenerative disease. From the clinical point of view, this supports the usefulness of neuroprotective strategies in the treatment of glaucoma in association to the standard hypotensive treatments (36, 43–47).
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Spontaneous activity is correlated across brain regions in large scale networks (RSN) closely resembling those recruited during several behavioral tasks and characterized by functional specialization and dynamic integration. Specifically, MEG studies revealed a set of central regions (dynamic core) possibly facilitating communication among differently specialized brain systems. However, source projected MEG signals, due to the fundamentally ill-posed inverse problem, are affected by spatial leakage, leading to the estimation of spurious, blurred connections that may affect the topological properties of brain networks and their integration. To reduce leakage effects, several correction schemes have been proposed including the Geometric Correction Scheme (GCS) whose theory, simulations and empirical results on topography of a few RSNs were already presented. However, its impact on the estimation of fundamental graph measures used to describe the architecture of interactions among brain regions has not been investigated yet. Here, we estimated dense, MEG band-limited power connectomes in theta, alpha, beta, and gamma bands from 13 healthy subjects (all young adults). We compared the connectivity and topology of MEG uncorrected and GCS-corrected connectomes. The use of GCS considerably reorganized the topology of connectivity, reducing the local, within-hemisphere interactions mainly in the beta and gamma bands and increasing across-hemisphere interactions mainly in the alpha and beta bands. Moreover, the number of hubs decreased in the alpha and beta bands, but the centrality of some fundamental regions such as the Posterior Cingulate Cortex (PCC), Supplementary Motor Area (SMA) and Middle Prefrontal Cortex (MPFC) remained strong in all bands, associated to an increase of the Global Efficiency and a decrease of Modularity. As a comparison, we applied orthogonalization on connectomes and ran the same topological analyses. The correlation values were considerably reduced, and orthogonalization mainly decreased local within-hemisphere interactions in all bands, similarly to GCS. Notably, the centrality of the PCC, SMA and MPFC was preserved in all bands, as for GCS, together with other hubs in the posterior parietal regions. Overall, leakage correction removes spurious local connections, but confirms the role of dynamic hub regions, specifically the anterior and posterior cingulate, in integrating information in the brain at rest.

Keywords: functional connectivity, band-limited power correlation, MEG connectome, leakage correction, functional hubs


INTRODUCTION

The spontaneous activity of the brain at rest is spatially and temporally organized in large-scale networks of cortical and subcortical regions, denoted Resting State Networks (RSNs). The topography of RSNs is similar to that of brain networks recruited by different cognitive tasks (Biswal et al., 1995; Attwell and Laughlin, 2001; Fox et al., 2005), and for this reason RSNs have been named according to their putative function and pattern of task activation: dorsal and ventral attention, visual, somato-motor, auditory, language, executive control, and default systems (Doucet et al., 2011; Hacker et al., 2013; Glasser et al., 2016).

As behavior unfolds, these functionally specific systems must integrate to ensure efficient processing and transfer of information in the brain. This seems to be achieved through a specialized architecture of brain regions, as shown by fMRI, DTI, EEG and MEG studies (van den Heuvel and Sporns, 2013; de Pasquale et al., 2018). A possible mechanism allowing for the dynamic integration of activity in different brain regions is the existence of structural and functional ‘hub’ regions that, through the architecture of their interactions, structural, as shown by DTI studies (van den Heuvel et al., 2012), and functional, as shown by fMRI studies (Zuo et al., 2012; Power et al., 2013), act as waystations of integration thus facilitating the communication within/across RSNs. Studies at higher temporal resolution, using for instance MEG, revealed a more complex scenario where nodes of the Default Mode, Dorsal Attention and Somato-Motor Networks act as dynamic cortical cores of integration in the beta and alpha bands (de Pasquale et al., 2010, 2012, 2018). Furthermore, these areas are not independent but their centrality tend to co-fluctuate, hence forming a so called “dynamic core network of interaction” (de Pasquale et al., 2016). These findings nicely link with other MEG studies, showing a temporally varying organization of brain subnetworks – MEG states- (Baker et al., 2014), and with the DTI-supported notion of a structural Rich Club organization within the brain connectome. Many of these functional and structural models strongly depend on which measures of connectivity are adopted, e.g., correlation-based measures of interaction, and on which measures are used to analyze graph properties. In the case of MEG, even though neuromagnetic signals have broader frequency content and higher temporal resolution than fMRI, and are not influenced by neurovascular coupling, a serious drawback is the inherent “spatial leakage” which generates a spurious codependence among the reconstructed activity of distinct sources. In fact, in order to solve the ill-posed inverse problem, linear source projection schemes such as MNE (Hamalainen and Ilmoniemi, 1994) or Beamformers (Van Veen et al., 1997; Hillebrand et al., 2005) will inevitably yield a spatially blurred representation of the underlying source distribution, with signals reconstructed at different locations affected by activity from neighboring brain areas. These effects will largely affect the connectivity estimation. To overcome this problem, several measures insensitive to spatial leakage have been introduced: the imaginary coherence (Nolte et al., 2004), the multivariate interaction measure (Marzetti et al., 2013) or the phase lag index (Stam and Reijneveld, 2007; Hillebrand et al., 2012) for phase coupling on the fast signal (activity), the orthogonalized correlation (Brookes et al., 2012; Hipp et al., 2012; O’Neill et al., 2015) and the symmetrical multivariate leakage corrections (Colclough et al., 2015) for amplitude coupling on the slow signal (activity envelope). The common idea behind all these correction schemes is that spatial leakage can only induce zero-lag linear spurious coupling, which can be in turn eliminated by an appropriate regression model (Wens, 2015), and that it does not affect non-zero-lag connectivity (see Palva et al., 2018 for a critical overview on this assumption). However, a potential issue with these approaches is that physiological interactions involving zero-lag linear coupling may be suppressed as well. This is particularly important since, with synaptic delays in the range of 5–25 ms from neighboring to remote regions, zero-lag interactions are expected to be physiologically dominant. This has been widely documented in empirical data as well as modeling studies (Gollo et al., 2014). In fact, these mechanisms have been ascribed to a range of crucial neuronal functions, from perceptual integration to the execution of coordinated motor behaviors (Roelfsema et al., 1997; Singer, 1999; Varela et al., 2001; Uhlhaas et al., 2009). A recent work also suggests the existence of zero-lag correlations at rest, specifically within the Default Mode Network (Sjogard et al., 2019).

A possible alternative method for preserving zero-phase lag correlation is the Geometric Correction Scheme (GCS) proposed by Wens et al. (2015), which models spatial leakage from a seed location based on the forward and inverse models. The fundamental theoretical aspects of the GCS as well as simulation- and data-based proof-of-concept were developed in Wens (2015) and Wens et al. (2015), but they were limited to the study of RSN topographies. Here, we investigate the effect of this leakage correction on a dense connectome (155 nodes, involving 9 separate RSNs) as a function of the oscillatory band and the eventual impact on the estimated topological features. Specifically, we estimated the dense connectome based on band-limited power (BLP) computed in the theta, alpha, beta and gamma bands without leakage correction and with the GCS. We first compared the overall topology through Network Based Statistics (NBS). Furthermore, we considered topological features such as the Betweenness Centrality and Global Efficiency, to understand the impact of the GCS on the identification of hub regions and the efficiency of integration. Our hypothesis is that GCS will affect local connections, producing a decrease of local links, and a partial reorganization of the brain hubs. We expect that leakage reorganization will occur mainly in the alpha and beta bands, which are the main correlates of fMRI RSNs (Mantini et al., 2008). Finally, to assess the impact on the topology of removing 0-lag correlations as compared to maintaining them, we ran the same analyses also on connectomes where leakage was corrected through orthogonalization similarly to Brookes et al. (2012). Based on the overall similarity of RSN topography shown in Wens et al. (2015), we expect to find some agreement between results obtained from the two approaches.



MATERIALS AND METHODS


Subjects and Recordings

MEG signals were recorded from 13 healthy adult subjects (mean age 29 ± 6 years, 5 females), already used in de Pasquale et al. (2016). Subjects were asked to remain still in the MEG system while fixating a cross on a screen. We recorded 2 or 3 scans lasting 5 min from each subject. MEG signals were recorded using the 153-channel MEG system developed and installed at the University of Chieti (Della Penna et al., 2000). The system is placed within a four-layer magnetically shielded room allowing magnetometric recordings. Two EOG and two ECG channels were recorded simultaneously with the MEG signals, to be used for physiological artifact rejection. Neuro-magnetic and electrical signals were filtered in the band 0.16–250 Hz and were sampled at 1 kHz. Before and after each resting state run, the signal generated by five positioning coils placed on the subject’s head were recorded and used to co-register functional and anatomical data. Anatomical images were acquired using a 1.5 T Siemens Vision scanner, through a sagittal magnetization-prepared rapid acquisition gradient echo T1-weighted sequence (MP-RAGE) with repetition time (TR) = 9.7 s; echo time (TE) = 4 ms; α = 12°; inversion time = 1,200 ms; voxel size = 1 × 1 × 1.25 mm3.



MEG Data Preprocessing

An extensive description of the approach used to preprocess our MEG data can be found in Mantini et al. (2011). In brief, we applied a pipeline based on ICA (similar to the one described in Larson-Prior et al., 2013) to separate and identify environmental and physiological (e.g., cardiac, ocular) artifacts, which were removed from sensor-space MEG data. Runs affected by excessive noise (e.g., movement of the subject’s head in the helmet) were discarded from further analysis. This reduced our final sample to a total of 27 runs. The sensor maps of non-artifactual ICs (brain ICs) were projected into the individual source space through a weighted minimum norm estimator using Curry 6 (Neuroscan, Hamburg, Germany). The source space was mapped into a 3D grid of cubic voxels with a 4 mm side, coregistered to the MNI atlas. The vector activity [image: image] at each voxel in the brain was obtained as the linear combination of the brain IC timecourses weighted by the related source-projected IC maps.



Connectivity Estimation and Geometric Leakage Correction

We estimated a dense connectome based on BLP correlations among a set of 155 nodes obtained in a previous meta-analysis on fMRI data (Hacker et al., 2013; Baldassarre et al., 2014), which yielded 9 RSNs (Dorsal Attention Network –DAN, Ventral Attention Network – VAN, Somato-Motor Network – SMN, Visual Network – VIS, Auditory Network – AUD, Language Network – LAN, Default Mode Network – DMN, Fronto-Parietal Network – FPN, Control Network – CON). Subcortical ROIs were removed from the original set. Source activity Ψ(t) was filtered into 4 frequency bands: theta (4–7 Hz), alpha (7–14 Hz), beta (14–25 Hz), gamma (25-70 Hz) and their BLP time series were obtained by integrating the square amplitude of the signal over 150 ms windows sliding by 20 ms. Then, for each pair of nodes, we computed the Pearson correlation coefficient between their respective BLP time series over non-overlapping epochs lasting 40 s and then averaged them across the whole run. This procedure yielded the original, uncorrected connectivity matrices. To obtain their leakage-corrected version, each node was successively taken as a seed and spatial leakage emanating from it was modeled using the GCS (Wens, 2015; Wens et al., 2015), which we review in the following.

The GCS was applied on the source space maps of each brain IC before estimating the leakage-corrected activity as follows. Given a seed r0, and the linear inverse operator [image: image] associated with our source reconstruction pipeline (Mantini et al., 2011; Betti et al., 2018), where Aic is the source-space map for a generic component IC with dimensions (Nvoxels x 3), coregistered to the MNI atlas, uic is the row of the unmixing matrix with dimensions (1 x Nchannels), and the sum is over the brain ICs, the corrected source map was computed as:

[image: image]

where L(r0) is the leadfield associated to the seed, with dimensions (Nchannels x 3) also coregistered to the MNI atlas, and + denotes pseudoinversion. Given the seed, the leakage-corrected vector activity of all the other nodes was then rebuilt as:
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where sic (t) are the brain IC timecourses. The row of the connectivity matrix corresponding to this seed was obtained by correlation of the BLP obtained from the uncorrected activity [image: image]at the seed and the BLP of all the corrected activities ΨGCS(t) at the other nodes.

GCS connectomes were then symmetrized by averaging the upper and lower triangles to avoid the slight asymmetries induced by leakage correction. Of note, spatial leakage is symmetrical in minimum norm estimates (Hauk and Stenroos, 2014), so this step discarded only slight asymmetries.

Finally, as suggested in Wens et al. (2015), to remove the contribution of possible local under-correction effects due to seed mis-localization in the GCS connectomes, we masked out node pairs closer than 35 mm. To avoid biasing comparisons between connectomes, this distance mask was applied to both uncorrected and the corrected connectomes. Thus, all the correlation values between node pairs closer than 35 mm were not considered in all the analyses applied to the two types of connectomes and described in the following subsections. The number of node pairs masked in our analysis was 1155, corresponding to less than 5% of the total number of node pairs (equal to 23870).



Analysis of Topological Effects of Leakage Correction

First, we analyzed possible decreases of correlation strength by estimating the z-Fisher transformed correlation averaged over the whole connectome, for each subject and band, and performing paired t -tests assessing the effect of the GCS over each frequency band. Then, topological changes induced by the GCS were investigated through the NBS Toolbox (Zalesky et al., 2010) at each frequency band. NBS directly operates on the connectivity values and searches for graph components (subgraphs made of connected nodes) comprising suprathreshold links obtained from a t-statistics testing connectivity differences. We looked for components representing decreases and increases separately, using a large primary threshold for the t-statistic, namely 6. This value represents a good compromise between the size of the significant components produced by NBS, which was already large for all bands at this threshold, and the sake of clarity in showing and interpreting the obtained components. However, it must be noted that the adoption of a smaller threshold for the t-statistics, e.g., t = 3 as in Betti et al. (2018), produced very similar results. We are aware that the choice of this threshold certainly influences the size of the obtained components and thus to draw any conclusions on its absolute value within a condition can be misleading, also due to the contribution of false positive links in a component (Zalesky et al., 2012). Nevertheless, in this work we adopted the same threshold in all bands when comparing GCS-corrected vs. non-corrected data. For this reason, since all the data will be affected in the same way by the choice of the threshold, we limited our observations on the relative increase or decrease of the component size observed across frequency bands.

The significance level of each component was set to a < 0.01 assessed through permutation testing (number of permutations n = 200). Then, we adopted the MATLAB toolbox BrainNet Viewer for the graph visualization (Xia et al., 2013).



Graph Analyses

In this work, the graph measures were computed on the BLP connectomes averaged across subjects. Thus, from the z-score connectivity matrices estimated for each run, obtained after Fisher transformation of the original correlation values, we first averaged across runs and then across subjects to obtain mean connectivity matrices. This applies both for the GCS corrected and the uncorrected data. Then, we thresholded the computed matrices to obtain fully connected binarized connectomes (Bordier et al., 2017). To this aim, the graph components were estimated at several thresholds. Then, the maximum threshold ensuring a single graph component, and thus full connectedness, was selected. This procedure allowed us to compare graphs in the same condition (a path between any pair of nodes exists), across uncorrected and leakage corrected scenarios and across bands. Now, to characterize the topology of the graph, measures such as centrality, connection density, modularity and efficiency were computed on these binarized connectomes. To quantify the centrality of the graph nodes, we adopted the binary Betweenness Centrality (BC) that is related to the number of times a node acts as a bridge between the strongest connections of any two nodes. Thus, nodes with high BC participate in many shortest paths. The BC is computed according to the following formula:

[image: image]

where σij is the total number of shortest paths from node i to node j, σij(v) is the fraction of those paths passing through the node v and N is the graph order (Rubinov and Sporns, 2010; Sporns, 2011). To compare the pattern of BC values across different conditions (GCS corrected and non-corrected graphs) and bands, this was normalized to the sum of BC across nodes.

Notably, to assess the significance of the BC, we compared the obtained values with those from a population of random graphs. These were generated by the approach described in Rubinov and Sporns (2011) where a randomization function preserving the degree and strength distributions was employed (each graph edge was randomly rewired five times and 1000 iterations were run). From the obtained population of random graphs, we computed the 95th percentile of the obtained distribution and we considered as significant only those BC values exceeding such value.

To characterize the global integration properties of the graph we adopted the Global Efficiency (GE), a measure related to the information exchange across the whole graph (Rubinov and Sporns, 2010; Sporns, 2011). GE is defined as the average inverse shortest path length in the network, which is inversely related to the characteristic path length:
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where dij is the shortest path length between the nodes i and j. In order to evaluate significant effects of the GCS on GE, we performed a paired t -test comparing GE obtained with leakage correction and without it, across resting state sessions, within each frequency band. Probability values were Bonferroni corrected for multiple comparisons.

We further investigated how eventual changes in GE related to the graph Modularity and Density of connections. Modularity is a measure that identifies the community structure of a network as a subdivision of non-overlapping groups of nodes in a way that maximizes the number of within-group edges and minimizes the number of between-group edges. Thus, this represents a statistic related to the degree to which the network may be subdivided into clearly delineated modules. Different approaches can be adopted to this aim, here we used the Louvain algorithm which provides a fast and accurate community detection (Blondel et al., 2008). We also checked that any modulation of the GE was not a mere effect of a different density of connections. The effect of the GCS on these two measures was also assessed with paired t -tests, with significance Bonferroni-corrected for multiple comparisons.

All the above quantities have been estimated by means of the MATLAB toolbox, the Brain Connectivity Toolbox1 (Rubinov and Sporns, 2010) and for graph visualization the BrainNet Viewer2 (Xia et al., 2013) was adopted.



Control Analyses Using Orthogonalization

In order to compare the GCS approach with another popular leakage correction approach, we performed the same topological analyses described in the previous subsections on orthogonalized connectomes. Signal orthogonalization is another correction scheme based on linear regression to remove all zero-lag correlations (Brookes et al., 2012; Hipp et al., 2012). A multivariate version designed for beamformer inverse solution, ensuring symmetrical connectomes has also become widespread (Colclough et al., 2015), but we did not apply it since spatial leakage is symmetrical in minimum norm estimates. Here, we used the basic pairwise linear regression of Brookes et al. (2012). Specifically, given a seed r0, the orthogonalized vector activity was obtained by regressing out the seed signal Ψr0(t):
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where the 3Nvoxels×3 matrix [image: image] encodes the regression coefficients. In this last equation, Ψ gathers all samples Ψ(t) of the activity vector in a 3Nvoxels × Ntime matrix, and correspondingly the seed activity Ψr0(t) is a 3 × Ntime matrix.

As in the GCS case, the row of the connectivity matrix corresponding to each seed was obtained by correlation of the BLP obtained from the uncorrected activity Ψr0(t)at the seed and the BLP of all the corrected activities ΨORT(t)at the other nodes.

Orthogonalized connectomes were then symmetrized, to account for numerical errors. The distance mask over node pairs closer than 35 mm was applied also in this case, given that orthogonalization also leads to similar under-correction effects (Palva et al., 2018), albeit less extensively than the GCS (Wens et al., 2015).

As in the GCS vs. uncorrected case, we ran the following analyses: (i) we compared the mean z-Fisher correlation values between uncorrected and orthogonalized connectomes; (ii) we applied NBS at each frequency band, using a threshold for the t-statistics equal to 6, as for the GCS vs. uncorrected comparison; (iii) given the disruptive effect of orthogonalization on the z -score correlation values, we also used a higher t-threshold, namely 10, to display and discuss the component size; (iv) we binarized the band-specific, group-averaged, orthogonalized connectomes imposing the full connectedness, as for the uncorrected and GCS connectomes; (v) we estimated BC and its significance for each node in the graph; (vi) we estimated GE, graph modularity and density and we compared these values with the ones obtained from the uncorrected connectomes through a t -test, with significance Bonferroni-corrected for multiple comparisons.



RESULTS


Global Topology of GCS vs. Uncorrected Connectomes

To investigate the effect of signal leakage correction on the architecture of within and across RSN interactions, we computed RSN-based connectomes, obtained by averaging the dense connectomes first across the RSN nodes (see Table 1 for a complete list of nodes, RSNs and abbreviations), discarding the node pairs closer than 35 mm, and then across subjects. The results for the uncorrected and GCS-corrected data are shown in Figure 1 (left column: UNCORRECTED, right column: GCS) at the different frequency bands. Although a spatial modulation of the RSN-based connectome is apparent across all bands, local reductions and increases of connectivity seem to be balanced. In fact, the connectivity averaged over the whole connectome does not differ significantly with and without GCS (t -tests over subjects, all p s > 0.35 for all bands). This suggests that GCS might preserve the global strength of connectivity. In addition, these RSN-based connectomes reveal a common modulation of connectivity patterns: within-VIS correlation seems to decrease for all bands after GCS, while within-AUD correlation seems to increase.


TABLE 1. List of abbreviations of the node and network labels adopted in this work.
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FIGURE 1. Effects of GCS on correlation strength. Network-based functional connectomes obtained as the average correlation over RSN nodes (see Table 1), are shown without (UNCORRECTED, left column) and after GCS (right column) leakage correction for each frequency band.


In order to assess the statistical significance of the topological changes underlying these modulations, we applied NBS to the dense connectomes to identify graph components containing significantly different connections. As it can be seen in Figure 2A, when comparing uncorrected with GCS-corrected connectomes, we obtained components representing significant GCS-induced decrements of BLP correlation in all the physiological bands. These results are overlaid onto an MNI reference brain (BrainNetViewer, Xia et al., 2013) and nodes are color-coded based on the membership to fMRI RSNs (see reported colormap in Figure 2). Notably, at the same t-statistics threshold for all bands, the number of links in the decreased component assumed a different size as a function of the frequency band. Specifically, the decreased components in the beta, gamma and alpha bands involved a larger number of nodes than in the theta band. The pie chart reported in Figure 2B shows the percentage of links significantly decreased after GCS in each frequency band with respect to the total number of links decreased across all bands, which was 1022 at the t-threshold = 6. It can be noted a similar proportion of links removed in the beta/gamma bands (around 30%) followed by the theta (21%) and alpha band (only 16%). Interestingly, Figure 2C shows that the majority of links removed by GCS were intra-hemispheric (WITHIN HEM. – red bars), as compared to the inter-hemispheric ones (ACROSS HEM. – black bars). We acknowledge that care should be taken in interpreting the number of components’ nodes and edges for each band, since NBS controls the family wise error rate in the weak sense. Thus, the significance is associated to the whole component and not to single links, some of which might represent false positives (Zalesky et al., 2012). However, since we used the same t-test threshold across bands, we expect approximately the same number of false positives in all bands and thus the comparison of the number of edges in the decreased components in the beta and gamma bands versus the other bands is reasonable. In addition to components representing significant decreases, we also obtained components representing significant increases in all bands (see Figure 3A). In this case, the majority of increments in the number of links occurred in the alpha and beta bands and to a lesser extent in the theta band, while the gamma band involved fewer links. The percentage of links (with respect to the total number of increased connections across all bands, which was 1022) increasing after leakage correction was approximately 40% for alpha and beta bands and it decreased to about 20 and 6% in theta and gamma bands, respectively (see Figure 3B). Again, because of false positives, the absolute number of supra-threshold links should be interpreted cautiously. However, the main result is that the size of the increased component in the alpha and beta bands is considerably larger than for the theta and gamma bands. Furthermore, as it can be seen in Figure 3C, most involved links were between hemispheres (black – ACROSS HEM.) and only a few links were within hemispheres (red – WITHIN HEM.). To summarize, the GCS considerably changed the topology of the interactions, producing local, within-hemisphere decreases, and long-range, between-hemisphere increases. These effects were stronger in the beta and gamma bands for the decreases, and in the alpha and beta band for the increases.
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FIGURE 2. Analysis of global topology: decreased components after GCS. Results of the NBS on uncorrected and corrected connectomes are shown for each frequency band. (A) Decreased components (blue) displayed over an MNI brain. (B) Relative sizes of the decreased components (normalized to the total number of decreased links across bands). (C) Number of links, in the decreased components, changing within (red bars – WITHIN HEM.) and across hemispheres (black bars – ACROSS HEM.).
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FIGURE 3. Analysis of global topology: increased components after GCS. Results of the NBS on uncorrected and corrected connectomes at each frequency band. (A) Increased components (red) displayed over an MNI brain. (B) Relative sizes of the increased components (normalized to the total number of increased links across bands). (C) Number of links, in the increased components, changing within (red bars – WITHIN HEM.) and across hemispheres (black bars – ACROSS HEM.).




Integration/Segregation in GCS vs. Uncorrected Connectomes

In order to investigate how the modulation of topology affected the integration and segregation in the whole brain network, we computed the Betweenness Centrality of the considered nodes, over the binary graphs obtained from uncorrected and GCS-corrected connectomes, in each frequency band (see Figure 4). First, we note that leakage correction led to a difference in the number of significant hubs: we obtained a slightly larger number of hubs in the theta band (+9%) as compared to the uncorrected data, while in the gamma band the number of hubs almost doubled (+93%). On the contrary, in the alpha (−20%) and beta (−42%) bands the GCS reduced the number of central regions. This presumably indicates that in these bands the centrality of uncorrected graphs was inflated by local spurious connections due to spatial leakage. Interestingly, apart from the observed changes, it must also be noted that some hub regions remained central both with and without GCS (see dashed contours in Figure 4). In all bands, medial prefrontal and posterior cingulate/precuneus nodes (except for the theta band) of the DMN remained central after leakage correction. Similarly, we found consistent hubs near/at the Supplementary Motor Area part of the SMN. In contrast, the IPS region, part of the DAN, did not result central after GCS. In summary, the topology of central nodes is partially maintained after the GCS.
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FIGURE 4. Functional hubs before and after GCS. Functional hubs identified through the BC are reported at the considered frequency bands without (UNCORRECTED) and with (GCS) leakage correction. A set of hubs belonging to the DMN (orange) and SMN (light blue) are consistently observed (dotted circle) after the leakage correction. For each frequency band, the percentage increase of the number of hubs due to the GCS is reported.


Eventually, to understand the effect of the GCS on the global integration, we estimated the GE of communication, which measures the overall efficiency of integration of the considered graph. As it can be seen in Figure 5A, we obtained a statistically significant (p < 0.01, Bonferroni corrected) increase of GE in GCS (white bars) vs. uncorrected (black bars) connectomes across all frequency bands. This suggests that the GCS might lead, in general, to a more efficiently integrated connectome as compared to the uncorrected data. Then, since we observed a loss of local links and an increase of long-range ones, to interpret the GE modulation we addressed some further graph measures that might influence the GE. First, we computed the Modularity (Figure 5B) and the number of modules (Figure 5C) that can be identified in the average connectome. As it can be seen in Figure 5B, a general decrease of modularity due to GCS was obtained in all bands (p < 0.01, Bonferrroni corrected), while the number of modules did not significantly change in all bands (Figure 5C). These results, taken together, are fundamental since they show that while the number of functional communities remain the same (same number of modules), they are less segregated once leakage corrected (smaller modularity). As a fundamental control on the GE modulation, we considered the density of connections in every band (Figure 5D). This is necessary because GE and density are known to be dependent, i.e., higher density leads to higher GE, and at least in a certain
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FIGURE 5. Effect of GCS and ORT on the global integration. (A) Mean Global Efficiency (GE) values computed before (black bars – UNCORRECTED) and after leakage correction (GCS- white bars, ORT – gray bars). A statistically significant difference was found in each frequency band (∗∗p < 0.01, Bonferroni corrected) for the GCS corrected data. The GCS seems to increase the efficiency of communication in the brain. This does not apply to the ORT correction where no statistically significant difference was found. (B) Mean modularity as a function of the frequency band. All the differences were statistically significant both for GCS and ORT (∗∗p < 0.01). The decrease of modularity shows that, after GCS and ORT, the segregation of the functional communities is lower. (C) The average number of modules is constant in all frequency bands except for gamma, despite the t-statistics is not significant. (D) No significant increase of the average density of connections is observed in general, apart from the theta band for GCS and theta and gamma for ORT (∗∗p < 0.01).


regime such dependence is linear (Fornito et al., 2016; Strang et al., 2018). Thus, one may suspect that the higher values of GE obtained with GCS are simply driven by higher density. To address this issue, we first statistically tested the densities obtained at the different frequency bands, see Figure 5D. As it can be noted, although on average the density values in GCS are larger than in uncorrected connectomes, a paired t -test showed that these are not significantly different (apart from the theta band, p < 0.01, Bonferroni corrected). This provides a first indication that the GE differences might not be ascribed to the density variations. However, since the obtained density values lie in the range where a linear relationship is expected between GE and density (see Strang et al., 2018), we performed a regression analysis to check whether the density may predict the GE differences. We obtained no significant effects in the alpha and beta bands (p < 0.01, Bonferroni corrected). These results suggest that in these bands, the influence of density changes have a minor impact on the observed increase of integration for the GCS.



Global Topology and Integration/Segregation in Orthogonalized vs. Uncorrected Connectomes

To compare the impact of the GCS approach with current and popular leakage correction schemes, we performed the same analyses on data corrected through the orthogonalization approach described in the Methods section. The orthogonalized RSN-based connectomes are shown in Figure 6, left column. Please note that a scale different from Figure 1 was adopted to appreciate the connectome patterns (connectomes with the same scale of the uncorrected ones are reported in Supplementary Figure S1, left column). Further, to be consistent with the previous comparisons, correlations of node pairs closer than 35 mm were not considered in these analyses. It can be noted that, differently from the GCS, in this case, the correlation averaged over the whole connectomes considerably decreased in all bands (p < 0.0002, Bonferroni corrected). However, when inspecting Figure 6, some patterns in the uncorrected and orthogonalized RSN-based connectomes seem to be preserved: within-VIS correlation seems to be stronger than VIS-other RSNs in all bands, and the relative difference between within-AUD correlation and the averaged correlation seems to be positive, as with the GCS. Accordingly, when comparing orthogonalized and uncorrected dense connectomes, NBS produced only components representing significant decreases (see Figure 6, middle column and Supplementary Figure S1, right column). If the same t-statistics threshold as for the uncorrected vs. GCS comparison is applied (Supplementary Figure S1), the components sizes are large for all bands and involve all the nodes of the connectomes. Specifically, the percentage of edges (with respect to the total number of decreased edges across all bands) in the decreased components is similarly shared across bands (about 25% in theta, 28% in alpha, 26% in beta, and 21% in gamma). For display and interpretation purposes, we show the results of NBS statistics using a higher threshold (t = 10, middle column in Figure 6) to appreciate possible differences across bands. In this case, the decreased components in alpha and beta bands involved a larger number of nodes (about 130) than in theta and gamma bands (about 100). The percentage of links with respect to the total number of decreased links across all bands reduced by orthogonalization is larger in alpha/beta bands (28%) followed by the theta (22%) and gamma band (only 16%). Analogously to the GCS, the majority of links removed by orthogonalization were intra-hemispheric (209 in theta, 243 in alpha, 265 in beta, 101 in gamma), as compared to the inter-hemispheric ones (21 in theta, 33 in alpha, 22 in beta, 58 in gamma).
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FIGURE 6. Effects of ORT on Correlation strength, global topology and centrality. Left column: Network-based functional connectomes obtained as the average correlation over RSN nodes (see Table 1) and runs, are shown after the ORT leakage correction for each frequency band. Middle column: NBS decreased components (blue), displayed over an MNI brain, after the ORT correction. Left column: Functional hubs identified through the BC after ORT. The percentage increases of the number of hubs after ORT is reported and the dotted circles represent hubs in common with the uncorrected data.


Moreover, the BC analysis on orthogonalized connectomes (see Figure 6, right column) revealed an increase in the number of hubs with respect to the uncorrected connectomes in the theta and gamma bands, and a decrease in the alpha band, as occurred for GCS-based connectomes (+32%, +67%, and −33% respectively). However, differently from GCS, the number of hubs slightly increased in the beta band (+12%). Hubs in the medial prefrontal (in all bands) and posterior cingulate/precuneus nodes (in the beta and gamma bands) of the DMN, together with hubs near/at the Supplementary Motor Area part of the SMN (in the beta band) remained central, as with the GCS (Figure 6, contoured nodes, left column and Figure 4, left column). In addition, hubs in the IPS regions of the DAN and FPN (in all bands), and in the AG (DMN, alpha and beta bands), were found in both the uncorrected and orthogonalized connectomes. These results suggest that for orthogonalized matrices, a partial overlap with uncorrected data on the hub topography can be revealed. Interestingly, some of these hubs overlap also with those obtained after applying the GCS.

As far as it regards the integration analyses, the effects of orthogonalization were slightly different from the ones obtained for GCS (see Figure 5). Interestingly, in the orthogonalized data (ORT) no statistically significant increases in the GE were observed (Figure 5A, gray bars). Nevertheless, a significant decrease of modularity was observed across all bands (p < 0.01 Bonferroni corrected, Figure 5B), while the number of modules did not change, as with GCS (Figure 5C). The density of connections, although on average larger than in the uncorrected connectomes, reached statistical significance only in the theta and gamma bands (p < 0.01, Bonferroni corrected). In summary, the orthogonalization seems not to affect the global integration as measured via GE.



DISCUSSION

In this work, we analyzed the impact of the GCS in minimizing the effect of MEG spatial leakage on the topology of connectivity at rest. We compared the effect of GCS with a popular orthogonalization approach (Brookes et al., 2012). We focused on integration/segregation measures observing several interesting spatially- and frequency-specific aspects. First, we observed that the GCS significantly modified the overall topology: the connectivity decreased within each hemisphere, mainly in the gamma and beta bands, and increased across hemispheres, especially in the alpha and beta bands. On the other hand, orthogonalization only produced a decreased connectivity in every band, mainly involving intra-hemispheric links, as for GCS.

Second, in terms of BC, a set of hubs in the medial frontal and parietal areas, especially in the DMN and SMN, survived both leakage corrections, while more lateral regions (IPS) were preserved by orthogonalization but not by the GCS. Third, after GCS, we observed an increase of GE across all bands. This change occurred with a significant decrease in the Modularity corresponding to a constant number of modules, hence supporting a stronger integration among functional communities. The modulations of GE and Modularity, after GCS, could not be explained by a significant decrease in connection density (apart from the theta band).


Impact of the Geometric Correction Scheme on the Overall Connectivity

The analysis performed by means of NBS on the overall connectivity structure showed that, despite the mean strength of GCS-corrected correlation was not significantly modified by leakage correction, a profound alteration of the topology was observed in all bands (Figures 2, 3), suggesting that uncorrected connectomes should be interpreted with care. In general, the first topological change consisted of a massive decrease of within-hemisphere connections among neighboring nodes (see Figure 2). This local effect is not surprising, since the leakage effect mainly consists of the influence of one source on its neighbors, due to the spatial spread of the reconstructed sources (Hauk et al., 2011; Wens, 2015; Wens et al., 2015) and their mis-localization. The edges involved in the decreased component were spatially located mainly in the parieto-occipital regions. Although leakage effects have different spatial distribution according to the location of the seed in the brain, the larger involvement of the parieto-occipital regions might simply reflect the higher density of the parcellation scheme in those areas. We also found that the size of the decreased components was spectrally specific, with larger components in the beta and gamma bands (Figure 2). It must be noted that although the spatial leakage itself is not frequency-dependent (Brookes et al., 2014; Wens et al., 2015) —a property that is built in the GCS— the induced effect on connectivity does depend on the frequency-specific signal-to-noise ratio (SNR) (O’Neill et al., 2015). Lower SNRs such as those expected in the theta and gamma bands tend to induce sharper local spurious connections. This may explain the larger component sizes found in beta, gamma, and theta as compared to alpha (which exhibits the largest SNR in MEG). Another possible explanation for the stronger post-GCS decreases in the beta and gamma bands could be a mitigation of the seed mis-location which affects the GCS (Wens et al., 2015). Specifically, seed mis-location, i.e., the position of the actual seed does not overlap with a true seed, generates spurious connectivity corresponding to a smaller loss of edges after GCS. Given that local synchronization at high frequencies is stronger, as reported in the influential work of Buzsaki and Draguhn (2004), the effect of mis-location is mitigated as there are many interacting seeds very close to each other.

Correspondingly, orthogonalization also led to massive connectivity decreases mainly involving intra-hemispheric links (Figure 6). However, this correction affected more links in the alpha/beta band, which exhibit high SNR, then in the theta and gamma bands, where SNR is lower. This might reflect an effect of SNR in the estimation of the regression coefficients, which could be biased by physiological bands with the larger power (i.e., alpha and beta). As such, orthogonalization tends to produce milder effects when the SNR is low. Alternatively, this difference could be ascribed to the existence of 0-lag interactions, which are preserved by the GCS but cancelled by orthogonalization. This is in line with the dominance of alpha/beta bands regarding connectivity increases post-GCS, that we discuss in the following.

The GCS yielded an increased component involving mainly edges connecting parietal nodes between hemispheres and edges connecting occipital and frontal nodes (Figure 3). An increase of connectivity was rather unexpected as leakage correction generically leads to lower connectivity due to the elimination of spurious couplings. However, some increased interhemispheric connectivity after leakage correction has already been reported when using orthogonalization or closely-related regressions (Brookes et al., 2012, 2014; Hipp et al., 2012; Maldjian et al., 2014; Wens et al., 2015), but they are milder and may be explained by an over-correction effect (Wens, 2015). Accordingly, in our data no such increases were detected with orthogonalization. Here, we report a global, not network-specific, increase of interhemispheric connectivity after GCS, suggesting that spatial leakage might screen some genuine, sufficiently long-range connectivity. Since a major distinction between the GCS and orthogonalization is the preservation of 0-lag interactions, this seems to suggest that this rather counter-intuitive effect relates to inter-hemispheric, short-lag correlations. In fact, we demonstrate mathematically in the Appendix that such screening emerges in the presence of linear correlation, which enables a non-linear contribution of spatial leakage to BLP correlations (despite its linearity in source activity). When the spatial leakage is strong, i.e., for local connections, it induces a spurious increase of short-range connectivity. This is in line with the results showing that both leakage corrections clean local connections mainly (Figures 2, 6). When spatial leakage is weaker, i.e., for longer-range connectivity, it may lead, through non-linear effects induced by 0-lag correlation, to a spurious reduction of connectivity. This fits with our results in Figure 3. As a matter of fact, in the uncorrected connectomes, the local connections composing the decreased components shown in Figure 2 were always significantly stronger than the long-range connections comprised in the increased components in Figure 3 (separate t -tests for each band, p < 10–5 for all bands).

Spectrally, as mentioned above, we noted a larger size of the increased component mainly in the alpha and beta bands which have been reported as the most consistent spectral signatures of fMRI RSNs (however, see Liu et al. (2017) showing that only whole band EEG RSNs match the spatial patterns of fMRI RSNs). These systems in fact cover mainly occipital, parietal and temporal regions and involve long-range interhemispheric or antero-posterior connections (Mantini et al., 2007; de Pasquale et al., 2010, 2012; Brookes et al., 2011; Hipp et al., 2012). Specifically, the alpha band was associated to the VIS, DAN, DMN, SMN, AUD in an EEG-fMRI study (Mantini et al., 2007); to SMN and DAN in an ECoG study (Hacker et al., 2017); and to VIS, VAN, LAN, SMN, DMN in MEG studies (Brookes et al., 2011, 2014; de Pasquale et al., 2012). Analogously, the beta characterized the CON in Mantini et al. (2007); the SMN, DMN, DAN, VIS, VAN, LAN, FPN in MEG studies (Brookes et al., 2011, 2014; de Pasquale et al., 2012). Eventually, a spatial concordance of these RSNs over a whole larger band was found also in Hipp and Siegel (2015). Interestingly, an increase of interhemispheric interactions in the alpha band in the VIS and in the beta band in the SMN was also observed after symmetrical orthogonalization in Colclough et al. (2015). In this work, we used a quite different pipeline (different inverse solver, keeping all components of source activity, denser connectome but based on pointwise source estimates, and the GCS for leakage correction) and extended Colclough’s findings identifying more extensive increases. This is possibly also in line with our mathematical description of the connectivity screening effect: symmetrical orthogonalization does not enforce strict pairwise orthogonalization but is rather based on a multivariate optimization, so some zero-lag correlations may survive and lead to connectivity increases post-correction as per our Appendix.



Functional Hubs

In this work, the comparison between hubs identified with and without the leakage correction was based on the BC measure and the constraint of full connectedness of the investigated connectomes. We obtained that a set of regions survived the correction while others were ‘canceled,’ suggesting that they probably were spurious byproducts of spatial leakage. On the other hand, other regions resulted central after the correction (see Figures 4, 6). In fact, if the number of hubs slightly increased in the theta band and almost doubled in the gamma band, they decreased in the alpha. In the beta band, the number of hubs decreased with GCS and slightly increased with orthogonalization. Hubs that did not replicate with GCS were those in the IPS region, part of the DAN; while new hub regions were identified in right prefrontal cortex part of the Auditory and Ventral Attention Networks in the theta and alpha bands. As it can be seen in Figure 4, a set of interesting nodes survived the GCS and these areas comprised nodes from the DMN (orange) and SMN (blue). Apart from the specific nodes involved, the frontal areas of the DMN were consistent across frequency bands while the parietal nodes were mainly observed in the alpha and beta bands with some involvement of the gamma band. The preservation of hubs in the DMN and SMN in all bands was confirmed also after orthogonalization (Figure 6), which also maintained AG in the DMN and parietal nodes in the DAN and FPN, and introduced new hubs in the SPL-PreCun region.

The consistency of hubs observed across GCS and orthogonalization approaches nicely fit with previous MEG findings observed in de Pasquale et al. (2010, 2016, 2017, 2018) as well as fMRI findings (de Pasquale et al., 2013, 2017). Notably, at least for the parietal nodes of the DMN and SMN, our results extend the findings of Marino et al. (2019), in that the DMN hubs are mainly found from theta to beta bands, but at a lesser extent in the gamma bands, while the SMN hubs are also found in the gamma band, reflecting a balance between low- and high-frequency oscillations in the Cognitive (as the DMN) and the Perceptual (as the SMN) networks. The parietal regions of the DMN and, specifically, the Posterior Cingulate cortex/Precuneus have been shown to play a fundamental role of integration across several RSNs in the alpha and beta bands. Notably, these observations are in line with the work of Maldjian et al. (2014) where, in the leakage corrected MEG data, the DMN topography closely resembled the fMRI one and functional hubs were consistently observed in the posterior cingulate and bilateral parietal areas of this network. These results are interesting since they suggest that the centrality of these regions was not dominated by the leakage effects.

Analogously, SMN nodes like RAC2 (all bands for GCS, theta and beta for orthogonalization) and SMA (mainly in beta band for GCS and theta, alpha and beta for orthogonalization) were consistently observed both with and without leakage correction. These nodes have been previously reported as functional hubs of the Somato-Motor Network but more importantly these nodes together with DMN nodes seem to form a fundamental axis of integration related to the interplay between the internal vs external cognition (see for example de Pasquale et al., 2013) and lately part of a dynamic core network of integration (de Pasquale et al., 2016).

Finally, it is not unexpected that some differences between hub topographies was found when comparing the two leakage correction approaches. These differences could be partially ascribed to the contribution of the interhemispheric edges that increase with GCS but are not modified by orthogonalization. However, since the ground truth is unknown, fully proving this claim would require turning to simulated data and inspect the impact of the leakage correction methods on the estimated connectomes. This would require developing large-scale simulations of the brain connectome wherein topological features such as BC (and GE, as discussed below) are controlled, to compare estimated connectomes with known ground truth regarding network topology. Instead, we used here orthogonalization as a control to contrast with the GCS. In fact, Wens et al. (2015) presented small-scale but controlled network simulations that revealed two major differences: (i) orthogonalization suppresses linear, 0-lag correlations while GCS preserves it, and (ii) orthogonalization is more resilient than the GCS to local correction errors due to seed mis-location. Further, the simulations in Wens et al. (2015) showed that these local correction errors are confined to node pairs closer than 3 cm. Our use of a 35 mm mask thus mitigated this difference. In this setup, it is thus reasonable to expect that the preservation/cancelation of 0-lag correlations represent the only distinction between the two correction methods. As suggested by our mathematical model of the leakage “screening” effect (see Appendix), we expect our detection of post-GCS connectivity increases to be a consequence of that distinction. That said, full proof of this statement would require the above-mentioned large scale simulations of connectome topology, which thus represents an interesting avenue for future work. Until then, we suggest that both leakage corrections should be used to provide a more comprehensive overview on MEG functional architecture.



Global Efficiency

The strong interaction realized by the functional axis DMN-SMN through the involvement of the hubs in the cingulate cortex has been shown to relate to a global optimization criterion (de Pasquale et al., 2016). Such topology seems to optimize the efficiency of information transfer as measured via the global efficiency. Now, since we confirmed the presence of these hub regions with leakage correction, it would be interesting to see their impact on these global measures. In fact, the effect of reducing connections (Figures 2, 6) might induce a decrease of the global integration. As it can be seen in Figure 5A this does not seem to be case: we observed a significant increase of GE in the alpha and beta bands after GCS (but not after orthogonalization). These results suggest that the spurious connections removed by GCS and orthogonalization from the connectomes were not serving the mentioned optimal criterion. On the other hand, the increase of interhemispheric links following GCS seems to promote the integration across the brain components. This result must be interpreted also considering the decrease of Modularity (Figure 5B) and the fact that the number of modules remained constant (see Figure 5C). Thus, in the leakage-corrected connectomes, it is more difficult to identify segregated communities (higher modularity) but not because the number of modules increased leading to more fragmented communities. In fact, the number of modules is constant, thus the same communities are, without the spurious contributions of spatial leakage, less segregated and more integrated, in the case of GCS. More generally, the topological effect of spatial leakage to spuriously increase of local connectivity explains its negative impact on optimal integration and modularity of the brain. Interestingly, we show in the Appendix that using orthogonalization, instead of the GCS, might tend to mitigate the detection of higher integration. This is confirmed by our results reported in Figure 5A where no significant changes in the GE were observed after orthogonalization.



CONCLUSION

We showed that a proper leakage correction is necessary to study MEG functional topology and reinforces the findings that the brain functioning at rest relies on a topologically optimal local and global integration principle.
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APPENDIX

Analytical Demonstration of Connectivity Increases After GCS

To better understand the a priori counter-intuitive detection of higher connectivity values after GCS, we analyze here mathematically the effect of spatial leakage and characterize the changes brought by its correction. We demonstrate that: (i) the GCS decreases connectivity when leakage is strong enough (as expected for nearby sources), (ii) the GCS may increase connectivity for sufficiently weak leakage (as expected for well separated sources), and (iii) this increase occurs only in the presence of linear correlations. The last claim explains why no such connectivity increase was obtained after orthogonalization.

We consider source activity Ψ0 at a seed location and Ψ1 at a target location, which for simplicity will be assumed one-dimensional time courses. The linear mixing expected from linear, zero-lag spatial leakage can be written as

[image: image]

where [image: image] is the corrected target source activity and k denotes the coupling constant encoding the spatial leakage effect (Wens, 2015). As described in the Methods, the corresponding BLP time series are obtained by averaging the squared signal over windows w, so BLP0,1(w) = ⟨(Ψ0,1)2⟩w and [image: image]. The uncorrected BLP time course at the target source now depends quadratically on the leakage constant k :

[image: image]

where [image: image] is a time-dependent measure of linear coupling between the seed and corrected target sources. Finally, connectivity is computed using BLP correlation over the windows w. However, the root of the argument can be explained more easily by considering the BLP covariance:

[image: image]

Here the left-hand side represents uncorrected connectivity, and the first term in the right-hand side the corrected estimate. The second term is the coupling between the seed’s BLP0 and its linear contribution k2BLP0 to the target’s BLP1. Due to its positivity, it inflates the uncorrected connectivity, as may be intuitively expected. The third and key term in our argument depends on the covariation of the seed’s BLP0 and the time-dependent seed-target linear coupling LC. It can either increase or decrease the uncorrected connectivity, depending on the relative sign of k and cov(LC,BLP0). When this term is negative, it may or may not overcome the second, positive term depending on the leakage coupling strength |k|. The critical value kc determined by the equality of these two contributions is

[image: image]

We conclude that: (i) When the leakage coupling is strong enough, i.e., |k| > |kc|, the second, positive term dominates, so [image: image] and the GCS thus decreases connectivity. (ii) When the leakage coupling is weak, i.e., |k| < |kc|, the third term dominates, and if its sign is appropriate we have [image: image] so the GCS may increase connectivity. (iii) Finally, this increase in connectivity requires the existence of a linear coupling LC, since otherwise kc = 0 and the possibility (ii) cannot occur. Interestingly, orthogonalization strives to eliminate any linear, zero-lag correlation (in the most drastic case, non-stationary versions of orthogonalization set LC(w)≈0 within each window, see O’Neill et al., 2015). So, using signal orthogonalization instead of the GCS would by design tend to mitigate this effect and thus may miss the increased optimization in brain integration reported in the main text.
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Dynamic functional connectivity (DFC) obtained from resting state functional magnetic resonance imaging (fMRI) data has been shown to provide novel insights into brain function which may be obscured by static functional connectivity (SFC). Further, DFC, and by implication how different brain regions may engage or disengage with each other over time, has been shown to be behaviorally relevant and more predictive than SFC of behavioral performance and/or diagnostic status. DFC is not a directional entity and may capture neural synchronization. However, directional interactions between different brain regions is another putative mechanism by which neural populations communicate. Accordingly, static effective connectivity (SEC) has been explored as a means of characterizing such directional interactions. But investigation of its dynamic counterpart, i.e., dynamic effective connectivity (DEC), is still in its infancy. Of particular note are methodological insufficiencies in identifying DEC configurations that are reproducible across time and subjects as well as a lack of understanding of the behavioral relevance of DEC obtained from resting state fMRI. In order to address these issues, we employed a dynamic multivariate autoregressive (MVAR) model to estimate DEC. The method was first validated using simulations and then applied to resting state fMRI data obtained in-house (N = 21), wherein we performed dynamic clustering of DEC matrices across multiple levels [using adaptive evolutionary clustering (AEC)] – spatial location, time, and subjects. We observed a small number of directional brain network configurations alternating between each other over time in a quasi-stable manner akin to brain microstates. The dominant and consistent DEC network patterns involved several regions including inferior and mid temporal cortex, motor and parietal cortex, occipital cortex, as well as part of frontal cortex. The functional relevance of these DEC states were determined using meta-analyses and pertained mainly to memory and emotion, but also involved execution and language. Finally, a larger cohort of resting-state fMRI and behavioral data from the Human Connectome Project (HCP) (N = 232, Q1–Q3 release) was used to demonstrate that metrics derived from DEC can explain larger variance in 70 behaviors across different domains (alertness, cognition, emotion, and personality traits) compared to SEC in healthy individuals.

Keywords: dynamic brain connectivity, resting state fMRI, effective connectivity, clustering, behavioral relevance, human connectome


INTRODUCTION

The view that human brain functions as a coordinated system with functional segregation and integration between different regions has been corroborated and widely accepted (Friston et al., 1993; Greicius et al., 2009; Guye et al., 2010; Rogers et al., 2010). A bulk of this evidence at the macro-level comes from connectivity studies based on non-invasive resting state functional magnetic resonance imaging (fMRI). Functional connectivity (FC) is a term used to describe measures of synchronous, non-directional, correlation of inter-regional brain activity in time. Effective connectivity (EC), on the other hand, is a term used to describe measures of directional relationships between brain activity in different brain regions (Friston, 1994; Deshpande et al., 2011b; Valdes-Sosa et al., 2011; Deshpande and Hu, 2012). Previous studies mainly investigated static FC (van de Ven et al., 2004) and EC (Roebroeck et al., 2005; Stilla et al., 2007, 2008; Deshpande et al., 2009b, 2013; Hampstead et al., 2011; Sathian et al., 2011, 2013; Liang et al., 2014) characteristics, assuming that connectivity is stationary in time, and the relevance of FC (Greicius et al., 2007; Kelly et al., 2008; Han et al., 2013) and EC (Liao et al., 2010; Inman et al., 2012) to behavior and brain disorders. Further, some studies have reported that static EC relationships at rest represent a mode of communication between brain regions whose activities are not synchronized (Deshpande et al., 2011b), and hence, both FC and EC taken together, provide complementary characterizations of brain connectivity at rest. However, recent evidence points to the fact that resting state FC is not stationary in time and consequently an array of methods have been proposed to capture dynamic variations in FC (Deshpande et al., 2006; Sato et al., 2006; Britz et al., 2010; Chang and Glover, 2010; Sakoðlu et al., 2010; Chang et al., 2013a, b; Majeed et al., 2011; Cribben et al., 2012; Dimitriadis et al., 2012; Fornito et al., 2012; Handwerker et al., 2012; Hutchison et al., 2012, 2013; Rack-Gomer and Liu, 2012; Tagliazucchi et al., 2012; Keilholz et al., 2013; Lee et al., 2013; Leonardi et al., 2013). This raises the possibility that dynamic alterations in resting state EC cannot be ignored and needs to be investigated. However, to the best of our knowledge, there has been scant literature on dynamic EC of resting state fMRI (but see Jin et al., 2017; Zhao et al., 2017; Rangaprakash et al., 2018), and most investigations of dynamic EC have focused on task-based fMRI (Sato et al., 2006; Havlicek et al., 2010; Grant et al., 2014, 2015; Lacey et al., 2014; Wheelock et al., 2014; Hutcheson et al., 2015; Feng et al., 2016, 2018; Hampstead et al., 2016; Wang et al., 2017; Ramaihgari et al., 2018; Rao et al., 2018).

In order to holistically characterize connectivity in resting state brain networks, it is necessary to employ regions across the whole brain to conduct connectivity analysis. In this regard, there exists many studies exploring whole-brain static FC (Shirer et al., 2012; Zeng et al., 2012), and several others exploring whole-brain dynamic FC (Allen et al., 2013; Leonardi et al., 2013; Syed et al., 2017, 2019; Zhao et al., 2018) using principle component analysis (PCA) or independent component analysis (ICA)-based methods as well as using full pairwise connectomes instead of seed-based analysis. However, whole-brain EC analyses are less numerous due to associated challenges such as computational complexity and model discovery (Stephan and Roebroeck, 2012). For example, methods such as dynamic causal modeling (Friston et al., 2003) and structural equation modeling (McIntosh and Gozales-Lima, 1994; Zhuang et al., 2005) impose restrictions on the number of regions (but see whole brain DCM based on sparsity constraints: Frassle et al., 2018) that can be included in the model. In addition, it becomes difficult to formulate a priori hypotheses regarding connections between all brain regions (Lohmann et al., 2012), which are required by these methods. Therefore, data-driven approaches have become popular while investigating EC between large numbers of brain regions. One such model is the multivariate autoregressive (MVAR) model, which is used to capture time-lagged Granger causal influences between brain regions (Granger, 1969; Geweke, 1982; Deshpande et al., 2008, 2009a,b, 2010a,b, 2011a,b; Krueger et al., 2011; Wen et al., 2013). It has been previously demonstrated that the precision of the MVAR model increases when more variables containing information regarding the underlying system are included in the model (Kus et al., 2004). Yet, to estimate the parameters of an MVAR model fit using all voxel time series in the brain would require more data (in terms of the length of the time series and number of subjects) as well as require very large computational power (in terms of time and memory requirements) that may make it practically impossible. Besides, an MVAR model with too many voxel time series as regressors is ill-conditioned and highly sensitive to noise. To address this issue, dimensionality reduction is often employed and an exemplary work employing whole-brain regions/voxels for static EC can be found in Wu et al. (2013). These challenges become even more acute while computing whole-brain dynamic EC. In this present paper, we address these challenges by adopting a dynamic MVAR for characterizing dynamic EC in combination with a dimensionality reduction strategy based on multi-level clustering of dynamic EC patterns across spatial location, time, and subjects.

Clustering of dynamic EC patterns over time is motivated by evidence from dynamic FC analysis with fMRI and EEG data which show that the synchronized blood oxygenation level dependent (BOLD) signal fluctuations over the brain organize into a finite number of configurations alternating with each other in time (Britz et al., 2010; Chang and Glover, 2010; Musso et al., 2010; Li et al., 2014). One principled approach to find dynamic FC configurations which are quasi-stable for a certain period of time can be found in Li et al. (2014). This follows from similar quasi-stable scalp voltage configurations, called microstates, obtained from agglomerative clustering of EEG data (Britz et al., 2010; Musso et al., 2010). Such approaches assume that a single FC configuration exists across the entire brain at any given time instant. Additionally, they also assume that the dynamics of connectivity is essentially due to the brain changing from one across-the-brain connectivity configuration to another. In this work, we investigated this issue with regard to dynamic EC. To find the dynamic EC configurations over time, we employed clustering of EC patterns over time using the adaptive evolutionary clustering (AEC) algorithm (Jia et al., 2014). Specifically, we performed simulations in order to demonstrate the efficacy of the temporal clustering for capturing dynamic EC regimes and subsequently, we applied it to resting state fMRI data.

The amount of information obtained from the assessment of dynamic EC over the whole brain can be quite large. Hence, it has been often difficult to interpret the underlying neuroscientific meaning (Chang and Glover, 2010). Some previous studies showed snapshots of dynamic FC at various points during the experiment obtained by using different window lengths (Handwerker et al., 2012; Lee et al., 2013) or template pattern matching (Majeed et al., 2011). Although a very good exploratory technique, the results, and interpretation from such an approach can be subjective, depending on the window length and frames chosen. Time–frequency analysis can overcome this difficulty by projecting dynamics of connectivity onto time–frequency plane (Chang and Glover, 2010) using wavelet-based methods. But the information obtained this way is difficult to interpret. Besides, the approaches based on agglomerative clustering (Britz et al., 2010; Musso et al., 2010) (used in microstate analysis) and principal component analysis (Leonardi et al., 2013) make an assumption that the connectivity networks may have different weights in spatial or temporal domains, but the spatial configuration of connectivity networks themselves do not change with time. This assumption may suffer from loss of generality. Therefore, in this paper, we propose an approach which does not make such an assumption. The AEC algorithm yields time-varying clustering configurations wherein the clusters (networks) themselves could change over time, as well as the ECs in each network. For instance, there are two networks shown in Figure 1A. Each network has the same nodes over time, so the network itself does not change, only the connections between nodes change with time. By contrast, the case shown in Figure 1B is more general wherein both connections between nodes and the networks themselves change with time, i.e., the networks have different nodes at different time instants. The clustering algorithm used in this work is capable of modeling the more general case. With this merit, the proposed method is likely to hold promise in a variety of situations.
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FIGURE 1. (A) Schematic illustrating changing network configuration over time wherein all nodes are part of the same network, only the directional connections between them change with time. For example, nodes A, B, and C are part of the same network at both time instants, but the connections between them change from the first to the second time instant. Here, C influences A at the first time instant whereas this is absent at the second time instant, when C influences B. Yet, at both time instants, nodes A, B, and C are a single connected component. (B) Schematic illustrating changing network configuration over time wherein both directional connections between nodes and the networks themselves are changing with time. For example, nodes A, B, and C are part of the same network at the first time instant; however, at the second time instant, nodes A, C, and E are part of the same network and node B is left out. Here, no connections between C and E changes to a directional connection from C to E. Therefore, both connections and network configurations change with time.


In order to determine EC configurations between brain regions which may be reproducible across different time instants within a given run, as well as across different subjects, two additional levels of clustering were employed across all fMRI runs and subjects, one level for determining most reproducible spatial configurations across time instants and another level for determining such consistent patterns across subjects. As we have shown in the case of static connectivity (Deshpande et al., 2011b), absence of significant synchronous connectivity does not imply the absence of brain connectivity, rather, such regions could be communicating via non-synchronous relationships (such as causality) that may be captured via EC. Our work can complement existing FC studies, since both synchronization and causality are established mechanisms of brain connectivity and one needs to assess both measures in order to gain a complete understanding of brain connectivity (Deshpande and Hu, 2012).

Once group-level dynamic EC patterns have been found using the proposed multilevel clustering approach, we tested the hypothesis that such dynamic EC patterns may be behaviorally salient. Specifically, we tested the hypotheses that (i) greater temporal variability of EC increases the adaptability and efficiency of brain networks, leading to better behavioral performance, and (ii) dynamic EC may better predict behavior than their static counterparts. These hypotheses were motivated by evidence in their favor in the context of dynamic FC as in our previous study (Jia et al., 2014). In order to test these hypotheses, we used resting-state fMRI and behavioral data from the Human Connectome Project (HCP) to correlate dynamic and static EC-based metrics with behavioral data in various domains, such as alertness, emotion, cognition, and personality traits.



MATERIALS AND METHODS


Data


Data Acquisition and Pre-processing (Cohort-1)

Resting-state fMRI data were acquired from a 3T Siemens Verio scanner at the Auburn University MRI Research Center from 21 healthy adults (aged 29.68 ± 11.06 years, nine females). Informed consent was obtained from all subjects after explaining and reviewing detailed written information about the study protocol, which was approved by the IRB of Auburn University. In all experiments, subjects were lying at rest during the scan with eyes open, and they were instructed to be awake and let their mind wander and not think about anything in particular. After the scan, all subjects confirmed adherence to these guidelines. T2∗-weighted echo planar imaging with the following parameters were used for fMRI data acquisition: 1000 volumes (time points) per run, in-plane matrix of 64 × 64, 16 axial slices covering the entire cerebral cortex, field of view (FOV) = 225 mm × 225 mm, flip angle (FA) = 90°, TR (repetition time)/TE (echo time) = 1000 ms/29 ms, in-plane voxel size = 3.5 mm × 3.5 mm, slice thickness of 5 mm with 1.25 mm gap. Standard anatomical MPRAGE data were also acquired from each subject for spatial normalization. Functional MRI preprocessing was performed using Data Processing Assistant for Resting-State fMRI software (DPARSF) (Yan and Zang, 2010) and included slice timing correction, rigid body registration, normalization to MNI template with resampling to 2 mm × 2 mm × 2 mm resolution, spatial smoothing with 4 mm × 4 mm × 4 mm full width at half magnitude (FWHM) Gaussian kernel, 0.01–0.1 Hz band pass filtering, detrending of mean and linear trend, and regressing out of nuisance covariates such as physiological artifacts and residual motion using aCompCor (Muschelli et al., 2014). Then, the 190-region version of the CC200 brain atlas (Craddock et al., 2012) was used as the reference brain parcellation template. We extracted the mean time series from 164 cerebral regions for subsequent use (26 regions of the CC200 template belonging to the cerebellum were not considered because our field of view covered only the cerebrum; this was done in order to reduce the TR which would be beneficial for EC analysis).



Behavioral and Individual Difference Measures (Cohort-2)

The subjects from the first cohort described above were used for demonstration of the proposed method in experimental data. However, we did not have detailed behavioral phenotyping of these subjects in order to demonstrate the behavioral relevance of the dynamic EC patterns. Therefore, we also used a second cohort consisting of resting-state fMRI data obtained from the HCP (N = 232, Q1–Q31). These data underwent the same pre-processing pipeline as the first cohort. Behavioral measurements from same subjects have also been used in order to test the relative ability of static and dynamic EC for explaining behavior. HCP mainly measures behavioral data developed for NIH Toolbox Assessment of Neurological and Behavioral function2 and some other measurements that are not covered by the NIH toolbox. The behavioral measures employed in this work belonged to the following domains: alertness, cognition, personality, and emotion. Notably, motor and sensory functions were not included in our analysis since they may be more relevant to while examining task data.



Analysis Methodology


Dynamic Effective Connectivity Model

The traditional static formulation of the multivariate vector autoregressive (MVAR) model is shown below
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where Y(t) = [y1(t) y2(t) ⋯ yl(t)] is a vector autoregressive process including l individual univariate processes [in our scenario, l is 164, the number of regions spanning the cerebrum in the CC200 brain parcellation atlas (Craddock et al., 2012)], B is the intercept vector representing the non-zero mean component, m denotes the time lag (in terms of TRs), K(m) corresponds to the model coefficient matrix, p is the model order, and N(t) is the vector noise process. Since during preprocessing, the data were detrended and mean centered, B vanished. Then, the Granger causality (static version) representing direct causal influences from region i to region j is formulated as below.
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where each kij, i, j = 1:l, is one entry of matrix K with row number being i and column number being j. K is determined in the least square sense. The order p of this MVAR model can be determined according to Bayesian Information Criterion (BIC) (Schwartz, 1978; Roebroeck et al., 2005) (in our data, p = 1 since we are interested in relationships with lags equal to or less than a TR). Then, estimation of EC dynamics was obtained through dynamic Granger causality (DGC) which differs from static Granger causality in terms of coefficient matrix K, which is allowed to vary over time. Then the MVAR model in Eq. 1 changes to Eq. 3 accordingly.
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Note here that both coefficient matrix K(m, t) and B(t) are a function of both lag m and time t. The DGC metric is then formulated as below.
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Model coefficients K(m, t) were estimated based on a previously used procedure which utilizes Kalman filtering (Arnold et al., 1998). For Kalman updating of coefficient matrix K(m, t), we imported a parameter called forgetting factor, F, to control the way of updating. 1−F is actually the weighting of recent past Kalman estimate of K in the current estimate of K. The weighting for most recent past K is 1−F, and exponentially decreases when moving backward. This is due to the consideration of boosting estimation stability and F was optimized by minimizing the variance of estimated error energy as follows (Schlogl et al., 2000; Havlicek et al., 2010).
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where [image: image] is the estimate of N(t) and “var” is the variance operation over time.

In order to estimate a reasonable initial condition for the Kalman filter, we used the following procedure. The Kalman filter coefficients were randomly initialized and updated coefficients were obtained from the first run of the first subject which were in turn used as initial conditions for the following run/subject. Using this procedure iteratively, Kalman coefficients which were updated using the entire subject sample were obtained. This represented Kalman coefficients of the entire group as a whole. This group value was used as the initial condition for all runs/subjects and DGC values were re-estimated at the individual subject level. This procedure ensured that for each subject, the Kalman filter coefficients were initialized to the same value which was representative of the group average, which helped in relatively quick convergence. However, the DGCs obtained from the first 50 time points were discarded before being input into the clustering algorithm for the following reasons. First, initial time points in fMRI time series are routinely discarded to allow the MR signal to achieve T1 equilibration. Second, even with a group-averaged Kalman coefficients as the starting condition, the Kalman filter needed time to converge to ground truth connectivity as shown by our simulations (see simulation results for illustration).



Clustering

The DGC matrix calculated via the above procedures was of size X × X × Y × Z where X = 164, the number of cerebral regions, Y = 950, the number of TRs in DGC calculation (each run had a total of 1000 TRs, first 50 TRs discarded), and Z = 21, the number of runs/subjects. So, for each run, at each time instant, the EC between all pairs of regions had a dimension of X × X. This DGC matrix was then fed into the AEC algorithm (Xu et al., 2013). This algorithm dynamically clustered all 164 regions according to their distances (the distances were transformed from the EC metric, for details see the section “First Level Clustering”) at every time instant. Likewise, a forgetting factor was introduced to control the impact of the recent past of clustering results on the current calculation, with the purpose of enhancing stability of the clustering operation. This clustering is termed first level clustering and is described in detail in the following section. As mentioned in the section “Introduction,” this clustering strategy can accommodate not only the changes of EC between nodes in a given network, but also the network configuration itself in terms of the nodes that may make up the network (Figure 1B). The first level clustering result revealed time-varying brain network configurations which were then fed to second level clustering as members in order to determine the distribution and consistency of the first level configurations across different time instants across a given run. Last but not the least, the dominating second level patterns from all runs were identified and used as members for the third level clustering. Resultantly, by the third level clustering, the dominant and consistent brain EC network patterns across all runs and subjects were identified. A graphical presentation of the hierarchy of three levels of clustering is given in Figure 2.
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FIGURE 2. Schematic of the three-level clustering procedure. The top left part shows the transformation of dynamic EC measure (DGC) to a distance measure. Surrogate data were used to determine significant connections. The top right part shows first level clustering using AEC across time instants t1 to tn. The results of the first level clustering are fed into second level clustering, which is static. Here, silhouette criterion is used to determine number of clusters. The dominating centroids from the second level are fed to the third level clustering which is also static and uses the silhouette criterion along with weighted clustering.




First Level Clustering

The first level clustering was implemented using the AEC algorithm employing a distance measure computed from the DGC matrix. A reasonable assumption is that the higher the absolute value of DGC, the closer the two regions are in feature space. Also noteworthy is that the DGC value between regions cannot be utilized directly as distances between regions for clustering. We know that the distance is inversely proportional to the closeness between regions, but the DGC metric is proportional to the closeness. Next, distance measure is greater or equal to zero, being zero only when it is measured from one region to itself. However, DGC metrics have both positive and negative values, and the diagonal entries of DGC matrix measuring auto-DGC are not zero. Moreover, DGC matrices are not symmetric, i.e., the distance from one region to another is not equal to the other way around, violating the condition of reciprocity required of any distance measure.

In order to convert DGC values into a distance measure, we devised a transformation algorithm as described below. We represent the DGC from region i to region j by DGCij, and the other way around is DGCji. DGC was transformed as shown below to meet the non-negative and reciprocity requirements.
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where m and n determine the characteristics of this transformation. According to Eq. 6, C will increase along with the increase of either DGCij or DGCji. We chose m = 2 and n = 1 in this work, as such is usually employed for a second order matrix norm. If n is relatively large compared to m, then C would not be sensitive to the change of DGC, thus cannot distinguish significant connectivity from trivial ones. If m is relatively large compared to n, the result will be sensitive to noise. Therefore, m = 2 and n = 1 seemed to be an optimal choice. Next, we used a reversed “S” shaped function applied to C to meet the requirement of a monotonically decreasing transformation:
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where a, b, and f are control parameters determining the behavior of this function. After this transformation, the significant connectivity between two regions are highlighted while non-significant ones are not. In order to find the boundary between significant and insignificant connectivities, we employed the method of surrogate data (Theiler et al., 1992; Deshpande et al., 2009b). Specifically, we transformed the time series to their frequency domain representation, randomized the phase of time series from all 164 regions in the frequency domain with magnitude unchanged, reconverted the phase-randomized data into time domain signals, and then the DGC was recalculated. Since the temporal structure of time series relative to each other was destroyed due to phase randomization, the DGCs obtained belonged to a null distribution of no influence between regions. After this procedure was repeated in a Monte Carlo manner (1000 times), a statistical null distribution of insignificant DGCs was obtained for each connection. Then we applied Eq. 6 to get the null distribution of C and found the threshold at 95th percentile, denoted by th0. It is obvious that parameter a just controls the scaling of D, thus is trivial, and hence we set it to 1 for normalization. In this way, D can attain its maximum at 1/(1 + b) and an asymptotic minimum at 0. Assume b is sufficiently small such that the maximal value that D can reach is asymptotically equal to 1. Then it is reasonable to let D be 0.5 when C is equal to th0, and when C approaches 0, D is asymptotically equal to 1. With surrogate data, we found th0 to be equal to 0.01. To find b, we followed previous work (Kent et al., 1972; McDowall and Dampney, 2006). Accordingly, we restricted D to be no <0.8 and steepness to be <0.02 when C is 0. So, when D = 0.8, steepness is 0.02 when C is 0, we calculated b to be 0.2, and f as 5100 which were used in the following. Above sigmoid curve design aims to balance the separation of null and significant connectivity, and sensitivity to noise. The sigmoid curve design and parameters determination has been widely applied in many fields (Kent et al., 1972; McDowall and Dampney, 2006). After the transformation of Eq. 7, we let the Ds which were from one region to itself to be zero, resulting in the final distance measure Dfinal.

The estimated distance matrix Dfinal at each time point was fed into the AEC algorithm (Xu et al., 2013). With this algorithm, we did clustering over all 164 regions at one time instant, taking the clustering result at recent previous time instants into account with adaptive weighting. The weighting was calculated through a forgetting factor, which was determined by BIC (Roebroeck et al., 2005). The clustering method was chosen to be hierarchical (Joe and Ward, 1963).

The number of clusters can be chosen either based on prior information about the neurophysiological system being investigated (which is preferable when that information is available) or based on mathematical criteria such as the silhouette index (Rousseeuw, 1987) (which is preferable when no a priori heuristics are available). Many previous studies have reported on the appropriate number of clusters, or in other words, the number of resting state networks (RSNs). To derive an eloquent result, various methods have been tried. The most representative one is ICA-based methods. In particular, probabilistic ICA (PICA) (De Luca et al., 2006) and tensor PICA (Damoiseaux et al., 2006) are variants of ICA which has attracted a lot of attention recently. Fully exploratory network ICA (FENICA) (Schöpf et al., 2010, 2011; Kalcher et al., 2012; Wang et al., 2012) has also been shown to find consistent networks among a group which may include thousands of subjects. Besides, fuzzy clustering (Lee et al., 2012) and graph theory (Moussa et al., 2012) are also two prevailing methods to find the number of RSNs with their own merits. Except a few of the above studies which employed task-related data (Schöpf et al., 2011), most studies focus on resting-state fMRI data. However, these findings are in terms of FC, and corresponding EC results are very sparse. A data-driven pilot study conducted by Wu et al. (2013), reported six communities from resting-state EC networks. Therefore, we used six as the number of clusters in first level clustering. Also, we assume that EC networks are hierarchically organized, similar to FC networks (Kalcher et al., 2012; Lee et al., 2012). Accordingly, if the specified number of networks or clusters increases, some networks will split into sub-networks, such as into left and right lateral parts or peripheral and foveal parts, rather than reshape into a new set of networks which has no relation with the previous one. Based on this assumption, if the number of networks/clusters is heuristically specified to be 6, it may not lead to loss of generality.



Second Level Clustering

We performed second level clustering for characterizing consistently recurring first-level patterns over time. This aided us to answer the question about whether there exists finite number of directional brain network patterns which consistently recur in time at an individual subject level. The difference from first level clustering is that this is a static clustering along the time axis. Hierarchical method was employed as the clustering method, and the number of clusters was determined by silhouette criterion in the absence of prior heuristics.

At this stage, we devised the distance measures between first level clustering configurations at different time instants using the following strategy. For any given two first level clustering configurations, we assume the first one has M clusters denoted by am, m = 1, 2, …, M, and the second one has N clusters denoted by bn, n = 1, 2, …, N. For each pair of clusters with one picked out from the first configuration and the other picked out from the second configuration, the number of common regions is computed and among them, the maximal one is found. For the very pair having the maximal number of common regions, all regions in them are given a uniform label. For example, suppose the 5th cluster comprised of region #1, region #2, region #3 in the first configuration and 4th cluster comprised of region #2, region #3, region #5 in the second configuration have the most common regions (regions #2 and #3), then regions #1, #2, and #3 in the first configuration and regions #2, #3, and #5 in the second configurations are given the same label ①. Next, we delete this pair and for all remaining clusters, redo the above operation, i.e., find the pair of clusters which have most common regions and give all clusters inside them the same label ②. Then we delete the second pair and redo the above operation. When the maximal number of common regions becomes zero over many iterations, we give the clusters in the first configuration a label, for example, ③ and those in the second configuration a different label, for example, ④. Then we delete this pair and redo the above operation. We iterate this procedure until no pair is left. After that, we set the initial distance measure to be zero, then we transverse all regions, if one region has different labels in the first and second configurations, the distance measure adds by 1, otherwise it does not change. So the final distance measure is actually the number of regions having different labels in the two configurations. It is self-evident that this distance measure meets the requirement of reciprocity, non-negativeness, triangular inequality, and the distance from one region to itself is zero.

After second level clustering, similar first level clustering configurations are grouped together, forming one pattern. Since a cluster can be represented by its centroid, we discuss how to represent each second level cluster centroid. The theoretical centroid is the weighted sum of first level configurations indicating that each region in the theoretical centroid owns fuzzy memberships to all first level clusters inside a given second level cluster. This centroid is very awkward to use, especially for third level clustering. Therefore, we represent the theoretical centroid by an agent which is described below. For every second level cluster, we average out all distance matrices Dis of all its members, resulting in the mean matrix Dmean. Then the first level configuration inside this second level cluster with smallest Euclidean distance to Dmean is set as the agent (denoted by iagent) for theoretical centroid, i.e.,
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where C and R represent the number of columns and rows in the distance matrices.



Third Level Clustering

The second level clustering gives clustered patterns over time for each run and for each subject. The dominating second level patterns/clusters were predicated based on the histogram of second level clusters’ occurrence times. Here the occurrence times is formulated as follows. For each run, each second level cluster covered a number of first level clustering configurations, the number of which was the times this second level cluster “occurred,” so was defined as occurrence times for the given second level cluster. The histogram mentioned above was calculated over second level clusters from all runs. The threshold separating dominating, and non-dominating clusters was determined as follows. The point where the histogram value first hits zero, and the corresponding first-order derivative is also zero, is set as the threshold. In our data, this threshold was found to be at 95 (occurrence times). There was clearly a gap encompassing 95, and the majority of second level clusters had occurrence times <95, while beyond 95, second level clusters were relatively scarce and mainly distributed over the range: 100–200, 270–360, and 450–850, clearly indicating that they are dominant clusters. In order to assess the consistency of these dominating patterns across subjects, we performed third level clustering.

To calculate the distance measure between dominating second level centroid agents, it is inappropriate to adopt the strategy adopted in second level clustering since each centroid has a weight that we need to account for, i.e., the occurrence times of the pattern it represents. Therefore, a weighted clustering was adopted and is described as follows. To represent each dominating second level centroid agent in feature space, we vectorized its distance matrix (as illustrated in Eqs. 7 and 8) without recruiting diagonal entries (diagonal entries are all zeros and hence useless), such that the resulting vector is the representative in feature space. Next, the weighted K-means clustering was performed over these vector representatives, resulting in several patterns at the third level. As before, the number of clusters were optimized using the silhouette criterion. Each third level cluster’s theoretical centroid is represented by its agent since the regions in the theoretical centroid have fuzzy memberships to dominating second level clusters. The agent has smallest Euclidean distance to the theoretical centroid in terms of distance. The three-level clustering procedure for dynamic EC described above is illustrated in Figure 2.



Potential Correlates With Real World Functionalities

Through the third level clustering, the brain’s EC network patterns which were dominant and consistent across all subjects were obtained. To interpret the neural connotations of these patterns, we related them to real world cognitive functionalities using the Brainmap Sleuth search engine (Brainmap.Org, 2019). Specifically, for a given third level centroid agent, the 164 regions inside the cerebrum were divided into six clusters. It should be noted that one of the six clusters (networks) was trivial because it included all other brain regions which were not present in the five other clusters. This is because the clustering algorithm partitions all members, and if the five networks are definitive networks, the 6th one will include every other member not inside the five networks. The trivial cluster can be separated from five other networks by visual inspection since it embodies the most regions. As such, for each of the five definitive networks, we used the list of regions it included as input to Brainmap Sleuth search engine to find functional that those regions/networks may be engaged in based on previous literature. The Brainmap Sleuth search engine allows this kind of reverse inference to me made in a mathematically principled way.



Simulations

Simulations were performed in order to validate the proposed method for calculating DGC and the efficacy of subsequent clustering using the AEC algorithm. We simulated time series with a total length of 1000 time points from 12 regions using an autoregressive model as given below:

[image: image]

where Z(t) denotes the vector of signals from multiple regions, Km is the regression coefficient matrix, and N(t) represents noise term with covariance matrix Cov, which has autocorrelation coefficients normalized to 1. The order p is chosen to be 1. Then, three scenarios are used:

1. Cov was identity matrix so as to remove the effect of instantaneous correlation. The 12 time series were divided into four clusters each having three members (regions 1, 2, and 3 were in one cluster, regions 4, 5, and 6 were in one cluster, regions 7, 8, and 9 were in one cluster, and regions 10, 11, and 12 were in one cluster). Thus, K1 had block structure with 3 × 3 blocks on the diagonal, but the causality coefficients were constant over time. Each non-zero element in K1 was selected such that K1 had all eigenvalues within the unit circle with all diagonal terms being negative. This ensured that the simulated time series were stable and its power spectral energy was concentrated in the low frequency band, in accordance with the fact that the signal of interest in experimental fMRI data lies in the low frequency band.

2. Cov was still an identity matrix, and 12 time series were divided into the same four clusters as in (i). As before, K1 had block structure with 3 × 3 blocks on the diagonal, all eigenvalues within the unit circle, and all diagonal terms being negative. But each non-zero entry in K1 was oscillating over time sinusoidally with period equal to 200π and randomized phases. The extent of this sinusoidal oscillation was bounded under the consideration of maintaining the stability of time series.

3. Cov was still an identity matrix, and K1 had all eigenvalues within the unit circle and all diagonal terms being negative. Initially, we set K1 to have a block structure with 3 × 3 blocks on the diagonal and the same four clusters as in (i) and (ii). But after every 200 time points, K1 was circularly shifted by one column and one row aiming to change the cluster belongingness of each region. For example, from time point 1 to 200, regions 1, 2, and 3 belong to the same cluster (indicating they are inter-connected), regions 4, 5, and 6 belong to the same cluster, regions 7, 8, and 9 belong to the same cluster, and regions 10, 11, and 12 belong to the same cluster. But from time point 201 to 400, regions 2, 3, and 4 belong to the same cluster, regions 5, 6, and 7 belong to the same cluster, …, and regions 11, 12, and 1 belong to the same cluster. Then from time point 401 to 600, region 3, 4, and 5 belong to the same cluster, and so on.

For each scenario listed above, the simulation was conducted 1000 times to get a group of simulated MVAR processes, and then the statistics of the DGCs were obtained.



Behavioral Relevance of Dynamic EC and Static EC

While the previous section described analyses of Cohort-1, we now describe the analysis procedure employed for Cohort-2. We used variance of dynamic EC as the metric of EC dynamics, and the absolute value of static EC as the metric of EC strength across the run. We input these two metrics into a GLM as explanatory variables and behavioral scores as dependent variables, as is given below:

[image: image]

where i indexes different behavioral tests, j indexes the ECs between different pairs of regions, Bi,j is a vector of behavioral scores for all subjects, DECi,j, and SECi,j are vectors of corresponding dynamic/static EC metrics for all subjects. αi,j, βi,j are their coefficients, respectively, and εi,j are residuals. It should be noted that we had two runs and one behavior score for each of the 44 subjects, so each subject’s behavioral score was used twice in this GLM. The coefficients obtained from this GLM were tested for statistical significance using a z-test. A Bonferroni-corrected p-value threshold of p = 0.05/70 = 0.00071 (70 is the number of behavioral tests) was used in this test. Then, the variance explained in this GLM by each metric was calculated. For example[image: image] is the variance explained by dynamic effective connectivity (DEC). The overline denotes mean operation over all is and js. And [image: image] represents the relative percentage of variance explained by DEC.



RESULTS


Simulations

The simulation results are shown in Figure 3. In each part-figure in Figure 3, the simulated ground truth of DGCs are shown on the left and the estimated DGCs using the dynamic MVAR model employed in this work are shown on the right. The estimated DGCs converged to the ground truth quickly, and suitably responded to dynamic variations in ground truth DGC as shown in Figures 3B,C. Also, the regions belonging to different clusters had nearly zero causality, such as region 1 → region 12 in Figure 3A and region 4 → region 8 in Figure 3B, indicating no false positives. The standard deviation of estimated DGCs over all instantiations of the AR process was modest, indicating good fidelity. Figure 3D presents a representative realization of first level clustering using AEC algorithm for simulated DGCs in scenario (iii). Along the time axis, regions rendered the same color belong to the same cluster. It can be seen that in Figure 3D, the AEC first level clustering clearly separates the 12 regions into clusters with correct memberships in a time-varying manner. In summary, the simulations demonstrate that the proposed DGC model qualifies for tracking true dynamic ECs, and the true time-varying clustering patterns can be reliably reproduced by the AEC algorithm (first level clustering).


[image: image]

FIGURE 3. Exemplary simulation result for dynamic Granger causality and first level AEC clustering. MVAR processes of 12 regions were simulated, with a length of 1000 time points. Three scenarios were used to corroborate the validity of formulated DGC. Exemplary ground truth causality of scenario (i) is shown in panel (A) Left, and corresponding mean ± standard deviation (std) of calculated DGCs is shown at Right. Color bands extend from mean–std to mean + std with mean values at the center. Below is same. Exemplary ground truth causality of scenario (ii) is shown in panel (B) Left, and corresponding mean ± standard deviation (std) of calculated DGCs is shown at Right. Exemplary ground truth causality of scenario (iii) is shown in panel (C) Left, and corresponding mean ± standard deviation (std) of calculated DGCs is shown at Right. Exemplary ground truth clustering pattern corresponding to scenario (iii) is shown in panel (D) Left and corresponding clustering result estimated using AEC algorithm is shown at Right. Regions rendered the same color belong to the same cluster.




Experimental Data (Cohort-1)

We estimated the DGC metric for each subject of pre-processed resting-state fMRI data and fed it into the three-level clustering algorithm. The results are shown in Figures 4–6 and relevant statistics are summarized in Tables 1, 2. Figure 4 presents exemplary second level clustering patterns along the time axis. Different colors represent different clusters. The number of second level clusters from the top bar to the bottom bar in Figure 4 is 10, 6, 6, 10, 11, and 11. These numbers are representative numbers of second level clusters, as reflected in Table 1. Please note that the same colors in different subjects do not mean they represent the same pattern. Table 1 presents corresponding second level clustering statistics for all subjects. By the histogram method described in the previous section, we identified one to three dominant clusters at the second level (varies from subject to subject). Critically, we can observe features similar to quasi-stability in Figure 4, i.e., each dominant pattern lasts for a period of time, during which it may swiftly switch to a few non-dominant patterns and switch back, and then switches to another dominant pattern. Certainly, dominant patterns last longer than non-dominant patterns, as expected.


[image: image]

FIGURE 4. Exemplary second level clustering patterns over time axis from six runs. Along each bar, each color represents one second level cluster and the time instants it occupies indicate the first-level configurations at these time instants belong to it. Different colors represent different second-level clusters. The number of second-level clusters for each bar is 10, 6, 6, 10, 11, 11 (from top to bottom). Please note the same colors in different runs do not mean they are of the same pattern.



[image: image]

FIGURE 5. Illustration of regression of mean/std of time spent before state transition with respect to the number of second level clusters. Graph (A) is for mean time spent before state transition and Graph (B) is for standard deviation of time spent before state transition. Regression line is shown in red, and scattered dots represent data points from 21 subjects. The p-value for the significance of the fit using the regression line is also indicated.



[image: image]

FIGURE 6. Five directional connectivity networks of the most reproducible third level clustering centroid. In each part figures (A–E), green dots represent the centers of corresponding functionally homogeneous CC200 regions and arrowed paths represent directional connectivity between regions with thickness and color representing the absolute connectivity value. Autumn color map is used with red indicating small value and yellow indicating big value.



TABLE 1. Summary of statistical characteristics of second level clusters.

[image: Table 1]
TABLE 2. Summary of number of members and total occurrence times for third level clusters.

[image: Table 2]Table 1 also conveys information about the number of second level clusters for each subject and the time spent before state (pattern) transition. Normally, the larger the number of clusters, the smaller the mean time (and its standard deviation) spent before a state transition. Their relationship is illustrated in Figure 5 using linear regression. The regression of mean time spent before state transition with respect to the number of clusters is shown in Figure 5A, and corresponding results for standard deviation of time spent before state transition are shown in Figure 5B.

The result for third level clustering is illustrated in Figure 6 and Table 2, and potential neural correlates of those connectivity patterns to real world functionalities are depicted in Figure 7. At the third level, seven clusters were found from all dominating second level clusters obtained from all subjects, but only the 4th cluster was dominant and consistent across all subjects (Table 2). Figure 6 visualizes the five first level clusters which make up the centroid of the 4th third level cluster. It is noted that at the first level, the number of clusters was set to 6, and one of those clusters (networks) was trivial because it included all other brain regions which were not present in the five other clusters. This happens because clustering partitions the input space, and if there are five definitive clusters, the 6th cluster will include everything that was excluded in the five clusters. In Figure 6, green dots represent the centers of the functionally homogeneous CC200 regions under consideration, and arrowed paths represent directional connectivities between regions with thickness and color indicating the absolute connectivity value. Network #1 in Figure 6A illustrates directional causal influences among right mid temporal area, left calcarine, left postcentral, and left inferior temporal area, as well as pons and left superior orbital frontal area. According to activation likelihood estimation (ALE)-based meta-analyses using the BrainMap database these regions are co-activated by emotional stimuli (Shapira et al., 2003), language processing (Fu et al., 2002), working memory (Sailer et al., 2007), and spatial information processing (Ricciardi et al., 2006). Network #2 in Figure 6B involves supplementary motor area (SMA), postcentral area, supramarginal area, mid temporal area, and thalamus in the right hemisphere, and insula, mid, and inferior temporal area, and precentral area in the left hemisphere. These regions are mostly distributed in parietal lobe, temporal lobe, as well as limbic regions. According to ALE-based meta-analyses using BrainMap, the co-activation of most of these regions is due to interoception (Karnath et al., 2005; Hu et al., 2008), working memory (Medaglia et al., 2012), language (Bookheimer et al., 2000), observation (Hu et al., 2008), execution (Bookheimer et al., 2000), as well as emotion regulation (Garrett and Maddock, 2006; Bokde et al., 2009). Besides the functionalities for areas above mentioned in Network #1, the SMA and precentral area are involved in movement control and execution (Ellermann et al., 1998); insula involved in emotion, perception, motor control, self-awareness, and interoception; postcentral area is involved in tactile sense. Network #3 shown in Figure 6C involves middle frontal area, inferior and mid temporal areas in the right hemisphere, and mid temporal area, caudate, and inferior orbital frontal area in the left hemisphere. We can clearly see the temporal to caudate causal pathway and frontal to caudate causal pathway. Caudate nucleus has been demonstrated to be involved in learning and memory (Graybiel, 2005), particularly regarding feedback processing (reward and motivation) (Kinnison et al., 2012), as well as emotion (Aron et al., 2005; Ishizu and Zeki, 2011). Together with temporal area and frontal area, these two pass ways indicate several functionalities using Brainmap Sleuth: memory (Malhi et al., 2007), execution, emotion (Lee et al., 2006), and social cognition (Strathearn et al., 2008). Network #4 shown in Figure 6D includes inferior parietal area, caudate, rectus, and superior frontal area in the right hemisphere, as well as left inferior temporal area. Rectal gyrus has been linked to attention and memory processing (Morecraft et al., 1992). Inferior parietal lobule is involved in interpretation of sensory input and perception of emotions. By using Brainmap Sleuth, the co-activation of most these areas was found to involve the functionalities of execution (Lissek et al., 2007), memory (Achim and Lepage, 2005), visual and somesthesis perception (Bingel et al., 2006), and language processing (Fu et al., 2002; Liljeström et al., 2008). Lastly, Network #5 in Figure 6E involves left SMA, left postcentral area, left supramarginal area, bilateral lingual gyrus, bilateral cuneus, superior bilateral occipital area, right fusiform, right inferior orbital and opercular frontal area, left parahippocampus gyrus, part of vermis, and left thalamus. Using Brainmap Sleuth, most of these areas are co-activated by emotion and social cognition (Strathearn et al., 2008), interoception and observation (Hu et al., 2008). Fusiform, superior occipital area, cuneus relate to visual perception and processing, lingual gyrus participates in visual processing and visual memory encoding, supramaginal relates to language processing, and postcentral area and parahippocampal gyrus relate to memory encoding and retrieval.


[image: image]

FIGURE 7. Functional relevance of the five networks obtained from the most consistent third level clustering centroid. The digits in pink balls mark the corresponding directional networks in Figure 6. The head nodes of networks indicate the functionality that co-activates the regions of corresponding networks as ascertained through activation likelihood estimation (ALE)-based meta-analyses using the BrainMap database. Flowchart (A) is for functionality of action, (B) is for perception, (C) is for interoception, (D) is for emotion, and (E) is for cognition.




Experimental Data (Cohort-2)

Figure 8 presents relative percentage of variance explained by static EC and dynamic EC for 70 behavioral scores such as alertness, cognition, emotion, and personality traits (refer to Table 3 for behavioral test details) obtained from Cohort-2. Noticeably, it is clear that the variances explained by dynamic EC metrics are distinctively higher than Static FC for nearly each and every behavioral measure. This implies that dynamic EC can be a better predictor of human behavior than conventional static EC. Scatter plots of behavioral measures against two metrics indicate that the correlations were not caused by outliers.


[image: image]

FIGURE 8. Percentage of variances in behavioral measures explained by dynamic and static EC metrics. Percentage of variances are shown as error bars with mean and standard deviation derived across all paths between the 190 regions. Along the horizontal axis are labels for 70 behavioral tests (refer to Table 3 for behavioral test details). The broad behavioral domains of groups of behavioral tests are indicated above and below the figure. It can be seen that the variances explained by dynamic EC metrics are distinctively higher than static FC for nearly each and every behavioral measure.



TABLE 3. Description of categorized behavioral measures employed in this work.

[image: Table 3]


DISCUSSION

We propose a multi-level clustering algorithm for characterizing and understanding directional network patterns across spatial locations, time, and subjects. We validate the proposed method using simulations and demonstrate its utility using a dynamic EC measure. Further, we relate such clustering patterns to real-word functionalities using meta-analysis and demonstrate that dynamic EC explains more variance in behavioral measures across 70 different behavioral domains as compared conventional static EC. Below, we elaborate on major contributions of this work.

The alternating first level brain EC clusters or network patterns were subjected to second level clustering, and from this, we were able to identify one to three dominating patterns in individual subjects, with quasi-stable property. A dominating pattern will dominate for a period of time and during this period, no other dominating patterns exist. After this period, another dominating pattern takes over. During the period when one dominating pattern dominates, there may appear several sub-patterns, and like the dominating patterns, each sub-pattern will appear and alternate with the dominating one for only a section of time, and after this time, another sub-pattern takes over. Then, under the sub-patterns, there may appear even smaller sub-patterns which behave similarly to sub-patterns, but at a finer scale. Previous reports have found this fractal-like quasi-stable phenomenon using EEG/fMRI analysis (Britz et al., 2010; Musso et al., 2010; Van de Ville et al., 2010). Both functional connectivity networks and the topography of the spontaneous EEG show stable global brain states remaining quasi-stationary for a period of time, called microstates. Our results suggest that quasi-stable EC network configurations may support or be related to brain microstates. Further study is necessary to investigate this phenomenon and is one of our future research directions.

At the third level, we obtained seven clusters and among them, we found one dominating and consistent EC network pattern across all subjects. Detailed analysis of all networks in this pattern demonstrates that there are five EC networks in this pattern, and these networks contain several regions: mid and inferior temporal cortex, frontal cortex, SMA, pre and postcentral area, parietal cortex, and occipital cortex. These areas are frequently recruited when the brain is engaged in memory retrieval, observation, execution, and emotion regulation. These cognitive functions are most frequently encountered for resting-state human brain when lying in scanner. Other regions such as caudate, hippocampus, fusiform, and lingual cortex are also implicated in above functions (Bogousslavsky et al., 1987; Bliss and Collingridge, 1993; Grahn et al., 2008). The language function and execution function involve three networks which is less than memory, and emotion. This may be due to the reason that language and execution processes are not as frequently recruited as the other three at rest. Functionalities including observation, somesthesis, vision, interoception, spatial cognition, and social cognition involve even less networks maybe due to the reason these functions are less frequently employed when lying rest during fMRI scan.

It must be noted that three levels of clustering is required to find patterns consistent across three varying factors: time, spatial location, and subjects. However, it is not necessary in all cases. For example, if only patterns across time are of interest, a single level AEC across time will suffice. There are multiple studies adopting K-means or hierarchical clustering across spatial locations to find brain networks. Our point is that single level clustering has always existed and we are proposing multi-level clustering for estimating consistent patterns across different varying factors (such as time, spatial location, and subjects). The framework could also be extended to have more than three levels of clustering if someone wants to investigate consistent patterns across more than three varying factors.

Previously we investigated behavioral relevance of static and dynamic functional connectivity (DFC) (Jia et al., 2014). Since EC has been shown to be a complimentary mode of communication between brain regions in resting state, we used a similar framework for dynamic and static EC metrics here. Akin to our previous study, the results from the current study demonstrate that dynamic EC is able to explain more variance in behavioral performance tasks compared to SEC metric for a total of 70 behavioral tests included, which contains domains such as alertness, cognition, emotion, and personality. This supports our hypothesis that greater temporal variability increases the adaptability of brain networks, leading to better behavioral performance.

Admittedly, this work suffers from several drawbacks. First, the data did not cover cerebellum such that this brain region was not considered in the analysis. For future work, using resting-state data covering the whole brain for analysis of this kind is necessary. On the other hand, the switching pattern of brain network configurations in this work is similar to that of EEG microstates that have been shown to have fractal property (Van de Ville et al., 2010). In the future, a similar analysis using simultaneous EEG–fMRI data may allow for a comparison of quasi-stable network patterns obtained from EEG and fMRI.
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Inflammatory bowel disease (IBD) is a chronic disease that is associated with aspects of brain anatomy and activity. In this preliminary MRI study, we investigated differences in brain structure and in functional connectivity (FC) of brain regions in 35 participants with Crohn's disease (CD) and 21 healthy controls (HC). Voxel-based morphometry (VBM) analysis was performed to contrast CD and HC structural images. Region of interest (ROI) analyses were run to assess FC for resting-state network nodes. Independent component analysis (ICA) identified whole brain differences in FC associated with resting-state networks. Though no structural differences were found, ROI analyses showed increased FC between the frontoparietal (FP) network and salience network (SN), and decreased FC between nodes of the default mode network (DMN). ICA results revealed changes involving cerebellar (CER), visual (VIS), and SN components. Differences in FC associated with sex were observed for both ROI analysis and ICA. Taken together, these changes are consistent with an influence of CD on the brain and serve to direct future research hypotheses.

Keywords: Crohn's disease (CD), resting-state networks (RSNs), functional connectivity (FC), functional magnetic resonance imaging (fMRI), inflammatory bowel disease (IBD)


INTRODUCTION

Inflammatory bowel disease (IBD) consists of two main conditions, Crohn's disease (CD) and ulcerative colitis (UC) (1), which are rising in prevalence around the world (2). The main working etiologic hypothesis is that in persons genetically predisposed to develop CD, the gut microbiome triggers a maladaptive immune response causing chronic gut inflammation (1, 3). Patient symptoms may vary in severity and activity, but normally include abdominal pain, diarrhea, and weight loss, which can greatly affect quality of life and mental health (4). Chronic disorders, such as CD not only affect physical health, but also mental health, thereby increasing the chances of acquiring comorbid mood disorders including depression or anxiety (5–7). In fact, it has also been shown that persons with CD are more likely to have depression or anxiety antedating CD diagnosis by years, suggesting possible shared risk factors for both chronic mental health disorders and CD (8, 9). Physiologically, as a threat to homeostasis, there are a number of mechanisms by which stress may impact the gastrointestinal tract (10). Mood and CD demonstrate a reciprocal effect on stress and flare-ups through the brain–gut axis (11). Stress (12–14), pain (15–18), and mood disorders (15, 19–21) are all factors that influence structure and function of the brain.

Investigations into altered brain structure and function in CD have increased; however, the existing body of literature is limited and there is a lack of consistency among the techniques used and the results reported that prohibits any key brain alterations to be identified. Studies of brain structure in CD may be in agreement on one result, altered gray matter (GM) of the superior frontal gyrus, although laterality and direction of alteration are inconsistent (22–24). Studies of brain function in CD have reported numerous FC alterations with very little overlap (25–32) aside from some agreement on changes in brain networks or regions involved in executive function and/or default mode (26, 30, 32). Our study aimed to identify brain structural and functional changes in CD as compared to HC. In an attempt to isolate the relationship of CD and the brain in the absence of psychiatric comorbidity, the study exclusion criteria include depression and anxiety. Differences between groups were expected for both GM volume and functional connectivity (FC). Sex differences in FC were also expected. Voxel-based morphometry was used to assess structural difference in GM volume, and both region of interest (ROI) analysis and independent component analysis (ICA) were used to detect differences in the FC of resting-state networks (RSNs). By employing three methods of assessing change in brain structure or function in the same study participants, this preliminary approach will identify changes in the brain that are associated with CD and provide hypothesis-formation guidance for future work.



METHODS


Participants

This study was approved by the University of Manitoba Research Ethics Board and UCLA Institutional Review Board and all participants signed an informed consent form. For this study, 35 individuals with CD [18 males and 17 females, mean age 32.6 ± 11.4 years, body mass index (BMI) 25.5 ± 4.4; 17 at UCLA and 18 at UM] were recruited. Patients had been previously diagnosed with CD and were recruited through their previous involvement in a local longitudinal IBD cohort study, a provincial-based research registry, regional gastroenterology clinics, and via website (ibdmanitoba.org). We reviewed medical records to confirm IBD diagnoses and contacted physicians for additional information as needed. Twenty-one healthy controls (HC) (14 males, 7 females, mean age 26.9 ± 10.0 years, BMI = 25.5 ± 4.9; 16 at UCLA and 5 at UM) with no history of gastrointestinal diagnosis or symptoms were enlisted.

The inclusion criteria for CD patients included right-handed, ambulatory English-speaking adults aged between 18 and 55 years. Exclusion criteria included non-CD-related structural abnormalities of the gastrointestinal tract, additional gastrointestinal disease or non-CD-related surgery, or involvement in an ongoing clinical trial. Inclusion criteria for HC were age between 18 and 55 years, and no gastrointestinal history or a diagnosis or symptoms of irritable bowel syndrome (IBS) meeting the ROME III diagnostic criteria. Exclusion criteria for all subjects included left-handedness, illicit drug use, any neurological or psychiatric conditions (including depression and anxiety), morbid obesity (BMI > 35), post-menopausal status, or MRI incompatibility.



Study Design

Before imaging, all patients and controls provided written informed consent. Age, sex, and BMI were recorded for all participants. Patients completed the Harvey–Bradshaw questionnaire to determine symptomatic disease activity (33). Patients were considered to have active disease with a score of 5 or higher. Bowel habit was classified as abnormal for constipation, diarrhea, alternating, mixed, or unspecified, and normal otherwise. Patients were phenotyped using the Montreal classification system (34) to determine location [L1 (ileum), L2 (colonic), L3 (ileocolonic), and L4 (only upper disease)] and disease behavior [B1 (only inflammatory disease), B2 (fibrostenosing disease), B3 (fistula), P (perianal disease)]. Patient use of biologic therapy (use of adalimumab or infliximab) and of non-biologic therapy was documented. Disease duration in years was recorded. All study participants were screened for MRI safety before entering the scanner.



MRI Acquisition

Using a Siemens Magnetom Verio 3T at UM and a Siemens Magnetom Trio 3T at UCLA and 12-channel head coil [Erlangen, Germany], we acquired T1-weighted three-dimensional magnetization-prepared rapid gradient echo (MPRAGE) scans. The imaging protocol file was identical at each site and quality assurance checks were conducted during separate pilot testing prior to study commencement. Data were acquired with the following parameters: TR = 2,300 ms, TE = 3.02 ms, field of view = 256 × 240 mm, matrix = 256 × 256, voxel size was 1.0 × 1.0 × 1.0 mm3, flip angle 9°, and slices = 240. Functional data were acquired using T2*-weighted whole brain echo planar imaging (EPI) sequence with TR = 2,000 ms, TE = 28 ms, field of view = 220 × 220 mm, matrix = 64 × 64, flip angle = 77°, and slices = 37 with 4 mm slice thickness and 12% distance factor, with participants' eyes closed.



Voxel-Based Morphometry Analysis

To assess GM volume, structural MRI data were preprocessed and analyzed using SPM12 software (http://www.fil.ion.ucl.ac.uk/spm) and CAT12 toolbox, which was run on MATLAB (version 2018a; Mathworks Inc., Natick, MA USA). T1-weighted images were segmented into GM and white matter (WM). Default settings for the CAT12 segmentation pipeline were used, including affine regularization with the ICBM space template-European brains and spatial registration used Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra (DARTEL) (35) IXI555_MNI152 template (http://www.brain-development.org) with an isotropic voxel size of 1.5 mm. Modulated normalized GM and WM images were saved, with scaling by the Jacobian determinants. GM segments were checked for homogeneity and images were smoothed in SPM12 with an 8-mm full width at the half maximum (FWHM) Gaussian kernel. Total intracranial volume (TIV) was estimated and saved.

Using SPM12 to examine GM volume differences between CD patients and HCs, a two-sample t-test with an absolute masking threshold of 0.2 controlled for TIV, age, sex, BMI, and acquisition site was run. The statistical threshold was set at p < 0.05, FDR-corrected at the cluster level, with a minimum cluster size of 5 voxels. In the case that significant differences between groups were detected, additional analyses were planned for further investigation of significant structural differences within the CD group by covarying disease duration with volumetric measures, and performing two-sample t-tests of Montreal classification L1 vs. L2 and L3 combined, and Montreal classification B1 vs. B2 and B3 combined.



Functional Pre-processing

Resting-state FC was assessed using the CONN toolbox Version 17.f (36) to preprocess and analyze the functional imaging data. The functional data were functionally realigned and unwarped; translated by centering to (0,0,0) coordinates; slice time corrected; scrubbed with ART-based identification for outlier scans; segmented into GM, WM, and CSF and normalized to the Montreal Neurological Institute (MNI) template; and smoothed using an 8-mm Gaussian kernel. Structural data were translated by centering to (0,0,0) coordinates, segmented into GM, WM, and CSF, and normalized to the MNI template. Artifact detection was run using the ART toolbox. During the de-noising processes, WM, CSF, and outliers detected by the ART toolbox were entered into the linear regression as confounding effects. Subject motion correction was performed via realignment parameters entered in the linear regression of confounding effects (first-order derivatives, no polynomial expansion). No significant differences between groups were found for realignment average raw scores (1-tailed p = 0.176) or average framewise (scan-to-scan) differences (1-tailed p = 0.170). Linear de-trending was performed, and the default band-pass filter of [0.008 0.09] Hz was applied.



ROI Analysis

Functional analysis was performed using the ROI-to-ROI function in the CONN toolbox using the General Linear Model (GLM, correlation analysis settings, and no weighting applied). The ROI-to-ROI analysis was run using CONN RSN nodes (36), which include 32 seeds/targets [Default Mode Network (DMN): medial pre-frontal cortex (MPFC), precuneus cortex (PCC), bilateral lateral parietal (LP); Sensorimotor Network (SMN): Superior, bilateral Lateral; Visual Network (VIS): Medial, Occipital, bilateral Lateral; Salience Network (SN): anterior cingulate cortex (ACC), bilateral anterior insula (AI), rostral pre-frontal cortex (RPFC), and supramarginal gyrus (SMG); Dorsal Attention Network (DA): bilateral frontal eye field (FEF) and intraparietal sulcus (IPS); Fronto-parietal Network (FP): bilateral lateral pre-frontal cortex (LPFC) and posterior parietal cortex (PPC); Language Network (LAN): bilateral inferior frontal gyrus (IFG) and posterior superior temporal gyrus (pSTG); and Cerebellar Network (CER): Anterior, Posterior].



Independent Component Analysis

Using default settings for CONN 17.f, the ICA was run with a FastICA for estimation of independent spatial components and GICA1 back-projection for individual subject level spatial map estimation. Dimensionality reduction was set to 64 and number of components was set to 31. The number of components was estimated using GIFT 4.0b software, using minimum description length (MDL) criteria, to estimate components for each individual separately, and then compute the estimated number of components for the entire data set using the mean, median, and maximum standard deviation of individual results. The correlational spatial match-to-template approach was used in CONN to identify within each component the brain RSNs for the cerebellar (CER), default mode (DMN), sensorimotor (SMN), frontoparietal (FP), dorsal attention (DA), salience (SN), language (LAN), and visual (VIS) networks.



Statistics

Between-subjects [CD (1) HC (−1)] contrasts were run for both ROI and ICA analyses, controlling for age, sex, BMI, and acquisition site. For the ROI analysis, all network nodes were used as both sources and targets, and ROI-to-ROI connections were set to a threshold by intensity of two-sided FDR-corrected p < 0.05. ICA results were displayed at p < 0.001 uncorrected and a cluster-wise threshold of p < 0.05, FDR-corrected. Additional analyses were run to explore differences in FC in CD patients. The relationship between FC and disease duration in years was assessed with linear regression, and Montreal classification L1 vs. L2 and L3 combined as well as Montreal classification B1 vs. B2 and B3 combined, while controlling for age, sex, BMI, and acquisition site were assessed with two-tailed two-sample t-tests. The t-test of L1 vs. L2/L3 combined compares isolated small bowel disease to small bowel plus colon or colon alone, to see if colon involvement is associated with different outcomes, whereas B1 vs. B2/B3 combined compares pure inflammatory vs. complicated (stricture and/or fistula) disease. Sex differences were investigated by contrasting [CD females (1) CD males (−1)], [CD females (1) HC females (−1)], and [CD males (1) HC males (−1)], while controlling for age, BMI, and acquisition site.



Post-hoc Multimodal Analysis

Following the structural and functional data analyses, a multimodal analysis was performed using MRIcroGL version 1.2.20190902. The areas of significantly different FC identified by the ICA were summed such that the five components formed a single layer representing the ICA results. Similarly, the significant differences between groups identified in the ROI-to-ROI analysis were summed into a single layer. The ICA, ROI-to-ROI, and spm152 atlas layers were overlaid. The Additive Overlay Blending option was selected to identify areas of spatial overlap. Although the VBM analysis did not produce significant results when corrected for multiple comparisons, the spmT map of the contrast between groups before correction for multiple comparisons was used as a layer to compare with the ICA and ROI-to-ROI layers independently. Finally, all three layers were overlaid with the spm152 template and assessed for areas of spatial overlap.




RESULTS


Demographic Results

As seen in Table 1, no significant differences were found between CD patients and HC for sex, age, or BMI. However, bowel habits between the two groups were significantly different.


Table 1. Demographics and relevant clinical data for all subjects.
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Voxel-Based Morphometry Results

No GM volume differences were found between CD patients and HCs when using FDR correction for multiple comparisons. As no differences were found between the groups, no further analyses were run.



ROI Results

The ROI analysis shows that CD patients have reciprocally increased FC between the right lateral pre-frontal cortex (LPFC) of the FP network and bilateral supramarginal gyrus nodes of the SN, and decreased FC between the medial pre-frontal cortex (MPFC) and the left lateral parietal (LP) node of the DMN (Table 2, Figure 1A). Bivariate correlations between right LPFC and bilateral SMG indicate that HC had negative FC whereas CD had positive FC between nodes. FC was less positive for CD than HC for the MPFC and left LP nodes.


Table 2. ROI-to-ROI results showing functional connectivity differences between Crohn's disease patients and healthy controls (CD > HC) controlling for age, sex, BMI, and acquisition site followed by results of contrast between patient females and healthy females (CDF > HCF) controlling for age, BMI, and acquisition site (threshold ROI-to-ROI connections by intensity, FDR p < 0.05, two-sided).
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FIGURE 1. (A) Graphic of ROI-to-ROI contrast showing nodes with increased FC (red) and decreased FC (blue) for the CD group as compared to HCs. (B) Graphic of ROI-to-ROI contrast showing nodes with increased FC (red), decreased FC (blue), and both increased and decreased FC (yellow) for the CD females as compared to the HC females. Both graphics are displayed in axial orientation with the anterior aspect toward the top and right on the right, with ROI-to-ROI connection threshold set by intensity at FDR p < 0.05, two-sided (MPFC, medial pre-frontal cortex; LPFC, lateral pre-frontal cortex; SMG, supramarginal gyrus; LP, lateral parietal; AI, anterior insula; PPC, posterior parietal cortex; STG, superior temporal gyrus).


When comparing CD and HC females (Table 2, Figure 1B), we found increased FC of the SN left anterior insula (AI) with all four FP network nodes, with a reciprocal FC of the right LPFC and PPC nodes with the left AI. In all four cases, negative FC between nodes for the HC was increased to near or above zero for CD. Negative FC between the medial VIS network node and bilateral SN AI were decreased for CD. No differences were found between CD females and CD males, or CD males and HC males. For the CD group, neither Montreal classifications nor disease duration correlated significantly with the FC findings.



ICA Results

Results from the ICA analysis (Table 3, Figure 2) show FC decrease from positive to negative between the CER network with superior lateral occipital cortex and SN with left planum temporale in CD patients compared to HCs. CD patients also showed an increase in FC from negative to positive between the VIS network and the left putamen and right occipital pole compared to HCs. Sex differences were observed for the ICA. CD females, as compared with HC females, showed multiple differences, including a decrease from positive to negative FC of the DMN with the left insula and of the VIS with the right fusiform gyrus, and an increase in FC from negative to positive correlation of the DMN with the right temporal pole and of the SMN with the left orbitofrontal cortex. CD males showed a decrease in positive FC of the DMN with the right angular gyrus, as compared to the HC males. There was no significant difference between the sexes within the CD group. No significant correlations were found for Montreal classifications or disease duration.


Table 3. Differences in FC between Crohn's disease patients and healthy controls (CD > HC) controlling for age, sex, BMI, and acquisition site, and between CD and HC females (CDF > HCF), and CD and HC males (CDM > HCM) controlling for age, BMI, and acquisition site (T threshold = 3.5, uncorrected height threshold p < 0.001, FDR-corrected cluster threshold p < 0.05).
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FIGURE 2. ICA contrast between CD > HC for (A) the cerebellar network FC with left superior lateral occipital, (B) the visual network FC with left putamen and (C) the right occipital pole, and (D) the salience network FC with the left planum temporale. The female CD > HC contrast revealed altered FC in the (E) DMN with the right temporal pole and (F) left insula, (G) the SMN with left orbitofrontal cortex, and (H) the visual network with the fusiform gyrus, whereas the male CD > HC contrast showed altered FC of (I) the DMN with the right angular gyrus. All slices correspond to the peak activation coordinates with the color bar representing positive t-values in orange and negative t-values in blue. Slices are shown in neurological orientation (left hemisphere on the left of each slice, anterior toward the top of each slice) and are displayed at T threshold = 3.5, uncorrected height threshold p < 0.001, and FDR-corrected cluster threshold p < 0.05.




Post-hoc Multimodal Analysis

Areas of spatial overlap were identified for the combinations of the ICA and ROI-to-ROI, the ICA and VBM, and the ROI-to-ROI and VBM layers, as well as for the combination of all three layers. The overlay of the two functional results showed spatial overlap in bilateral supplementary motor area, right parahippocampal gyrus, and left insula and thalamus. The overlay of the ICA and VBM layers showed spatial overlap in bilateral supplementary motor area, right cerebellum, and left insula, thalamus, and hippocampus. Overlay of the ROI-to-ROI and VBM layers showed spatial overlap in bilateral cerebellum and supplementary motor area, and left paracentral lobule, fusiform gyrus, insula, and rolandic operculum. Spatial overlap of all three layers was observed for bilateral supplementary motor area and a region spanning the left insula and rolandic operculum.




DISCUSSION

This study compared the structural and functional brain images of patients with CD and HC. An ROI-to-ROI analysis of network nodes displayed increased FC between nodes of cognitive control (frontoparietal network) and salience networks, and decreased FC within nodes of the DMN for the CD group as compared to the HC. Using ICA, we identified altered network FC in the cerebellar, visual, and salience networks. A preliminary look at the effect of CD that differs based on sex suggests that the alterations in the DMN are driven by the males in the study while the frontoparietal, salience, and visual network alterations appear driven by the females. A multimodal assessment of the spatial overlap of the structural and two functional results indicated that bilateral supplementary motor area and left insula were common to all three analyses.

The ROI analysis revealed that pre-frontal cortex FC is altered in CD. The FC of the frontoparietal node, right LPFC, is increased reciprocally with bilateral supramarginal gyrus salience network nodes. The frontoparietal network is a cognitive control network involved in modulating attention and expectancy-induced pain modulation. Within the DMN, MPFC is decreased reciprocally with the left LP cortex. Altered pre-frontal cortex FC is consistent with previous studies of CD including differences in amplitude of low-frequency fluctuations (29), in regional homogeneity for CD patients without pain (28), and in relation to effective treatment (30). The altered FC between anterior (MPFC) and posterior (LP) nodes within the DMN is also consistent with previous work (29). Although reduced GM volume of MPFC for CD as compared to HC has also been reported (23), this finding was not reproduced in the current study. The involvement of pre-frontal cortex changes in CD may be explained by its role in mediating antinociceptive effects and modulation of pain (37). MPFC–nucleus accumbens connectivity has been linked to the chronification of pain (37). An investigation into pre-frontal cortex alterations and its associations with pain, psychiatric comorbidity, and cognitive deficits within CD is warranted. As participants in the current study were screened for depression or anxiety as exclusion criteria and no cognitive measures were obtained, the associations between brain alterations and psychiatric comorbidity or cognition cannot be assessed. The exclusion of CD patients with psychiatric comorbidity facilitated the interpretation of the effects of CD on the brain. Future work contrasting CD patients with and without comorbidities will prove informative regarding brain changes associated with the disease.

The increased FC between the frontoparietal and salience network nodes is suggestive of stronger ties between cognitive control and meaningful external/internal stimulus detection. It has been proposed that the salience network acts as a “switch” between task-positive networks, such as the frontoparietal network involved in cognitive control (38) and the task-negative network involved in internal mentation, the DMN (39). It is possible that the stronger coupling of awareness and cognitive process is a reflection of the physical discomfort and the adverse effect that CD has on cognition (40). The decreased within-network FC of the DMN may indicate that the CD patients experience disrupted mind-wandering or self-referential thought. The enhanced functional coupling of the salience network “switch” and frontoparietal network cognitive control, combined with the reduced DMN integrity, underlies this interpretation.

Whereas the ROI-to-ROI analysis calculates only the FC between each of the 32 network nodes, the ICA performs at a voxel-to-voxel level assessing the FC of the entire brain. ICA has the advantage of identifying functional connections of brain regions not restricted to the boundaries of the network nodes, within each of the components associated with RSNs. The ICA results revealed differences between CD and HC in three RSNs that, taken together, suggest alterations in sensorimotor processes. The cerebellar network showed decreased FC with the superior lateral occipital cortex, a brain region involved in visual processing. Increased FC was observed for the visual network and the occipital pole, a region involved in vision. FC of the salience network with the left planum temporale, a region involved in locating sound in space, was decreased. This may indicate an alteration of the salience network, which detects salient stimuli from the environment, with an auditory network; however, this cannot be known from the current study as no auditory network was investigated. Increased FC was observed within the visual network component with the putamen, a region involved in movement, decision-making, and learning, which may correspond to an alteration of sensorimotor and behavioral processes related to CD symptoms. It is possible that for persons with CD, sensitivity to visceral sensory information, and modulation of a physical response to that information, is more acute and the need to learn and adapt behavior accordingly may be greater than for HC. As examples, the necessity of strategically planned outings or an urgent need to locate a bathroom while out may be stressors for persons living with a disease that include abdominal pain and diarrhea as common symptoms. The increased co-activity of brain regions involved in sensorimotor and executive functions may make sense in this context.

In an analysis of whether the group level results were related to sex, it became apparent that the females in the study largely drove the frontoparietal, salience and visual network differences whereas the males drove the DMN alteration. Although no differences were detected in the ROI analysis between CD females and males, or CD males and HC males, numerous differences between CD and HC females were observed. Notably, the CD females had increased FC between frontoparietal and salience network nodes. FC was increased in the right frontoparietal nodes, LPFC and PPC, with the salience node left anterior insula that, in return, had increased FC with all four frontoparietal nodes, bilateral LPFC and PPC. The CD females had decreased FC of both the medial and occipital visual network nodes with numerous other salience network nodes. As no differences in FC were observed for the frontoparietal, salience, or visual network nodes for the males, a trend emerges that suggests the females in this study may possibly drive these network changes.

Curiously, there were no group differences in the ICA for the frontoparietal or DMN components, as there were for the ROI analysis. However, when investigating sex differences for each of the RSNs, there did appear to be an explanation for this: CD males, as compared to HC males, showed a decrease in FC for the DMN with the angular gyrus, whereas CD females as compared to HC females showed decreased FC for the left insula and increased FC for the right temporal pole for the DMN component. Whereas, the males showed decreased FC within the DMN, the females showed altered FC of the DMN with brain regions outside of the network. Given that the DMN was functionally connected to disparate brain regions for each sex may account for the lack of significant difference in the ICA at the group level. It is worth noting that the decreased FC of the DMN with the angular gyrus is consistent with the ROI analysis, which showed a decrease in FC between the DMN nodes MFPC and LP—in fact, the angular gyrus and LP cortex share some of the same coordinates but are labeled differently depending on the atlas used. Therefore, the ICA results support the ROI results and, further, suggest that the males in the study are behind this observed alteration. The multimodal analysis showed spatial overlap of the ICA and ROI layers in a medial frontal region, the bilateral supplementary motor areas, although not in MPFC. The left insula was also shown to have spatial overlap for the ICA and ROI layers (in fact, both supplementary motor area and insula have spatial overlap for the overlay of the ICA, ROI, and VBM layers, although the VBM layer represents an uncorrected t-map and therefore should be interpreted with caution). According to the sex differences observed in the ICA and ROI analyses, it would appear that the males might contribute to the medial frontal region overlap whereas the females contribute to the insula overlap, in the multimodal analysis of group-level results. However, the subgroups of males and females are small and a larger dataset is required to test this idea.

ICA results show CD females had decreased FC of the visual network with the right temporal occipital fusiform gyrus, which supports the multiple ROI findings of altered visual network FC for CD females. Although perhaps not intuitive that visual network changes would be involved in CD, differences in visual processing regions have been reported in previous CD studies, including cortical thickness differences in left lateral occipital cortex (24), hypergyrification of left lingual gyrus (41) for CD, and increased FC within visual medial and frontoparietal networks in IBD (42), and similar reports are seen for other chronic conditions, such as knee osteoarthritis (43), persistent somatoform pain disorder (44), postherpetic neuralgia (45), migraine (46), and fibromyalgia (47). Having recognized the plethora of studies reporting visual system FC alterations in chronic pain populations, Shen et al. (48) investigated the FC of visual network nodes in a chronic low back pain population using an ROI analysis and a support vector machine classifier. Significant FC alterations were found for primary and bilateral dorsal visual network seeds with somatosensory and motor brain regions and a classification accuracy of 79.3% was reported for distinguishing chronic low back pain from HC. The authors proposed an adaptation or self-adjustment mechanism and cross-modal interaction between visual, somatosensory, motor, attention, and saliency networks to account for their findings (48). The results presented in the current study are supportive of cross-modal interactions between these networks.

It is important to note the study limitations. This is a preliminary study with a modest sample size necessitating replication in future studies. Greater sample size may be required for detecting GM volume differences in particular. Regarding the ROI results, the FC decrease in the DMN with the insula is consistent with reports of increased anticorrelations between salience network AI and DMN in osteoarthritis (49) and decreased FC between MPFC and AI in IBS (50); however, the finding in the current study must be interpreted with caution as the peak coordinate was in insula but the majority of the cluster voxels were in non-labeled atlas coordinates. Similarly, the results of the multimodal analyses revealed the insula to have spatial overlap among layers, but this should be interpreted with caution given that the VBM layer displayed results uncorrected for multiple comparisons.

In summary, this study reports on a ROI analysis that shows increased FC between the cognitive control and salience networks and decreased within the DMN for persons with CD. Both results have altered pre-frontal cortex FC for CD. The ICA results show differences in cerebellar connectivity and visual and auditory processing regions that require further investigation. Contrasts based on sex revealed that CD males and females might differ in how their disease affects their RSN FC. This preliminary analysis will be instrumental in guiding hypotheses for future work.
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Introduction: Dyslexia is a reading disorder characterized by significant difficulty in reading, as well as reports of altered executive functions (EF). Children with reading difficulties (RD) experience a broad range of social and emotional problems. Recently it was suggested that children with RD have altered functional connections within the amygdala, which is related to emotional processing. Altered brain laterality related to reading was previously reported in children with RD. Hence, we sought to determine the differences in functional connectivity between the right and left emotional network as related to emotional challenges and the other reported difficulties in reading and EF in children with RD compared to typical readers.

Methods: Sixty-four 8 to 12 year old children, 27 children with RD and 37 age-matched typical readers, participated in the study. Reading, emotional, and EF abilities were assessed. Global efficiency of the emotional network was calculated and compared between the groups, and left vs. right functional connectivity of the amygdala was tested using the CONN toolbox. Functional connectivity measures were then associated with measures of reading, emotional, and EF abilities.

Results: Children with RD showed significantly decreased emotional and EF abilities compared to typical readers. A negative correlation between reading, emotional, and EF abilities was determined in both groups. Neuroimaging results showed decreased global efficiency measures within the emotional network in children with RD, who also showed lower functional connectivity between the amygdala and the left and right frontal pole regions. Results also indicated increased functional connectivity of the right vs. left amygdala with left and right pre-central and post-central gyri regions, which were related to decreased reading, emotional, and EF abilities in both typical readers and children with RD.

Conclusion: The positive relationship between EF and emotional abilities in children with RD strengthens the relationship between EF difficulties and emotional stress, which in turn may lower EF abilities (monitoring, inhibition, and attention) as well as decreased reading abilities. The emotional challenges in children with RD were associated with decreased functional connectivity of the left amygdala with pre/post central gyrus and cognitive-control regions. These findings suggest that although the right hemisphere is thought to be related to emotional stress, it was the decreased control of the left hemisphere that was related to emotional disturbance in children with RD.

Keywords: anxiety, emotional state, executive functions, functional connectivity, reading, reading task, reading difficulties, resting state


HIGHLIGHTS


-Decreased emotional and cognitive control abilities and the relationship between these abilities in children with RD vs. typical readers.

-Decreased global efficiency of the emotional network during rest in children with RD vs. typical readers, related to lower emotional abilities.

-Increased functional connectivity between the left vs. right amygdala and the right frontal pole, and between the left amygdala and the left frontal pole in typical readers compared to children with RD.

-Increased functional connections between the left vs. right amygdala in typical readers compared to children with RD, related to better cognitive control, and emotional and reading abilities.





INTRODUCTION


Emotional Difficulties in Children With Reading Difficulties

Dyslexia is a reading disorder characterized by significant difficulty in reading that is not explained by any other intelligence, motivational, or environmental deficit (International Dyslexia Association [IDA], 2011). Recent studies suggest additional alterations in cognitive control, also called executive functions (EF), may indicate a common malfunction in EF in individuals with reading difficulties (RD) (Habib, 2000), with some suggesting the EF challenge as the source for the reading-based difficulties shared by children with RD (Pennington, 2006). Interestingly, it was also found that children with RD experience emotional problems including low self-esteem, anxiety, and depression (Grills-Taquechel et al., 2012). We recently demonstrated that in addition to their impaired reading, children with RD demonstrated decreased emotional and EF abilities compared to typical readers, which were also positively correlated with each other (Nachshon and Horowitz-Kraus, 2018). Cleary, children with RD face several challenges and it is challenging to objectively identify each one. With the development of imaging technologies, a better understanding of the neural circuits involved in these RD challenges is emerging. Therefore, the goal of the current research study was to determine the neurobiological correlates for the emotional difficulties reported in children with RD.



Neural Circuitry Involved in Reading Difficulties

Evidence of the neurobiological, neuropsychological, and neurophysiological basis for RD has existed since the end of the 19th century (Habib, 2000). Traditional studies suggested that a decreased activation in “classical” reading-related neural circuits, such as the left fusiform gyrus, is related to orthographical processing (see, for example, Pugh et al., 2000). Children with RD showed greater activation in frontal lobes, i.e., in regions responsible for EF, during a narrative comprehension task compared to typical readers (Horowitz-kraus et al., 2016). Decreased functional connectivity between reading and EF regions (i.e., anterior cingulate cortex) during reading in children with RD compared to typical readers was also observed (Horowitz-Kraus and Holland, 2015). Interestingly, several studies have indicated a right-lateralization during reading in these children, specifically in reading-related regions such as the right fusiform gyrus, suggesting a heavier reliance on the right hemisphere for reading as opposed to the left fusiform gyrus in children with RD compared to typical readers (Horowitz-Kraus et al., 2014). Recent studies also reported differences in functional connectivity related to cognitive control networks in children with RD. Levinson et al. reported greater functional connectivity in children with RD between the EF network and visual, language, and cognitive control regions during the Stroop task (Levinson et al., 2018). They suggested that children with RD might exploit neural circuits supporting EF when performing a cognitive task more than typical readers. Nevertheless, since emotional and cognitive abilities were found to be linked (Ochsner and Gross, 2005), a question arises as to the neurobiological signatures for the emotional difficulties in children with RD. This study set out to find these signatures, if they exist.



Neural Circuitry Related to Emotional Difficulties

Emotional difficulties such as anxiety, stress, and depression are currently defined using the Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association [APA], 2013). Anxiety is characterized by continuous excitation due to expectations of bad outcomes or constant threat (Kim et al., 2011). Previous neuroimaging studies reported that increased amygdala activation was correlated with higher anxiety levels. For example, Bishop et al. (2004) reported that increased amygdala activity when faced with unattended fearful faces was correlated with higher levels of self-reported anxiety. Etkin et al. (2004) revealed a positive association between the unconscious processing of fearful faces by the basolateral amygdala and subjects’ trait anxiety levels. Finally, anxiety was associated with elevated amygdala activity when faced with threat-related stimuli and non-threat-related stimuli, suggesting that elevated amygdala activity may reflect greater anxiety levels even in the absence of a clear threat (Somerville et al., 2004).

Recent work indicated the contribution of subregions of the amygdala to emotional and reading abilities in children with RD. Increased functional connectivity between the amygdala and the medial prefrontal cortex (mPFC) in children with RD compared to typical readers was demonstrated (Davis et al., 2018). Children with RD exhibited a positive functional connectivity between the left basolateral amygdala and the mPFC compared to a negative functional connectivity between these regions in typical readers. Children with RD and typical readers showed similar functional connectivity between the bilateral centro-medial amygdala and the mPFC. This connectivity was negatively correlated with reading ability, whereas functional connectivity between the right centro-medial amygdala and the left mPFC were positively correlated with anxiety symptoms in the entire sample. The authors theorized that a similar pattern of unequal functional connectivity exists in individuals with anxiety disorder and this reinforces the co-occurrence of emotional and reading difficulties in children with RD. The authors, however, did not examine the relationship between the amygdala laterality, i.e., right vs. left functional connections with other regions in the brain related to reading or cognitive control, as related to reading or emotional abilities in children with RD. Due to the overall role of the right hemisphere in processing emotional information (Borod et al., 1988), and based on previously observed laterality in children with RD, specifically as related to reading words (i.e., decreased activation of the left occipital regions in children with RD during reading) (Horowitz-Kraus and Breznitz, 2014), an explicit examination of the amygdala’s laterality (i.e., the relationship between the right vs. left amygdala functional connections with other regions in the brain), and reading, emotional, and EF abilities in children with RD is warranted. Such an examination may elucidate the overall different lateralization in children with RD related to their reading, emotional, and EF abilities.

The overarching goal of this study was to close the gap in knowledge regarding the neurobiological evidence for the involvement of emotional difficulties in children with RD, specifically focusing on the functional connections between the left vs. right amygdala and the entire brain related to reading and emotional abilities. We hypothesized that children with RD would show decreased functional connectivity patterns within the emotional network compared to typical readers during rest. We also anticipated that children with RD would show different functional connectivity in the left vs. right amygdala compared to typical readers, which would be related to decreased reading, emotional, and EF abilities in children with RD.



MATERIALS AND METHODS


Participants

Sixty-four 8 to12 year old children [27 children with RD (mean age = 10.16, SD = 1.11, 15 females) and 37 age-matched typical readers (mean age = 9.93, SD = 1.05, 15 females)] participated in the study (no significant age difference between the group, t = 0.829, ns). All participants were in the normal range of non-verbal IQ tests, as measured by the test of non-verbal intelligence (TONI) (Brown et al., 1997). No differences were found in general verbal ability, as tested by the Peabody picture vocabulary test (PPVT) (Dunn and Dunn, 2007), between children with RD and typical readers.

All participants were native English speakers, Caucasian, with average socioeconomic status. All were right-handed, displayed normal or corrected-to normal vision in both eyes and had normal hearing. All children were without a history of neurological or emotional disorders, and no differences were found between the two reading groups in attention ability [as measured using the Conners questionnaire (Conners, 1989)]. Participants were recruited from posted online ads and through commercial advertisements. All participants signed informed written assent and their parents provided informed written consent prior to inclusion in the study; all were compensated for their participation. The Cincinnati Children’s Hospital Medical Center (CCHMC) Institutional Review Board approved the study. All participants underwent thorough baseline behavioral (reading, EF) and emotional (anxiety questionnaire) testing. The data were collected at the Pediatric Imaging Research Consortium (PNRC) at CCHMC in Cincinnati, Ohio. Behavioral data acquisition (reading, EF, and emotional questionnaires) lasted approximately 2 h.



Reading Measures

Children with RD were assigned to the RD group based on a previous diagnosis. Their reading ability was verified using a set of reading tests (Nachshon and Horowitz-Kraus, 2018), on which they had to score in less than the 25th percentile for at least two of the subtests. Children assigned to the typical readers group were age-matched students without previous reports of impaired reading and who scored in greater than the 25th percentile for all of the reading tests performed.

To evaluate their reading ability, the children’s reading was tested using the following: Word level reading (1) Automatic word reading accuracy/orthography, the Test of Words Reading Efficiency [TOWRE (Torgesen et al., 1999)]; (2) Automatic decoding, the pseudowords reading efficiency subtest from the TOWRE; (3) Non-timed word reading accuracy/orthography (Letter–Word subtest) (Woodcock et al., 1989); and (4) Non-timed decoding of pseudoword reading (Word–Attack subtest) (Woodcock et al., 1989), phonemic awareness, using the Elision subtest from the Comprehensive Test of Phonological Processing (Wagner et al., 1999), and contextual reading using the passage comprehension subtest (Woodcock et al., 1989).



Executive Functions and Emotional Measures

Using several subtests, the EF were mapped to their sub-domains: (1) Attention using speed and accuracy subtests from the TEA-Ch battery [Sky Search, Score! and Sky-search DT subtests] (Manly et al., 1999); (2) Verbal fluency using the Delis-Kaplan Executive Functions System [D-KEF battery (Dellis et al., 2001)]; (3) Speed of processing using the “object naming” subtest from the CTOPP (Wagner et al., 1999); (4) Switching using the Wisconsin Card Sorting Task (Nyhus and Barceló, 2009); (5) Inhibition using the Stroop subtests from the D-KEFS (Dellis et al., 2001); and (6) Overall EF measured by the Behavior Rating Inventory of Executive Functions (BRIEF) (Gioia et al., 2000). Emotional abilities were assessed using the Emotional Control scale from the BRIEF (Nyhus and Barceló, 2009). Associations between reading, EF and emotional abilities were determined using Pearson correlations. Data was corrected using a Bonferroni correction.



Neuroimaging Measures


Data Acquisition and Preprocessing

All images were acquired using a Philips Achieva 3T MRI scanner (Philips Medical Systems, Best, Netherlands). A T2∗-weighted, gradient-echo, echo planar imaging (EPI) sequence was used with fMRI parameters: TR/TE = 2000/38 msec, matrix size = 64 × 64, slice thickness = 5 mm, resulting in a voxel size = 4 × 4 × 5 mm3.


Resting-state task

Two five-minute resting-state scans were acquired, resulting in a total of 300 whole-brain volumes acquired in a total imaging time of 10 min. The initially acquired 10 time points were discarded to allow for T1 relaxation equilibrium. In addition, a high-resolution T1-weighted 3D anatomical scan was acquired using an inversion recovery (IR)-prepared turbo gradient-echo acquisition protocol with a spatial resolution of 1 × 1 × 1 mm3. Participants were acclimated and desensitized to the scanner to condition them for comfort during imaging (Vannest et al., 2014) and were instructed to keep their eyes open and to look at a cross on the screen during the resting state condition.



Functional Connectivity Analysis

Regions for the emotional network were based on the amygdala seeds and were defined based on the literature (see Table 1). Functional-connectivity analysis during resting state was carried out using the CONN toolbox (Whitfield-Gabrieli and Nieto-Castanon, 2012). Normalized bias-corrected T1 images were generated in SPM1 and segmented into gray matter, white matter, and cerebral spinal fluid (CSF). The principle eigenvariate of the BOLD time-courses from the white matter and CSF, as well as the six motion-correction parameters, were included as regressors of no interest and removed from the fMRI time-series data. The data was band-pass filtered between 0.008 and 0.2 Hz [as recommended (Baria et al., 2011)], and only data within this range was included in the analysis. Networks were defined according to the regions of interest (ROIs) listed in Table 1 and shown in Figure 1, by equally weighting each of the ROIs within each network. Then, several functional connectivity analyses were performed: functional-connectivity within the amygdala and between the amygdala and other regions in the brain during rest in children with RD and in typical readers.


TABLE 1. Regions of interest in the emotional network for the current analyses [based on Roy et al. (2009)].
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FIGURE 1. Seeds for the amygdala network. The seeds for the amygdala network: sagittal, axial, and coronal axis. The red color represents the seeds. Neurological orientation (L, left; R, right).


Functional connectivity on the network level (i.e., global efficiency) was calculated in CONN using a formula based on Latora and Marchiori (2001):

[image: image]

where Ei is the efficiency of node i, n is the number of network nodes, N is the set of all network nodes, and [image: image] is the inverse shortest path length between nodes j and I.



Seed-to-Voxel Analysis

To address the lateralization question, additional seed-to-voxel analyses were conducted. ROIs related to the amygdala (as implemented in the FSL Harvard-Oxford atlas in CONN) were divided into left and right ROIs, and each was defined as a seed in our analysis. We related to the left and right amygdala separately as seeds and correlated their BOLD response with the residual BOLD signal of each voxel in the brain. We then set a threshold for the resulting map of p = 0.05 voxel-height, false-discovery-rate (FDR) corrected for multiple comparisons and p = 0.05 cluster-size, FDR-corrected. To address the study questions related to laterality differences in the amygdala network, a seed-to-voxel analysis (functional-connectivity) between (1) the right amygdala, (2) the left amygdala, (3) the left vs. the right amygdala, and (4) the right vs. the left amygdala and all voxels in the brain for each group separately, as well as comparing children with RD and typical readers, was performed.



Correlation Analyses of Functional Connectivity of the Left and Right Amygdala and Reading, Emotional, and EF Abilities

To assess the relationship between EF abilities as measured by the BRIEF (Gioia et al., 2000), a seed-to-voxel analysis was performed over a range of voxels that spans a greater extent of functionally relevant areas. After determining the left and right amygdala seed-to-voxel functional connectivity matrix, we performed a seed-to-voxel correlation analysis between the left and right amygdala with reading, emotional and EF abilities, with a voxel-height threshold of p = 0.05, FDR corrected.



Prediction of Reading, Emotional and EF Abilities Based on Functional Connections of the Left vs. Right Amygdala in Typical Readers and Children With RD

To determine if the difference between functional connectivity of the left and right amygdala in children with RD and typical readers predicts reading, emotional, and EF abilities, separate regression analyses were conducted using reading, the BRIEF emotional subtest, and the general EF score (from the BRIEF) tasks.



RESULTS


Behavioral Results

Children with RD demonstrated significantly decreased reading (in all domains of reading), emotional, and EF abilities compared to typical readers (see Table 2 for details). In the current study, significant positive correlations were found between reading measures, EF and emotional measures across groups; i.e., decreased reading ability was related to decreased emotional and EF abilities. Emotional and EF abilities also showed positive correlations, whereby better emotional abilities were related to better EF in both groups (see Supplementary Material – Table 1 for details).


TABLE 2. Baseline behavioral, reading measure, cognitive control and emotional test scores for children with RD and typical readers.
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Neuroimaging Results


Differences in Global Efficiency of the Amygdala Between Children With RD and Typical Readers

Global efficiency values of the amygdala network were defined (p < 0.05, FDR corrected for multiple comparisons), following which a two-sample t-test analysis was conducted for global efficiency within the amygdala network. The analysis revealed that children with RD showed significantly lower global efficiency values within the amygdala network compared to typical readers (children with RD: mean = 0.08, SD = 0.001, typical readers: mean = 1, SD = 0.02, t = 290.442, p < 0.01).



Correlation Between the Global Efficiency of the Amygdala and EF and Emotional Measures

Pearson correlations between the global efficiency of the amygdala (see Table 1 for the regions comprising the amygdala) and emotional and EF behavioral measures revealed significant negative correlations between the global efficiency of the amygdala network and EF abilities (with the emotional BRIEF sub-test: [r = −0.248, p < 0.05]; the EF BRIEF sub-test: working memory [r = −0.451, p < 0.01]; planning and organizing [r = −0.571, p < 0.01], and monitoring [r = −0.506, p < 0.01]). Increased functional connectivity within this network was associated with increased emotional ability, and lower BRIEF scores across groups. Increased functional connectivity within this network was associated with increased EF abilities (lower BRIEF scores) in both groups.



Differences in Functional Connectivity of the Amygdala Within Each Group Separately: Seed-to-Voxel Analysis

To establish functional connectivity of the right and left amygdala with the whole brain in each group separately, seed-to-voxel analysis was conducted (a voxel-height threshold of p = 0.05, FDR corrected). Voxel clusters that showed significant functional connectivity with the right and left amygdala in each group are presented in Table 2 in the Supplementary Material. Based on the results demonstrating the differences in functional connectivity within the amygdala between children with RD and typical readers, a two-sample t-test analysis comparing the functional connectivity between the two amygdala seeds (left vs. right amygdala) was conducted within each group separately (p < 0.05, FDR corrected). Typical readers demonstrated greater functional connectivity between the right vs. left amygdala and the right temporal pole. When the opposite contrast was compared (left vs. right amygdala), these readers demonstrated greater functional connectivity with the left insular cortex and left cingulate gyrus. Children with RD demonstrated greater functional connectivity of the right vs. left amygdala with the right temporal pole and the right middle frontal gyrus. These children also demonstrated a greater functional connectivity between the left vs. right amygdala and the left hippocampus; see Table 3 and Figures 2–5.


TABLE 3. Analyses (t-test) for the seed-voxel functional connectivity analysis for typical readers and children with reading difficulties; contrast: Left amygdala vs. right amygdala (p < 0.05, FDR corrected).
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FIGURE 2. Seed-voxel functional connectivity between the right vs. left amygdala and all voxels in the brain in typical readers. Seed-to-voxel analysis for typical readers, right amygdala > left amygdala. Hot colors represent voxels with higher connectivity values (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right). The colors in the figures do not represent the level of functional connections (a specific scale) but the existence of functional connections (all or none). This applies to all figures.
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FIGURE 3. Seed-voxel functional connectivity between the left vs. right amygdala and all the voxels in the brain in typical readers. Seed-to-voxel analysis for typical readers, left amygdala > right amygdala. Hot colors represent voxels with higher connectivity values (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right).
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FIGURE 4. Seed-voxel functional connectivity between the right vs. left amygdala and all the voxels in the brain in children with reading difficulties (RD). Seed-to-voxel analysis for children with RD, right amygdala > left amygdala. Hot colors represent voxels with higher connectivity values (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right).
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FIGURE 5. Seed-voxel functional connectivity between the left vs. right amygdala and all voxels in the brain in children with reading difficulties (RD). Seed-to-voxel analysis for children with RD, left amygdala > right amygdala. Hot colors represent voxels with higher connectivity values (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right).




Differences in Functional Connectivity of the Amygdala Between the Groups: Seed-to-Voxel Analysis

Based on the results demonstrating the differences in functional connectivity within the amygdala network between children with RD and typical readers, a two-sample t-test analysis comparing the functional connectivity between the two amygdala seeds (left vs. right) was conducted. Results revealed increased functional connectivity between the left vs. right amygdala and the right frontal pole in typical readers vs. children with RD (p < 0.05, FDR corrected); see Table 4 and Figure 6.


TABLE 4. Analyses (t-test) for the seed-voxel functional connectivity analysis for typical readers compared to children with reading difficulties (p < 0.05, FDR corrected).
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FIGURE 6. Seed-voxel functional connectivity between the left vs. right amygdala and all voxels in the brain in typical readers vs. children with reading difficulties (RD). Seed-to-voxel analysis for typical readers > children with RD, left amygdala > right amygdala. Hot colors represent voxels with higher connectivity values (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right).


To pinpoint the functional connections between the left amygdala, as the seed showing significant differences, and the whole brain in typical readers versus children with RD, two-way t-tests examining the functional connectivity between the left amygdala and the whole brain in both groups were conducted. Results revealed a significantly greater functional connectivity between the left amygdala and the left frontal pole in typical readers vs. children with RD (p < 0.05, FDR corrected) (Figure 7). Choosing the right amygdala as a seed and contrasting typical readers with children with RD did not reveal significant results within a threshold of 0.05 corrected for multiple comparisons. Lowering the threshold to p < 0.01 uncorrected for multiple comparisons revealed that typical readers demonstrated an increased functional connectivity between the right amygdala and the left thalamus compared to children with RD; see Table 4 and Figures 7, 8.
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FIGURE 7. Seed-voxel functional connectivity between the left amygdala and all voxels in the brain in typical readers vs. children with reading difficulties (RD). Seed-to-voxel analysis for typical readers > children with RD, with the seed as the left amygdala. Hot colors represent voxels with higher connectivity values. Contrast: (p < 0.05, FDR corrected). Neurological orientation (L, left; R, right).
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FIGURE 8. Seed-voxel functional connectivity between the right amygdala and all voxels in the brain in typical readers vs. children with reading difficulties (RD). Seed-to-voxel analysis for typical readers > children with RD, with the seed as the right amygdala. Hot colors represent voxels with higher connectivity values. Contrast (p < 0.01, FDR uncorrected). Neurological orientation (L, left; R, right).




Pearson Correlation Between Functional Connectivity of the Amygdala and the Entire Brain (Seed-to-Voxel Analysis) and Behavioral Measures (Reading, Emotional and EF Abilities)

Due to the observed differences in functional connectivity of the right vs. left amygdala and the entire brain between typical readers and children with RD, Pearson correlation analyses between functional connectivity of the left and right amygdala separately and the entire brain, with several behavioral measures for reading, emotional, and EF abilities in the entire study population (children with RD and typical readers), were conducted. Positive correlation was found between reading measures (phonological processing abilities [CTOPP Ellison subset (r = 0.348, p < 0.01)], timed-word reading ability [TOWRE (r = 0.248, p < 0.05)], and untimed reading ability [Letter–Word (r = 0.446, p < 0.01)]) and functional connectivity of the left amygdala with both the left and right frontal poles. Negative correlation was found between emotional abilities and functional connectivity of the left amygdala with the right frontal pole [BRIEF emotional subtest (r = −0.314, p < 0.01)]. Positive correlation was found between EF measures and functional connectivity of the left amygdala with both the left and right frontal poles for switching abilities [Stroop Color Word Condition, Corrected Errors (r = 0.247, p < 0.05)], working memory [digit span test (r = 0.247, p < 0.05)], and learning from errors [Wisconsin Non-perseverative Error (r = 0.356, p < 0.01)]. Negative correlation was found between the BRIEF cognitive subtests and functional connectivity of the left amygdala with the right frontal pole using the BRIEF overall general score (r = −0.317, p < 0.01). Increased functional connectivity of the left amygdala and the whole brain was related to an increased reading ability, as well as emotional and EF performance, across all participants.



Regression Analyses Between Functional Connectivity Results and Reading, Emotional, and EF Abilities

To determine whether the functional connectivity in the left vs. right amygdala in typical readers vs. children with RD explains reading, emotional, and EF abilities in these groups, three separate regression analysis models were conducted.


Reading measures

A linear regression established that functional connectivity of the left vs. right amygdala to the right frontal pole and left amygdala to the left frontal pole significantly predicted passage comprehension subtest scores in both groups [F(1,62) = 7.73, p < 0.05] and accounted for 52% of the explained variability in passage comprehension scores. Increased functional connectivity between these regions was associated with higher reading scores.



Emotional abilities

A linear regression established that functional connectivity of the left vs. right amygdala to the right frontal pole significantly predicted emotional abilities in both groups [F(1,62) = 6.785, p < 0.05] and accounted for 31.4% of the explained variability in the BRIEF emotional scores. Higher functional connectivity between the left vs. right amygdala and the right frontal pole predicted lower scores in the BRIEF emotional subsets, reflecting less emotional difficulties within the entire population.



EF measures

A linear regression established that functional connectivity of the left vs. right amygdala to the right frontal pole and the left amygdala to the left frontal pole significantly predicted switching abilities (Wisconsin test switching abilities (Non-perseverative Error Percent) [F(1,62) = 13.02, p < 0.05] and accounted for 42% of the explained variability in switching abilities. Increased functional connectivity between these regions was associated with higher cognitive scores.



DISCUSSION

The current study was designed to reveal neurobiological evidence of the involvement of emotional difficulties in children with RD, focusing on amygdala laterality. We determined the existence of such neurobiological evidence by assessing the differences in functional connectivity within the amygdala, its left and right components, and the entire brain between children with RD and typical readers.

In addition to the decreased EF and emotional abilities previously found in children with RD and typical readers (Nachshon and Horowitz-Kraus, 2018), our results suggest that the global efficiency of the amygdala is decreased in those with RD compared to typical readers, and that the left and right amygdala contribute to reading, emotional, speed of processing and EF abilities in an unequal manner; i.e., greater functional connections between the left vs. right amygdala and frontal cortices were related to increased reading, emotional, speed of processing and EF abilities. Therefore, for the first time, we have demonstrated a linkage between the laterality of the amygdala functional connectivity and frontal regions and reading, emotional and EF abilities.


Decreased Emotional Skills Are Associated With Decreased EF Abilities

We previously reported emotional difficulties in children with RD (Nachshon and Horowitz-Kraus, 2018), which supported other earlier findings (Grills-Taquechel et al., 2012). These difficulties are also found among children facing challenges in EF, and there exist correlations between these challenges and reading. This connection exemplifies the reading–EF–emotional triangle in children with RD. The behavioral reports of impaired emotional abilities in children with RD are supported by the current neuroimaging study. Our results indicate that children with RD showed a significantly lower global efficiency of the amygdala network, which included the left and right amygdala seeds, compared to typical readers. The global efficiency measure is related to the average inverse shortest path length to all other nodes in the network, which is related to better synergy between the seeds in the network (Rubinov, 2010). These results enhance previously reported results of decreased global efficiency in EF networks (cingulo-opercular) that was related to decreased reading abilities in children with RD (Horowitz-Kraus et al., 2015). Decreased global efficiency is related to the inefficiency of the network nodes to activate simultaneously, which may be a factor contributing to the emotional difficulties in children with RD. The fact that the neuroimaging condition used in the current study is a resting state condition, without any written stimuli, strengthens the assumption that the impairment in this emotional network among children with RD is not specific to their interaction with written stimuli, but can be generalized to non-reading conditions and everyday life experiences.



Separate Roles for the Left and Right Amygdala

Our results confirm our hypothesis that children with RD would show different functional connectivity in the left vs. right amygdala compared to typical readers, which will be related to their behavioral performance. We found that children with RD demonstrated decreased functional connectivity between the left vs. right amygdala and the left and right frontal poles compared to typical readers, which was related to decreased reading, emotional, and EF abilities in this group. Since the difference between functional connectivity of the left and right amygdala and the entire brain was reduced in children with RD, we suggest that either overactivation of the right amygdala or decreased activity of the left amygdala in children with RD is driving these differences, compared to typical readers. The role of the right hemisphere in processing emotional stimuli was previously described by others. Morris et al. (1999) showed a significant role of the right amygdala seeds in processing of “unseen” fear stimuli, while left amygdala seeds did not show any change in connectivity. Davis et al. (2018) also showed an increased functional connectivity between the left basolateral amygdala and left mPFC, and between the bilateral centro-medial amygdala and left mPFC in children with RD, while decreased functional connectivity was observed in typical readers. In addition, they showed that functional connectivity of the right centro-medial amygdala and the left mPFC positively predicted anxiety symptoms, as was suggested in the current study. The role of the right amygdala, and specifically connectivity with prefrontal regions, was previously related to processing of subconscious fear stimuli (Morris et al., 1999).

The fact that no significant differences were found when comparing typical readers and children with RD on functional connectivity of the right hemisphere with all the voxels in the brain (i.e., results did not survive the correction for multiple comparisons and only showed results at p < 0.01, uncorrected for multiple comparisons), however, may rule out the assumption that the differences in lateralization between the left and right amygdala result from decreased right-lateralized connectivity. It does, nevertheless, strengthen the assumption that the differences stem from decreased functional connections of the left hemisphere with all the voxels in the brain in children with RD. Our results not only support a relationship between decreased EF abilities and functional connections of the right amygdala and frontal cortices, but also suggest that the left amygdala demonstrates greater functional connections with frontal regions compared to the right amygdala in children with RD. Moreover, the results suggest that these greater connections between the left vs. right amygdala in children with RD are related to their reading, emotional and EF performance. This may indicate that not only is the right amygdala processing emotional stimuli in an imprecise way in children with RD, but that the left amygdala, which would have been expected to have demonstrated greater functional connections than the right amygdala, does not demonstrate this pattern in children with RD.

An alternative explanation may be derived from reports showing overall increased activation in the right hemisphere in children with RD (Horowitz-Kraus and Breznitz, 2014). Increased right-lateralized activation in reading-related regions was reported in children with RD, with the authors of that study theorizing that this ineffective processing pattern may be one cause of the RD (Horowitz-Kraus and Breznitz, 2014). Based on our results, we suggest that children with RD may show a generally greater reliance on the right hemisphere, which was suggested previously as one reason for the increased artistic and creative abilities in this population (Wolff and Lundberg, 2002). The increased reliance on the right hemisphere may also be related to increased functional connections of the right amygdala in these readers compared to typical readers. Future research should explore this further and create a lateralization index for the right vs. left hemispheres in children with RD.



Study Limitations

When reviewing the results of this study, the following limitations should be weighed. First, although the BRIEF questionnaire utilized 10 questions to cover the emotional abilities domain, only one emotional subtest was used in this study, compared to a variety of subtests used for EF and reading. Nevertheless, it is important to note that the test used covers a variety of domains, such as emotional control. A future study should collect additional emotional measures, e.g., for anxiety, self-efficacy, self-esteem, and social behavior. A second limitation is related to not yet determining whether emotional difficulty is the source of reading impairment or if the reverse is the case. A longitudinal research study may reveal the origins of the variety of difficulties in children with RD. Third, the current study used resting state data to examine the association between the amygdala functional connectivity and reading and EF. Future research should include a specific emotional-based paradigm to examine the emotional network and its association with reading and EF.



CONCLUSION

The results of this study demonstrated that children with RD also suffer from lower emotional skills that conjoin with impairments in both reading and EF, and strengthen the role of the amygdala in controlling aspects of their EF and reading abilities. Both global efficiency of the amygdala and functional connectivity of the left vs. right amygdala to frontal regions predicted and explained differences in EF and reading abilities, which highlight the amygdala as a critical region of the reading network to be considered in future studies (Stanislas, 2009).
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Objective: Neuroimaging studies on neuropathic pain have discovered abnormalities in brain structure and function. However, the brain pattern changes from herpes zoster (HZ) to postherpetic neuralgia (PHN) remain unclear. The present study aimed to compare the brain activity between HZ and PHN patients and explore the potential neural mechanisms underlying cognitive impairment in neuropathic pain patients.

Methods: Resting-state functional magnetic resonance imaging (MRI) was carried out among 28 right-handed HZ patients, 24 right-handed PHN patients, and 20 healthy controls (HC), using a 3T MRI system. The amplitude of low-frequency fluctuation (ALFF) was analyzed to detect the brain activity of the patients. Correlations between ALFF and clinical pain scales were assessed in two groups of patients. Differences in brain activity between groups were examined and used in a support vector machine (SVM) algorithm for the subjects' classification.

Results: Spontaneous brain activity was reduced in both patient groups. Compared with HC, patients from both groups had decreased ALFF in the precuneus, posterior cingulate cortex, and middle temporal gyrus. Meanwhile, the neural activities of angular gyrus and middle frontal gyrus were lowered in HZ and PHN patients, respectively. Reduced ALFF in these regions was associated with clinical pain scales in PHN patients only. Using SVM algorithm, the decreased brain activity in these regions allowed for the classification of neuropathic pain patients (HZ and PHN) and HC. Moreover, HZ and PHN patients are also roughly classified by the same model.

Conclusion: Our study indicated that mean ALFF values in these pain-related regions can be used as a functional MRI-based biomarker for the classification of subjects with different pain conditions. Altered brain activity might contribute to PHN-induced pain.

Keywords: herpes zoster, postherpetic neuralgia, neuropathic pain, resting-state fMRI, aptitude of low-frequency fluctuation (ALFF), support vector machine


INTRODUCTION

Herpes zoster (HZ) is one of the leading causes of severe pain in China, with a prevalence estimated to be 7.7% of the population who seek medical care. Moreover, 29.8% of HZ patients may develop postherpetic neuralgia (PHN) that causes pain for months or even years (1). Neuropathic pain is well-understood to have a negative impact on the quality of life and a significant impact on cognitive function, including attention, memory, and executive functions (2). Previous studies have shown that peripheral neuropathic pain arises from injury of the peripheral and the central nervous systems (3–5). HZ is caused by the reactivation of varicella zoster virus and produces typical neuropathic pain. It can be classified as HZ and PHN. HZ is characterized by a painful erythematous rash in the affected dermatome (6). PHN is a prototypical human chronic neuropathic condition exhibiting multiple signs of peripheral and central neuropathy (7). The clinical manifestations include burning, tingling, hyperesthesia, and allodynia in the affected dermatome.

Although previous studies have shown that neuropathic pain can change brain plasticity (8), the basis of the brain structural and functional changes in patients with neuropathic pain is not clear. Previous neuroimaging studies have reported that patients with PHN showed anatomical changes in the bilateral insula, superior temporal gyrus, left middle frontal gyrus, and right thalamus (9). PHN's effects on brain activity have been studied by resting-state functional magnetic resonance imaging (MRI) and task-functional MRI. Abnormal functional activation and intrinsic activity were detected in regions including the thalamus, insula, somatosensory, putamen, amygdala, brainstem, prefrontal lobe, and cerebellum (10–12). Quantitative cerebral blood flow (CBF) mapping in PHN patients showed significantly increased CBF values in the striatum, thalamus, insula, amygdala, and primary somatosensory cortex and decreased CBF values in the frontal cortex (5). The functional connectivity between these pain-related regions and the notable connections between the putamen and other brain regions were altered in PHN patients (13). A negative correlation was found between PHN patients' pain scores and intrinsic activity in the prefrontal cortex (14). These works indicated that the functional connectivity between the prefrontal regions and other cortical regions was modulated by pain intensity. Additionally, a graph–theoretic approach was used to calculate the small-world network alterations in PHN patients. The PHN patients exhibited decreased local efficiency and significant changes of regional nodal efficiency in the postcentral gyrus, inferior parietal gyrus, thalamus, para-hippocampus, and putamen (15). All the above studies indicate that chronic pain in PHN patients would modulate the activity and the connectivity of these pain-related regions.

The vast majority of these previous neuroimaging studies were restricted to PHN patients. Only a few studies have used neuroimaging methods to explore the differences in brain activity between HZ and PHN (11, 16). A previous study identified that HZ patients showed significant functional changes in the cerebellum, occipital lobe, temporal lobe, parietal lobe, and limbic lobe in contrast to PHN patients (11). Compared with the healthy controls (HC), both HZ and PHN patients demonstrated significantly decreased functional connectivity density (FCD) in the precuneus. However, there is no significant difference in the FCD values between HZ and PHN patients (16). One recent longitudinal neuroimaging study also assessed the brain imaging changes from HZ to PHN and found that the activity of the cerebellum and frontal lobes increased and the activity of the occipital lobe and limbic lobe decreased significantly during this transition (17).

Although previous literature confirmed that the brain function of patients with HZ and PHN was changed compared with the HC, the differences in brain activity between HZ and PHN were inconsistent across these studies, and the neural mechanism is still unclear. Based on previous literature, we hypothesized that patients with HZ and PHN exhibit significant changes in spontaneous brain activity, which can be used to classify them from healthy controls. Thus, the present study aimed to explore the effects of HZ and PHN on brain activity and detect the neural mechanism underlying cognitive impairment in neuropathic pain patients. Resting-state functional MRI data were collected from all participants, and the amplitude of low-frequency fluctuation (ALFF) was calculated. The ALFF is the most common and widely used method for characterizing the dynamic properties of the neuronal processing unit (18). The correlations between clinical pain scales and spontaneous brain activity were also assessed. Additionally, to evaluate the stability of the group comparison results, imaging features with significant differences between groups were applied for classification using support vector machine (SVM).



METHODS


Subjects

Fifty-two patients (right-handed; 28 HZ and 24 PHN) and 20 HCs (right-handed) were recruited from the Pain Medicine Department of Huazhong University of Science and Technology Union Shenzhen Hospital. Before the imaging data were collected, we explained the purpose of the study, the study procedures, and the possible risks and discomfort to all participants. Then, written confirmed consent was obtained from each participant or their companion. This study was carried out following the Declaration of Helsinki and was approved by the Ethics Committee of Huazhong University of Science and Technology Union Shenzhen Hospital. The inclusion criteria were HZ within 30 days after onset of the painful rash, dermatome below C2, age older than 50 years old, and with persistent pain [visual analog scale (VAS) ≥ 5]. All patients were diagnosed as PHN based on persistent pain (VAS ≥ 5) for more than 30 days following the initial rash caused by HZ (19). Patients who had other pain disorders were excluded. All patients underwent MRI scanning within 24 h of enrollment. For ethical consideration, all patients had taken medicines to reach tolerable pain level before imaging. The baseline treatment is 8 mg amitriptyline (Shanghai Fosun Pharmaceutical group) and 75 mg pregabalin (Pfizer).

Before MRI scanning, spontaneous pain intensity was assessed using the VAS, which measures pain intensity on a scale of 0 to 10, with 0 indicating no pain and 10 indicating the highest tolerable pain. Additionally, to identify the qualities of pain, the McGill pain questionnaire was used, including the Pain Rating Index (PRI) and the Present Pain Index (PPI). The PRI contains four subscales to evaluate the sensory, affective and evaluative, and miscellaneous aspects of pain. The PPI is a six-level pain intensity scale, including none (0), mild (1), discomforting (2), distressing (3), horrible (4), and excruciating (5) (20, 21). The exclusion criteria included any active major psychiatric illnesses, neurological illnesses, head injuries, or alcohol or drug abuse. Twenty healthy controls (all right-handed, 13 females, mean age: 63.05 ± 26.20 months) were also recruited. Detailed information can be found in Table 1.


Table 1. Demographic and clinical information data of the subjects.
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MRI Data Acquisition

All participants underwent MRI scans using a 3T Siemens scanner (MAGNETOM Skyra, Siemens, Germany) at the Huazhong University of Science and Technology Union Shenzhen Hospital, Shenzhen, China. Foam cushions were used in the scan process to reduce head translation and rotation. The resting-state functional MRI scans were obtained using an echo-planar imaging sequence with the parameters as follows: repetition time/echo time = 2,430/30 ms, field-of-view = 240 × 240 mm2, matrix = 64 × 64, flip angle = 90°, slice thickness = 3.6 mm, 40 interleaved axial slices, and 180 volume. High-resolution T1-weighted 3D MPRAGE images were acquired for all subjects: repetition time/echo time = 1,900/2.12 ms, field-of-view = 256 × 256 mm2, 320 sagittal slices, 0.6 mm slice thickness, flip angle = 9°. All the participants were instructed to lie still with their eyes closed while remaining awake. After the scan, the subjects were asked whether they remained awake during the entire scan. All acquisitions were visually inspected for the presence of imaging artifacts. None of the participants were excluded on this basis.



Resting-State Data Preprocessing and Statistical Analysis

The resting-state functional MRI data were processed using Data Processing Assistant for Resting-State Functional MRI (DPARSF) software (http://www.restfmri.net) (22). The first 10 functional images per subject were excluded from the analysis to ensure magnetization equilibrium. The functional MRI data were then slice-timed with a reference point at the median image and realigned to the first image. A mean functional image was obtained for each participant. No translation or rotation parameters in any given data set exceeded ±2 mm or ±2°. Afterward, each participant's T1-weighted structural image was co-registered to their mean functional image and then segmented. Nine nuisance covariates (six head motion parameters, global signal, white matter signal, and cerebrospinal fluid signal) were removed. The functional images were then normalized into the standard Montreal Neurological Institute space using the T1 image unified segmentation, resampled to 3 mm, and smoothed using a 6-mm full-width at half-maximum Gaussian smoothing kernel. Linear trends were removed before the time course data from each voxel. Finally, an approach of the ALFF method was used for detecting regional signal change of spontaneous activity (23).

The ALFF for each voxel was normalized, and one-way ANOVA was used to determine whether there were any statistically significant differences in the ALFF between these groups (p < 0.001, cluster size = 5). Post hoc analyses using two-sample t-tests were also conducted among the three groups. The significant results of ANOVA were selected as an output mask in the following t-tests. A p < 0.05 (a minimum cluster size of five voxels) corrected by false discovery rate (FDR) correction was considered a difference between groups. Age and gender were controlled as covariates in all the above-mentioned statistical analyses.


Table 2. Significant differences in amplitude of low-frequency fluctuation among three groups.
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All the significantly different clusters from the above ALFF analyses were extracted and considered as one region-of-interest (ROI). The mean ALFF of this ROI was extracted and normalized with Fisher's z-transformed function. The associations between the transformed ALFF value and the scores of clinical pain scales were tested using Pearson's correlation. A p < 0.05 was considered a statistically significant correlation.



Subjects' Classification With Support Vector Machine

A multivariate pattern analysis was used in neuroimaging data to extract patterns and to categorize individual observations into different categories (24, 25). We used a specific multivariate pattern analysis approach known as SVM to classify the patients in the present study. SVM was implemented using the Pattern Recognition for Neuroimaging Toolbox software, version 2.0 (http://www.mlnl.cs.ucl.ac.uk/pronto/). Individual resting-state functional MRI was treated as points located in a high-dimensional space defined by the ALFF values in the preprocessed images. Significant clusters of the above ALFF analyses results were extracted and considered as a mask. This mask was applied to each preprocessed functional MRI to select the normalized ALFF values as a feature in the modeling. The classifier created in the present work (i.e., HZ vs. HC, PHN vs. HC, HZ vs. PHN) is based on binary SVMs. During the cross-validation step, a “leave-one-subject-out” method was used (24, 26). The data were split into a training set consisting of the samples from all but one subject and a validation set consisting of the samples from the left-out subject. To assess the SVM's overall accuracy, this procedure was repeated for each subject pair. The classification procedure was repeated 1,000 times.




RESULTS


Demographic and Clinical Features

The clinical characteristics of all the participants are shown in Table 1. All of the recruited patients in both groups suffered pain with VAS scores ≥5, indicating moderate-to-severe pain. PRI and PPI were also assessed immediately before MRI scanning in most patients (24 HZ and 20 PHN). Eight patients were not assessed for PRI and PPI because of old age and being dialect-speaking. The doctor–patient communication is not smooth, which had caused a challenge in evaluating the scale accurately.



Between-Group ALFF Differences

One-way ANOVA test demonstrated that several regions showed significant differences in ALFF values among the three groups (Supplementary Figure 1). These regions included the bilateral precuneus, bilateral superior occipital gyrus, left posterior cingulate cortex (PCC), right middle frontal gyrus (MFG), right calcarine, right middle temporal gyrus (MTG), and right angular gyrus (AG). Compared with HC, patients with HZ showed decreased ALFF in the bilateral precuneus, left PCC, right MTG, and right AG (FDR corrected; Table 2, Figure 1). No region showed a significant increase of ALFF in the HZ group. In the PHN group, compared with the control subjects, a significant decrease of ALFF values was found in the bilateral precuneus, right MFG, and left PCC (FDR corrected; Table 2, Figure 1). However, the ALFF was not significantly different between the HZ and the PHN groups.


[image: Figure 1]
FIGURE 1. Intergroup difference in amplitude of low-frequency fluctuation (ALFF). Both comparisons of HZ vs. healthy controls (HC) (A) and PHN vs. HC (B) groups showed a significant decrease in ALFF in some brain areas. Threshold of the whole brain: p < 0.05, false discovery rate corrected, cluster size > 5. HZ, herpes zoster; PHN, postherpetic neuralgia; Con, normal controls.




Correlation Between ALFF and Clinical Scale

We selected the regions showing significant changes in the above-mentioned between-group ALFF comparisons as our ROI (see Figure 2). The mean ALFF value of this ROI was extracted, and the correlations between the mean ALFF and the clinical scale were tested. There was a significant correlation between the mean ALFF and PRI in the PHN group, but not in the HZ group (PHN: r = −0.535, p = 0.015; HZ: r = −0.343, p = 0.101; see Figure 3). No significant correlation was observed between the mean ALFF and the other clinical scales.


[image: Figure 2]
FIGURE 2. All significant clusters of the intergroup amplitude of low-frequency fluctuation analyses were extracted as one region of interest (ROI). This ROI was used in the following correlation and classification analyses.



[image: Figure 3]
FIGURE 3. Significant correlation between the amplitude of low-frequency fluctuation and clinical variables. The left panel shows the correlation results in the herpes zoster group. The right panel showed the correlation results in the postherpetic neuralgia group.




SVM Classification Results

ALFF in the ROI demonstrated a significant difference in patients. The SVM classification between the HZ and the HC achieved a classification accuracy of 81.25% (sensitivity 75%, specificity 85.71%, P < 0.001; Figure 4, left panel). Similarly, using the ALFF values of the same ROI allowed for the classification of PHN and HC subjects and achieved a classification accuracy of 86.36% (sensitivity 85%, specificity 87.5%, P < 0.001; Figure 4, middle panel). Finally, for HZ and PHN classification, the use of ALFF in the same ROI achieved a classification accuracy of 61.54% (sensitivity 60.71%, specificity 62.5%, P < 0.081; Figure 4, right panel).


[image: Figure 4]
FIGURE 4. Classification plot and receiver operating characteristic curve for the comparison between the groups using mean amplitude of low-frequency fluctuation value from the region of interest. (A) Classification between herpes zoster (HZ) and healthy controls (HC), (B) classification between postherpetic neuralgia (PHN) and HC, and (C) classification between HZ and PHN.





DISCUSSION

In the present study, resting-state functional MRI and a machine learning method were combined to explore the abnormalities of spontaneous neuronal activity in patients with HZ and PHN. We demonstrated that, compared with HC, spontaneous brain activity was reduced in both patient groups. For HZ patients, reduction in neural activity was observed in the bilateral precuneus, left PCC, right MTG, and right AG. For PHN patients, the decreased activity was noted in the bilateral precuneus, left PCC, right MTG, and MFG. The mean ALFF values extracted from all these regions were significantly correlated with the clinical pain scales in the PHN group, but not in the HZ group. This result suggested that the spontaneous activity of these regions, in some respects, reflects the pain severity in PHN. In particular, machine learning classification using SVM showed that neuropathic pain patients (HZ and PHN) and healthy subjects could be classified by the decreased activity in these regions. The classifier also partially categorized patients into HZ and PHN groups (p < 0.081). These results may have important implications for understanding the brain abnormalities and the clinical characteristics of this disorder. Mean ALFF values in these pain-related regions may be used for the classification of neuropathic pain patients and healthy subjects.


Significant Decrease in Spontaneous Neuronal Activity in Patients

One notable finding of this study is the significantly decreased ALFF values of the bilateral precuneus and the left PCC between groups of patients. The precuneus and the PCC are a core component of the default mode network (27). The default mode network is a network in which activity is higher than in other parts of the brain at baseline. The hub regions of this network include the bilateral PCC/precuneus, inferior parietal cortex/angular gyrus, and medial prefrontal/anterior cingulate cortex (28). The brain regions in this network are deactivated during typical cognitive load tasks, while these regions show the highest activity at baseline. Previous studies have found that PCC and the adjacent precuneus are involved in monitoring sensory information (29, 30). Information from memory and perception was combined with bottom-up attention by the precuneus/PCC. Research on brain functional connectivity of precuneus/PCC has shown disrupted connectivity in patients with PHN (16, 31). Furthermore, the precuneus has various connections with other cortical and subcortical areas, which facilitates the integration between external and internal information (32). Previous studies have also demonstrated that the precuneus plays an essential role in the implementation of a wide range of higher-order cognitive functions (33).

In the present study, we found that the ALFF values were decreased in the precuneus/PCC in the two patient groups. It has been reported that the impairment of the bilateral precuneus was associated with cognitive and behavioral impairments observed in patients with pain (34). Our finding shed light on the neural basis of increased risk of dementia in HZ and PHN patients (PMID: 29244265 and PMID: 23900759). Generally, cognitive and emotional factors have substantial impacts on pain (35). In 1979, the International Association for the Study of Pain approved a definition of pain: an unpleasant sensory and emotional experience associated with actual or potential tissue damage or described in terms of such damage (36). When actual damage is present, although the unpleasantness could rapidly disappear, the fear memory would last long (37). This result implied that the impairment of the precuneus might contribute to the emotional experience associated with pain.

In contrast to the commonly affected brain regions, decreased ALFF values in the right AG were observed only in HZ patients. The AG is an important part of the brain, which is responsible for processing language, numbers, and various logic-oriented processes. Decreased ALFF in the right AG might account for changes in the cognitive functions of HZ patients. However, no significantly decreased ALFF was found in the AG of patients with PHN. This phenomenon warrants further study in the future.

Another pain-condition-dependent brain region is MFG. In this study, a significant decrease of ALFF in the right MFG was found in patients with PHN, but not in patients with HZ. This result is consistent with previous studies that decreased ALFF value and cerebral blood flow in the MFG were detected in the patients with PHN (5, 12). The patients with PHN also showed notably abnormal tissue microstructure in the MFG (9). The right MFG has been proposed to be a site of convergence of the dorsal and the ventral attention network (38). Previous studies have identified that this region is implicated in emotion modulation and executive function (39). Therefore, our finding indicated that repressed neural activity in the MFG might be responsible for the emotional or attention aspect of PHN pain.

In addition to the precuneus/PCC, decreased ALFF values were also detected in the right MTG of both patient groups. This finding was consistent with previous studies which reported functional impairment of the right MTG in patients with PHN and HZ (11, 12, 17). However, there was no significant difference in ALFF between HZ and PHN. This result did not agree with a previous study in which PHN patients showed a decreased activity in the limbic system, right MTG, and parietal lobe compared with the HZ patients (11). We speculate that this inconsistency may arise due to the different definitions of PHN. Cao (11) defined PHN as persistent pain for more than 3 months after the zoster rash, whereas 1 month was adopted to identify PHN patients in our study (40). It is possible that this transition from HZ to PHN is gradually developed in a time-dependent fashion. A recent neuroimaging study using a similar PHN definition demonstrated that functional connectivity density was not significantly different between the PHN and the HZ patients (16). Interestingly, the results of a previous study by Hong and Cao were mildly consistent with our present study. We recently reported that temporary spinal cord stimulation could effectively prevent the development of PHN for the HZ patients (duration <3 months), compared with the PHN patients (duration >3 months) (41). Moreover, it may indicate that early neuromodulation of herpetic neuralgia could prevent the PHN effectively due to the fact that central sensitization has not yet been developed.



Correlation Between Neuroimaging Index and the Clinical Pain Scales

More importantly, our results showed a significant correlation between the mean ALFF in the selected ROI and the clinical pain scales in the PHN group. The negative correlation suggested that the abnormal spontaneous brain activity may be due to the pain. Chronic pain condition can lead to anatomical and functional alterations in the brain regions associated with psychological modulation, resulting in not only pain but also altered cognition and affection. Cognitive behavioral therapy could reduce stress and control pain (35). Brain activity and connectivity would, in some aspects, reflect patients' cognitive ability and the pain intensity (14, 42). Chronic pain may affect the cognitive functions that depend on functional connectivity between the pain-related regions. Previous studies in brain anatomy also showed a negative correlation between brain microstructure abnormalities and PHN pain (9). Our results were consistent with these previous neuroimaging studies, which indicated that the activity of pain-related regions has potential value in objectively estimating the severity of PHN pain.

The selected ROI included regions such as the bilateral precuneus, left PCC, right MTG, right MFG, and right AG. All these regions are pain-related areas. Previous neuroimaging studies have found that the brain activity and the gray matter volume in the right MTG have a significant correlation with pain duration and intensity of patients with PHN (12, 17). The functional connectivity density of bilateral precuneus in PHN patients also showed a significant correlation with VAS scores (16). In the present study, the negative correlation results in our study indicated that the patients with more pain would show greater reduction in spontaneous brain activity in these regions. This negative correlation was not significant in the HZ group. This may be explained by the short duration of pain condition in these patients. Future studies are needed to verify this explanation.



Identification of Patients With PHN From HC and Patients With HZ

In this study, the patients with neuropathic pain and the healthy controls were classified by the mean ALFF values of these altered regions using the linear SVM classifier. There is a high classification accuracy of 81.25% between the HZ and HC and of 86.36% between the PHN and HC. In recent years, multivariate pattern analysis methods have been applied to distinguish patients from healthy controls (43, 44) and predict surgery outcomes (25, 45). For patients with neuropathic pain, one previous neuroimaging study has found that the voxel-mirrored homotopic connectivity in the dorsolateral prefrontal cortex, precuneus, and PCC discriminated between patients with PHN and healthy subjects (31). Our recent study measuring gray matter volume found that alterations in several brain regions, including the middle frontal cortex, ACC, precuneus, and cuneus, had a significant predictive power to classify HZ patients with different responses to medications (46). Along with these findings, our observations suggested that the frontal gyrus and the precuneus have a significant predictive power to distinguish neuropathic pain patients from the healthy controls.

In the present study, we used the mean ALFF of ROI as a feature for classifying the subtypes of patients with neuropathic pain (i.e., PHN and HZ). The SVM classifier performed between HZ and PHN patients had a classification accuracy of 61.54%. We did not achieve as high a classification accuracy as in previous studies (31, 46). It should be noted that, in our study, all patients have taken pregabalin and amitriptyline to alleviate the pain intensity before the MRI scan. The previous findings revealed that amitriptyline may reduce pain-related central activations in the ACC in patients with irritable bowel syndrome (47). Similarly, pregabalin suppressed evoked neural activity in ACC, when compared with tramadol, in neuropathic pain patients (48). The current results indicated that these medicines strongly inhibited the ACC, but not the PCC, in HZ and PHN patients compared to healthy controls. Because of long-term analgesia in PHN patients clinically, it is difficult to quantify the central changes due to drug therapy or the refractory pain condition in human research.



Limitations

There are several limitations in our study. Firstly, our present research used a cross-sectional design in which the MRI data of the subjects were obtained at just one time-point. This method may lead to questions about whether the results are the consequence of preexisting differences between groups. Future studies should consider a longitudinal design, which can directly monitor activity changes from acute pain to chronic pain. Secondly, all patients are allowed to take the drug therapy of the pregabalin and amitriptyline which may certainly inhibit or reduce the brain function. A well-controlled group should be established in further studies.




CONCLUSION

In the present study, we discovered reduced spontaneous brain activity in the precuneus/PCC, MTG, AG, and MFG of patients with neuropathic pain. The reduced ALFF in these regions was associated with the clinical pain scales of patients with PHN. The SVM classification indicated that these abnormalities might accurately discriminate between neuropathic pain patients and healthy controls at the level of the individual. A similar analysis also demonstrated that the abnormalities in ALFF values showed potentials to distinguish patients with PHN from those with HZ. These results are likely to be valuable in explaining the underlying neural mechanisms and understanding the interaction between neuropathic pain and brain abnormalities. The present results provided new insights into functional MRI as a pain biomarker to help diagnose and classify patients with neuropathic pain. Future work should combine functional information with structural imaging data to examine whether this leads to a higher diagnostic accuracy.
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Previous studies had illustrated the significant neural pathological changes in patients with psychogenic erectile dysfunction (pED), while few works focused on the neural underpinning of the psychosocial status in patients with pED. This study aimed to investigate the associations among the altered cerebral activity patterns, impaired erectile function, and the disrupted psychosocial status in patients with pED. Thirty-two patients with pED and 28 healthy controls (HCs) were included. The amplitude of low-frequency fluctuations (ALFF), region-of-interest-based functional connectivity (FC), as well as Pearson correlation analyses and mediation analyses between neuroimaging outcomes and clinical outcomes were performed. Compared to HCs, patients with pED manifested lower erectile function, disrupted psychosocial status, as well as decreased ALFF in the left dorsolateral prefrontal cortex (dlPFC) and reduced FC between the left dlPFC and left angular gyrus, and left posterior cingulate cortex (PCC) and precuneus, which belonged to the default mode network (DMN). Moreover, both the ALFF of the left dlPFC and FC between the left dlPFC and left PCC and precuneus were significantly correlated with the sexual function and psychosocial status in patients with pED. The disrupted psychosocial status mediated the influence of atypical FC between dlPFC and DMN on decreased erectile function. This study widened our understanding of the important role of psychosocial disorders in pathological neural changes in patients with pED.

Keywords: psychogenic erectile dysfunction, psychosocial status, amplitude of low-frequency fluctuations, functional connectivity, fMRI, mediation analysis


INTRODUCTION

Erectile dysfunction (ED), the most common male sexual disorder, is defined as the persistent inability to attain or maintain sufficient penile erection for successful sexual performance (1). Population-based cross-sectional studies estimated that 11% of men in their 30s and 24% of men in their 40s suffered from this sexual dysfunction (2, 3). A recent review on the epidemiological surveys of ED similarly indicated that the prevalence of ED among young people was as high as 30% (4). ED is now recognized as a major public health issue, not only for its high prevalence but also for its severe impacts on sexual satisfaction and quality of life (QOL) of patients and their partners (5–8). Among the different subtypes of ED, psychogenic ED (pED) has always been a focus of researchers for the high incidence and complex pathogenesis (7, 9, 10). Different from organic ED, which has physical causes and evident pathological characteristics, pED is generally caused by psychosocial factors and lacks specific biomarkers (11, 12).

Male sexual arousal is described as a complicated biopsychosocial process that involves the coordination of psychological, neurological, endocrine, and vascular systems (13). With the application of neuroimaging technologies, the close correlation between sexuality and the central nervous system (CNS) is becoming clearer (14–16). Many male sexual dysfunctions, such as ED (17–22), premature ejaculation (23, 24), and anejaculation (25) have been detected to be associated with alterations in the structure and function of the brain. For example, patients with pED demonstrated the atrophied gray matter volume (17, 19), altered white matter microstructure (26), aberrant activity patterns (20), and disrupted topological properties (22) in multiple brain regions, such as prefrontal cortex, cingulate cortex, and insular cortex. These studies indicated that the structural and functional aberrancies of the brain might be the critical pathogenesis properties of pED. However, most of these previous studies paid primary attention to the neural mechanism of the low erectile function, and few works focused on the associations between the altered cerebral activity and the psychosocial status of pED patients. As a typical psychosocial disorder, patients with pED demonstrated not only decreased erectile function but also severe symptom-related psychosocial disorders, such as poor sexual relations, diminished sexual satisfaction, and low self-esteem. Therefore, in addition to investigating the correlations between the altered cerebral activity properties and the physiological function, it is necessary to explore the neural underpinning of the disrupted psychosocial status in patients with pED, so that to more fully understand the neuropathological features underlying pED. The amplitude of low-frequency fluctuations (ALFF) and region-of-interest (ROI)-based functional connectivity (FC) are two commonly used approaches to investigate human brain activity patterns. The ALFF is a data-driven algorithm to measure the spontaneous activity of the brain (27), and the ROI-based FC is a purpose-driven algorithm that reflects the synchronization of different brain regions and indicates the tendency of cortical networks to be co-activated (28). The combination of ALFF and ROI-based FC provides valuable perspectives for detecting the neural underpinning of diseases (29, 30).

In this study, we aimed to investigate the alterations of spontaneous cerebral activity and synchronous cerebral activity of patients with pED using ALFF and ROI-based FC analysis methods, and to examine the potential associations among the altered cerebral activity patterns and the decreased erectile function as well as the disrupted psychosocial status in patients with pED. To deepen the understanding of the impacts of psychosocial status on clinical symptoms and cerebral activity patterns, the mediation analysis with psychological status as a mediator was also conducted. We hypothesized that the cerebral activity patterns were altered in patients with pED compared to healthy controls (HCs), and that the disordered psychosocial status mediated the relationship between the aberrant cerebral activity patterns and the low erectile function.



MATERIALS AND METHODS


Participants Selection

Thirty-two patients with pED and 28 HCs were enrolled in this study. The patients were recruited at the outpatient department of Andrology in the Hospital of Chengdu University of Traditional Chinese Medicine and Sichuan Integrative Medicine Hospital from November 2018 to April 2019. All the potential patients were diagnosed with comprehensive history taking, physical examinations, laboratory tests, and specific examinations. The details of the preceding items could be found in our early study (26). Patients were included if they fulfilled the following inclusion criteria: (1) matched the diagnosis criteria of the guidelines for the diagnosis and treatment of Chinese male diseases (2013 edition) (31); (2) were right-handed and 20 to 45 years old; (3) had impotence symptoms for at least 6 months; (4) had a stable heterosexual partner for more than 1 year; (5) avoided taking medications affecting sexual function over 30 days before enrollment; and (6) signed the informed consent. Patients were excluded if they: (1) were diagnosed with organic ED or mixed ED by history taking or examinations; (2) suffered from any organic or metabolic disease of urological, cardiovascular, respiratory, gastrointestinal system or had other severe primary diseases; (3) were alcohol or drug addicts or had neuropsychiatric disorders; (4) had a history of head trauma or urological surgery; (5) were participating in other current clinical trials; or (6) had any contraindication of MRI scans, such as implanted ferromagnetic metal and claustrophobia. The 28 right-handed HCs (ranged from 20 to 45 years old) were recruited by advertisement. These volunteers had never been diagnosed with ED or other sexual dysfunction and undergone the same clinical examinations as patients before inclusion. HCs with a history of neurological or psychiatric disorders, or urinary tract surgery were excluded.



Symptom Assessments

In addition to a brief assessment of sexual function using the International Index of Erectile Function 5 (IIEF-5) routinely, we selected the Self-Esteem and Relationship Questionnaire (SEARQ) and Quality of Erection Questionnaire (QEQ) to assess each participant's psychosocial status (self-esteem, sexual relationships, and erectile satisfaction). Moreover, the Self-Rating Anxiety Scale (SAS) (32) and the Self-Rating Depression Scale (SDS) (33) were also exploited to measure the mental states. The IIEF-5 is a multidimensional self-reported instrument for the assessment of male sexual function (34). It is recommended as the standard screening and diagnostic tool for ED in clinical (35). The 14-item SEARQ is a commonly used patient-administered and disease-specific psychosocial questionnaire to evaluate the psychosocial status of males. It contains three dimensions: self-esteem, sexual confidence, and sexual relationship (36–38). The QEQ is a self-reported questionnaire that specifically evaluates male satisfaction with erectile quality (39). The symptoms assessments were performed prior to the MRI scans, and the lower scores of these questionnaires indicated more severe symptoms, lower self-esteem, poorer sexual relationships, and lower erectile satisfaction.



MRI Data Acquisition

The MRI data were acquired with a 3.0T GE scanner at the Department of Radiology, Hospital of Chengdu University of Traditional Chinese Medicine, Chengdu, China. Each participant underwent a high-resolution three-dimensional T1-weighted imaging scan and a resting-state blood oxygenation level-dependent fMRI (BOLD-fMRI) sequence scan with eyes blindfolded and ears plugged. The structural scanning parameters were as follows: repetition time /echo time= 1,900/2.26 ms, slices = 176, slice thickness = 1 mm, matrix size = 256 × 256, field of view = 256 × 256 mm2. The BOLD-fMRI data were acquired with the following parameters: repetition time/echo time = 2,000/30 ms, slices = 30, slice thickness = 5 mm, flip angle = 90°, matrix size = 64 × 64, field of view = 240 × 240 mm2, total volume = 180.



Data Analysis
 
Clinical Data Analysis

The demographic characteristics and clinical measurements were analyzed via SPSS 20.0 (SPSS Inc. USA). Age, Body Mass Index (BMI), IIEF-5 score, SEARQ score, and QEQ score were described as mean ± standard deviation and compared by the two-sample t-test. The significance threshold was set at 0.05 (two-tailed).



MRI Data Analysis

The MRI data were preprocessed and analyzed by Statistical Parametric Mapping 12.0 (SPM12, http://www.fil.ion.ucl.ac.uk/spm), Data Processing Assistant for Resting-State fMRI (DPARSF) (40) (http://rfmri.org/DPARSF), and FC toolbox (CONN) (http://www.nitrc.org/projects/conn) working on MATLAB 2013b (Mathworks Inc. USA).



MRI Data Preprocessing

The data preprocessing were carried out with DPARSF, including (1) discarded the first 10 timepoints; (2) perfomed slice-timing correction; (3) performed realignment and discarded the subjects with a mean framewise displacement (FD) value exceeding 0.2 mm or a maximum displacement greater than one voxel size (41, 42); (4) reoriented the functional images and T1 images with six rigid-body parameters; (5) coregistered the T1 images to functional space for each subject, respectively, and performed new segment and DARTEL (diffeomorphic anatomical registration through exponentiated lie algebra); (6) regressed out nuisance covariates including linear trend, white matter and cerebrospinal fluid signals, and head motion parameters [Friston 24 parameter model (43, 44)]; (7) normalized the functional images to MNI space and then resampled the functional images to 3 mm cubic voxels; (8) smoothed images with a 6 mm Gaussian kernel of full-width at half maximum; and (9) performed temporal filtering (0.01–0.08 Hz) (45). Following Yan et al.'s recommendation (44), the scrubbing procedure was conducted to remove the bad time points when performing FC analysis. The bad time points were defined as those whose FD was larger than 0.5 mm.



ALFF Analysis

The zALFF maps, which normalized with the normal z-transformation, were applied to examine the differences of the spontaneous cerebral activity between patients with pED and HCs. The ALFF analysis was conducted with a two-sample t-test via SPM12. The multiple-comparisons corrections were performed based on Gaussian random field theory (46, 47) and the threshold was set to voxel-level p < 0.001 uncorrected and cluster-level p < 0.05 familywise error (FWE) corrected (48).



ROI-Based FC Analysis

The voxels exceeding the established statistical threshold in the ALFF analysis were selected as the ROI, and the ROI-based FC analysis was performed with CONN. We first extracted the average BOLD time-series of the ROI and calculated the temporal synchronization between ROI and other voxels across the whole brain. And then, transferred the correlation coefficients into z-scores using Fisher's transformation to allow for the normal distribution. Again, the two-sample t-test with the same statistical threshold as ALFF analysis was performed to investigate the ROI-based FC performance of patients with pED and HCs. Both age and BMI were controlled at ALFF and ROI-based FC analysis.



Correlation Analysis

To investigate the associations between symptom severity, psychosocial status, and brain functional alterations in pED, the clusterwise correlation analyses were performed between the ALFF/FC value and duration/ IIEF-5 score/ SEARQ score/ QEQ score in pED group, with age, BMI, and mean FD controlled. The significance threshold was set to p < 0.05 with Bonferroni corrected.



Mediation Analysis

Mediation analyses were conducted within SPSS 20.0 using the PROCESS macro (49). A full mediation model (model 4) was applied to examine the potential mediating role of the psychosocial status (lower SEARQ score) on the relationship between cerebral activity patterns and decreased erectile function (lower IIEF-5 score), with age, BMI, and mean FD included as covariates. Similar to the previous studies (50, 51), the non-parametric bootstrapping analysis was utilized to calculate the desired statistic in each resample. Bias-corrected bootstrap confidence intervals (CI) were estimated from 10,000 bootstrap samples, and the mediation effects were considered statistically significant if the bootstrapped 95% CI did not include zero.





RESULTS

All the participants completed the MRI scan. Two HCs were excluded due to incomplete functional images. One patient and two HCs were excluded due to excessive head motion. Therefore, 31 patients with pED and 24 HCs were included in the final data analysis. There was no significant difference in mean FD between patients and HCs (p > 0.05).


Demographic and Clinical Characteristics

There was no significant difference in age, BMI, SAS, and SDS between patients with pED and HCs (p > 0.05). While patients with pED had lower IIEF-5 score, SEARQ score, and QEQ score than HCs (p < 0.001), which indicated the impaired erectile function, damaged sexual relationships, decreased self-esteem, and diminished erectile satisfaction in pED group (Table 1). In addition, The IIEF-5 was found to be positively correlated with the SEAR score (r = 0.688, p < 0.0001) and QEQ score (r = 0.754, p < 0.0001), but not with the duration, SAS, or SDS in patients with pED.


Table 1. The comparisons of demographic and clinical characteristics between patients with pED and HCs.
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Between-Group ALFF Comparisons

Compared to HCs, patients with pED demonstrated significant ALLF decrease at the left dlPFC (voxel-level p < 0.001 uncorrected, cluster-level p < 0.05 FWE corrected, cluster size > 20 voxels) (Figure 1, Table 2). No region with higher ALFF was observed in pED group. The correlation analysis demonstrated that the ALFF value of the left dlPFC was positively correlated with the IIEF-5 score (r = 0.557, p = 0.0011) and SEARQ score (r = 0.504, p = 0.0038), while not with duration and QEQ scores in patients with pED after controlling age, BMI, and mean FD (Bonferroni correction, p < 0.05/4 = 0.0125) (Figure 1).


[image: Figure 1]
FIGURE 1. The group-differences of ALFF between patients with pED and HCs and the scatter plots of correlation analyses. Patients with pED demonstrated lower ALFF in left dlPFC than HCs (voxel-level p < 0.001 uncorrected, cluster-level p < 0.05 FWE corrected, cluster size > 20 voxels). ALFF value of the left dlPFC was positively correlated with IIEF-5 score and SEARQ score after adjusting age, BMI, and mean FD in pED group (p < 0.05, Bonferroni corrected, **). ALFF, amplitude of low-frequency fluctuations; pED, psychogenic erectile dysfunction; dlPFC, dorsolateral prefrontal cortex; IIEF-5, International Index of Erectile Function 5; SEARQ, Self-esteem and Relationship Questionnaire.



Table 2. Differences in ALFF between patients with pED and HCs.
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Between-Group FC Comparisons

The left dlPFC, which manifested significantly lower ALFF in pED group, was selected as the ROI. Compared to HCs, the decreased FC were observed between the ROI and the left dlPFC, left angular gyrus (AG), and left PCC and precuneus in patients with pED (voxel-level p < 0.001 uncorrected, cluster-level p < 0.05 FWE corrected, cluster size > 20 voxels) (Figure 2, Table 3). No significantly increased FC between ROI and voxels was found in pED group. The correlation analysis manifested that the FC between ROI and left PCC and precuneus was positively correlated with IIEF-5 score (r = 0.578, p = 0.0007) and SEARQ score (r = 0.607, p = 0.0003) in patients with pED after adjusting the impacts of age, BMI, and mean FD (Bonferroni correction, p < 0.05/12 = 0.0042). Furthermore, FC between ROI and left AG was found to be associated with the IIEF-5 score (r = 0.459, p = 0.0094) and SEARQ score (r = 0.404, p = 0.0242) in patients with pED at the threshold of uncorrected p < 0.05. However, the above correlation results were no longer significant after Bonferroni correction (Figure 2).


[image: Figure 2]
FIGURE 2. The group-differences of left dlPFC-based FC between patients with pED and HCs and the scatter plots of correlation analyses. Patients with pED demonstrated decreased FC between the left dlPFC and left PCC and precuneus, left AG, and left dlPFC (voxel-level p < 0.001 uncorrected, cluster-level p < 0.05 FWE corrected, cluster size > 20 voxels). FC between the left dlPFC and left PCC and precuneus was positively correlated with IIEF-5 score and SEARQ score (p < 0.05, Bonferroni corrected, **), and FC between the left dlPFC and left AG was positively correlated with IIEF-5 score and SEARQ score (p < 0.05, uncorrected) after adjusting age, BMI, and mean FD in pED group. FC, functional connectivity; dlPFC, dorsolateral prefrontal cortex; AG, angular gyrus; PCC, posterior cingulate cortex; IIEF-5, International Index of Erectile Function 5; SEARQ, Self-esteem and Relationship Questionnaire.



Table 3. Differences of ROI-based FC between patients with pED and HCs.

[image: Table 3]

Given the significant correlation between the duration and the SEARQ score (r = −0.513, p = 0.003), we conducted the correlation analyses between neuroimaging data and clinical symptoms with duration as an additional covariate to exclude its impact. These results are displayed at Supplementary Material.



Mediation Analysis

The mediation analyses demonstrated that the associations between the altered brain activity synchronization and ED symptoms were mediated through the psychosocial status after controlling the impacts of age, BMI, and mean FD. Namely, the SEARQ score mediated the influences of the dlPFC-left PCC and precuneus connectivity on the IIEF-5 score (indirect effect = 0.3284; 95% CI: 0.0593–0.6694) (Figure 3A). Interestingly, the total effect of left dlPFC-left PCC and precuneus connectivity on IIEF-5 score was significant (βc = 0.5937, p = 0.0013), but after taking the significant mediation effect of SEARQ score into consideration, the remaining direct effect of cerebral activity on erectile function was reduced and no longer significant (βc‘ = 0.2652, p = 0.1559). Similarly, we also found the fully mediating effect of SEARQ score on the relationships between left dlPFC-left AG connectivity and IIEF-5 score (indirect effect = 0.24; 95% CI: 0.0024–0.5117) (Figure 3B). No significant mediation effect was found between ALFF value and clinical measurements.


[image: Figure 3]
FIGURE 3. The results of mediation analyses. The SEARQ score fully mediated the impacts of left dlPFC-left PCC and precuneus connectivity (A) and left dlPFC-left AG connectivity (B) on IIEF-5 score. dlPFC, dorsolateral prefrontal cortex; PCC, posterior cingulate cortex; AG, angular gyrus; IIEF-5, International Index of Erectile Function 5; SEARQ, Self-esteem and Relationship Questionnaire.





DISCUSSION

This study investigated the associations among the cerebral activity patterns, erectile function, and psychosocial status in patients with pED. The current findings indicated that patients with pED manifested not only the impaired erectile function and disrupted psychosocial status, but also the lower spontaneous activity in the left dlPFC and lower synchronous activity between the left dlPFC and the left AG, left PCC and precuneus, and left dlPFC compared to HCs. Moreover, we also found that both the ALFF of left dlPFC and FC between left dlPFC and left PCC and precuneus were positively correlated with the sexual function and psychosocial status of patients with pED, and that the disrupted psychosocial status fully mediated the influence of altered brain activity synchronization on impaired erectile function.

A great number of studies have indicated that the abnormal psychosocial status was the important cause of pED, and that patients with pED manifested significantly decreased self-esteem, damaged sexual relationships, and diminished sexual confidence than healthy men (52–54). The current findings illustrated that patients with pED displayed symptom-related SEARQ scores and QEQ scores decrease, which was consistent with previous studies (54–56). They all indicated that patients with pED had significant psychosocial disorders that were closely related to the severity of symptoms. Another interesting finding of the present study was that the psychological status fully mediated the influences of atypical FC on the clinical symptoms. Namely, the altered left dlPFC-left PCC and precuneus connectivity as well as left dlPFC-left AG connectivity could indirectly affect the clinical symptoms of pED patients by influencing their psychological status. This contributed to the understanding of the mechanisms behind the correlations between abnormal brain functional synchronization and impaired erectile function, and further enhanced our knowledge of the critical roles played by psychosocial disorders in the pathogenesis of pED. To some extent, this finding implied the rationale and feasibility of modulating abnormal brain activity and regulating abnormal psychosocial status to improve clinical symptoms of pED, which has been tentatively demonstrated in several clinical studies (57–59).

This result showed that patients with pED had reduced spontaneous activity at the left dlPFC, and another study also observed the aberrant activity patterns at dlPFC in patients with pED (20). These two studies illustrated that the abnormal functional activity in the dlPFC might be an important neural pathological feature of pED. That dlPFC playing a critical role in male sexual arousal and sexual behavior has been extensively investigated in both healthy subjects and patients (60–62). For example, researchers demonstrated that visual sexual stimulus could significantly produce dlPFC activation and that healthy males manifested higher and more rapid dlPFC activation than females (63). Compared to HCs, patients with problematic hypersexual behavior experienced stronger sexual desire and higher dlPFC activation when exposed to the visual sexual stimulus (64). In contrast, patients with hypoactive sexual desire disorder showed lower BOLD signal activity in dlPFC during a similar stimulus (65). As the core region of central executive network (CEN) (66), dlPFC primarily implicates in response inhibition, cognitive control, and attention (62). It was reported that patients with minor dlPFC damage demonstrated disinterest in their surroundings and inhibition in behavior (67). Sexual inhibition, as one of the most critical characteristics of pED, has been found to be associated with the dlPFC activity in the previous researches (62, 68). In the current study, we found the abnormally decreased activity at left dlPFC in patients with pED, and the activity intensity of left dlPFC was positively correlated with the sexual ability and sexual satisfaction. This result identified that patients with pED had dlPFC-involved aberrant sexual inhibition and insufficient cognition and attention to sexual targets.

In addition to the altered spontaneous activity of the brain, we also detected the decreased FC between the left dlPFC and multiple key regions of default mode network (DMN) in pED group, and the FC values of ROI to foci in DMN were positively associated with the erectile function and psychosocial status. These results suggested that the abnormal synchronization of functional activity between dlPFC and regions of DMN might contribute to the pathogenesis of pED. DMN is a high-interconnected anatomical brain network that contains four functional hubs: the PCC, the precuneus, the AG, and the medial PFC (69, 70). DMN participates in regulating the male erection (62, 71–73). The aberrances of some DMN regions contribute to the abnormal sexual arousal and behavior patterns, manifesting as pED (17, 19) and other sexual dysfunctions (74, 75). DMN involves in many functions, such as self-referential introspection, self-esteem, thinking about others, remembering the past, and looking forward to the future (76–78). As the core regions of DMN, the PCC and precuneus mainly participate in autobiographical and emotional memories, as well as the integration of self-evaluation, perception, memories, and attention (69, 79, 80); while the AG engages in the manipulation of mental representations and conceptual knowledge, and helps with the recall of episodic memories (81, 82). The erection is a complex physiological process involving perception, introspection, cognitive, and affective components (83, 84). The occurrence of pED is primarily related to traumatic memories, as well as self-cognitive, affective, and interpersonal factors (9, 85). Therefore, in addition to the dlPFC-involved abnormal sexual inhibition, it seemed that patients with pED might also have DMN-related improper introspection, damaged self-esteem, overthinking about nervous sexual relationships, and undue consolidation and extraction of traumatic memories about failed intercourses. In addition, the aberrant function of DMN has been confirmed to be relevant to psychosocial stress (86), major depression (87), posttraumatic stress disorder (PTSD) (88), and many other psychosocial disorders (89, 90). As a typical biopsychosocial illness, the incidence of pED was inseparable from the influence of psychosocial factors, such as performance anxiety, nervous sexual relationships, and failed intercourse memories. Our present study found that the disordered psychosocial status mediated the impacts of dlPFC-DMN FC on impotence symptoms, which further illustrated the close associations among the aberrant psychosocial status, impaired erectile function, and altered cerebral activity patterns in patients with pED.

To some degree, the current results appeared to be able to deduce the viewpoint that patients with pED had aberrant connectivity patterns between CEN and DMN. There are complex connectivity and mutual interactions between CEN and DMN (91). The DMN is responsible for the processing of endogenous or self-referential mental activity, and the CEN participates in the processing of exogenous or cognitively demanding mental activity (92). CEN and DMN together involve in cognitive control, self-emotion regulation, and attention to the external and internal worlds. In our study, patients with pED not only demonstrated the decreased spontaneous activity of the CEN hub (dlPFC), but also manifested the reduced synchronous activity between the core regions of CEN and DMN. It indicated that patients with pED had different CEN-DMN connectivity models from healthy subjects. Similarly, the weak CEN-DMN connectivity was also detected at many other psychosocial disorders, such as major depression (93), PTSD (94), and acute stress (95). Therefore, based on the previous findings and our current results, we put forward the deduction that patients with pED had decreased synchronous activity between the CEN and the DMN.

Some limitations should be concerned in this study. First, the sample size was relatively small; studies with larger samples are encouraged to repeat the current findings. Second, because no significant difference was found between patients with pED and HCs in SAS and SDS scores, this study did not further investigate the correlation or mediation effects of imaging data and emotional condition. Third, patients enrolled in this study were aged from 20 to 45 years old, so the findings reflected the disease characteristics of younger patients only. As we know, the incidence of ED increases significantly with age, and the majority of cases are in the middle-aged and elderly population. Therefore, future studies should pay more attention to older pED patients.



CONCLUSION

In conclusion, this study demonstrated that patients with pED had symptom-related abnormal psychosocial status, decreased spontaneous activity in dlPFC, and damaged FC between dlPFC and DMN, and that the disrupted psychosocial status fully mediated the influence of aberrant dlPFC-DMN connectivity on ED symptoms. This study widened our understanding of the important role of psychosocial disorders in pathological neural changes in patients with pED. The future intervention for pED should fully consider the impacts of psychosocial disorders on this disease.



DATA AVAILABILITY STATEMENT

All datasets generated for this study are included in the article/Supplementary Material.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Institutional Review Boards and Ethics Committees of Hospital of Chengdu University of Traditional Chinese Medicine (Approved number: 2018KL-064). The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

PZ and DC were responsible for this study. PZ, TY, QL, and ZM contributed to the study conception and design. QL and ZL participated in material preparation and patient recruitment. ZM, FR, GL, and XH contributed to patient recruitment. TY, RS, and QL performed the data collection and data analysis. TY wrote the first draft of the manuscript. All authors commented on previous versions of the manuscript, read, and approved the final manuscript.



FUNDING

This study was financially supported by the National Natural Science Foundation of China (No. 81774137).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fpsyt.2020.583619/full#supplementary-material



REFERENCES

 1. Najari BB, Kashanian JA. Erectile dysfunction. JAMA. (2016) 316:1838. doi: 10.1001/jama.2016.12284

 2. Rosen RC, Fisher WA, Eardley I, Niederberger C, Nadel A, Sand M. The multinational Men's Attitudes to Life Events and Sexuality. (MALES) study: I. Prevalence of erectile dysfunction and related health concerns in the general population. Curr Med Res Opin. (2004) 20:607–17. doi: 10.1185/030079904125003467

 3. Quilter M, Hodges L, von Hurst P, Borman B, Coad J. Male sexual function in New Zealand: a population-based cross-sectional survey of the prevalence of erectile dysfunction in men aged 40-70 years. J Sex Med. (2017) 14:928–36. doi: 10.1016/j.jsxm.2017.05.011

 4. Nguyen HMT, Gabrielson AT, Hellstrom WJG. Erectile dysfunction in young men-a review of the prevalence and risk factors. Sex Med Rev. (2017) 5:508–20. doi: 10.1016/j.sxmr.2017.05.004

 5. Boddi V, Corona G, Fisher AD, Mannucci E, Ricca V, Sforza A, et al. “It takes two to tango”: the relational domain in a cohort of subjects with erectile dysfunction. (ED). J Sex Med. (2012) 9:3126–36. doi: 10.1111/j.1743-6109.2012.02948.x

 6. Li HJ, Bai WJ, Dai YT, Xu WP, Wang CN, Li HZ. An analysis of treatment preferences and sexual quality of life outcomes in female partners of Chinese men with erectile dysfunction. Asian J Androl. (2016) 18:773–9. doi: 10.4103/1008-682X.159719

 7. Yafi FA, Jenkins L, Albersen M, Corona G, Isidori AM, Goldfarb S, et al. Erectile dysfunction. Nat Rev Dis Primers. (2016) 2:16003. doi: 10.1038/nrdp.2016.3

 8. Coward RM, Stetter C, Kunselman A, Trussell JC, Lindgren MC, Alvero RR, et al. Fertility related quality of life, gonadal function and erectile dysfunction in male partners of couples with unexplained infertility. J Urol. (2019) 202:379–84. doi: 10.1097/JU.0000000000000205

 9. Shamloul R, Ghanem H. Erectile dysfunction. Lancet. (2013) 381:153–65. doi: 10.1016/S0140-6736(12)60520-0

 10. McMahon CG. Current diagnosis and management of erectile dysfunction. Med J Aust. (2019) 210:469–76. doi: 10.5694/mja2.50167

 11. Rastrelli G, Maggi M. Erectile dysfunction in fit and healthy young men: psychological or pathological? Transl Androl Urol. (2017) 6:79–90. doi: 10.21037/tau.2016.09.06

 12. Chen L, Shi GR, Huang DD, Li Y, Ma CC, Shi M, et al. Male sexual dysfunction: a review of literature on its pathological mechanisms, potential risk factors, and herbal drug intervention. Biomed Pharmacother. (2019) 112:108585. doi: 10.1016/j.biopha.2019.01.046

 13. Prieto D. Physiological regulation of penile arteries and veins. Int J Impot Res. (2008) 20:17–29. doi: 10.1038/sj.ijir.3901581

 14. Brunetti M, Babiloni C, Ferretti A, Del Gratta C, Merla A, Olivetti Belardinelli M, et al. Hypothalamus, sexual arousal and psychosexual identity in human males: a functional magnetic resonance imaging study. Eur J Neurosci. (2008) 27:2922–7. doi: 10.1111/j.1460-9568.2008.06241.x

 15. Courtois F, Carrier S, Charvier K, Guertin PA, Journel NM. The control of male sexual responses. Curr Pharm Des. (2013) 19:4341–56. doi: 10.2174/13816128113199990333

 16. Wu SL, Chow MSM, L JY, Yang J, Zhou H, Yew DT. Visual sexual stimulation and erection, a brief review with new fMRI data. Curr Med Chem. (2017) 24:1139–46. doi: 10.2174/0929867323666161213102528

 17. Cera N, Delli Pizzi S, Di Pierro ED, Gambi F, Tartaro A, Vicentini C, et al. Macrostructural alterations of subcortical grey matter in psychogenic erectile dysfunction. PLoS ONE. (2012) 7:e39118. doi: 10.1371/journal.pone.0039118

 18. Cera N, Di Pierro ED, Ferretti A, Tartaro A, Romani GL, Perrucci MG. Brain networks during free viewing of complex erotic movie: new insights on psychogenic erectile dysfunction. PLoS ONE. (2014) 9:e105336. doi: 10.1371/journal.pone.0105336

 19. Zhao L, Guan M, Zhang X, Karama S, Khundrakpam B, Wang M, et al. Structural insights into aberrant cortical morphometry and network organization in psychogenic erectile dysfunction. Hum Brain Mapp. (2015) 36:4469–82. doi: 10.1002/hbm.22925

 20. Wang Y, Dong M, Guan M, Wu J, He Z, Zou Z, et al. Aberrant insula-centered functional connectivity in psychogenic erectile dysfunction patients: a resting-state fMRI study. Front Hum Neurosci. (2017) 11:221. doi: 10.3389/fnhum.2017.00221

 21. Chen J, Chen Y, Gao Q, Chen G, Dai Y, Yao Z, et al. Impaired prefrontal-amygdala pathway, self-reported emotion, and erection in psychogenic erectile dysfunction patients with normal nocturnal erection. Front Hum Neurosci. (2018) 12:157. doi: 10.3389/fnhum.2018.00157

 22. Chen J, Huang X, Liu S, Lu C, Dai Y, Yao Z, et al. Disrupted topological properties of brain networks in erectile dysfunction patients owing predominantly to psychological factors: a structural and functional neuroimaging study. Andrology. (2020) 8:381–91. doi: 10.1111/andr.12684

 23. Xu Z, Yang X, Gao M, Liu L, Sun J, Liu P, et al. Abnormal resting-state functional connectivity in the whole brain in lifelong premature ejaculation patients based on machine learning approach. Front Neurosci. (2019) 13:448. doi: 10.3389/fnins.2019.00448

 24. Chen J, Huang X, Lu C, Liu T, Dai Y, Yao Z, et al. Graph analysis of DTI-based connectome: decreased local efficiency of subcortical regions in PE patients with high sympathetic activity. Andrology. (2020) 8:400–6. doi: 10.1111/andr.12701 

 25. Chen J, Yang J, Huang X, Ni L, Fan Q, Liu T, et al. Reduced segregation and integration of structural brain network associated with sympathetic and dorsal penile nerve activity in anejaculation patients: a graph-based connectome study. Andrology. (2020) 8:392–9. doi: 10.1111/andr.12715

 26. Zhang P, Liu J, Li G, Pan J, Li Z, Liu Q, et al. White matter microstructural changes in psychogenic erectile dysfunction patients. Andrology. (2014) 2:379–85. doi: 10.1111/j.2047-2927.2014.00191.x

 27. Zang YF, He Y, Zhu CZ, Cao QJ, Sui MQ, Liang M, et al. Altered baseline brain activity in children with ADHD revealed by resting-state functional MRI. Brain Dev. (2007) 29:83–91. doi: 10.1016/j.braindev.2006.07.002

 28. Smitha KA, Akhil Raja K, Arun KM, Rajesh PG, Thomas B, Kapilamoorthy TR, et al. Resting state fMRI: a review on methods in resting state connectivity analysis and resting state networks. Neuroradiol J. (2017) 30:305–17. doi: 10.1177/1971400917697342

 29. Cheng R, Qi H, Liu Y, Zhao S, Li C, Liu C, et al. Abnormal amplitude of low-frequency fluctuations and functional connectivity of resting-state functional magnetic resonance imaging in patients with leukoaraiosis. Brain Behav. (2017) 7:e00714. doi: 10.1002/brb3.714

 30. Tang Y, Zhou Q, Chang M, Chekroud A, Gueorguieva R, Jiang X, et al. Altered functional connectivity and low-frequency signal fluctuations in early psychosis and genetic high risk. Schizophr Res. (2019) 210:172–9. doi: 10.1016/j.schres.2018.12.041

 31. Wang XF, Zhu JC, Deng CH. Guidelines for the Diagnosis and Treatment of Chinese Male Diseases. 2013 ed. Beijing: People's Medical Publishing House (2013).

 32. Zung WWK. A rating instrument for anxiety disorders. Psychosomatics. (1971) 12:371–9. doi: 10.1016/S0033-3182(71)71479-0

 33. Zung WW. A self-rating depression scale. Arch Gen Psychiatry. (1965) 12:63–70. doi: 10.1001/archpsyc.1965.01720310065008

 34. Rosen RC, Cappelleri JC, Smith MD, Lipsky J, Pena BM. Development and evaluation of an abridged, 5-item version of the International Index of Erectile Function. (IIEF-5) as a diagnostic tool for erectile dysfunction. Int J Impot Res. (1999) 11:319–26. doi: 10.1038/sj.ijir.3900472

 35. Cappelleri JC, Rosen RC. The Sexual Health Inventory for Men. (SHIM): a 5-year review of research and clinical experience. Int J Impot Res. (2005) 17:307–19. doi: 10.1038/sj.ijir.3901327

 36. Althof SE, Cappelleri JC, Shpilsky A, Stecher V, Diuguid C, Sweeney M, et al. Treatment responsiveness of the Self-Esteem and Relationship questionnaire in erectile dysfunction. Urology. (2003) 61:888–92. doi: 10.1016/S0090-4295(03)00041-4

 37. Cappelleri JC, Althof SE, Siegel RL, Shpilsky A, Bell SS, Duttagupta S. Development and validation of the Self-Esteem And Relationship. (SEAR) questionnaire in erectile dysfunction. Int J Impot Res. (2004) 16:30–8. doi: 10.1038/sj.ijir.3901095

 38. McCabe MP, Althof SE. A systematic review of the psychosocial outcomes associated with erectile dysfunction: does the impact of erectile dysfunction extend beyond a man's inability to have sex? J Sex Med. (2014) 11:347–63. doi: 10.1111/jsm.12374

 39. Porst H, Gilbert C, Collins S, Huang X, Symonds T, Stecher V, et al. Development and validation of the quality of erection questionnaire. J Sex Med. (2007) 4:372–81. doi: 10.1111/j.1743-6109.2006.00422.x

 40. Yan CG, Wang XD, Zuo XN, Zang YF. DPABI: Data Processing and Analysis for (Resting-State) brain imaging. Neuroinformatics. (2016) 14:339–51. doi: 10.1007/s12021-016-9299-4

 41. Power JD, Barnes KA, Snyder AZ, Schlaggar BL, Petersen SE. Spurious but systematic correlations in functional connectivity MRI networks arise from subject motion. Neuroimage. (2012) 59:2142–54. doi: 10.1016/j.neuroimage.2011.10.018

 42. Fiorenzato E, Strafella AP, Kim J, Schifano R, Weis L, Antonini A, et al. Dynamic functional connectivity changes associated with dementia in Parkinson's disease. Brain. (2019) 142:2860–72. doi: 10.1093/brain/awz192

 43. Friston KJ, Williams S, Howard R, Frackowiak RS, Turner R. Movement-related effects in fMRI time-series. Magn Reson Med. (1996) 35:346–55. doi: 10.1002/mrm.1910350312

 44. Yan CG, Cheung B, Kelly C, Colcombe S, Craddock RC, Di Martino A, et al. A comprehensive assessment of regional variation in the impact of head micromovements on functional connectomics. Neuroimage. (2013) 76:183–201. doi: 10.1016/j.neuroimage.2013.03.004

 45. Biswal B, Yetkin FZ, Haughton VM, Hyde JS. Functional connectivity in the motor cortex of resting human brain using echo-planar MRI. Magn Reson Med. (1995) 34:537–41. doi: 10.1002/mrm.1910340409

 46. Chumbley JR, Friston KJ. False discovery rate revisited: FDR and topological inference using Gaussian random fields. Neuroimage. (2009) 44:62–70. doi: 10.1016/j.neuroimage.2008.05.021

 47. Chumbley J, Worsley K, Flandin G, Friston K. Topological FDR for neuroimaging. Neuroimage. (2010) 49:3057–64. doi: 10.1016/j.neuroimage.2009.10.090

 48. Zeng F, Sun R, He Z, Chen Y, Lei D, Yin T, et al. Altered functional connectivity of the amygdala and sex differences in functional dyspepsia. Clin Transl Gastroenterol. (2019) 10:e00046. doi: 10.14309/ctg.0000000000000046

 49. Preacher KJ, Hayes AF. Asymptotic and resampling strategies for assessing and comparing indirect effects in multiple mediator models. Behav Res Methods. (2008) 40:879–91. doi: 10.3758/BRM.40.3.879

 50. Gu Y, Vorburger RS, Gazes Y, Habeck CG, Stern Y, Luchsinger JA, et al. White matter integrity as a mediator in the relationship between dietary nutrients and cognition in the elderly. Ann Neurol. (2016) 79:1014–25. doi: 10.1002/ana.24674

 51. Callaghan BL, Dandash O, Simmons JG, Schwartz O, Byrne ML, Sheeber L, et al. Amygdala resting connectivity mediates association between maternal aggression and adolescent major depression: a 7-year longitudinal study. J Am Acad Child Adolesc Psychiatry. (2017) 56:983–91.e983. doi: 10.1016/j.jaac.2017.09.415

 52. Tiefer L, Schuetz-Mueller D. Psychological issues in diagnosis and treatment of erectile disorders. Urol Clin North Am. (1995) 22:767–73.

 53. Cappelleri JC, Bell SS, Althof SE, Siegel RL, Stecher VJ. Comparison between sildenafil-treated subjects with erectile dysfunction and control subjects on the Self-Esteem And Relationship questionnaire. J Sex Med. (2006) 3:274–82. doi: 10.1111/j.1743-6109.2005.00205.x

 54. Moncada I, Martinez-Jabaloyas JM, Rodriguez-Vela L, Gutierrez PR, Giuliano F, Koskimaki J, et al. Emotional changes in men treated with sildenafil citrate for erectile dysfunction: a double-blind, placebo-controlled clinical trial. J Sex Med. (2009) 6:3469–77. doi: 10.1111/j.1743-6109.2009.01514.x

 55. Patel HR, Ilo D, Shah N, Cuzin B, Chadwick D, Andrianne R, et al. Effects of tadalafil treatment after bilateral nerve-sparing radical prostatectomy: quality of life, psychosocial outcomes, and treatment satisfaction results from a randomized, placebo-controlled phase IV study. BMC Urol. (2015) 15:31. doi: 10.1186/s12894-015-0022-9

 56. Tang WH, Zhuang XJ, Ma LL, Hong K, Zhao LM, Liu DF, et al. Effect of sildenafil on erectile dysfunction and improvement in the quality of sexual life in China: a multi-center study. Int J Clin Exp Med. (2015) 8:11539–43. 

 57. Ponomarenko GN, Bin'iash TG, Raigorodskii Iu M, Guliaev AS, Shul'diakov VA, Kiriliuk AM, et al. Transcranial magneto- and electrostimulation in patients with obesity and erectile dysfunction [Article in Russian]. Vopr Kurortol Fizioter Lech Fiz Kult. (2009) 5:30–3.

 58. Andersson E, Walén C, Hallberg J, Paxling B, Dahlin M, Almlöv J, et al. A randomized controlled trial of guided Internet-delivered cognitive behavioral therapy for erectile dysfunction. J Sex Med. (2011) 8:2800–9. doi: 10.1111/j.1743-6109.2011.02391.x

 59. Wassersug R, Wibowo E. Non-pharmacological and non-surgical strategies to promote sexual recovery for men with erectile dysfunction. Transl Androl Urol. (2017) 6(Suppl. 5):S776–94. doi: 10.21037/tau.2017.04.09

 60. Spinella M. The role of prefrontal systems in sexual behavior. Int J Neurosci. (2007) 117:369–85. doi: 10.1080/00207450600588980

 61. Walter M, Witzel J, Wiebking C, Gubka U, Rotte M, Schiltz K, et al. Pedophilia is linked to reduced activation in hypothalamus and lateral prefrontal cortex during visual erotic stimulation. Biol Psychiatry. (2007) 62:698–701. doi: 10.1016/j.biopsych.2006.10.018

 62. Cheng JC, Secondary J, Burke WH, Fedoroff JP, Dwyer RG. Neuroimaging and sexual behavior: identification of regional and functional differences. Curr Psychiatry Rep. (2015) 17:55. doi: 10.1007/s11920-015-0593-x

 63. Leon-Carrion J, Martin-Rodriguez JF, Damas-Lopez J, Pourrezai K, Izzetoglu K, Barroso YMJM, et al. Does dorsolateral prefrontal cortex. (DLPFC) activation return to baseline when sexual stimuli cease? The role of DLPFC in visual sexual stimulation. Neurosci Lett. (2007) 416:55–60. doi: 10.1016/j.neulet.2007.01.058

 64. Seok JW, Sohn JH. Neural substrates of sexual desire in individuals with problematic hypersexual behavior. Front Behav Neurosci. (2015) 9:321. doi: 10.3389/fnbeh.2015.00321

 65. Cacioppo S. Neuroimaging of female sexual desire and hypoactive sexual desire disorder. Sex Med Rev. (2017) 5:434–44. doi: 10.1016/j.sxmr.2017.07.006

 66. Seeley WW, Menon V, Schatzberg AF, Keller J, Glover GH, Kenna H, et al. Dissociable intrinsic connectivity networks for salience processing and executive control. J Neurosci. (2007) 27:2349–56. doi: 10.1523/JNEUROSCI.5587-06.2007

 67. Hoffmann M. The human frontal lobes and frontal network systems: an evolutionary, clinical, and treatment perspective. ISRN Neurol. (2013) 2013:892459. doi: 10.1155/2013/892459

 68. Beauregard M, Levesque J, Bourgouin P. Neural correlates of conscious self-regulation of emotion. J Neurosci. (2001) 21:Rc165. doi: 10.1523/JNEUROSCI.21-18-j0001.2001

 69. Laird AR, Eickhoff SB, Li K, Robin DA, Glahn DC, Fox PT. Investigating the functional heterogeneity of the default mode network using coordinate-based meta-analytic modeling. J Neurosci. (2009) 29:14496–505. doi: 10.1523/JNEUROSCI.4004-09.2009

 70. Andrews-Hanna JR, Smallwood J, Spreng RN. The default network and self-generated thought: component processes, dynamic control, and clinical relevance. Ann N Y Acad Sci. (2014) 1316:29–52. doi: 10.1111/nyas.12360

 71. Hu SH, Wei N, Wang QD, Yan LQ, Wei EQ, Zhang MM, et al. Patterns of brain activation during visually evoked sexual arousal differ between homosexual and heterosexual men. Am J Neuroradiol. (2008) 29:1890–6. doi: 10.3174/ajnr.A1260

 72. Huh J Park K Hwang IS Jung SI Kim HJ Chung TW . Brain activation areas of sexual arousal with olfactory stimulation in men: a preliminary study using functional MRI. J Sex Med. (2008) 5:619–25. doi: 10.1111/j.1743-6109.2007.00717.x

 73. Stoleru S, Fonteille V, Cornelis C, Joyal C, Moulier V. Functional neuroimaging studies of sexual arousal and orgasm in healthy men and women: a review and meta-analysis. Neurosci Biobehav Rev. (2012) 36:1481–509. doi: 10.1016/j.neubiorev.2012.03.006

 74. Sumich AL, Kumari V, Sharma T. Neuroimaging of sexual arousal: research and clinical utility. Hosp Med. (2003) 64:28–33. doi: 10.12968/hosp.2003.64.1.2378

 75. Poeppl TB, Langguth B, Laird AR, Eickhoff SB. Meta-analytic evidence for neural dysactivity underlying sexual dysfunction. J Sex Med. (2019) 16:614–17. doi: 10.1016/j.jsxm.2019.02.012

 76. Buckner RL, Andrews-Hanna JR, Schacter DL. The brain's default network: anatomy, function, and relevance to disease. Ann N Y Acad Sci. (2008) 1124:1–38. doi: 10.1196/annals.1440.011

 77. Raichle ME. The brain's default mode network. Annu Rev Neurosci. (2015) 38:433–47. doi: 10.1146/annurev-neuro-071013-014030

 78. Pan W, Liu C, Yang Q, Gu Y, Yin S, Chen A. The neural basis of trait self-esteem revealed by the amplitude of low-frequency fluctuations and resting state functional connectivity. Soc Cogn Affect Neurosci. (2016) 11:367–76. doi: 10.1093/scan/nsv119

 79. Fransson P, Marrelec G. The precuneus/posterior cingulate cortex plays a pivotal role in the default mode network: evidence from a partial correlation network analysis. Neuroimage. (2008) 42:1178–84. doi: 10.1016/j.neuroimage.2008.05.059

 80. Hoefler A, Athenstaedt U, Corcoran K, Ebner F, Ischebeck A. Coping with self-threat and the evaluation of self-related traits: an fMRI study. PLoS ONE. (2015) 10:e0136027. doi: 10.1371/journal.pone.0136027

 81. Seghier ML. The angular gyrus: multiple functions and multiple subdivisions. Neuroscientist. (2013) 19:43–61. doi: 10.1177/1073858412440596

 82. Thakral PP, Madore KP, Schacter DL. A role for the left angular gyrus in episodic simulation and memory. J Neurosci. (2017) 37:8142–9. doi: 10.1523/JNEUROSCI.1319-17.2017

 83. Ferretti A, Caulo M, Del Gratta C, Di Matteo R, Merla A, Montorsi F, et al. Dynamics of male sexual arousal: distinct components of brain activation revealed by fMRI. Neuroimage. (2005) 26:1086–96. doi: 10.1016/j.neuroimage.2005.03.025

 84. Seok JW, Park MS, Sohn JH. Neural pathways in processing of sexual arousal: a dynamic causal modeling study. Int J Impot Res. (2016) 28:184–8. doi: 10.1038/ijir.2016.27

 85. Carson CC, Dean JD. Erectile dysfunction — etiology and risk factors. Management of Erectile Dysfunction in Clinical Practice. London: Springer London (2007). p. 19–39.

 86. Grandjean J, Azzinnari D, Seuwen A, Sigrist H, Seifritz E, Pryce CR, et al. Chronic psychosocial stress in mice leads to changes in brain functional connectivity and metabolite levels comparable to human depression. Neuroimage. (2016) 142:544–52. doi: 10.1016/j.neuroimage.2016.08.013

 87. Wise T, Marwood L, Perkins AM, Herane-Vives A, Joules R, Lythgoe DJ, et al. Instability of default mode network connectivity in major depression: a two-sample confirmation study. Transl Psychiatry. (2017) 7:e1105. doi: 10.1038/tp.2017.40

 88. Akiki TJ, Averill CL, Wrocklage KM, Scott JC, Averill LA, Schweinsburg B, et al. Default mode network abnormalities in posttraumatic stress disorder: a novel network-restricted topology approach. Neuroimage. (2018) 176:489–98. doi: 10.1016/j.neuroimage.2018.05.005

 89. Lee D, Lee J, Lee JE, Jung YC. Altered functional connectivity in default mode network in Internet gaming disorder: influence of childhood ADHD. Prog Neuropsychopharmacol Biol Psychiatry. (2017) 75:135–41. doi: 10.1016/j.pnpbp.2017.02.005

 90. Uytun MC, Karakaya E, Oztop DB, Gengec S, Gumus K, Ozmen S, et al. Default mode network activity and neuropsychological profile in male children and adolescents with attention deficit hyperactivity disorder and conduct disorder. Brain Imaging Behav. (2017) 11:1561–70. doi: 10.1007/s11682-016-9614-6

 91. Li R, Zhang S, Yin S, Ren W, He R, Li J. The fronto-insular cortex causally mediates the default-mode and central-executive networks to contribute to individual cognitive performance in healthy elderly. Hum Brain Mapp. (2018) 39:4302–11. doi: 10.1002/hbm.24247

 92. Bressler SL, Menon V. Large-scale brain networks in cognition: emerging methods and principles. Trends Cogn Sci. (2010) 14:277–90. doi: 10.1016/j.tics.2010.04.004

 93. Mulders PC, van Eijndhoven PF, Schene AH, Beckmann CF, Tendolkar I. Resting-state functional connectivity in major depressive disorder: a review. Neurosci Biobehav Rev. (2015) 56:330–44. doi: 10.1016/j.neubiorev.2015.07.014

 94. Akiki TJ, Averill CL, Abdallah CG. A network-based neurobiological model of PTSD: evidence from structural and functional neuroimaging studies. Curr Psychiatry Rep. (2017) 19:81. doi: 10.1007/s11920-017-0840-4

 95. van Oort J, Tendolkar I, Hermans EJ, Mulders PC, Beckmann CF, Schene AH, et al. How the brain connects in response to acute stress: a review at the human brain systems level. Neurosci Biobehav Rev. (2017) 83:281–97. doi: 10.1016/j.neubiorev.2017.10.015

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Yin, Liu, Ma, Li, Sun, Ren, Li, Huang, Chang and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.





[image: image]


OPS/images/fnins-13-00611/fnins-13-00611-t001.jpg
N 1

Age (yrs) 46
Sex F
Age at onset (yrs) 60
Side of onset R
Disease duration (yrs) 6
HY stage 2
UPDRS Ill - OFF 19
UPDRS il - ON 9
UPDRS i reduction (%) 53

58

85

17
6
65

5

48
M
54
L
4
2
19
10
48

Mean

51.2

51.5
4.7
2
176
8.8
49.3*

(sD)

(5.4)

©.5)

(1.2)

(1.5)
(1.6)
(10.7)

Vrs, years; HY, Hoehn and Yahr staging of severity of Parkinson disease; UPDRS, unified Parkinson’s Disease Rating Scale reported as score; *significant (p < 0.05).





OPS/images/fnins-13-00611/fnins-13-00611-t002.jpg
BRAIN AREAS

Angular gyrus L
Angular gyrus R
Middle Cingulate L
Middle Cingulate R
Posterior Cingulate L.
Posterior Cingulate R
Middle Frontal L
Middle Frontal R
Superior Frontal L
Superior Frontal R
Superior Occipital L.
Superior Occiptal R
Superior Parietal L
Superior Parietal R
Postcentral gyrus L
Postcentral gyrus R
Precentral gyrus L
Precentral gyrus R
Precuneus L
Precuneus R

SMAL

SMAR

BRODMANN AREAS

39, 19,22
39, 19, 22
31,32,23,24
31,32,28,24
31,23,118
31,23,118
6,8,9, 10
6,8,9, 10
6,8,9,10
6,8,9, 10
18,19,7,31
18,19,7, 81
7,19
7,19
1,2,8,40,43
1,2,38, 40,43
3,4,6
3,4,6
31,7,23,29
31,7,23,29
6
6

R-PG

VOXELS

72
685
0
13
0
40
259
211
132
257
187
53
167
115
201
121
15
61
57
141
18
1

L, left; R, right; SMA, supplementary motor area; PG, precentral gyrus.

ZMAX

2.83
3.29
0.00
267
0.00
3.01
2.88
3.04
297
291
2.98
2.81
291
295
2.90
293
2.54
3.05
279
2.85
2.81
2.33

L-PG

VOXELS

33
195
7
3
4
23
696
361
413
356
130
39
207
17
235
184
154
264
50

150
58

Z MAX

2.86
297
2.50
2.46
2.74
2.91
3.29
3.31
3.20
3.05
3.04
291
2.90
277
2.86
3.11
2.99
3.08
2.96
2.35
3.30
3.25

R-SMA

VOXELS

§oocooocoo

2 o
8

Zooooocoo

oo oo

Z MAX

~ w

©C000pPO0OO0OO0OO0OO0OO0O0KOgOOO0OO OO

3

8

L-SMA

VOXELS

0
51
78
31

0
5

469

398
196

233
144

162
191
373
164
370
250

62
57
97

Z MAX

0
2.80
3.19
2.60

2.63
3.36
3.32
3.12
324
3.07

335
3.12
323
3.19
3.38
3.46
2.46
2.81
2.88
2.84





OPS/images/fnins-13-00657/cross.jpg
3,

i





OPS/images/fnins-13-00657/fnins-13-00657-g001.jpg
Step 1) Sliding window

T

—_——

Subject 1 ::,;:/:\;.i
== i

Sliding Window

Step 2) Low-order FC Network

Step 3) Stacked Low-order FC Network
Step 4) Clustering

Step 6) High-order Features Step 5) High-order FC Network

Step 7) Selected Features

Step 8) SVM model / | <

eMCI






OPS/images/fnins-13-00617/fnins-13-00617-g003.jpg
Ch1-2 projections Ch3 projections Ch5-6 projections

4
. " JEFTR
1 = o
S
a " A

Ch4 medial projections Ch4 lateral projections Ch4 lateral projections
capsular subdivision perisylvian subdivision

Prevalence of regional connectivity decreases (%)

Dementia with Lewy bodies

0

50

100

0

50

100

Chi-2 Ch3 Ch5-6

Chdm Ch4ic Ch4ip





OPS/images/fnins-13-00611/cross.jpg
3,

i





OPS/images/fnins-13-00611/fnins-13-00611-g001.jpg
a b c
(™ o . vy !!
o aiid DL \ ' A ?

a

~— 4






OPS/images/fnins-13-00611/fnins-13-00611-g002.jpg
‘Connoctions siphe OFF mAa— L






OPS/images/fnins-13-00617/fnins-13-00617-g001.jpg
A SEED '
| C
| @
| S
T A wn
SEED SELECTION EXTRACTION OF AVERAGE ESTIMATION OF VOXEL- THRESHOLDING OF THE
TRACER UPTAKE WISE CORRELATIONS CONNECTIVITY MAP
VOXELS
l . .
@) by
— Z
(Vg
PET IMAGE EXTRACTION OF VOXEL-WISE SIGNAL DECOMPOSITION INTO SELECTION AND
TRACER UPTAKE DIFFERENT INDEPENDENT THRESHOLDING OF
COMPONENTS INDEPENDENT
COMPONENTS

Y

S103rans

ROIls SELECTION EXTRACTION OF AVERAGE ESTIMATION AND THRESHOLDING
TRACER UPTAKE OF THE CONNECTIVITY MATRIX

COMPUTATION OF GRAPH THEORY INDICES NETWORK TRANSLATION





OPS/images/fnins-13-00617/fnins-13-00617-g002.jpg
Healthy controls Dementia with Lewy bodies

o S S s O un 3
L S&aOK~SERaanoo
Frontal
Paracentral Lobule
Median Cingulate
Cortex

Rolandic Operculum
Parietal

Occipital

Temporal

Insula

Thalamus

Basal Ganglia
Brainstem
Cerebellum

ECE s IR score (DLB-HC)

® Frontal © Occipital ¢ Thalamus
® Paracentral ¢ Temporal @ Basal Ganglia
® Parietal ¢ Insula ® Brainstem

® Cerebellum






OPS/images/fnins-13-00971/fnins-13-00971-t001.jpg
Characteristic

Age

Sex ratio, male/female?
Education (y)
PDQ-4+_borderline
SAIS_N

CERQ_N

CES-D

SAl

TAI

BPD group
(N = 50)

25.33+2.93
25/25
15.82 £ 1.05
3.89 £ 1.98
4.29 £0.82
40.70 + 5.66
37.32 £ 10.20
37.72 £ 10.09
43.57 £ 8.71

HC group
(N =54)

24.83+1.37
21/33
16.21 £1.28
0.76 £ 0.97
3.49 £ 0.65
34.78 + 5.04
28.70 + 5.67
29.36 + 6.07
32.78 £ 5.22

t/x2

1.11
1.3
—1.68
9.42
5.53
8.07
4.42
4.35
6.21

0.27
0.25
0.09
< 0.01
< 0.01
< 0.01
< 0.01
< 0.01
< 0.01

PDQ-4+, Personality Diagnostic Questionnaire; SAIS_N, negative affectivity score
of Short Affect Intensity Scale; CERQ_N, negative subscale of Cognitive Emotion
Regulation Questionnaire; CES-D, Center for Epidemiologic Studies Depression
Scale; SAl, State Anxiety Inventory; TAI, Trait Anxiety Inventory. @Chi-square test; all

other t-tests.
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Basal ganglia
Terporal

Anterior cingulate cortex (ACO)
Medial frontal cortex (mFC)
Thalamus

Parietal
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Cerebellum

Occipital
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The listed areas are based on the Dosenbach atlas.
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rs-fMRI graph measure Brain area P-value

CSL modularity Median cerebellum 87 x 1078
CSN modularity Post occipital 5x 1074
CSL modularity Superior frontal cortex 89x 1078
CSN modularity Occipital 1.1 x 1072
CSL modularity Middle insula 1.4 x 1072
CSN modularity Precentral gyrus 2x 107"

P-values were calculated using the analysis of variance (ANOVA) to find a significant
difference among four groups of subjects.
CSL, Community structure Louvain; CSN, Community structure Newman.
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Three group  Three group  Four group
classification ~ classification classification

(AD,MCI-C,  (MCI-C, (AD, MCI-C,
MCI-NC) MCI-NC, MCI-NC,
HC) HC)
Sensitivty (%) AD 523 - 46.4
MC-C 360 440 240
MCI-NC 89.6 ang 61.8
HC - 695 755
Specificity (%) ~ AD 914 - 86.0
MCHC 977 0.8 96.1
MCI-NG 475 747 720
HC - 726 66.3
PPV (%) AD 773 - 497
MC-C 8 5238 766
MCI-NC 67.3 756 655
HC - 635 535
AUC AD 072 - 065
MCIC 067 068 0,60
MCI-NC 069 074 066
HC - 0.72 0.70
Accuracy (%)  AD 53 - a7
MCIC 36 44 24
MCI-NC 89 72 62
HC - 69 75
Numberof — rs-MRI 12 25 25
selected
features SMRI 8 5 7

The average number of selected rs-fMRI and sMRI features (across 5-folds of training
data) by the SFC algorithm are listed in two bottom rows.
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Age Gender (M/F) Educational level MMSE LHICV RHICV

Control (n = 9) 70.22 + 3.8333 1/8 3.44 £ 1.333 29.33 +£ 0.707 0.0026 + 0.0005 0.0027 + 0.0004
MCl (h = 11) 73.45 £ 3.297 7/4 391 £1.221 26.90 +2.132 0.0018 + 0.0004 0.0021 + 0.0004

M = males; F = females; Educational level was grouped into five levels: (1) lliterate, (2) Primary studies, (3) Elementary studies, (4) High school studies, and (5) University
studies; MMSE = Mini-Mental State Examination; LH ICV, Left hippocampus normalized by total intracranial volume (ICV); RH ICV, Right hippocampus normalized by ICV.
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Age Gender (M/F) Educational level MMSE LHICV RHICV

Control (n = 22) 70.91 £+ 3.853 9/13 3.50 + 1.225 29.32 + 0.646 0.0025 + 0.0003 0.0025 + 0.0003
MCI (n = 18) 71.89 £ 4.510 77 2.71£1.359 27.24 +1.954 0.0022 + 0.0005 0.0021 + 0.0005

M = males; F = females; Educational level was grouped into five levels: (1) lliterate, (2) Primary studies, (3) Elementary studies, (4) High school studies, and (5) University
studies; MMSE = Mini-Mental State Examination; LH ICV, Left hippocampus normalized by total intracranial volume (ICV); RH ICV, Right hippocampus normalized by ICV.
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Condition

Visual

Search

Visual
Target
Auditory
Search

Auditory
Target

Audiovisual
Search
Audiovisual

Target

Clusters surviving FDR correction are merked in bold font. Note that “corr B&B" s the Pearson correlation coefficient between the BOLD activation and Box and Blocks score i stroke
participants. Also note, “Search’ in this table refers (o the Ay, Viy, and AV regressors and “Target” refers to the As, Vs, and AVs regressors described in Section Generallnear modl
and cortical activation maps. ROI Acronyms: IFG, inferior frontal gyrus; I0G, inferior occipital gyrus; MOG, middle occipital gyrus; STG, superior temporal gyrus; SPG, superior parietal
gyrus; ITG, inferior temporal gyrus; SMG, supramarginal gyrus; LG, lingual gyrus; Cbl, cerebellum; PoCG, postcentral gyrus; PrCG, precentral gyrus; AG, angular gyrus; Fu, fusiform

RoI

MOG_R
STG R
SPG_R
CblR
AGL
LGL
LGR
SPG_L
MCP_L
STG_R
SPGL
STWM_L
Cul
PoCWM_R
CblLR
IFG_R
PICG_L
PrCG_L
STG_R
MCP_R
10G_R
PTR R
MTWM_L
ChblL
ITG_L
STG L
PoCWM_L
SPG_L

-1

—49

34

nVox

655
35
12
96

3616

1234
80
50
12
12

6027

528
206
166
86
37
35
34
643
484
70
52
40
32
25
12

-3.16
3.49
—2.00
-2.35
2.34
-3.65
-3.79
-2.73
-3.15
-2.00
—4.27
-3.77
258
-3.58
-5.21
-3.77
—2.44
-3.24
-3.63
-3.79
—4.46
-3.89
477
-1.54
-3.55
293
2.46
2.48

1t
1t

1t
1t

tt

tt
1t

1t
tt
tt

tt
tt
tt
23
1t
tt

tt

P

0.00636
0.00321

0.06249
0.03182
0.03275
0.00221

0.00167
0.01503
0.00851

0.06236
0.00062
0.00174
0.02122
0.00265
0.00009
000173
0.02772
0.00546
0.00235
0.00168
0.00041
0.00138
0.00022
0.14873
0.00282
0.01033
0.02672
0.02587

gyrus; MTG, middlle temporal gyrus; MCP. middle cerebellar peduncle; PTR, posterior thalamic radiation. Tp < 0.05,1p < 0.01.

corr B&B

0.716
-0.765
0.851
0.697
-0.845
0.844
0.698
0.761
0.672
0.742
0.656
0.887
0916
0.837
0.698
0.632
0.848
0.885
0.590
0.485
0.740
0.807
—-0.602
0910
0712
-0.692
-0.752
-0.743

t
t
t

P (slope)

0.03610
0.01972
0.00389
0.04527
0.00471

0.00481

0.04486
002112
0.05666
0.02676
0.06526
0.00154
0.00049
0.00566
0.04485
0.08274
0.00427
0.00162
0.11181

0.21533
0.02721
0.01023
0.10391

0.00067
0.03807
0.04777
0.02369
0.02650
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Run  IC ROI x y z nVox t P corr B&B p (slope)

Rest Right PF ITG_R 44 -1 —a4 13 -3.42 Ll 000360 0928 t 000028
DAN/CBIL SMG_R 68 -33 20 11 372 . 000188 ~0.794 i 001276
tt
Search V1 Medial LWM_R 12 -81 0 32 318 " 0.00617 0.853 ik 0.00377
Left SM Cbl_R a4 —65 —40 54 37 . 000192 -0915 i 0.00049
Left SM CbLR 3 53 -24 39 -326 0.00515 0.883 . 0.00171
Left SM PoCWM_L -20 -33 40 35 352 " 0.00301 -0.857 " 0.00347
Left SM PICG_R 36 -5 60 17 -4.43 - 0.00043 0.899 i 0.00097
Right PF AWM_R 36 -53 32 1 2.99 tt 0.00900 -0.732 t 002957
1t
SxorM  Right Insula FuR 28 -81 -8 12 264 i 001985 0953 " 0.00020
DMNmpf MTG_L 60 21 16 "o -4 T 0.00069 0.892 1t 0.00305
Left SM Cbl_R 50 —61 —a4 22 3.12 t 0.00720 —0.965 t 0.00007
Left SM Cbl_R 36 -53 -28 17 -301 i 0.00903 0.810 7 001711
Central M1 Cbl_R 36 -7 —40 1" 381 . 000177 0913 " 0.00152

Tp <005 Mp <0.01.

MNI spatial coordinates are provided for clusters with significant group differences betiween stroke participants and age-matched controls,

RO Acronyms: ITG, inferior temporal gyrus; SMG, supramarginal gyrus; LWM, lingual gyrus; Cbl, cerebellum; PoCWM, postcentral gyrus; PrCG, precentral gyrus; AWM, angular gyrus;
Fu, fusiform gyrus; MTG, middle temporal gyrus.

IC Acronyms: PF, parietofrontal control network; DAN, dorsal attention network; V1 medial, central visual network; SM, sensorimotor network; DMNmpf, default-mode network medial
prefrontal node.
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Subject ID S04 S05 s07 sS08 s10 s12 s14 s15 s16 s18

More affected side  Left Right Right Left Right Left Left Right Right Right
Dominant side Right Right Right Right Right Right Right Right Right Right
Lesion location  Right insula, right ~~ Left PLIC Left pons Right PLIC, Left  Left superior Right Left cerebelum  Left PLIC Unknown, Left brainstem,
temporal lobe ©sn ©sn PLIC (anterior to ~ parietal subcortical/cortical, (csn possibly left P left PLIC
=) PICG, PoCG
Boxandblocks 29 64 47 4 6 64 38 56 57 62
Wolf motor (75) 71 72 38 72 7% 54 58 74 7% 74
Fugl-Meyer upper 124 106 82 122 124 o7 120 126 124 122
extremity (/126)

Participant information including affected and dominant imb, lesion location, and ciinical scores including Box and Blocks, Wolf Motor, and Fugl-Meyer upper extremity (CST, corticospinal tract; PLIC, posterior limb of the intemal capsule;
PrCG, pre-central gyrus; PoCG, post-central gyrus; CP, cerebral peduncle).





OPS/images/fneur-10-00609/fneur-10-00609-t002.jpg
Network  Region x y z

DMN Precuneus 0 -55 26
DMN IPL left 48 -63 30
DMN IPL right -40 -59 30
PF left aPFC left 44 55 42
PF left IPL left 48 33 18
PF right aPFC right -28 -63 38
PF right IPL right —44 17 22
SM left M1 left 36 -19 62
SM left bl ant right -2 -51 -30
SM left bl post right -24 -55 -58
SM left M1 right -36 -19 62
SM left Cbl ant left 24 -51 -30
SM left bl post left 24 55 -58
SMright  S1right 40 -31 42
SMright  S1left -40 -31 42
Gl bl left 24 -67 -38
Cbl Cbl right -24 —67 -38
Vis V1 left -20 -1 -6
Vis V1 right 20 -91 -6
Visual Ext. V5 right 44 -59 —18
Visual Ext. V5 left —40 —67 -10
Aud left Al left 64 -7 -2
Audright Al right -56 -1 2
Thal Thal right 24 9 -6
Thal Thal left 28 13 -6

Table of point locations used for seed-based functional connectivity analysis. The
network name (ie., independent component), anatomical region, and MNI coordinates
are provided for each seed. Abbreviations: (DMN, defauit-mode network; PF left, left
parieto-frontal network; PF right, right paristofrontal network; SM left, left sensorimotor
network: Cbl, Cerebellum network; Vis, primary visual network; Visual Ext, extrastriate
visual network; Aud left, left primary auditory network; Aud right, right primry aucitory
network; Thal, thalamus network). Region abbreviations: (IPL, inferior perietal lobule;
aPFC, anterior prefrontal cortex; M1, primery motor cortex; S1, primary sensory cortex;
V1, primary visual cortex; A1, primary auditory cortex; /5, middle temporal visual area).
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Characteristic Pl participants (n = 44) HC participants (n = 46) P-value

Age (years) 40.59 + 11.51 39.29 + 9.25 0.458
Sex 20/24 17/29 0.233
(male/female)

Duration of 8.12 + 3.36 7.45 +5.21 0.372
education

(veas)

PSQlI 16.49 + 3.66 2.28 +£2.46 <0.001
ISI 20.84 + 3.67 2.35 +2.63 <0.001
SAS 47.43 £ 9.52 5.28 + 10.43 <0.001
SDS 52.03 +£9.77 6.25 £ 11.50 <0.001

—Unless otherwise noted, data are expressed as mean + SD. PSQI, Pittsburgh
Sleep Quality Index; ISI, Insomnia Severity Index; SAS, Self-Rating Anxiety Scale;
SDS = Self-Rating Depression Scale; Pl, primary insomnia; HC, healthy control.
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Index Region 1 abbreviations Region 2 abbreviations

Regions of decrease insomnia-related subnetwork 1

(12,30) IFGoperc.R INS.R
(14,30) IFGtriang.R INS.R
(16,30) ORBInf.R INS.R
(18,30) ROL.R INS.R
4,74) SFGdor.R PUT.R
(30,74) INS.R PUT.R
(74,76) PUT.R PAL.R
Regions of decrease insomnia-related subnetwork 2
(21,27) OLF.L REC.L
(21,31) OLF.L ACG.L
(22,32) OLFR ACG.R
(24,32) SFGmed.R ACG.R
(26,32) ORBsupmed.R ACG.R
(31,32) ACG.L ACG.R
(32,34) ACG.R DCG.R
(34,68) DCG.R PCUN.R
Regions of decrease insomnia-related subnetwork 3
(11,13) IFGoperc.L IFGtriang.L
(11,29) IFGoperc.L INS.L
(13,29) IFGtriang.L INS.L
(15,29) ORBInf.L INS.L
(17,29) ROL.L INS.L
Regions of decrease insomnia-related subnetwork 4
(33,35) DCG.L PCG.L
(43,45) CAL.L CUN.L
(39,47) PHG.L LING.L
(43,47) CAL.L LING.L
(39,55) PHG.L FFG.L
(47,55) LING.L FFG.L
(63,55) I0G.L FFG.L
(35,67) PCG.L PCUN.L
(45,67) CUN.L PCUN.L
Regions of increase insomnia-related subnetwork 5

(13,45) IFGtriang.L CUN.L
(37,45) HIP.L CUN.L
(13,49) IFGtriang.L SOG.L
(45,51) CUN.L MOG.L
(13,67) IFGtriang.L PCUN.L
(38,67) HIPR PCUN.L
(49,73) SOG.L PUT.L
(5,77) ORBsup.L THA.L
(45,77) CUN.L THA.L
(49,77) SOG.L THA.L

(

73,89) PUT.L ITG.L
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Brain hub region Nodal properties Clinical characteristics r

ORBsupmed.R

HIPR

THA.L

CAU.R

Ne
Dc
Dc
Ne
Dc
Be
Ne
Ne
Bce

SAS scores

ISI scores
Disease duration
SAS scores
Disease duration
Disease duration
SAS scores
SDS scores
SAS scores

0.332
—0.336
0.308
0.332
0.350
0.328
0.495
0.438
0.319

P-value

0.028
0.026
0.042
0.028
0.020
0.030
0.001
0.003
0.035

PIQS, Pittsburgh Sleep Quality Index; IS, Insomnia Severity Index; SAS, Self-Rating
Anxiety Scale; SDS, Self-Rating Depression Scale; Pl, primary insomnia.
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Regions abbreviations

PreCG
SFGdor
ORBsup
MFG
ORBmid
IFGoperc
IFGtriang
ORBInf
ROL
SMA
OLF
SFGmed
ORBsupmed
REC

INS
ACG
DCG
PCG

HIP

PHG
AMYG
CAL
CUN
LING
SOG
MOG
I0G

FFG
PoCG
SPG

IPL

SMG
ANG
PCUN
PCL
CAU
PUT
PAL
THA
HES
STG
TPOsup
MTG
TPOmId
TG

Brain regions (full name)

Precentral gyrus

Superior frontal gyrus, dorsolateral
Superior frontal gyrus, orbital part
Middle frontal gyrus

Middle frontal gyrus, orbital part

Inferior frontal gyrus, opercular part
Inferior frontal gyrus, triangular part
Inferior frontal gyrus, orbital part
Rolandic operculum

Supplementary motor area

Olfactory cortex

Superior frontal gyrus, medial

Superior frontal gyrus, medial orbital
Gyrus rectus

Insula

Anterior cingulate and paracingulate gyrus
Median cingulate and paracingulate gyrus
Posterior cingulate gyrus

Hippocampus

Parahippocampal gyrus

Amygdala

Calcarine fissure and surrounding cortex
Cuneus

Lingual gyrus

Superior occipital gyrus

Middle occipital gyrus

Inferior occipital gyrus

Fusiform gyrus

Postcentral gyrus

Superior parietal gyrus

Inferior parietal, but supramarginal and
angular gyrus

Supramarginal gyrus

Angular gyrus

Precuneus

Paracentral lobule

Caudate nucleus

Lenticular nucleus, putamen
Lenticular nucleus, pallidum
Thalamus

Heschl gyrus

Superior temporal gyrus

Temporal pole: superior temporal gyrus
Middle temporal gyrus

Temporal pole: middle temporal gyrus
Inferior temporal gyrus

Due to space limitations, the detailed descriptions (including L, left; R, right) could
be found at http://neuro.imm.dtu.dk/wiki/ Automated_Anatomical_Labeling.
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Global network properties

Small-world coefficient (sigma, o)

Clustering coefficient (Cp)

Characteristic path length (Lp)

Normalized Cp (gamma, y)

Normalized Lp (lambda,))

Global efficiency (Eg)

Local efficiency (Eloc)

Nodal network properties
Nodal efficiency (Ne)

Betweenness centrality (Bc)

Degree centrality (Dc)

Sigma = lambda/gamma, a real network would
be considered small world if y > 1 and » ~ 1,
oro=nNy>1.

Cp is the average clustering coefficient over all
nodes, which measures by calculating the
fraction of the node’s neighbors that are also
neighbors of each other.

Lp is the average distance of the shortest path
between every pair of nodes in all nodes, which
indicates the efficiency of information
transferred on a network.

¥ = Cpreal/Cprand, Cprand is the mean clustering
coefficient of 1,000 matched random networks.

= Lpreal/Lprand, Lprand is the mean shortest
path length of 1,000 matched random networks

Eg is defined as the mean value of shortest
path length between all pairs of nodes in the
network. It is a measure of functional
integration.

Eloc is defined as the inverse of the average
shortest path connecting all neighbors of a
node. It is a measure of functional segregation.

Ne is defined as the efficient between a node
and all other nodes in the network, which
evaluate the capacity of a given node for
information communication.

Bc is defined as the fraction of shortest paths
passing through a node, which evaluate the
contribution of a node on the communication
for other nodes.

Dc is defined as the number of edges that a
node shares with other nodes in the network,
which is a measure of node importance in the
network.
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Intervention TO Intervention T1

Mean/SD

Global cognition
MMSE 27.23/1.66
Speed attention
T™MT A 33.78/27.74
T™MT B 58.35/68.16
TMT AB  18.60/31.69

IR 6.75/1.95
DR 6.73/1.50
Language

FAS 36.5/6.86
Executive functions
FAB 17.10/1.32

Mean/SD

27.81/0.97

26.90/16.40
55.85/60.99
25.95/54.41

Immediate and delayed verbal memory

7.67/0.98
7.64/1.08

37.42/8.53

17.14/1.47

Controls TO Controls T1
Mean/SD Mean/SD

20.35/1.13  28.28/1.68
62.91/42.11 49.91/23.18
83.25/38.39 72.66/28.80

20.83/61.50 29.08/11.67

6.37/1.50 7.08/1.47
6.36/1.43 6.83/1.34

34.42/9.46  356.3/9.13

17.1/1.2 17.04/1.53

Means and standard deviation. *Indicates p < 0.05.

0.009*
0.61
0.62

0.96

0.79
0.55

0.98

0.90
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Control group  Intervention group

(n=12) (n=14) ANOVA one-way
Age (mean, SD) 65.7 (3.7) 69.5 (56.3) F=4.42,p=0.04
Education 13(2.7) 9.6 (2.9) F =8.43, p =0.008
Sex SM/TF (Y. =41.7)  2M/12F (Y. =14.3) X2 fisher corrected

X2 =2.46,p =0.19





OPS/images/fnins-13-00423/fnins-13-00423-t002.jpg
-32
27
-56

—51
—52
—51
-13

-51
16

—44
—87
—18

—54
—14

Seed

PCC
LAIFO
FEF
LTPJ
LG
LSTG
PCG L
LIFC
PG

Brain region

Posterior cingulate cortex
Anterior insula frontal operculum
Frontal eye field

Temporal parietal junction
Lingual gyrus

Superior temporal gyrus
Pre-central gyrus

Bilateral parietal cortex

nferior parietal gyrus

Brain
network

DMN
SLN
DAN
LAN
VIS
AUD
MOT
FPCN
CEN





OPS/images/fnins-13-00423/fnins-13-00423-t003.jpg
MMSE score

Group 0 Group 1
Mean SD Mean SD
TO 29.35 1.18 27.23 1.72
T1 28.28 1.76 27.81 1.01
F DF P Duncan post hoc effect
Within effect (Time) 0.68 1.24 0.419 0.549 -
Between effect (Group) 6.88 1.24 0.015 0.015 Group O > Group 1
Quadratic interaction 7.98 1.24 0.009 0.017 Group O TO > Group O T1
(Group x Time)
0.17  Group 1 TO = Group 1 T1
0.001 Group O TO > Group 1 TO
0.422 Group O T1 = Group 1 T1
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Dataset 1 Dataset 2

Characteristic AVHs Non-AVHs P values HCs AVHs Non-AVHs P values HCs

(n =33) (n=43) (n =35) (n =24) (n = 40) (n = 36)
Age (y) 24.7 £ 6.6 255 +56 0.563 271 +£7.3 21.6 £5:56 23.7+£7.3 0.49 29.3 £ 9.1
Gender (M/F) 17/16 26/17 0.24 22/13 1212 27/13 0.08 14/22
Education level (y) 18.0+2.0 183.3+1.8 0.41 13.6 £ 3.5 124 +£29 123+2.9 0.92 15.0 + 4.1
Duration of illness (mon) 23.0 £ 26.7 20.4 £29.2 0.80 NA 8.2+ 135 15.4 £20.6 0.12 NA
PANSS score
Total score 100.2 £ 18.5 91.1 £15.1 0.06 NA 85.2 £ 16.7 85.0 +15.1 0.52 NA
Positive score 275+78 21.2+53 0.33 NA 23.5+5.3 20.8 £5.8 0.80 NA
Negative score 25671 212+ 78 0.15 NA 171 +£7.0 209 +7.7 0.44 NA
General psychopathology score 472 +9.5 48.7 + 8.6 0.65 NA 436 £ 8.8 433 +£8.3 0.51 NA

HCs, healthy controls; PANSS, Positive and Negative Syndrome Scale.
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Position Number of Peak MNI coordinate Peak
voxels intensity
X y z

Anterior.L 6578 —26 —54 28 0.99

Anterior.R 362 52 —-14 -32 0.966
Antero-medial.L 5751 0 18 50 0.976
Antero-medial.R 8944 40 —-18 —-18 0.986
Antero-lateral.L 593 4 —58 24 0.966
Antero-lateral.R 32601 —40 32 —-20 0.992
Middle.L 2743 -16 —26 26 0.984
Middle.R 3512 2 —56 24 0.974
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AVHs NAVHs HCs AVHs vs. AVHs vs. NAVHSs vs.
HCs NAVHs HCs
mean Std mean std mean std
Antero-lateral.L 4.64 1.57 b./5 1.68 4.44 1.39 p=0.55 *p =0.04 *p =0.03
Antero-medial.L 3.76 1.79 4.23 1.83 3.29 1.64 *p =0.03 p=0.32 *p =0.04
Posterior.L 4.54 1.67 4.89 1.81 4.30 1.49 *p =0.04 p=0.57 *p =0.04
Middle.L 11.81 2.09 6.60 2.00 5.73 1.71 **p =0.00 **p=0.00 p=0.73
Middle.R 253 1.61 2.06 1.40 3.73 1.80 Hp= 001 p=098 o= D01
Antero-lateral.R 6.19 1.93 7.47 2.03 5.86 1.61 p=0.48 *p =0.02 *p = 0.01
Posterior.R 5.30 1.90 5.81 1.94 4.99 1.64 p=0.85 p=0.43 *p =0.03
Antero-medial.R 3.84 1.50 4.99 1.79 3.64 1.29 *p =0.03 *p=0.02 *p =0.01

*D, <I0:05:*p <0.01.
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Anatomical region BA MNI coordinates (x, y, 2) Cluster size (voxels) Tvalue

REC.R, ACG.R, ORBmid.R, CAU.R 11/10/32/25 -6, 39,-15 344 —3.458
PCUN.L, PCUN.R, DCG.L 31/7 —15,-48,33 264 —3.762
ANG.R, MOGR 39/19/7 39, -66, 39 280 —3.600
ANG.L, MOG.L, IPL.L 39/40119 —33, -60,33 337 —3.492

BA, Brodmann’s ares; x, y, z, coordinates of peak locations; T-value, t statistical values of peak locations; L, left; R, right; REC, gyrus rectus; ACG, anterior cingulate and
paracingulate gyri; ORBmId, midde frontal gyrus, orbital part; CAU, caudate nucleus; POUN, precuneus; DCG, median cingulate and paracingulate gyri; ANG, angular
gyrus; MOG, middle occipital gyrus; IPL, inferior parietal but supramarginal and angular gyri.
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Anatomical region BA MNI coordinates (x, y, 2) Cluster size (voxels) Tvalue

ACG.L, ACG.R, DCGR 24/32/23 —8,-21,27 429 —4.703
SFGdor.R, PreCG.R, MFG.R 6/8 18,6, 51 276 —3.793

BA, Broomann’s area; X, y, z, coordinates of peak locations; T-value, t statistical values of peak locations; L, left; R, right; ACG, anterior cingulate and paracingulate gyri
DCG, median cingulate and paracingulate gyri; SFGdor, superior frontal gyrus, dorsolateral; PreCG, precentral gyrus; MFG, midde frontal gyrus.
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Type of 1, AD patients
parameters {n =67)

RunLengthNonuniformity_angle45_offset1 RLM —-0.261*
LowGreyLevelRunEmphasis_AllDirection_offset1 RLM 0.222
LowGreyLevelRunEmphasis_AlDirection_offset7_SD RLM —0.008
Correlation_angle135_offset1 GLCM —0.260*
GreyLevelNonuniformity_AllDirection_offset1 RLM —0.282*

Pearson correlation analyses were conducted to calculate the correlations between
these selected features and the left hippocampal FC values. *P < 0.05. RLM, run-
length matrix; GLCM, gray level co-occurrence matrix.
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Type of r, AD patients

parameters {n =67)
ShortRunEmphasis_angle90_offset7 RLM 0.203
GLCMEntropy_AlDirection_offset1_SD GLCM 0.104
SurfaceVolumeRatio Formfactor 0.174
GreyLevelNonuniformity_AllDirection_offset1 RLM —0.044

Pearson correlation analyses were conducted to calculate the correlations between
these selected features and the right hippocampal FC values.





OPS/images/fnins-13-00435/fnins-13-00435-t001.jpg
AD patients NC group Statistic P-value

Sample size 67 44 NA NA

Age (years, 68.75 +£11.69 65.48 + 9.69 1.54 0.13
mean + SD)

Gender 29:38 20:24 0.05* 0.82*
(male/female)

Education 6.10 £3.78 711 +3.36 —1.44 0.15
(years,

mean + SD)

MMSE 1716 £ 5.54 29.09 +£0.77 —14.17 <0.01

SD, standard deviation, MIMISE, Mini-Mental State Examination. AD, Alzheimer’s
disease; NC, normal control Statistics were calculated with t-tests, unless
otherwise indicated. *x°-test was used.
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Clusters Number of members (dominant Total occurrence

second level clustering times (TRs)
patterns)
#1 g 789
#2 3 899
#3 2 910
#4 31 11,850
#5 4 796
#6 2 783
#7 2 721

Sum 47 16,748
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ROI-to-ROI functional Statistic ~ Uncorrected ~ FDR-

ity pvalue  corrected

pvalue

Immediate iTBS effect (TP2 vs. TP1):

Left dorsolateral SFG-left dorsal  F(1,0)=48.92  0.0001 00046

IFG

Left OrG-left lateral OrG F(1,9)=33.97 00003 00183

Left rostral IFG-right lateral F(1,9)=2898 00004 00323

MidFG

Left ventral IFG-right dorsal IFG 0.0007 0.0547
Left caudal IFG-right operculer IFG  F(1,9)=19.89 00016  0.0576
Left caudal IFG-right medial OrG ~ F(1,9)=2082  0.0014 0.0993
Long-term iTBS effect (TP3 vs. TP1):

Left caudal IFG-right medial F(1,9)=2945 00004 00153
amygdala

Left caudal IFG-right medial OrG ~ F(1,9)=31.58 00003  0.0153
Left medial OrG-right F(1,9)=2644 00006 00445
opercular IFG

Left MidFG-left lateral OrG

Left MidFG-left orbital OrG

Right orbital OrG-left dorsal CG

Left caudal IFG-left medial amygdala
Left OrG-right rostral IFG.

Right orbital OrG-right CG

00006 00449
00006 00415
00008 00571
00039 00941
00013 00977
0.0027 0.0082

CG, cingulate gyrus; FOR, false discovery rate; FG, inferior frontal gyrus; iTS,
intermittent theta-burst stimulation; MidFG, midde frontal gyrus; OrG, orbital gyrus
RO, region of interest; SFG, superior frontal gyrus; TR, timepoint. Significant FC
changes with FDR-p < 0.05 are in bold.
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Subject Number of Time spent (s) before any state Time spent (s) in each cluster (descending)

clusters transition (mean + standard
deviation)

#1 11 9.79 +£ 18.65 350, 329, 116, 33, 31, 28, 22,17, 13, 10, 1
#2 7 35.19 + 67.08 777,69, 60, 26, 13, 4, 1
#3 16 16.18 £ 21.62 456,172, 79, 69, 682, 27, 22,19, 11,10,6,4,4,8, 8, 8
#4 4 30.65 + 105.84 782,179,24,15
#5 12 11.59 + 18.61 348, 307,112, 70, 68, 16, 8,8, 5,4, 2, 2
#6 7 15.57 + 36.98 775, 185,24,9,38,2,2
#7 6 13.97 + 34.38 636, 143,105, 57, 5, 4
#8 15 13.19 £ 30.04 662, 78, 59, 56, 23, 19, 18,11,9,7,4,1, 1,1, 1
#9 14 10.92 + 14.45 294,149, 132, 85, 81, 65, 53, 49, 14, 12,9, 5,1, 1
#10 10 12.18 £ 20.94 369, 226, 220, 68, 26, 25, 8, 6, 1, 1
#11 7 24.36 + 43.06 591,196, 112, 26, 20, 4, 1
#12 6 13.57 £ 24.68 B06; 204, 1.0;,51;38,1
#13 15 7.98 +£11.36 574, 147, 47, 39, 36, 34, 15,15,15,12,56,5,8,2, 1
#14 11 12.18 + 48.36 534, 140,123, 58, 38,36,12,7,4,2,1
#15 16 10.78 £ 19.08 348, 298, 147, 65, 42, 11,11,5,5,5.4,8,8,8,2, 2
#16 10 13.19 + 25.68 839, 29, 23,21, 16,9, 8,3, 1, 1
#17 5 45.24 +101.86 851,74,15,9,1
#18 14 10.88 £ 12.97 476, 116, 108, 96, 52, 34, 26, 11, 7,6, 5, 5,4, 4
#19 12 11.88 £ 22.20 659, 169, 25, 22,15, 13,13, 12, 8,7, 6, 1
#20 9 27.14 +£70.18 813,84,20,17,7,4,2,2,1
#21 10 25.00 + 44.62 582,326, 13,11,6,4, 3,2,2,1

Summary (mean + standard deviation) 10.52 + 4.05 13.47 + 35.95 90.27 £ 177.96
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of precise TMS target

acquicisition beofre
and afier delivering
iTBS in MRI scanner

sMRI Neuroimaging-
(T1 weighted | guided precise
images) TMS target

sMRI
(T1 weighted
images)

MRS

(DLPFC) (DLPFC)

Timepoint 1: Timepoint 2: Timepoint 2:
before iTBS immediately after ~15 minutes after
iTBS iTBS
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Seed to target Fiber BPD HC group F P

metric group (N =44)
(N = 46)

ACC_L to FA 0354010 0.37+002 -7.85 <0.01

Frontal_mid_R MD(x10-3) 0.89+£003 091+005 -3.04 0.08
Probability ~ 0.11+£0.16 009+011 023 06
(x10~1)

ACC_L to FA 0.31+£001 0824001 011 074

Temporal_mid_L D (x10-3) 0.81+£0.02 0.81+£002 -263 0.1
Probabity ~ 0024042 0.02+006 -1.52 022

(x1072)

BPD, borderiine personality disorder; HC, healthy controls; ACC_L, left anterior
cingulate cortex; Frontal_Mid_R, right frontal middle gyrus; Temporal_Mid_L, left
temporal middle gyrus; FA, fractional anisotropy; MD, mean diffusivity.
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Cluster P_rwe—corr  Brainregion/  Voxels t MNI
fasciculus coordinates

(Xy Y’z)

ACC_L as a seed

FC1 Cluster1 0.041 Frontal_Mid_R 42 4.85 27, 36, 24
FC| Cluster2 0.037 Temporal_Mid_L 43 —-5.41 —45,-45,0
FC| Cluster3 0.026 Corpus callosum 47 —4.85 6, 3,24
ACC_R as a seed

FC| Cluster1 0.013 Corpus callosum 56 -5.13 6, 3,24

BPD, borderline personality disorder; HC, healthy controls; ACC_L, left
anterior cingulate cortex; ACC_R, right anterior cingulate cortex; FC, functional
connectivity; Frontal Mid_R, right frontal middle gyrus; Temporal Mid_L, left
temporal middle gyrus.
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Variable name Description Values

1. MMSE score MiniMental Status Exam Total Score
2. PSQl score Sleep (Pittsburgh Sleep Questionnaire) Total Score
3. Picture sequence unadjusted NIH Toolbox Picture Sequence Memory Test Unadjusted
Scale Score
4. Picture sequence adjusted NIH Toolbox Picture Sequence Memory Test Age-Adjusted
Scale Score
5. Card sort unadjusted NIH Toolbox Dimensional Change Card Sort Test
Unadjusted Scale Score
6. Card sort adjusted NIH Toolbox Dimensional Change Card Sort Test

Age-Adjusted Scale Scre

7. Flanker task unadjusted NIH Toolbox Flanker Inhibitory Control and Attentio Test
Unadjusted Scale Score
8. Flanker task adjusted NIH Toolbox Flanker Inhibitory Control and Attention Test
Adjusted Scale Score
—
9. PMAT24_A_CR Penn Matrix Test: Number of Corect Resonses
10. PMAT24_A_SI Penn Matrix Test: Total Skipped Items (items not presented 0-19
because maximum errors allowed reached)
11. PMAT24_A_RTCR Penn Matrix Test: Median Reaction Time for Correct Typical range: 2780-51,730
Responses
 instument Languagelioading decodng Ol Readng Recogniton)
12. Reading test unadjusted NIH Toolbox Oral Reading Recognition Test Unadjusted
Scale Score
13. Reading Test Adjusted NIH Toolbox Oral Reading Recognition Test Adjusted Scale
Score
S islmentlengwgeMeosptivevocsbulay
14. Picture vocabulary test unadjusted NIH Toolbox Picture Vocabulary Test Unadjusted Scale
Score
15. Picture vocabulary test adjusted NIH Toolbox Picture Vocabulary Test Adjusted Scale Score
. nslumentiprocessing speed (Paten Completon Processng Speed)
16. Processing speed unadjusted NIH Toolbox Pattern Comparison Processing Speed Test
Unadjusted Scale Score
17. Processing speed adjusted NIH Toolbox Pattern Comparison Processing Speed Test
Adjusted Scale Score
. nstumen: Sel-eguialon/impuisity Ocley Discountingd
18. SV_1mo_200 Subjective value for $200 at 1 month
19. SV_6mo_200 Subjective value for $200 at 6 months
20. SV_1yr_200 Subjective value for $200 at 1 year
21.SV_3yr_200 Subjective value for $200 at 3 years
22..SV_5yr_200 Subjective value for $200 at 5 years
23, SV_10yr_200 Subjective value for $200 at 10 years
24..8V_1mo_40K Subjective value for $40,000 at 1 month
25. SV_6mo_40K Subjective value for $40,000 at 6 months
26, SV_1yr_40K Subjective value for $40,000 at 1 year
27..SV_3yr_40K Subjective value for $40,000 at 3 years
28, SV_5yr_40K Subjective value for $40,000 at 5 years
29, SV_10yr_40K Subjective value for $40,000 at 10 years
30. AUC_200 Avea under the curve for discounting of $200 0.0-1.0
31. AUC_40K Area under the curve for discounting of $40,000 0.0-0
_ instrument Spatil orientation (Varisble Short Pem Line OrentationTest)
32. VSPLOT_TC Penn line orientation: total number correct 0-24
33. VSPLOT_CRTE Penn line orientation: median reaction time divided by expected number of clicks for correct trials Typical range: 6402800
34. VSPLOT_OFF Penn line orientation: total positions offfor al trials 0-165
—
35. SCPT_TP Short Penn CPT true positives= sum of CPN_TP and CPL_TP
36. SCPT_TN Short Penn CPT true negatives= sum of CPN_TN and GPL_TPN 0-120
37. SCPT_FP Short Penn CPT false positives= sum of CPN_FN and CPL_FN 0-120
38. SCPT_FN Short Penn CPT False Negatives = Sum of GPN_FN and CPL_FN 0-60
39. SCPT_TPRT Short Penn GPT median response time for true positive responses 0-1000 ms
40. SCPT_SEN Short Penn CPT Sensitivity = SCPT_TP/(SCPT_TP + SCPT_FN) Typical range: 0.8-1.0
41. SCPT_SPEC Short Penn CPT specifiity= SCPT_TN/SCPT_TN+ SCPT_FP) Typical range: 0.8-1.0
42. SCPT_LRNR Short Penn CPT longest run of non-responses) 516
—
43. WRD_TOT Penn word memory: total number of correct responses
44. WRD_RTC Penn word memory: median reaction time for correct responses Typlcal range: 1100-3200
o stumensWokdngmemory (UsiSoding)
45. List sorting unadjusted NIH Toolbox List Sorting Working Memory Test Unadjusted Scale Score
46. List sorting adjusted NIH Toolbox List Sorting Working Memory Test Adjusted Scale Score
S categmiEmoten
—
47. ER40_CR Penn emotion recognition: number of correct responses
48. ER40_CRT Penn emotion recognition: correct responses median response time (ms) Typxcal range: 1435-2746
49. ERI0ANG Penn emotion recognition: correct anger identifications 0-8
50. ERAOFEAR Penn emotion recognition: correct fear identificatins 0-8
51. ERAOHAP Penn emotion recognition: correct happy identifications 0-8
52. ER4ONOE Penn emotion recognition: correct neutral identifications 0-8
53. ER40SAD Penn emotion recognition: correct sad identifications 0-8
o rsmenNegatveatest
54. Anger-affect NIH Toolbox Anger-Affect Survey
55. Anger-hostiity NIH Toolbox Anger-Hostiity Survey
56. Anger-aggression NIH Toolbox Anger-Physical Aggression Survey
57. Fear-affect NIH Toolbo Fear-Affect Survey
58. Fear-somatic NIH Toolbox Fear-Somatic Arousal Survey
59. Sadness NIH Toolbox Sadness Survey
o memwmemPchoogedwelbeng
60. Life satisfaction NIH Toolbox General Life Satisfaction Survey
61. Meaning and purpose NIH Toolbox Meaning and Purpose Survey
62. Positive affect NIH Toolbox Positive Affect Survey
o smeniSoclmatorships
63. Friendship NIH Toolbox Friendship Survey
64. Loneliness NIH Toolbox Loneliness Survey
65. Perceived hostiity NIH Toolbox Perceived Hostiity Survey
66. Percelved rejection NIH Toolbox Perceived Rejection Survey
67. Emotional support NIH Toolbox Emotional Support Survey
68. Instrumental support NIH Toolbox Instrumental upport Survey
o ewmeneStessandselbeffossy
69. Perceived stress NIH Toolbox Perceived Stess Survey
70. Self-efficacy NIH Toolbox Self-Efficacy Survey

For more details, refer to HCP Q3 release manual http.//humanconnectome.org/documentation/Q3/Q3_Release_Reference_Manual.pdf.
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Qiu et al. 2018)

Quevenco et al. (2017)

Rashid et al. (2014)

Rashid et al. (2016)

Rashid et al. (2018a)

Siemens Trio 3T
250 volumes
TR=2s

Siemens Trio 3T
Unspecified volumes
TR=2s

Siemens Trio 3T
170 volumes
TR=2s

GE Excite 3T
195 volumes
TR=2s

Philips Achieva 7T
200 volumes
TR=2s

Siemens Allegra 3T
Eyes open

202 volumes
TR=15s

Siemens Allegra 3T
Eyes open

202 volumes
TR=15s
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160 volumes.
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. Sliding-window analysis, window

length = 50TRs (1005), steps =
5TRs (10s)

Graph theory analyses: network
strength, network efficiency,
nodal efficiency, small worldness
Variance of area-under-the-curve
of graph metrics

. Correlation with suicide

ideation scores

. Group ICA decomposition in 21

relevant independent
components of interest

. Siiding-window analysis, window

length = 55 TRs (110s), steps =
1TR(2s)

. kemeans dlustering (six recurring

states)

. Correlations with

disease duration

. Segmentation of bilateral

putamen and 56 brain regions.
from the Desikan atlas (Desikan
et al., 2006)

Slicing-window analysis, window
length = 30 TRs (60s), steps =
27TRs (45)

Standard deviation of TVG
strength

. Correlations with clinical scores

. Group ICA decomposition in 47

relevant independent
components of interest,
classified into eight functional
networks

. Sliding-window analysis, window

length = 22 TRs (44s), steps =
1TR(29)

. k-means clustering (five

recurring states). Fuzzy
metax-state analysis

. Segmentation of three

amygdalar subregions in each
hemisphere, following the
JuBrain Cytoarchitectonic Atlas
(Ziles and Amunts, 2010)
Sliding-window analysis, window
length = 100 TRs (200s), step =
1TR(29)

Voxel-wise maps of variance of
‘amygdalar TVC across windows

. Segmentation of 90 brain

cortical regions from the AAL
atlas (Tzourio-Mazoyer et al.,
2002)

Sliding-window analysis, window
length = 30 TRs (60s), steps =
17R @2s)

Principal components analysis:
eigen-connectivty

patterns (states)

. Group ICA decomposition in 49

relevant independent
components of interest,
classffied into 7 functional
networks

Sliding-window analysis, window
length = 22 TRs (33), steps =
1TR(1.55)

k-means clustering (five
recurring states)

. Group ICA decomposition in 49

relevant independent
components of interest,
classffied into seven functional
networks

Sliding-window analysis, window
length = 22 TRs (33), steps =
1TR(1.55)

k-means clustering (five
recurring-states)

. Machine learning classification of

the study subgroups

. Group ICA decomposition in 33

relevant independent
components of interest
Sliding-window analysis, window
length = 22 TRs (44), steps =
1TR@s)

k-means clustering (four
recurring states)

SD =10.3 years
30 healthy controls

18 females (60%)
mean age = 35.7 years
SD = 10.2 years

43 patients with idiopathic
generalized epilepsy

15 females (34.8%)

mean age = 23.12 years
SD = 4.8 years

48 healthy controls

19 females (39.5%)

mean age = 23.02 years
SD = 1.49 years

30 patients with
Parkinson's disease

11 females (36.7%)
mean age = 57.8 years
SD = 9.9 years

28 healthy controls

14 females (50%)
mean age = 58.4

SD = 7.6 years

53 patients with clinical
high-risk for psychosis
21 females (39.6%)
mean age = 20.4 years
SD = 4.5 years

58 schizophrenia patients
20 females (34.5%)
mean age = 21.8 years
SD = 3.8 years

70 healthy controls

41 females (58.6%)
mean age = 21.9 years
SD = 5.6 years

30 patients with major
depression disorder

20 females (66.7%)
mean age = 36.1 years
SD = 12,3 years

range = 18-60 years
62 healthy controls

33 females (53.2%)

mean age = 35.1 years
- SD = 15.9 years
- range = 16-81 years

37 healthy controls divided
according to
presence/absence of
memory decline

13 females (35.1%)

mean age = 73 years

SD = 6.6 years

60 schizophrenia patients
18 females (21.7%)

mean age = 35.85 years
SD = 12.01 years

38 bipolar disorder patients
20 females (52.6%)

mean age = 38.96 years
SD = 109 years

61 healthy controls

28 females (45.9%)

mean age = 3.4 years

SD = 1157 years

60 schizophrenia patients
13 ferales (21.7%)

mean age = 35.85 years
SD = 12.01 years

38 bipolar disorder patients
20 females (52.6%)

mean age = 38.96 years
SD = 109 years

61 healthy controls

28 females (45.9%)

mean age = 35.4 years
SD = 1157 years
Generation R study

774 children

22 children diagnosed with
autism spectrum disorders
15 children with autistic traits -
age range = 4.89-8.90 years
774 typical

development chidren

subjects and major depressed
patients without suicide ideation
Patients without suicide ideation
showed TVC atterations within the
left middle/inferior frontal gyrus,
fight  superior parietel  gyrus,
tight posteentral gyrus and right
fusiform gyrus

TVC network strength
distinguished patients with and
without suicide ideation from
healthy subjects

Patients  with  idiopathic
generalized  epilepsy  showed
reduced dwell time in a
state characterized by strong
correlations  between  visual
and  remaining  sense-related
networks, as well as increased
dwelltime in a state characterized
by strong correlations between
cognitive  and  sense-related
networks

In patients with idiopathic
generalized epilepsy, reduced
dwell time in the first
above-mentioned state was
correlated with a higher

seizure frequency

Compared 1o healthy controls,
Parkinson's  disease  patients
showed reduced TVC between
the posterior subunit in the left
putamen with the left superior
frontal gyrus, right putamen and
the right precentral gyrus, as well
as between the right posterior
putamen and  bilateral pallidum
nuclei

TVC abnormalities correlated with
more severe disabilty

Compared to healthy subjects,
schizophrenia ~patients showed
significantly  lower  global
meta-state dynamism

Compared to healthy controls,
patients with high-risk for
psychosis showed significantly
lower meta-state dynamism

Compared to healthy controls,
patients with major depression
disorder exhibited decreased
positive TVC correlations between
the amygdala and left
centromedial and superficial
subregions, primarily in the
brainstem, decreased positive
fronto-thalamic TVC, and
decreased negative TVC of the left
centromedial subregion with the
right superior frontal gyrus

In patients, mean positive TVG
strength between the left
centromedial region and
brainstem was positively
corretated with the age of onset
of major depression disorder
Subjects with memory decline
showed reduced TVC between
anterior and posterior brain areas.
Increased global connectivity,
reduced TVC between anterior
and posterior brain areas,
increased TVC between
interhemispheric fronto-temporal
areas and reduced TVC between
parietal and temporal areas
corretated with memory decline
and apoprotein E-e4 carrier status
Compared ~ to  controls,
schizophrenia patients ~showed
increased  TVC  between: ()
temporal regions; (i) frontal
regions; (i) subcortical regions; iv)
temporal and parietal regions, and
reduced TVC between: () frontal
and parietal regions and (i) frontal
and occipital areas

Compared to bipolar patients,
schizophrenia patients ~showed
increased  TVC  between: ()
frontal and parietal  areas;
@) sensorimotor  areas; (i)
sensorimotor and parietal areas
Compared to healthy controls,
bipolar disorder patients showed
increased TVC between temporal
and parietal areas, as well as
reduced TVC within

parietal regions

TVC improved classification
between patients with
schizophrenia, patients with
bipolar disorder and healthy
controls: TVC overall classification
accuracy (84.28%) was
significantly higher than overal
classification accuracy of static
FC metrics (69.12%)

In typically developing chidren,
TVC globally increased with age
in fronto-temporal, fronto-parietal
and temporo-parietal networks
Gompared to typically developing
children, autism spectrum
disorder children showed: ()
increased TVG between the right
insula and left





OPS/images/fnins-13-01038/fnins-13-01038-i004.jpg
M





OPS/images/fnins-13-00618/fnins-13-00618-t003b.jpg
Engels et al. (2018)
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Guo et al. (2018)

He et al. (2018)

Jie etal. (2018)

Jones et al. (2012)

Klugah-Brown et al.

018)

Lietal (2018)

Liao et al. (2018)

GE Signa HDxT 3T
202 volumes
TR=2.15s

17 sites
TR=2s

6 sites: Siemens Tim Trio 3T

1 site: GE Discovery MR750 3T
162 volumes

TR=2s

14 sites

Phiips Achieva 3T
TR=2s

Philips 3T scanners.
140 volumes
TRranging from 2.2 t0 3.1 s

GE Signa HDx 3T
100 volumes
TR=3s

GE Discovery MR750 3T
250 volumes:
TR=2s

GE Discovery 750 3T
240 volumes
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. Segmentation of 264 brain

regions from the Power atlas
(Power etal., 2011)
Sliding-window analysis, window
length = 28 TRs (60.25), steps
=5TRs (10.755)

. Standard deviation of TVC.

across windows

. Manual segmentation of 10

spherical ROIs (radius = 6 and
10mm)

Sliding-window analysis, window
length = 15 TRs (30s), steps =
47TRs (85)

Standard deviation of TVG
across windows

. Group ICA decomposition in 48

relevant independent
‘components of interest,
classified into seven functional
networks

Sliding-window analysis, window
length = 20 TRs (40s), steps =
1TR @25)

. k-means clustering of dynamic

‘ampiitude of low-frequency
fluctuations (six recurring states)

. Manual segmentation of three

spherical ROIs (radius = 6mm)
Flexible least squares to
construct a TVC map at each
timepoint

. k-means clustering (five

recurring states)
Correlations with clinical scores

. Group ICA decomposition of the

DMN, used to select the PCC for
subsequent analyses
Sliding-window analysis, window
length = 50 TRs (100s), steps =
27TRs (45)

. Calculation of TVG map between

the PCC and the rest of the brain
in each window; calculation of
variance of FC across windows
k-means clustering analysis (six
recurring states)

Correlation with social

behavior scales

. Segmentation of 116 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al., 2002)
Slding-window analysis,
non-overlapping windows,
‘window length ranging from 30
1060

Metrics of temporal and spatial
variabilty of VG across
windows

. Six machine-learning

classffication algorithms

. Group ICA decomposition in 54

relevant independent
‘components of interest, used to
develop 68 cubical ROIs (edige
= 10mm)

. Siiding-window analysis, window

length = 9 TRs (27s) and 11
TRs (335)

. Graph theory: variabilty of

modularity across windows

. Group ICA decomposition in 50

relevant independent
‘components of interest,
classified into seven functional
networks

. Siiding-window analysis, window

length = 22 TRs (44s), steps =
1TR @25)

. k-means clustering (four

recurring states)
Indvidual reconstruction of TVC
states using dual regression

. Segmentation of cortical brain

regions from the AAL atlas
(Tzourio-Mazoyer et al., 2002)

. Siiding-window analysis, window

length = 50 TRs (100s), steps =
10TRs (205)

. Standard deviation of TVC

density (proportional to the
number of functional
connections) across windows

. Segmentation of 200 brain

regions using the Craddock atlas
(Craddock et al., 2012)

8D = 4.5 years
70 healthy controls

20 females (41%)

mean age = 21.9 years
SD = 5.6 years

24 Parkinson's
disease patients

7 females (29.2%)

mean age = 63.42 years

SD = 7.93 years

27 healthy controls

11 females (40.1%)

mean age = 59.37 years

SD = 8,54 years

Autism Brain Imaging Data
Exchange (ABIDE)

76 autism spectrum disorders
9 females (11.8%)

mean age = 16.1 years

SD = 4.9 years

range = 7-29.9 years

76 typically development
young adults

12 females (15.8%) mean age
= 158 years

SD = 4.5 years

range = 8-29.9 years

FBIRN Data Repository
151 schizophrenia patients
37 females (24.5%)

mean age = 37.8 years
SD = 11.4 years 163

healthy controls

46 females (28.2%)

mean age = 36.9 years

SD = 11 years

Autism Brain Imaging Data
Exchange (ABIDE)

209 autism spectrum
disorder adolescents

0 females (0%)

mean age = 16.5 years

SD = 6.2 years

298 typical

development adolescents

0 females (0%)

mean age = 16.8 years

SD = 6.2 years

Autism Brain Imaging Data
Exchange (ABIDE)

38 autism spectrum disorders
0 females (0%)

age range = 3-7 years.

41 typical

development children

0 females (0%)

age range = 3-6 years.

ADNI database

43 patients with mild cognitive
impairment wiith late onset
17 females (39.5%)

mean age = 72.1 years

SD = 8.2 years

56 patients with mild cognitive
impairment with early onset
35 females (62.5%)

mean age = 71.1 years
SD = 6.8 years

50 healthy controls

29 females (58%)

mean age = 75 years

SD = 6.9 years

28 patients with
Alzheimer's disease
Unspecified sex and age
892 healthy controls

438 fernales (49%)

median years = 79 years
range = 75-83 years

19 frontal lobe
epilepsy patients

9 females (47.4%)
median age = 24.2 years
range = 13-51 years

18 healthy controls

5 females (27.8%)
median age = 23.9 years
range = 11-41 years

43 children with benign
epilepsy

(centrotemporal spikes)

19 females (44.2%)

mean age = 9.61 years

SD = 2.04 years

28 typically developing chidren

18 females (46.4%)
mean age = 10 years
SD = 2.31 years

48 major depressive disorder
37 females (77.1%)
mean age = 34.8 years

to adults with high risk of
developing schizophrenia, - also
showed increased TVC between
the cerebellum, temporal cortex,
frontal gyri and thalami

Increased TVC between temporal
and cerebellar areas correlated
with higher symptom

severity scores

Compared with patients without
cognitive impairment, Parkinson's
disease patients  with  mild
cognitive  impairment  showed
higher TVC  between the DMN
and the rest of the brain

In patients, no correlation was
found between TVC abnormalities
and motor severity

No between-group differences
were observed in TVC

Compared 1o healthy controls,
schizophrenia patients  showed
increased  dynamic  amplitude
of low-frequency fluctuations in
states characterized by  strong
TVC between the thalami and
sensory regions

Patients also showed reduced
dynamic amplitude of
low-frequency fluctuations in
states characterized by weak
TVC between the thalami and
sensory regions

Compared to typically developing
adolescents, autism  spectrum
disorder  adolescents  showed
reduced TVC among the right
anterior insula,  ventromedial
prefrontal cortex and the posterior
central cortex

Reduced TVC between the right
anterior insula and the
ventromedial prefrontal cortex
correlated with higher

symptom severity

Compared to typically developing
children, Autism spectrum
disorders children showed
differences in TVC variance
between the PCC and: (1) the
whole brain; (2) the right
precentral gyrus; and (3) visual
areas

In autism spectrum disorder
children, lower TVC variance
between the PCC and the right
precentral gyrus negatively
correlated with social motivation

Patients with early mild cognitive
impairment, compared to healthy
controls, showed increased TVC
variabiity

TVC abnormalities helped to
identify patients with early-onset
mild cognitive impairment from
patients with late-onset mild
cognitive impairment and healthy
controls (accuracy = 74.7 and
73.6%, respectively)

Patients with Alzheimer's disease
showed lower dwell time in brain
states with strong contributions of
the posterior areas of the DMN,
and higher dwell time in states
with strong contributions of the
anterior areas of the DMN

Compared to healthy subjects,

epiepsy  patients  showed
reduced TVC between the
fronto-parietal  network  and

cerebllar/subcortical networks
They also spent less time in
the most fundamental connectivty
state

Alower dwell time i this state
correlated with age of

seizure onset

Compared to typically developing
children, epilepsy children showed
decreased TVC variabilty in the
orbital inferior frontal gyrus and
increased TVC variability in the
precuneus

Patients with interictal epileptiform
discharges, compared to patients
without  interictal  epileptiform
discharges, showed higher TVG
variability in the supramarginal
gyrus

Excessive TVC variabilty of the
precuneus correlated with a
younger onset age of seizure
Increased network strength and
efficiency in patients with suicide
ideation compared to healthy
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Group Amygdala seed (contrast) Clusters (anatomical regions) Number of voxels in the cluster X Y Z Effect size (beta) T
TR R>L Right temporal pole 5027 24 0 -16 0.15 14.9
TR L>R Left insular cortex 2671 —24 0 -16 0.16 156
Left cingulate gyrus 317 —22 -16 44 0.07 4.97
RD R>L Right temporal pole 2201 26 0 -16 0.24 9.03
Right middle frontal gyrus 267 28 32 26 0.1 4.64
RD L>R Left hippocampus 2887 —26 0 -18 0.21 7.88

FDR, false discovery rate; TR, typical readers; RD, children with reading difficulties; L, left; R, right; X/Y/Z, centroid coordinates.
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Study

Abrol et al. (2017)

Alderson et al. (2018)

Cai J. et al. (2018)

Cetin et al. (2016)

Chen etal. (2018)

Damaraju et al. (2014)

Diez-Cirarda et al. (2018)

Duetal. (2017)

Duetal. (2018)

RS fMRI acquisition
parametersS

Six sites: Siemens Tim Trio 3T
One site: GE Discovery MR750
3T

162 volumes

TR=2s

Philips Intera MR 3T
140 volumes
TR=3s

Siemens Trio 3T
Unspecified volumes
TR=2s

Siemens Trio 3T
149 volumes
TR=2s

Philips Achieva 3T
170 volumes
TR=2s

6 sites: Siemens Tim Trio 3T

1 site: GE Discovery MR750 3T
162 volumes

TR=2s

Philips Achieva TX 3T
214 volumes
TR=21s

3 sites: Siemens Trio Tim 3T
2 sites: GE Signa HDx 3T

1 site: Siemens Allegra 3T

1 site: Philps 3T

100-210 volumes:

TR ranging from 1.5 0 35

Siemens Tim Trio 3T
180 volumes
TR=2s

TVC analysis approach*
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Group ICA decomposition in 47
relevant independent
components of interest,
classified into 7 functional
networks

. Sliding-window analysis, window

length = 22 TRs (44), steps =
1TR(2s)

. Clustering (five recurring states)

performed using temporal ICA
Correlations with gray

matter volumes

Group ICA decomposition in
nine relevant independent
components of interest,
subsequently segmented in 148
cortical regions from the
Destrieux atlas (Destrieux et al.,
2010)

Time-frequency analysis

. Graph theory: synchrony, global

metastabilty, eigenvector
centralty, clustering coefficient,
local efficiency, and participation
coefficient

. Correlation with

structural abnormalities

. Segmentation of 76 brain

regions from the Desikan atlas
(Desikan et al., 2006)
Sliding-window analysis, window
length = 30 TRs (60s), steps =
27TRs (45)

Graph theoretical analysis:
global efficiency, clustering
efficiency, modularity,
assortativty, Fiedler value

. Group ICA decomposition in 39

relevant independent
components of interest

. Siiding-window analysis, window

length = 31 TRs (62$), steps =
1TRs (25)

kemeans clustering (five
recurring states)

Correlations with
magnetoencephalography data
and classification performance
compared to static FC

and magnetoencephalography

. Segmentation of left and right

primary motor area, premotor
cortex and supplementary motor
area (spherical RO, radii
5mm)

Sliding-window analysis, window
length = 82TRs (64s), steps = 1
TR(2s)

. Standard deviation of TVC

across windows

. Group ICA decomposition in 50

relevant independent
components of interest,
classified into 7 different
functional networks
Sliding-window analysis, window
length = 22 TRs (44s), steps =
1TR(29)

k-means clustering (five
recurring states)

. Group ICA decomposition in 29

relevant independent
ccomponents of interest,
classified into seven functional
networks

Sliding-window analysis, window
length = 22 TRs (44.25), steps
—1TR@1s)

Kk-means clustering (two
recurring states).

Graph theory: global efficiency,
local efficiency, clustering
coefiicient,

betweenness centrality

. Segmentation of 116 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al., 2002)
Sliding-window analysis, window
length = 20 TRs (ranging from
3010 605)

GIG-ICA clustering (fve
recurring-states)

Corretations with

cognitive scores

. Segmentation of 116 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al., 2002)
Sliding-window analysis, window
length = 20 TRs (405), steps =
17R (25)

GIG-ICA clustering

(five recurring-states)

Study subjects®

FBIRN Data Repository 151
schizophrenia patients

37 females (24.5%)

mean age = 37.8 years

163 healthy subjects

46 females (28.2%)

mean age = 36.9 years

ADNI database 34 patients
with Aizheimer’s disease
18 females (52.9%)
mean age = 78.79 years
SD = 6.14 years

33 patients with mid
cognitive impairment

13 females (39.4%)
mean age = 73.61 years
SD = 5.6 years

36 healthy controls

19 females (52.8%)
mean age = 74.46 years
SD =551 years

69 Parkinson's
disease patients

30 females (43.5%)
mean age = 60 years
SD = 9.8 years

29 healthy controls

13 females (43.5%)
mean age = 583 years
SD = 97.5 years

47 schizophrenia patients
13 females (27.7%)
mean age = 35.18 years
SD = 11.83 years

45 healthy controls

7 females (15.6%)

mean age = 37.28 years
SD = 13.86 years

70 stroke patients
45 right-sided lesions:

23 females (32.9%)
mean age = 58.44 years
SD = 11.43 years

25 left-sided lesions

8 females (11.4%)

mean age = 59.88 years
SD = 12.96 years

56 healthy controls

26 females (37.1%)

mean age = 56.73 years
D = 1021 years

151 schizophrenia patients

37 females (24.5%)

mean age = 37.8 years

163 healthy subjects

46 females (28.2%)

mean age = 36.9 years

37 patients with
Parkinson's disease

12 with normal cognition
6 females (50%)

mean age = 65.17 years
SD = 8.31 years

23 with mild cognitive
impairment

10 females (44%)

mean age = 69.17 years
SD = 4.48 years

26 healthy controls

8 females (31%)

mean age = 68.31 years
SD = 7.52 years

Bipolar and schizophrenia
network on
intermediate phenotypes
118 schizophrenia patients
57 females (50%)

mean age = 35.57 years
SD = 12.29 years

132 schizoaffective
disorder patients

75 females (57%)

mean age = 36.23 years
SD = 12.23 years

140 bipolar disorder with
psychosis patients

87 females (62%)

mean age = 36 years

SD = 12,57 years

238 healthy controls

138 females (58%)

mean age = 38.15 years
SD = 12,55 years

58 schizophrenia patients
20 females (35%)

mean age = 21.8 years
SD = 8.8 years

53 adlults at high risk of
developing schizophrenia
21 females (38%)

mean age = 20.4 years

Main findings

Compared to healthy subjects,

patients  with  schizophrenia
exhibited higher TVC strength
between: i) sensorimotor,

precuneus and parietal areas;
andi) frontal, temporal and insular
cortices

In patients, TVC abnormaliies
correlated with lower gray

matter volumes

In Alzheimer's disease patients,
reduced synchrony was observed
between  right fronto-parietal
regions, ~ sensorimotor ~ regions
and DMN, together with overall
reduced metastability

In patients, increased eigenvector
centralty, clustering coefficient,
local efficiency, and participation
coefficient correlated with more
severe structural damage

Compared to healthy subjects,
patients  with  Parkinson's
disease showed lower network
connections ~ (Fiedler  value),
modularity and global efficiency
Lower network connections in
patients with Parkinson's disease
correlated with disease severity

Classification between
schizophrenia  patients  and
healthy controls improved with
TVC (accuracy = 82.79%)
compared to static FC metrics
(accuracy = 70.33%)
Classification performance did
not improve when using a
combination of TVC and
magnetoencephalography
metrics (accuracy = 85.35%),
compared to the combination of
static FC and
magnetoencephalography
metrics (accuracy = 87.91%)
Compared 1o healthy controls,
stoke patients showed TVC
reductions between sensorimotor
and visual-related cortices and
between the sensorimotor and
the limbic system

In stroke patients with right-sided
lesions, reduced TVC between
the right primary motor area and
the left precentral gyrus correlated
with more severe disabilty

Compared to healthy controls,
schizophrenia patients showed: ()
higher dwell time in states
characterized by overall low inter-
and intra-network TVG strength;
(i) lower dwell time in states
characterized by high correlations
between visual, motor and
auditory networks; and (i
increased TVC between thalami
and sensory networks

Compared to healthy controls,
Parkinson's  disease  patients
with mid cognitive impairment
showed lower dwell time in a
state characterized by overal
low strength of inter- and intra-
network connections, as  well
as higher number of transitions
between states

Parkinson's disease patients with
cognitive impairment also
showed: () reduced clustering
cosfiicient in the right precentral
gyrus vs. healthy controls; and (i)
reduced betweenness centralty
of the left paracentral gyrus vs.
patients without

cognitive impairment

Compared to healthy controls (and
bipolar patients), schizophrenia
and  schizoaffective  disorder
patients showed increased TVC
between frontal with angular and
postentral areas, and reduced
TVC between temporal and frontal
areas

Compared with all  remaining
study  groups,  schizophrenia
patients also showed reduced
TVC between the cerebellum and
subcortical and frontal areas
Reduced TVC between cerebellar
and frontal areas correlated with
higher symptom severity scores

Compared to healthy controls,
schizophrenia patients and adults
with high risk of developing
schizophrenia  showed  TVC
alterations between motor,
temporal, cerebelar, frontal and
thalamic areas

Schizophrenia patients,
compared
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Measure

General Abilty

Attention

Reading

Cognitive Control

Emotion-al abilty

Description (test)

General non-verbal intelligence (Ton, Standard Score)
General verbal ability (PPVT, Standard Score)

Visual attention accuracy (Number of Correct items,
TEA-Ch, Sky Search, Scaled Score)

Phonemic awareness (Ellison subset, CTOPP, Scaled
Score)

Words reading efficiency (SWE subset, TOWRE,
Percentile)

Pseudo-words reading efficiency (PDE subset, TOWRE,
Scaled Score)

Non-timed decoding of word reading (Letter-Word,
Woodcock-Johnson, Standard Score)

Non-timed reading comprehension (Passage
comprehension, Woodcock-Johnson, Scaled Score)
Non-timed decoding of pseudo-words reading
(Word-Attack subtest, Woodcock-Johnson, Standard
Score)

Speed of processing: Numbers (Number Naming,
CTOPP, Scaled Score)

Speed of processing: Words (Letter Naming, CTOPP,
Scaled Score)

Inhibition abilities: STROOP (Color Word Condition,
Time, D-KEFS, Standard Score)

Inhibition abilities: Stroop (Color Word Condition,
Corrected Errors, D-KEFS, Standard Score)

Working memory (Digit Span, WISC, Standard Score)
Working memory (Digit Span, WISC,
Forward-last-attempted)

Working memory (Digit Span, WISC,
Backward-last-attempted)

Information speed of processing (Coding, WISC,
Standard Score)

Information speed of processing (Symbol Search,
WISC, Standard Score)

Inhibition abilities: Stroop (Color naming Time, D-KEFS,
Standard Score)

Inhibition abilities: Stroop (Color Word naming Time,
D-KEFS, Standard Score)

Visual attention speed (Time Per Target, TEA-Ch Sky
Search, Scaled Score)

Visual attention accuracy (Attention, TEA-Ch Sky
Search, Scaled Score)

Switching abilties (Perseverative Error Percent,
Wisconsin, T score)

Switching abilties (Non-perseverative Error Percent,
Wisconsin, T score)

Switching abilties (Categories Completed, Wisconsin,
Percentile)

Switching abilties (Learning to Learn, Wisconsin,
Percentile)

Switching abilties (Failure to maintain set, Wisconsin,
Percentile)

BRIEF Questionnaire: Executive Functions (Inhibit,
BRIEF parent report, T Score)

BRIEF Questionnaire: Executive Functions (Shift, BRIEF
parent report, T Score)

BRIEF Questionnaire: Executive Functions (Initiate,
BRIEF parent report, T Score)

BRIEF Questionnaire: Executive Functions (Working
Memory, BRIEF parent report, T score)

BRIEF Questionnaire: Executive Functions (Plan
Organize, BRIEF parent report, T Score)

BRIEF Questionnaire: Executive Functions (Monitor,
BRIEF parent report, T score)

BRIEF Questionnaire: Executive Functions (GEC, BRIEF
parent report, T score)

BRIEF Questionnaire: Emotional Score (Emotional,
BRIEF parent report, T score)

Children with RD (A)

9757 (11.15)
102.48 (12.52)
9.67 (3.42)

7.7 (2.32)

2352 (25.25)

8352 (13.12)

80.93 (14.85)

84.41 (14.49)

93.67 (9.54)

863 (2.9)

804 (2.78)

9.7 (2.37)

37.93(31.98)

8.41(2.21)
537 (1.28)

3.67 (1.04)

9.11(2.78)

11.19 (1.96)

881(3.43)

9.22 (2.98)

11.89 (17.93)

7.67 (2.96)

7.6729)

51.45 (11)

50.77 (12.54)

14.47 (6.3)

13.06 (4.87)

14.92 (2.47)

53.41 (12.44)

53.48 (12.97)

53.26 (11.38)

55.97 (11.71)

57.66 (10.86)

55.35 (10.61)

56.20 (11.43)

Typical Readers (B)

101,57 (14.09)
110.89 (21.65)
11,03 (2.52)

113 (2.49)

65.65 (23.09)

108.84 (9.75)

112.65 (9.61)

108.57 (6.76)

108.86 (8.6)

10.93 (2.14)

9.98 (2.36)

11.62 (2.23)

5405 (26.97)

10.12 (2.04)
654 (1.41)

451 (1.02)

10.97 (4.21)

11.81 (2.04)

11.95 (2.74)

11.84 (2.39)

14.92 (17.08)

9.05 (2.61)

935 (2.86)

57.29 (9.37)

56.33 (11.06)

15.96 (5.99)

16 (0)

13.82 (4.6)

46.97 9.11)

47.73(10.24)

46,92 (8.48)

45.51(9.47)

44,84 (8.13)

45.46 (6.68)

45.22(9.47)

RD, reading difficulties: TR, typical readers. Results are presented as mean (standard deviation). *p < 0.05: *p < 0.01: ***o < 0.001.

t-test P-value
1.22 (ns)
1.81 (ns)
1.83 (ns)
596 ()
693()
.86 (™)
7430+

707 (")

667 ()

365 (")

302(")

331 (%)

249()

32(%)
3.42(%)

3.26 ()

2(ns)

1.28 (ns)

406 (™)

39(")

0.69 (ns)

1.98 (ns)

232()

2.29()

1.88 (ns)

0.96 (ns)

368 (")

—1.13(ns)

—239()

—1.98 (ns)

—255()

—3.95 ()

—5.41 (")

—4.57 ()

—4.23 (")

Contrast

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B
A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

A<B

B<A

B<A

B<A

B<A

B<A

B<A

B<A
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Study RS fMRI acquisition
parametersS
Bosma et al. (2018) GEST
277 volumes
TR=2s

d’Ambrosio et al. (2019)  Multicenter setting: seven
centers

3T

200 volumes

TR=3s

Siemens Trio 3T
240 volumes
TR=2s

Huang et al. (2019)

Siemens Trio 3T
450 volumes
TR=11s

Leonardi et al. (2013)

Linetal. (2018) Philips Achieva 3T
240 volumes

TR=2s

Rocca et al. (2019) Phiips Achieva 1.5T
200 volumes

TR=3s

van Geest et al. (2018a)  GE Signa HDxt 3T
RS IMRI:

202 volumes
TR=22s
Task-related (SDMT):
460 volumes
TR=2s

van Geest et al. (2018b) Siemens Sonata 1.5T

RS VR

200 volumes

TR=285s

Task-related fMRI (episodic
memory):

208 volumes

TR=222s

Siemens Trio 3T
240 volumes
TH=2¢

Zhou et al. (2016)

TVC analysis approach®
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. Siiding-

. Segmentation of § cortical

regions belonging to the DMN,
salience network, ascending and
descending nociceptive network
(according with Hemington et al.,
2016) and the primary sensory
area (Harvard Oxford Cortical
Structural Atias, Desikan et al.,
2006)

. Dynamic conditional correlations
. Standard deviation of dynamic

conditional correlation and of RS
fMRI time series

. Group ICA decomposition in 43

relevant independent
components of interest,
classified into seven different
functional networks

. Sliding-window analysis, window
length = 22 TRs (665), step = 1
TR@s)

k-means clustering analysis
(thres recurring states); fuzzy
meta-state analysis

. Correlations with clinical

variables, cognitive
performance, T2 lesion volume,
and brain volume

. Segmentation of six regions of

interest belonging to the
attention network

. Sliding-window analysis, window

length = 40 TRs (80s), and 20
TRs (40s), steps = 1 TR (25)
Estimation of the temporal
correlation coefficient between
truncated time courses

. Segmentation of 88 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al,, 2002)
jindow analysis, window
length = 30 TRs (33s), 40 TRs
(445), 60 TRs (66's) and 120 TRs
(1825), steps = 2 TRs (2.25)
Principal component analysis:

10 eigenconnectivity

patterns (states)

. Segmentation of 18 cortical

regions from the Freesurfer
Desikan atlas (Desikan et al.,
2006)

. Sliding-window analysis, window

length = 20 TRs (40), steps =
1TR(29)

. Graph theory: network

variations, flexibiity of
inter-hemispheric,
cross-hemispheric, and
intra-hemispheric connections.

. Group ICA decomposition in 43

relevant independent
components of interest,
classified into seven different
functional networks

. Siiding-window analysis, window

length = 22 TRs (669), step = 1
TR(3s)

. kemeans clustering analysis (two

recurring states)

. Fuzzy meta-state analysis
. Correlations with linical

variables, cognitive
performance, T2 lesion volume,
and brain volume

. Segmentation of 224 regions

from the Brainnettome atlas (Fan
etal., 2016), Yeo atlas (Yeo
stal., 2011) and from FSL FIRST
segmentation

. RS fMRI: sliding-window

analysis, window length = 27
TRs (69.45), steps = 5 TRs
(119) Task-related fMRI:
sliding-window analysis, window
length = 30 TRs (60s), steps =
5TRs (10s)

. Sum of the absolute differences

in RS and task-related FC
between consecutive windows

. Segmentation of 92 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al,, 2002)

. Task-related fMRI:

sliding-window analysis, window
length = 27 volumes (59.9s),
steps =5 TRs (11.15)

. Sum of the absolute differences

in FC between
consecutive windows

. Voxel-wise analysis (no ROI

selection necessary)

. Galculation of brain entropy and

ampiitude of low frequency
fluctuations.

. Voxel-wise comparison of brain

entropy and amplitude of low
frequency fluctuations

Study subjects®

31MS patients (25
relapsing-rermitting MS, 4
secondary progressive MS,
3 unknown)

20 females (64.5%)

mean age = 39 years

SD = 10 years.

31 healthy controls

20 females (64.5%)

mean age = 38 years

SD = 11 years.

MAGNIMS Cognition study
62 relapsing-remitiing MS
patients (23 with cognitive
impairment, 39 without
cognitive impairment)

40 females (64.5%)

mean age = 39.5 years
SD = 8.5 years

65 healthy controls

38 females (58%)

mean age = 35.8 years
SD = 9.4 years

22 relapsing-remitting
MS patients

15 females (68.2%)
mean age = 39.1 years
age range = 20-58 years
22 healthy controls

15 fomales (68.2%)
mean age = 39.6 years
age range = 26-56 years

22 relapsing-remitting
MS patients

14 females (63.6%)
mean age = 36.8 years
SD = 8 years

14 healthy controls

9 females (64.2%)
mean age = 38.4 years
SD = 6 years

37 relapsing-remitting
MS patients

28 females (75.7%)
mean age = 42.57 years
SD = 11.4 years

18 relapsing-remitting MS
patients (matched with healthy
controls) 15 females
(83.3%)mean age=32 years
SD=4.9 years

15 healthy controls

8 females (53.3%)

mean age = 28.93 years

SD =5 years

50 patients with CIS
suggestive of MS

30 females (60%)

mean age = 30.5 years

SD = 7.7 years

13 healthy controls

9 females (69.2%)

mean age = 33.1 years

SD = 7.8 years

29 MS patients

18 females (62%)

mean age = 41.25 years
SD = 9.34 years

18 healthy controls

11 females (61.1%)
mean age = 40.68 years
SD = 13.29 years

38 MS patients
26 females (68.4%)
mean age = 47.2 years
SD = 8 years

29 healthy controls

18 females (62.1%)
mean age = 43.9 years
SD = 8.4 years

34 relapsing-remitting
MS patients

21 females (61.8%)
mean age = 42.1 years
age range = 20-58 years
34 healthy controls

21 females (61.8%)
mean age = 41.8 years
age range = 21-58 years

Main findings

- Greater TVG between the salience
and  ascending  nociceptive
network in MS patients vs. healthy
controls

- Greater variability of RS FC in MS

patients vs. healthy controls

Patients with neuropathic pain

had abnormal cross-network

connectivity between the salience
and DMN

- MS patients, compared to healthy
controls, showed: () reduced
TVC between subcortical and
visual/cognitive networks, as well
as between visual and cognitive
networks; and (i) increased
TVC between subcortical and
sensorimotor networks

- Compared  to  cognitively
preserved, cognitively impaired
MS patients showed reduced
TVC between subcortical and
DMN, lower dwell time in a
state characterized by high intra-
and inter-network ~ connectivit
and lower global
variations over time

- In patients with cognitive

impairment, reduced global

dynamism correlated with

brain atrophy

Compared to controls, decreased

TVC within the dorsal and ventral

attention networks, as well as

increased TVC between the dorsal
and ventral attention networks
was detected

- Decreased TVC within parietal
and between fronto-temporal
regions was correlated with a
higher white matter lesion load

- A novel data-driven approach,

based on principal component

analysis, was able to detect
large-scale recurring connectivity
patterns with similar dynamics

Compared to controls, MS

patients showed more frequently

strong connections in parietal
regions (PCC, superior parietal
and angular gyrus) and more
frequently weak connections in
prefrontal regions and in

the amygdala

Lower  network  variations

and higher flexibilty of inter-

hemispheric connections in MS
patients compared with controls

Better executive functions on

cognitive testing were associated

to higher connectivity dynamics

connectivity

- At baseline, compared to healthy
controls, CIS  patients showed
TVC  abnormalities  between
sensorimotor and DMN with the
remaining networks

- According to type of onset,
selective baseline RS FC decrease
was detected in functional
networks more affected by the
clinical attack

- At folowup, increased
connectivity strength and global
connectivity  dynamism  was
observed in patients vs. healthy
controls

- In CIS patients, higher TVC at

year 2 correlated with lower white

matter lesion volume changes

at follow-up

TVG i the DMN increased during

the task vs. rest in both controls

and MS patients

- A higher increase of VG in the
DMN during the task vs. rest was
associated with better information
processing speed in MS patients

STVC of the left and right
hippocampus, as well as TVC
of the entire brain, did not differ
between healthy controls and MS
patients
Lower hippocampal TVC was
associated with better verbal
learning and memory, and with
better visuospatial leaming and
memory performances
Brain entropy was increased
in MS patients compared to
controls, especially i regions
related to motor, executive,
spatial coordination and memory
functions.
- More severe brain entropy was
correlated with a higher
clinical disabllty

2 Al RS scans were acquired in the eyes-closed condition.

ATVC analysis approach summarizes: (1) ROls used; (2) assessment of time-varying correlations between brain regions; (3) features extracted for assessing TVC.
?For each study group of healthy subjects, sex is represented as number of females (%), mean age and standard deviation (SD).
RS, resting state; MR, functional magnetic resonance imaging; TVC, time-varying functional connectivity; TR, repetition time; DMN, default-mode network; MS, multiple sclerosis; SD,
standard deviation; AAL, automated anatomical labeling; PCC, posterior cingulate cortex; CIS, clinically isolated syndrome.
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BLA, basolateral amygdaloidal complex; CAN, central amygdala nucleus; L, left; R,
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RS fMRI acquisition
parameters®

Siemens Trio 3T
152 volumes
TR=2s

Siemens Sonata 1.5T
Eyes oper/Eyes closed
255 volumes

TR=2s

Siemens Avanto 1.5T
180 volumes
TR=2s

Siemens Trio 3T
126 volumes
TR=3s

GE Signa HDx or Signa 750 3T
360 volumes
TR=2s

Siemens Skyra 3T
Eyes open

1,200 volumes
TR=0.72s
Test-retest data

Multi-Modal MRI
Reproducibility Resource
(Kirby) data set

Philips Achieva 3T

210 volumes

TR=2s

Test-retest data

Human Connectome Project
$500 Data dataset

Siemens Skyra 3T

1,200 volumes

TR=072s

Test-retest data

Siemens Prisma 8T
Eyes open

250 volumes:
TR=2s

Philips Achieva 3T
210 volumes
TR=2s
Test-retest data

Multicenter 3T scanners
Volumes varying from 119 to 195

TRvanying from 2310 35

GE Signa 3T
Siemens Verio 3T
both scanners:
180 volumes
TR=2s

Siemens Verio 3T
390 volumes TR=15s

Siemens Trio 3T
225 volumes
TR=2.48s

Siemens Trio 3T
232 volumes
TR=2s

Siemens Skyra 8T scanner
Eyes open

1,200 volumes
TR=072s

Test-retest data

Siemens Trio 3T
1,506 volumes:
TR=2.08s

Human Connectome Project
dataset

Siemens Skyra 3T
Eyes open

1,200 volumes
TR=072s

UK Biobank dataset
Siemens Skyra 3T
Eyes open

490 volumes
TR=0735s

Data from Allen et al., 2014
Siemens Trio 3T

152 volumes

TR=2s

Data from Allen et al. (2014)
Siemens Trio 3T

152 volumes

TR=2s

Data from Allen et al. (2014)
Siemens Trio 3T

152 volumes

TR=2s

Siemens Trio 3T
884 volumes
TR=0.645s
Test-retest data

Siemens Skyra 3T
1,200 volumes
TR=0.72s

Siemens Skyra 3T
1,200 volumes
TR=072s
Test-retest data

TVC analysis approach®

1. Group ICA decomposition in 50
relevant independent
components of interest,
classified into 7 different
functional networks.

2. Slding-window analysis, window
length = 22 TRs (44), steps =
1R (29).

3. k-means clustering (7
recurring states)

1. Group ICA decomposition in 43
relevant independent
components of interest,
classified into seven different
functional networks

2. Sliding-window analysis, window
length = 30 TRs (60), steps =
1TR25)

3. k-means clustering (5 recurring
states)

4. Correlations with EEG data

1. Segmentation in 90 cortical brain
regions of the AAL atlas

2. Phase-coherence connectivty at
each time point

3. Leading eigenvectors and
subsequent k-means clustering
(five recurring states)

1. Segmentation in 264 regions of
the Power atlas (Power et al.,
2011), grouped into 10
functional networks

ing-window analysis, window
length = 50 TRs (150s), steps =
17R (3s) and dynamic sparse
connectiity models

3. k-means clustering analysis (4
recurring states)

1. ROls in crucial nodes of the
DMN and of the “task-positive”
(executive control) network

2. Time-frequency decomposition
using Wavelet transform
coherence;
sliding-window analysis

1. Segmentation in 264 regions of
the Power atlas (Power et al.,
2011)

2. Sliding-window analysis, window
length = 55 TRs (405), steps =
1TR(0.725)

3. Graph theoretical analysis

Kirby dataset:

1. Group ICA decomposition in 39
relevant components of interest,
classifled into 7 functional
networks

2. Sliding-window analysis, window
length = 30 TRs (60s)

Human Connectome Project

$500 Data dataset:

1. Group ICA decomposition in 50
relevant components of interest

2. Sliding-window analysis, window
lengths = 15, 30, 60, and 120
TRs (11, 22, 43, and 86'5)

3. TVC mean and variance,
k-means clustering (three
recurring states) and dynamic
conditional
correlation approaches

1. Segmentation of 114 regions of
the Yeo atlas (Yo et al,, 2011),
classified into 17 functional
networks

2. Sliding-window analysis, window
length = 7 TRs (14s), steps = 1
TR2s)

3. k-means clustering (3-7
recurring states)

1. Segmentation of six spherical
ROl (radius = 3mm) containing
regions of the DMN

. Point-process analysis

3. Estimation of variance of
dynamic connectivity
correlations, compared with
traditional
sliding-window analysis

1. Segmentation of two spherical
ROls (radius = 6 mm) containing
the PCC and left intraparietal
sulous.

. Point-process analysis

3. k-means clustering of
coactivation patterns (eight
coactivation patterns for the
PCC and 12 for the left
intraparietal sulcus)

1. Group ICA decomposition in 25
relevant independent
components of interest,
classified into 3 functional
networks

2. Slding-window analysis, window
length = 22 TRs (445), steps =
1TR (25)

3. k-means clustering (six recurring
states)

4. Correlation with age and
internal thoughts

~

~

1. Group ICA decomposition in four
relevant independent
components of interest

2. Slding-window analysis, window
length = 30 TRs (45), steps =
1TR(159)

3. k-means clustering (5 recurring
states)

4. Correlations with
mindfuiness scores

1. Segmentation in 90 regions of
the AAL atlas

2. Slding-window analysis, window
length = 25, steps = 0.6s

3. Graph theory analysis: flexi
and variance

1. Group ICA decomposition in 5
relevant independent
components of interest

2. Slding-window analysis, window
length = 30 TRs (60s), steps =
1TR2s)

3. k-means clustering (four
recurring states) and fuzzy-meta
states analyses

1. Segmentation of 90 regions from
Shirer et al. (Shirer et al., 2012)

. Point-process analysis

3. k-means clustering of
coactivation patterns (four
recurring states)

1. Group ICA decomposition in six
relevant independent
components of interest

2. Detrended fluctuation analysis

3. Hurst exponent (measuring
long-range
temporal dependence)

N

. Group ICA decomposition in 50
relevant independent
components of interest from the
HCP dataset, in 55 relevant
independent components of
interest from the UK Biobank
dataset

. Hidden Markov model

3. Stochastic inference (12

recurring states)

~

. Group ICA decomposition in 50
relevant independent
components of interest
Time-frequency decomposition

2. k-means clustering (five

recurring states)

1. Group decomposition in 50
relevant components of interest,
classified into seven different
functional networks

2. Sliding-window analysis, window
length = 32 TRs (44, steps =
1TR(2)

3. Clustering of siiding-window
matrices using temporal ICA to
find maximally mutually
temporally independent
connectivity pattemns (five
recurring states)

4. Sex differences

. Group ICA decomposition in 50
relevant independent
components of interest

. Time-frequency decomposition

3. k-means clustering of z-scored

time-frequency decompositions.

o find recurring frequency

modes (four recurring modes)

©

1. Four spherical ROIs (radius =
3mm) in crucial nodes of the
posteromedial cortex;
segmentation of 156 regions
from Craddock et al. (2012)

2. Sliding-window analysis, window
length = 69 TRs (44), steps =
3TRs (25)

3. Hierarchical clustering (fve
recurring states)

1. Segmentation in different
numbers of ROIs (from 90 to
4,000) (Zalesky et al., 2010)

2. Sliding-window analysis, window
length = 605, steps = 1 TR
(©0.729)

3. Non-stationarity of RS fMRI
fluctuations measured using an
ad hoc test statistic

1. Segmentation in 116 regions of
the AAL atlas and 160 regions of
the Dosenbach atlas
(Dosenbach et al., 2010)
Sliding-window analysis, window
length = from 20 TRs to 200 TRs

2. Standard deviation from the
mean and excursion from the
median. Amplitude of
low-frequency fluctuations.
across siding windows

2 RS scans were acquired in the eyes-closed condition, except where indicated.
TVC analysis approach summarizes: (1) ROIs used; (2) assessment of time-varying correlations between brain regions; (3) features extracted for assessing TVC.
*For each study group of healthy subjects, sex is represented as number of females (%), mean age and stendard deviation (SD).
RS, resting state; MR, functional magnefic resonance imaging; TVC, time-varying functional connectivity; ICA, independent component analysis; TR, repetition time; SD, standard
deviation; EEG, electroencephalographic registration; AAL, automated anatomical labeling; ROJs, regions of interest; DMN, defeult-mode network; PCC, posterior cingulate cortex; HCP,
Human connectome project; UK, United Kingdom; FC, functional connectivity.

Study subjects?

405 healthy aclults
200 females (49.4%)

mean age = 21.0 years
age range = 12-35 years -

23 healthy adults -
7 females (30.4%)

mean age = 29 years -
SD = 8.8 years

56 healthy adults with good -
cognitive performance

31 females (44.6%)

mean age = 64 years -
SD =9 years

43 healthy adults with poor
cognitive performance

2 females (66%)

mean age = 66

SD = 8 years

Philadelphia -
neurodevelopmental

cohort database

240 young adults

146 females (60.8%) -
mean age = 18.99 years

SD = 1.12 years

232 children

123 females (53%) -
mean age = 10.67 years

SD = 1.09 years

12 healthy adults -
6 females (50%)

mean age = 27.7 years

SD = 12.4 years

Human Connectome -
Project dataset

77 healthy adults

50 females (64.1%)

age range = 22-35 years

Kirby dataset -
20 healthy aduts Human
Connectome Project 500 -
Data dataset

523 healthy adiults

21 healthy adults with
high-trait mindfuiness

13 females (61.9%)

mean age = 23.7 years

SD =3.4 years

18 healthy adults with
low-trait mindfulness

13 females (72.2%)

mean age = 21.9 years

SD =23 years
Multimodal MRI
Reproducibility Resource
(Kirby21) dataset

21 healthy adults

10 females (47.6%)

mean age = 31.76 years
SD = 9.47 years

1000 Functional
Connectomes Project (FCP)
247 healthy adults

151 females (61.1%)

mean age = 22.72 years

SD = 4.61 years

age range = 18-44 years

Stanford University dataset
73 normally

developing children

34 females (46.57%)

mean age = 12.47

SD = 1.88 years Wayne State
University dataset

73 normally

developing children

49 females (67.12%)

mean age = 12.09 years

SD =254 years

42 children

23 females (54.8%)
mean age = 10.3 years
SD = 2.9 years

age range = 6-17 years

1,000 Functional
Connectomes Project
148 healthy young aduts
74 females (50%)

age range = 18-26 years

Southwest University
Longitudinal Imaging
Multimodal dataset
331 healthy young adiults
247 females (74.6%)
mean age = 20.20 years
SD = 134 years -
212 healthy young aduts

115 females (54.2%) mean age
=22.36 years

SD = 1.49 years

Human Connectome -
Project S500 Data dataset

100 healthy aciults -
54 fomales (54%)

39 healthy adults

Human Connectome
Project dataset

820 healthy adlults

453 females (65.2%)

age range = 22-35 years
UK Biobank dataset
5847 healthy aduts

age range = 40-69 years

Data from Allen et al. (2014)
405 healthy adlults

3. 200 females (49.4%)

4. mean age = 21.0 years
5. age range = 12-35 years

Data from Allen et al. (2014) -
405 healthy aduts

200 females (49.4%)

mean age = 21.0 years

age range = 12-35 years

Data from Allen et al. (2014) -
405 healthy aduts

200 females (49.4%)

21.0 years

12-85 years

22 healthy adults -
4. 6 females (27.3%)

5. mean age = 33.5 years

6. SD = 12.5 years

7. age range = 19-60 years

Human connectome project -
Q2 Data dataset

10 healthy adults

6 females (60%)

age range = 22-35 years

Human connectome project
$900 Data dataset

820 healthy adults

454 females (55.4%)

age range = 22-37 years -

Main findings

Identification of recurring TVC
states that partially diverge from
static connectivity patterns
Regions belonging to the DMN
have highly variable connectivity
over time, while regions of the
sensory and motor networks
exhibit more stable

connectivity configurations

States were replicable with those
of Allen et al. (2014)

TVC states comespond to
neurophysiological mental states
detected with EEG

Eyes open/eyes closed conditions
show some common and some
iferent connectivity patterns
Connectivity between the
thalamus and the cortex changes
from positive to negative in eyes
closed vs. open condition

More frequent switches in subjects
with poor cognitive vs. good
cognitive performances

The lower occurrence of a state
of global, positive coherence is
associated with worse

cognitive performances

Compared with young adults,
chidren  had increased
connectivity between the DMN
and other subnetworks

Children had reduced connectivity
among  sensorimotor, executive
control and auditory networks vs.
young adults

Young aduts spent more time in
the most connected state

Coherence and phase between
the PCC and nodes of the
executive  control  network
significantly vary in time and
frequency

High variabilty over time was
observed between the PCC and
brain areas involved in higher-level
cognitive functions

The sallence network showed
highly ~ flexible  connectivity
with fronto-parietal,  cingulate-
opercular, and attention networks

The salience network maintained
aconsistently high level of
network centralty over time

TVC can be reliably estimated in
test-retest data

The dynamic conditional
correlation method seems to be
more reliable than

sliding-window analysis

High trait mindfulness subjects
spent significantly more time in a
high within-network connectivity
state, characterized by greater
anti-correlations between  task-
positive  networks  and  the
DMN

Transitions between brain states
was more frequent in high vs. low
trait mindfulness subjects

Dynamic conditional correlations
are able to quantify dynamics of
RS fMRI data

Dynarmic conditional correfations
have a similr performance as
sliding-window analysis in
quantifying TVC between

brain regions

Point-process analysis was able
to extract correlational patterns in
RS MR data from relatively brief
periods of co-activation (or co-
deactivation) of brain regions
Co-activation patterns resembled
classical networks derived from
static RS FC analysis, while more
fine-grained co-activation
patterns were detected

The occurrence and amount of
time spent in specific TVC states
are related to the content of self-
generated thought during the scan
Temporal variabiity of TVG among
cognitive networks increases with
age

Regions showing the highest TVC
include multi-modal areas
associated with high-order
cognitive functions, such as the
precuneus and inferior

parictal lobe

High-mindfulness children had a
greater number of transitions
between states than
low-mindfulness children and
showed a state-specific reduction
in connectivity between
salience/emotion and central
executive networks

Flexibiity ~ of  amygdala,
hippocampus,  fusiform ~ gyrus,
and temporal gyrus was higher in
males than in females

Flexibiity of middle cingulate
cortex, thalamus, precuneus, and
temporo-occipital regions was
higher in females than in males
Subjects having a high score in
subjective well being spent less
time in a state characterized by
low cross-network ~ connectivity
and  stong  within-network
connectivity

The total number of transitions
across states was correlated with
a higher subjective

well-being score

Brain state- properties  were
reliable across days

Summary metrics of brain
connectivity dynamics had an
‘adequate test-retest reliability

Temporal memory of RS MRI
time series decreases from
wakefulness to deep non-rapid
eye movement sleep

Long-range temporal
dependence decreases especially
in regions of the DMN and
attention network

Hidden Markov models allow to
model resting (or task-related)
brain activity as a time-varying
sequence of distinct brain
networks, also when analyzing
very large amounts of data

Anew time-frequency
decomposition approach, based
'on wavelet transform coherence,
detected time-frequency
connectivity variations in RS fMRI
data

Recurring connectivity patterns in
time-frequency domain revealed
significant between-group
differences based on sex

A method alternative to k-means
clustering is proposed, based
on temporal ICA. This method
allowed to detect temporally
independent connectivity states

Frequency of occupancy of such
states was not different
between genders

Time-frequency  decomposition
allowed to capture frequency
variations i individual
network  time  courses

Frequency modes represent
“periodic” actiities consisting of
instantaneous activations

and deactivations

Each subregion of the
posteromedial cortex was
associated with five recurring
connectiity states

Each subregion possessed a
unique preferred state and
distinct transition patterns

A consistent set of functional
connections  had  pronounced
fluctuations over time

‘The most dynamic connections
were inter-modular and involved
hubs of the DMN and
fronto-parietal network

TVC was reliable, especially when
windows size was between 30
and 50 TRs, but less refiable than
static FG

The highest reliabilty for static
and dynamic FC analysis was
found for intra-network
connections in the fronto-parietal,
DMN, sensorimotor, and

occipital networks
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Siemens Trio 3T

GE Discovery MR750 3T
162 volumes

TR=2s

Rashid et al. (2018b)

Ridley et al. (2017) Siemens Avanto 1.5T
200 volumes

TR=3s

Sakoglu et al. (2010) Siemens Allegra 3T
Active MR (auditory oddball
task):

Two consecutive runs

249 volumes

TR=15s

Sunetal. (2018) Laboratory dataset
Philps Achieva 3T
Eyes open

240 volumes
TR=2s

‘COBRE dataset
Siemens Trio 3T

150 volumes
TR=2s

Siemens Trio 3T
145 volumes
TR=2s

Vergara et al. (2018)

Wang et al. (2018) Siemens TIM Trio 3T
300 volumes

TR=2s

VYaesoubi et al. (2017a)  Siemens Tim Trio T
GE Discovery MR750 3T
162 volumes

TH=28

Yu et al. (2015) Siemens Trio 3T
Eyes open
150 volumes

Th=2%

Yue et al. (2018) Siemens Trio 3T
240 volumes

TR=2s

Zhang W. et al. (2018) Siemens Trio 3T
1,000 volumes

TR=0427s

Zhietal. (2018) Multicenter setting
Phiips Achieva 3T
Siemens Verio 3T
Siemens Prisma 3T
240 volumes
TR=2s
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Sex and age association
with recurring-states

. Group ICA decomposition in 7

relevant independent
components of interest
Sliding-window analysis, window
length = 22 TRs (44, steps =
1TR (25)

k-means clustering (five
recurring states)

Cortelation with peak weights of
single nucleotide polymorphism
mostly located in chromosome &

. Segmentation of spherical ROIs

(raclius = 5 mm), defined by their
contat to implanted electrodes
Sliding-window analysis, window
length = 30 TRs (905), steps =
0.66 TR (25)

Gorrelation with EEG data

. Group ICA decomposition in 10

relevant independent
components of interest
Slding-window analysis, window
length = 64 TRs (96'5), steps =
27TRs (3s)

Time-frequency analysis
Standard deviation of TVG
across windows, between-group
comparison of TVC in

each window

. Segmentation of 90 brain

regions from the AAL atlas
(Tzourio-Mazoyer et al., 2002)
Sliding-window analysis, window
length = 50 TRs (100s), steps =
3TRs (65)

Graph theory analysis: temporal
globalocal efficiency, richness,
sparsity range of

temporal networks

. Group ICA decomposition in 48

relevant independent
components of interest,
classified in nine functional
networks

Sliding-window analysis, window
length = 15 TRs (30s)

k-means clustering (four
recurting states)

. Machine learning for

group classification

. Voxel-by-voxel calculation of

connection strength index (CSI)
and connection count index
(CC) within a whole gray matter
from the MNI template (Evans
etal, 1992)

. Sliding-window analysis, window

length = 60 TRs (120s), steps =
1TR(29)

Mean of CSl and CCI

across windows

. Group ICA decomposition in 50

relevant independent
components of interest, using
data from a subgroup of 120
healthy subjects
Time-frequency analysis
k-means clustering (five
recurring states)

. Group ICA decomposition in 48

relevant independent
components of interest,
classified into six functional
networks.

. Sliding-window analysis, window

length = 20 TRs (40s), step = 1
TR(25)

Graph theory: connectivity
strength, clustering coefficient,
global efficiency; variance of
graph metrics over time.

. Assessment of reoccurring

connectivity states based on
graph metrics (four
recurting states)

. Segmentation of bilateral

amygdalae, using stereotaxic
and probabilistic maps of
cytoarchitectonic boundaries
Slding-window analysis, window

length = 18 TRs (36'5)

Standard deviation of voxel-wise
amygdalar TVC across windows

. Segmentation of Brodmann

areas 44, 45 (frontal), 22, 40
(audtory) (Ziles and Amunts,
2010)

Sliding-window analysis, window
length 100 TRs (42.75), steps =
27TRs (0.855)

k-means clustering (5 recurring
states)

Variance of TVC strength
between ROIs across windows.
Correlation with dlinical scales

. Group ICA decomposition in 49

relevant independent
‘components of interest,
classified into eight functional
networks

Sliding-window analysis, window
length = 22 TRs (44's), steps =
1TR 25)

k-means clustering (five
recuring states)

Graph theory: global and node
properties in each connectivity
state

Correlations with depression
severity and cognitive score

2All RS scans were acquired in the eyes-closed condition, except where indicated
ATVC analysis approach summarizes: (1) ROs used; (2) assessment of time-varying correlations between brain regions; (3) features extracted for assessing TVC.
®For each study group of healthy subjects, sex is represented as number of females (%), mean age and standard deviation (SD).
RS, resting state; MR, functional magnetic resonance imaging; TVC, time-varying functional connectivity; TR, repetition time; ICA, independent component analysis; FBIRN, function
biomedical informatics research network data; ADNI, Alzheimer's disease neuroimaging intiative; SD, stendard deviation; DMN, default-mode network; FC, functional connectiity; ROI,
region of interest; GIG-ICA, group-information-guided ICA; AAL, automated anatomical labeling; COBRE, center for biomedical research excellence; EEG, electroencephalographic
registration; PCC, posterior cingulate cortex; CSl, connection strength index; CCI, connection count index; MNI, Montreal Neurological Institute.

FBIRN Data Repository
61 schizophrenia patients
9 females (14.8%)

mean age = 38.4 years
87 healthy controls

26 females (20.9%)
mean age = 36.8 years

9 patients with &
drug-resistant epilepsy
3 females (33.3%)
mean age = 30.4 years
SD = 4.5 years

range = 24-38 years
No control group

28 sohizophrenia patients -
5 females (17.9%)

mean age = 36.4 years

SD = 12.43 years

28 healthy controls

9 females (32.1%)

mean age = 28.8 years

SD = 10.7 years

Laboratory dataset
18 schizophrenia patients
8 females (44.4%)

mean age = 38.8 years
SD = 9.9 years

range = 24-56 years

19 healthy controls

9 females (47.4%)

mean age = 37.7 years
SD = 9.0 years

range = 28-59 years
‘COBRE dataset

58 schizophrenia patients
12 fomales (22.6%)
mean age = 38.3 years
SD = 139 years

range = 18-65 years

57 healthy controls.

20 females (35.1%)
mean age = 35.4 years
SD = 1.9 years

range = 18-62 years

48 patients with mild traumatic -
brain injury

25 females (52.1%)
mean age = 27.79 years
SD = 9.18 years

48 healthy controls

25 females (52.1%)
mean age = 27.40 years
SD = 8.96 years

18 patients with juvenile
myoclonic epilepsy

15 females (83.3%)
mean age = 30.11 years
SD = 7.73 years

range = 20-48 years

25 young adlults

10 females (40%)

mean age = 33.2 years
SD = 13.5 years

FBIRN Data Repository
168 healthy subjects

46 females (28.2%)

mean age = 36.9 years
151 schizophrenia patients
37 females (24.5%)

mean age = 37.8 years

82 schizophrenia patients -
17 females (20.7%)

mean age = 38 years

SD = 14 years

82 healthy controls.

19 females (23.2%)

mean age = 37.7 years

SD = 108 years

33 schizophrenia patients
22 females (66.7%)
mean age = 30.6 years
SD = 8.13 years

34 healthy controls

20 females (58.8%) -
mean age = 28.12 years
SD =65 years

35 schizophrenia patients

14 females (40%)

mean age = 32.61 years

SD = 1158 years

22 healthy controls

18 femnales (60%)

mean age = 34.91 years
D = 13.34 years

182 major depressive -
disorder patients
119 females (65.4%)
mean age = 32.0 years
D = 103 years
218 healthy controls
142 ferales (65.29%)
mean age = 29.5 years
SD =83 years

superior frontal  gyrus, right
supramarginal  gyrus and  left
precuneus; and (i) reduced TVC
between the right insula and the
tight supramarginal gyrus, the left
supplementary motor area and
tight supramarginal gyrus

Autism spectrum disorder
patients with high level of autistic
traits showed longer dwell times
in a globally disconnected state
Schizophrenia patients showed
a lower occupancy rate of a
state characterized by high TVG
in temporal, parietal, imbic and
occipital regions (state 1), as wel
as a higher occupancy rate of a
state characterized by increased
fronto-imbic and  intra-occipital
TVC (state ) vs. healthy subjects
Schizophrenia patients with
increased gene polymorphism
had stronger disrupted TVC in
states 1and5

In cortices not involved by
epilepsy, TVC was correlated with
EEG registration of all frequency
bands

In epileptic cortices, TVC
corretated with EEG in alpha band

Compared to controls,
schizophrenia patients exhibited
reduced TVC task-modulation
between the medial temporal
network and the right lateral
fronto-parietal/frontal networks.
They also showed increased TVG
task-modulation between the
motor and frontal networks, and
between the posterior DMN and
orbitofrontal/parietal networks
Compared to healthy controls,
schizophrenia patients ~showed
higher temporal regional efficiency
with left frontal, right medial
parietal and bilateral subcortical
areas.

Abnormalities of temporal
network efficiency correlated with
ahigher presence of
schizophrenia positive and
negative symptoms

Compared to healthy controls,
mild traumatic brain injury patients
showed stronger TVC between
the cerebellum and sensorimotor
areas, as well as a trend toward
increased connectivity between
the cerebellum and almost all
cortical areas

Restlts were similar to those
obtained with the study of static
FC (Vergara et al., 2017)

Patients with juvenile myoclonic
epilepsy showed increased TVC
in the left dorsolateral prefrontal
cortex, dorsal striatum, precentral
and middle temporal gyri

Using temporal and  frequency
information, it was possible to
estimate TVC states present
both i healthy  controls
and  schizophrenia  patients
(characterized by very high or very
low frequency profiles), and states
present just in one group
Compared to controls,
schizophrenia patients showed
more connectiity patterns
characterized by anti-correlations:
between the sensorimotor and
visual/auditory/subcortical
networks, as well as more lagged
correlation between the DMN and
sensory networks

Compared to controls,
schizophrenia patients showed
lower connectivty strength,
clustering coefiicient and global
efficiency, as wel as higher
occupancy rate of a state
characterized by disconnection
between the sensorimotor, the
cognitive control, and the DMN

Compared to controls,
schizophrenia patients showed
increased TVC between the left
amygdala and orbitofrontal
regions

In schizophrenia patients,
variabilty of TVC correlated with
worse information processing and
attention performance, as well as
with more severe disease severity
Schizophrenia patients with
auditory hallucinations showed
decreased TVC between the left
frontal speech and left temporal
auditory areas vs. healthy controls

Compared 1o controls, major
depressive  disorder  patients
showed: () higher TVC strength
between the superior frontal and
midde frontal gyrus; i) decreased
TVC between the lingual gyrus
and middle occipital gyrus; and
(i) decreased TVC between the
superior parictal lobe and middie
frontal gyrus.

- Correlation between TVC

abnormaliies and: () more severe
depressive symptoms, impaired
attention and worse executive
functions; (i) lower attention; and
(i) worse performances at
working memory and

executive functions





OPS/images/fnhum-13-00319/crossmark.jpg





OPS/images/fnhum-14-00104/fnhum-14-00104-g002.jpg





OPS/images/fnins-13-00973/fnins-13-00973-t001.jpg
Structural equation
modeling

Granger causality

Transfer entropy

Dynamic causal
modeling

Pros

* Can detect excitatory and inhibitory connections and connection
strength (Bielczyk et al., 2019)

* Sensitivity to small changes in path weight values due to large
dynamic range
(Witt and Meyerand, 2009)

* Can detect excitatory and inhibitory connections and connection

strength (Bielczyk et al., 2019)

Yields bidirectional connections (Bielczyk et al., 2019)

* Results can be mapped onto the brain similar to MR (Goebel
etal., 2008; Roebroeck et al., 2005; Witt and Meyerand, 2009)

Can detect excitatory and inhibitory connections and connection

strength (Bielczyk et al., 2019)

Captures linear and non-linear interactions between nodes

(Bielczyk et al., 2019)

* Computationally cost-efficient (Vicente et al., 2011)

* Developed specifically for fMRI (Friston et al., 2003) data and
incorporates a biologically-informed model of BOLD dynarmics
(Buxton et al., 1998), unlike other models Granger causality and
SEM were originally applied in the fields of economics,
psychology, and genetics (Wright, 1920; Granger, 1969)

* Can detect excitatory and inhibitory connections and connection
strength (Bielozyk et al,, 2019)

* Can model both unidirectional and bidirectional connections
(Vaudano et al., 2013; Buijink et al., 2015)

* Models nonlinear and dynamic neuronal interactions (Bielczyk

etal., 2019)

Classical DOM is stitable for event-related designs (Rowe et al,

2010)

* Stochastic or spectral DCM is suitable for resting state studies
(Lietal., 2011; Daunizeau et al., 2012; Friston et al., 2014; Park
etal., 2018)

* For exploratory studies involving larger networks, spectral DCM
(Friston, 2011) can be applied for resting-state fMRI while DCM
with sparsity constraints can be applied for task fMRI (Fréssle
etal, 2018)

* High reproducibility (Rowe et l., 2010; Schuyler et al., 2010;

Bernal-Casas et al., 2013; Tak et al., 2018)

Cons

* Difficulty in estimating reciprocal and cyclic connections (physiologically,
reciprocal connections are ubiduitous in the brain) (Friston, 2011)

* May not be as suitable to event-related design due to the assumption that

random fluctuations change very slowly in refation to neuronal dynamios

such that neuronal dynamics has alreadly reached steady-state at the time

of recording (Friston, 2011)

May be inappropriate in the context of disease or pharmacologic

experiments that can affect hemodynamic response function

(Rowe et al., 2010)

* Poor sensitiity and specificty (close to chance levels) when modling data
including intrinsic variance from trimmed time series (Witt and Meyerand,
2009)

* Assumption of signal stationarity (Seth et al., 2015)

* Restriction on network size-the number of nodes divided by the number of
shifts can never exceed the number of time points (Bielczyk et al., 2019)

* Markovian assumption that random terms in the vector autoregression
model are serially independent may not hold when the terms become
temporally correlated upon converting from continuous to discrete time
formulations (Friston, 2011)

* The spatial distribution of GG has been associated with the Girle of Wilis
and identifies mejor arteries and veins as causal hubs (Webb et al., 2013)

* Assumption of uniform hemodynamic response function across regions

may elicit. spurious causal relationship when one region has faster

hemodynamic activity-the temporal precedence of the peak in one region

may be mistaken for Granger causing the other (Bielczyk et al., 2019)

fMRI temporal resolution may be too slow for accurate depiction of neural

dynamics using Granger causality (Witt and Meyerand, 2009)

* Poor (<20%) sensitiity in connection link detection, false positive
identification and directionalty estimation (Smith et al., 2011)

Restriction on network size-the number of nodes divided by the number of
shifts can never exceed the number of time points (Bielczyk et al., 2019)
Imposes a time-lag in the inference procedure with similar disadvantages
as Granger Causality in fMRI application (Schreiber, 2000)

Computationally-expensive (Bielczyk et al., 2019)

Restriction on network size (using classical DCM)—increasing the number

of nodes considerably increases computational time (Bieiczyk et al., 2019)

* Depends on prior assumptions on connectivity architecture
(Friston et al., 2003)

* Assumes all models are equally likely (even implausible models) (Lohrmann

et al., 2012); hence, substantial knowledge is needed to define al

plausible causal connections between nodes
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ROI2: Clusters

Occipital Lobe

Caudate Nucleus

Caudate Nucleus

Lateral occipital cortex

IFG

Rolandic Operculum
Ventral IFG

ITG

STG

Lateral occipital cortex
Ventromedial prefrontal cortex
ROI5: Clusters

IPL

anterior Intraparietal Sulcus
Thalamus

Sensory-motor cortex
Retrosplenial cortex/Lingual Gyrus
Occipital cortex

Precuneus

Caudal cingulate

Middle Frontal Gyrus
Medial Frontal Gyrus
Anterior Insula/ Putamen
ROI9: Clusters

Superior Temporal Gyrus
Lateral Thalamus

Posterior Cingulate
Superior Frontal Gyrus

Orbitofrontral/ventrolateral prefrontal cortex

Frontal eye fields
Inferior Middle Temporal Sulcus

BA, Broadmann Areas; IPL, Inferior parietal lobe; IFG, Inferior Frontal Gyrus; ITG, Inferior Temporal Gyrus; STG, Superior Temporal Gyrus.

BA

18/19

18/19
10
22
47
21
41

18 19

10 32

41

34

30

18 19

30 29

326

13

22

31

11

6
37

Hemisphere

r—- - - - -~~~ 33

r - - - - 3 X X XX
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Peak X

23

11
-10
-28
—34
—46
—40
—46
—55
—55
—-17

38
17
20

—16
—16

-13
-13
—-25

53
32
5
—25
—40
437
—49

Peak Y

Peak Z

9
-3
36
39
—6
36

3

Number of voxels

509
426
1358
674
1262
375
314
549
1569
1428
624

397
2204
459
3689
462
2588
639
316
633
330
487

337
684
586
677
430
488
314

—5.35
—5.07
—5.36
—7.25
—4.80
—5.07
—6.91
—5.56
—5.50
—6.14
—4.34

—6.22
—6.66
—6.70
—6.92
—5.01
—7.89
—5.37
—5.45
—5.67
—5.26
—4.78

—6.32
—6.80
—5.55
6.11
6.24
7.32
—6.85

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
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0.00
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Network

CD > HC
CER
VIS

SN
CDF > HCF
DMN

SMN

vis

CDM > HCM
DMN

Region

Superior lateral occipital L
Putamen L

Occipital pole R

Planum temporale L

Temporal pole R
Insula L

Orbital frontal cortex L
Fusiform cortex R

Angular gyrus R

Voxels

187
a7
126
13

89

103
135
124

108

56

Peak MNI coordinates

22
-8
14
12

—24
26
—26
-22

16

-5.75
5.43
491

—4.96

4.64
-7.25
5.42
-5.38

-5.72

0.005
0.029
0.007
0.020

0.038
0.038
0.012
0.011

0.025

cD

-0.53
0.77
1.40

-0.34

0.55
-0.80
0.92
-0.48

1.18

HC

081
-0.70
-0.57

1.36

—2.76
2.70
-2.94
1.03

3.40

The number of voxels per cluster, MNI coordinates of the peak intensity voxel per cluster, t, p, and mean values are given.

CD, Crohn'’s disease; HC, healthy control; CDF; Crohn’s disease female; HCF, healthy control female; COM, Crohn’s disease male; HCM, healthy control male; R, right; L, left; CER,

cerebellar network: VIS, visual network; SN, salience network: DMN, default mode network; SMN, sensorimotor network.
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Seed

cD > HC
Lateral pre-frontal
cortex R
Supramarginal gyrus L
Supramarginal gyrus R

Medial pre-frontal
cortex

Lateral parietal L
CDF > HCF
Anterior insula L

Visual occipital

Supramarginal gyrus R

Visual medial

Anterior insula R
Superior temporal R

Target t
Supramarginal gyrus L 353
Supramarginal gyrus R 3.43

Lateral pre-frontal cortex R~ 3.58
Lateral pre-frontal cortex R~ 3.43
Lateral parietal L. 393

Medial pre-frontal cortex ~ —3.93

Lateral pre-frontal cortex L~ 3.01

Lateral pre-frontal cortex R~ 3.03
Posterior parietal cortex L~ 3.23
Posterior parietal cortex R~ 3.52
Visual medial -381
Supramarginal gyrus R~ —4.69
Superior temporal R -351
Visual occipital —4.69
Visual medial -3.20
Anterior insula L -3.81
Anterior insula R —357
Supramarginal gyrus R~ —3.20
Visual medial —357
Visual occipital -351

P

0.019
0.019
0.028
0.038
0.008

0.008

0.004
0.004
0.017
0.001
0.001
0.001
0.015
0.001
0.036
0012
0.012
0.024
0.025
0.029

rcb rHC

0.07 -0.10
0.10 -0.11
007 -0.10
0.10 -0.11
0.19 0.39

0.19 0.39

0.07 -0.03
0.00 -0.13
0.00 -0.07
0.06 —0.05
—0.14 -0.05
-0.11 -0.07
-0.06 0.05
-0.11 -0.07
-0.12 -0.04
—0.14 -0.05
-0.10 -0.05
—0.12 -0.04
—0.10 -0.05
-0.06 0.05

CD, Crohn’s disease; HC, healthy control; CDF, Crohn’s disease female; HCF, healthy
control female; t, t-value; p, p-value; r CD, mean bivariate correlation for CD group;
r HC, mean bivariate correlation for HC group; R, right; L, left; FP frontoparietal
network; SN, salience network; DMN, default mode network; LAN, language network,

VIS, visual network.
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CD(n=35) HC(n=21) p-value

Sex (male/female) 18/17 147 0273
Age (years) 326114 269£100 0066
BMI 27.4+44 255149 0801
Harvey-Bradshaw (active/inactive) 7/28 - -
Bowel habits (normal/abnormal) 14/21 210 <0.001
Disease duration (years) 11374 - -
Montreal classification

Location

L1 18

L2 3 - -
13 13 - =
L 3 - -
Behavior

B1 20 - -
82 7 - -
83 10 - -

P 5 - -

IBD medications (biologics/no biologics)  13/22 - -

Values for age, BM, and disease duration are presented as mean values and standard
deviations. Values for sex, bowel habits, Harvey-Bradshaw, Montreal classification, and
1BD mediications are presented as number of subjects in that category. BMI, body mass
index; L1, ileum; L2, colonic; L3, ileocolonic; L4, upper gastrointestinel tract disease
(participants could have L4 disease and any of L1, L2, and L3 as wel); B1, only
inflammatory; B2, stricture in bowel: B3, fistule; P, perianal disease; 18D, inflammatory
P el
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Healthy women S allele (n = 26) Healthy women LL genotype (n = 12) Mann-Whitney U test Cliff’s delta

Mean (SD) Mean (SD) P Effect size
Assortativity 0.35(0.15) 0.29 (0.12) 0.207 0.263
Global efficiency 0.48 (0.06) 0.49 (0.05) 0.958 0.006
Clustering 0.63 (0.03) 0.61 (0.03) 0.198 0.263
Modularity 0.33(0.09) 0.28 (0.09) 0.033 0.359
Path length 2.15(0.19) 2.18 (0.10) 0.930 0.108
Sigma 1.45(0.25) 1.30 (0.27) 0.123 0.276
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Patients with AN S allele (n = 29)

Patients with AN LL genotype (n =7)

Mann-Whitney U test

Cliff’s delta

Mean (SD) Mean (SD) P Effect size
Assortativity 0.30(0.12) 0.30 (0.10) 0.845 0.054
Global efficiency 0.48 (0.05) 0.49 (0.08) 0.410 0.212
Clustering 0.61 (0.04) 0.62 (0.05) 0.424 0.079
Modularity 0.27 (0.09) 0.35 (0.06) 0.031 0.448
Path length 2.18(0.12) 2.10(0.27) 0.838 0.034
Sigma 1.29 (0.29) 1.64 (0.32) 0.027 0.517
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Patients with AN (n = 36)

Healthy women (n = 38) Mann-Whitney U test

Mean (SD) Mean (SD) P
Assortativity 0.29 (0.11) 0.33(0.14) 0.187
Global efficiency 0.49 (0.06) 0.48 (0.05) 0.443
Clustering 0.61 (0.04) 0.62 (0.04) 0.034
Modularity 0.28 (0.09) 0.31 (0.09) 0.217
Path length 2.16 (0.16) 2.16 (0.16) 0.736
Sigma 1.34 (0.32) 1.41(0.26) 0.284
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Contrast Foci Voxels BA MNI coordinate (x, y, 2) t-value

LdIPFC 581 46 —34 18 40 —4.16
LAG 552 39 -38 —68 42 555
PED < HCs LPCC 539 28/29/31 -8 —40 36 -3.82
L precuneus 31 -2 —64 28 -8.77

Patients with pED manifested lower FC between ROI and left dIPFC, left AG, and left PCC and precuneus than HCs (voxel-level p < 0.001 uncorrected, cluster-level p < 0.05 FWE
corrected, cluster size > 20 voxels). pED, psychogenic erectile dysfunction; HCs, healthy controls; L, left; dIPFC, dorsolateral prefrontal cortex; AG, angular gyrus; PCC, posterior
cingulate cortex; BA, Brodmann area; MNI, Montreal Neurological Institute.





OPS/images/fnins-13-00797/fnins-13-00797-g002.jpg
Active network

not active

Frontoparietal network (FPN - 1)

A

Default mode network (DMN - 2)

A

Sensorimotor network (SMN - 3)

Visual network ( - 4)

—FPN
——DMN
———sensorimotor
¥ | —visual

time (s)

15





OPS/images/fnins-13-01056/fnins-13-01056-g003.jpg
Degree Ant Cingulate

Perseverative errors (squared)





OPS/images/fpsyt-11-583619/fpsyt-11-583619-t002.jpg
Contrast  Foci Voxels BA  MNIcoordinate (x,y,2) t-value

PED<HCs LdPFC 22 46 -83 18 4251 524
-3 24 -3.44

Patients with pED manifested lower ALFF in left dIPFC than HCs (voxel-level p <
0.001 uncorrected, cluster-level p < 0.05 FWE corrected, cluster size > 20 voxels).
PED, psychogenic erectile dysfunction; HCs, healthy controls; L, left; dIPFC, dorsolateral
prefrontal cortex; BA, Brodmann area; MNI, Montreal Neurological Institute.





OPS/images/fnins-13-00797/fnins-13-00797-g001.jpg
09 r

0.8

0.7

0.6

05

Power (au)

03

0.2

0.1

AR Cross-Spectra

m— Medium
s Low B State Time-courses
L s High 1
0.5
0
0 1 2 3 5
o C Time-courses
10 T T T T
A ot e e
g AT B R
o A ettt A A
|
10k | 1 | Jl ‘ -
r 0 1 2 K] 5 6
D Coherence
— e
v 0 40 0 1 2 3 5 6
Frequency (Hz) Time (seconds)
0.03 Prob. distribution fast states 001 Prob. distribution medium states 6 « Ryéb. distribution slow states 10° Prob. distribution mixed states
2002 4
Qo
8 0.005 10
oot 2
0+ 0! 0+ 107104
0 0.2 0.4 0.6 0 0.5 1 1.5 2 1 2 3 4 5 0 2 4 6
lifetime (s) lifetime (s) lifetime (s) lifetime (s)





OPS/images/fnins-13-01056/fnins-13-01056-g002.jpg





OPS/images/fpsyt-11-583619/fpsyt-11-583619-t001.jpg
Age (Year) BMI Duration (Months) lIEF-5 SEARQ QEQ SAS SDS Mean FD

PED (h=31) 33.16£589 22.16+1.87 33.06 + 28.67 1397 +£36 37584796 3548+15.72 3624+792 3597 +802 0.122+0.037
HCs(n=24) 3117 +£6.57 22.7+3.54 / 2221+098 61.92+373 8136+68 3401+533 3349+526 0.113+0.451
p-value 0.241 0.467 4 <0.001 <0.001 <0.001 0.5156 0.196 0.385

No significant difference was obtained in age, BMI, SAS, SDS, and mean FD (p > 0.05). Patients with pED had lower IIEF-5 score, SEARQ score, and QEQ score than HCs (p <

0.001). pED, psychogenic erectile dysfunction; HCs, healthy controls; BMI, Body Mass Index; IEF-5, Interational Index of Erectile Function 5; SEARQ, Self-esteem and Relationship
ire; QEQ, Quality of Erection Questionnaire; SAS, Self-rating Anxiety Scale; SDS, Self-rating Depression Scale; FD, framewise displacement.
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Modality (species)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (humans)

fMRI (rhesus macaque)

fMRI (humans)

fMRI (humans)

MEG (humans)

MEG (humans)

fMRI, MUA, and LFP (mice)

Analysis method

ICA-based
back-reconstruction
Seed-based correlation

Seed-based correlation

Dual regression

Graph theoretic
analysis (FCD)
Dual regression

Seed-based correlation

Graph theoretic
analysis. Seed-based
correlation

Dual regression

Dynamic

FC + computational
model

Global signal correlation
and dual regression

Dynamic FC

Graph theoretic
analysis (FCD)
Seed-based correlation

DFA + computational
model

Graph theoretic
analysis + computa-
tional

model

GLM analysis

Manipulation

Nicotine (NACh
receptor agonist)
Citalopram (SSRI)

Citalopram (SSRI)

Escitalopram (SSRI)

Escitalopram (SSRI)

Sertraline (SSRI)

LSD (6HT agonist)

LSD (6HT agonist)

Citalopram (SSRI)
Galantamine (NACh
receptor agonist)

LSD (5HT agonist)

Pharmacological
inactivation of basal
forebrain

Psilocybin (5HT
agonist)

LSD (6HT agonist)

Donepezil
(acetylcholinesterase
inhibitor)

Donepezil
(acetylcholinesterase
inhibitor)

Blockwise optogenetic
stimulation of DR

Main effects of manipulation on intrinsic correlations

Reduced correlations within the DMN. Increased
correlations within extrastriate cortex.
Citalopram: reduced amygdala-vmPFC correlation.

Reduced correlation between left dmPFC and left
hippocampus.

Reduced DMN correlations with PCC, ACC, hippocampus,
and lateral parietal cortex.

Reduced global strength of correlation. Local increases in
thalamus and cerebellum.

Widespread decreases in correlation with DMN; executive
control; visual and sensorimotor networks. Increased
correlation between auditory network and PCC/precuneus.
Increase in correlation between visual cortex and
widespread regions of the cortex and between the
parahippocampal cortex and the retrosplenial cortex and
PCC, and increased correlations between parahippocampal
cortex and dorsal mPFC and right dorsolateral PFC.
Increased global correlation strength. Brain regions that
showed altered correlation strength overlapped with
S5HToa-r distributions. Increased correlation between four
seeds (PFC, parietal cortex, precuneus, and thalamus) and
sensorimotor areas. Reduced modularity. Increased
participation coefficient of frontal and midline regions.
Reduced rich-club coefficient.

Citalopram: reduction of correlations within the
sensorimotor network, PFN, DMN, and executive control
network. Galantamine: increased correlations between
polar occipital network and distributed regions; between an
auditory network and regions of the DMN and
somatosensory cortex; reduced correlations within the
DMN, and between DMN and lateral and inferior occipital
cortices; between the FPN and DMN, inferior temporal and
cerebellar regions.

The model captured the effect of 5HToa-r stimulation as an
increase in gain to explain the effect of LSD on the
distribution of FC dynamics.

Broad reductions in coupling of local activity with the global
signal, corresponding spatially to the inactivated location.
Topography of individual RSNs unaffected.

Longer dwell times for a global FC component. Reduced
dwell times for FPN.

Reduced correlation (from positive toward zero) in
associative networks. Increased correlation (from negative
toward zero) in sensorimotor and thalamic networks. LSD
effects correlated with 5HToa-r distributions. Reduced
correlation between sensorimotor areas and global signal.
No effect of donepezil.

Rest: reduced correlation strength. Computational models
indicate that effect can be accounted for by an increase in
gain.

Wide suppression of cortical CBV response. Suppression of
cortical MUA, and 8 LFP power, which spatially correlated
with the cortical CBV response. CBV response correlated
with distribution of 5HT 1F, 2A, 2C receptors, but not 1A
and 1B receptors. Correlations with receptor maps were
stronger than correlation with DR projection profile.

5HT: serotonin; ACh: acetylcholine; ACC: anterior cingulate cortex; CBV: cerebral blood volume; DMN: default mode network; dmPFC: dorsomedial prefrontal cortex; DR:
dorsal raphe; FC: functional connectivity; FPN: frontoparietal network; FCD: Functional connectivity density; PCC: posterior cingulate cortex; nACh: nicotinic acetylcholine;

PCA: principle component analysis; SSRI: selective serotonin reuptake inhibitor.
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Comparisons Statistical values Coordinates’ anatomical location

Cluster size t-value p-value x y z Region
HC > HZ 32 492 0.000 9 —57 24 R precuneus
4.89 0.000 -3 -63 27 L precuneus
15 5.46 0.000 -6 —a8 27 LPcC
5 538 0.000 66 -6 -27 RMTG
467 0.000 69 36 —12 RMTG
9 462 0.000 54 51 36 Rangular
HC > PHN 72 580 0.000 9 48 24 R precuneus
576 0.000 —a8 27 LPcC
483 0.000 0 -63 27 L precuneus
466 0,000 a2 48 27 RMFG
5 453 0.000 63 -6 —27 RMTG

The Montreal Neurological Institute coordinates and t-values for the local maxima of the centers of the voxel clusters. The threshold for significant clusters reported here was setatp <
0.05 (faise discovery rate corrected, cluster size of 5).

R, right hemisphere; L, left hemisphere; HC, healthy controls; HZ, herpes zoster; PHN, postherpetic neuralgia; PCC, posterior cingulate cortex; MTG, middle temporal gyrus; MFG,
middle frontal gyrus.
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Characteristics HZpatients  PHNpatients  HC (1 =20)

(=28 (=24
Gender (male/female) 12/16 15/9 73
Age (years, mean % 682+ 131 67.0£ 14.1 631+ 122
SD)
Handedness (ight/lefl 28/0 24/0 2010
Duration (days, mean £ 15.7 £56 207.0+72.41 /
sD)
VAS score (mean+SD) 7.6+ 13 67+16 /
PRIscore (mean=SD)  12.4£6.0 16492 /
PPI score (mean =+ SD) 29+1.0 3011 /

HC, healthy controls; HZ, herpes zoster; PHN, postherpetic neuralgia; VAS, visual analog
scale; PRI, pain rating index; PPI, present pain intensity; SD, standard deviation.
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Authors (year)

Savio et al., 2017

Marchitelli et al., 2018

Yokoi et al., 2018

Kim et al., 2019

Hamilton et al., 2018

Participants

A total of 22 healthy, right-handed participants
(15 men, 7 women; mean age:

54.5 £ 10.0 years)

A total of 23 patients with aMCI/AD and 23
healthy older adults

Amyloid-positive patients with early AD (n = 23)
and amyloid-negative control participants
(n=24)

A total of 16 patients with MDD without
comorbidities and 15 healthy controls

A total of 16 patients with MDD and 14 controls

Method of analysis and main findings

Acquisition: Simultaneous PET/MRI with static '8F-FDG-PET. Analysis: ICA (20
components). Results: Similar RSNs were detected via fMRI and '8F-FDG PET when
resting-state MRl and '8F-FDG-PET data were acquired simultaneously.

Acquisition: Simultaneous PET/MRI with static 18F_-FDG-PET. Analysis: Uptake on
18F_FDG-PET and resting-state fMRI metrics were compared between patients with
aMCI/AD and controls and expressed as Z scores. Results: For within-subject
PET/fMRI comparisons, correlations were high overall in healthy controls but 17% lower
in patients with aMCI/AD (significant at p < 0.05). For between-subject comparisons,
FDG/gICA-DR exhibited the greatest overlap around the posterior DMN nodes.

Acquisition: Separate PET (8F-THK5351, static) and MRI (3T). Analysis: Seed-based
connectivity analysis was performed by generating seed ROIls based on regions
exhibiting the most significant differences in "8F-THK5351 retention between patients
with AD and controls. Results: Patients with AD exhibited significant decreases in
connectivity between the PCC and widespread brain regions.

Acquisition: Separate PET (' C)ABP688, dynamic] and MRI (3T). Analysis: The BPnp
of [''C]ABP688 was quantified using the SRTM for mGIuRS5 availability. Seed-based
functional connectivity analysis was performed using resting-state fMRI data with
regions derived from quantitative [''CJABP688 PET as seeds. Results: Patterns of
correlation between [ C]JABP688 BPyp and the strength of functional connectivity
involving the superior prefrontal cortex were opposite in the depression and control
groups.

Acquisition: Simultaneous fMRI and ' G-raclopride PET targeting the dopamine D
receptor. Analysis: BPyp was estimated via the MRTM, using the cerebellum as the
reference tissue. Functional connectivity analysis was performed using striatal regions
exhibiting significant between-group BPyp differences as seeds. Results: Increased
BPnp and decreased connectivity were observed in the striatum. The BPyp was
increased in both the left ventral striatum and right dorsal striatum in patients with MDD.
Connectivity between these regions and cortical targets was also decreased in the
MDD group.

ICA, independent component analysis; aMCI/AD, amnestic mild cognitive impairment/mild-to-moderate Alzheimer’s disease; gICA- DR, group independent component
analysis with dual regression; PCC, posterior cingulate cortex; BPnp, non-displaceable binding potential; SRTM, simplified reference tissue model; mGluR5, metabotropic
glutamate receptor-5; MRTM, multi-linear reference tissue model; MDD, major depressive disorder.
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Network Seed p-value (FWE)

Visual Left dorsal <10-5
«1(Q~6

DMN Left lower parietal <10-13
Medial prefrontal cortex <101

Size (cc)

1.4

4.1

3.7

6.33
4.29
3.82
5.61
5.16
4.39
6.68
6.14
5.72
5.54
5.32

-57
-57
—51

-33
—24
-18
—66
—57
—54
—54
-57
—48
—51
-57

Anatomical labels

Left middle temporal gyrus
Left middle temporal gyrus
Left middle temporal gyrus
Right inferior occipital
Right lingual

Right fusiform

Left precuneus

Right precuneus

Left precuneus

Right precuneus

Right precuneus

Anatomical labeling is according to Tzourio-Mazoyer et al. (2002).
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Network Seed Center of mass Size
MNI coordinates  (mm?3)
(mm)

Visual Primary 2,-79, —12 79,224
Ventral 0, —93, -4 48,712
Right dorsal 38, —72,13 33,968
Left dorsal -37,-79, 10 24,832
Default-mode  Posterior cingulate/precuneus 1, —61,38 38,664
Medial prefrontal 1,55, -3 10,768
Right inferior parietal 47, 67,29 10,608

Left inferior parietal -39, —77, 33 8,328
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Group contrast Seed Clusters (anatomical regions) Number of voxels in the cluster X Y z Effect size (beta) T

TR > RD L>R Right frontal pole 336 26 38 28 0.12 4.49
TR > RD L Left frontal pole 324 -38 62 6 0.17 4.45
TR > RD R Left thalamus 1388 —-12 0 10 0.12 5.59*

*P threshold of 0.01 uncorrected for multiple comparisons. FDR, false discovery rate; X/Y/Z, centroid coordinates; TR, typical readers; RD, children with reading difficulties.
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Regions Network measures

R parahippocampal gyrus c
R transverse temporal gyrus Deg
2]
v
Lobule X of Vermis c

VFI RNFL MaculaGCL
s ? P ? P ? P
+ 0.193 0.022" 0171 0.023* 0.239 0.019*
+ 0.142 0.048* ns 0.206 0.022*
+ 0.118 0.046" ns ns
* 0.158 0.046* 0.139 0.048" 0277 0.014*
e 0.208 0.049" ns ns

Abbreviations as in Table 3. L, left; R, right; El, Local Efficiency; C, Clustering Coefficient; BC, Betweenness Centrality; Deg, Degree; v, Spectral measure of centrality; ns, not statistically

significant, s: sign of association, 2, Cohen’s 2 (effect si:

e asterisk (") indicates statistically significant correlation (p < 0.05).
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Network measures VFI
s ?

k Degree + 0.059

k Betweenness centrality + 0.040

k Local efficiency + 0718

k Clustering coefficient + 0.136

k Spectral centrality measure + 0.060

P

0.129
0.129
0.002*
0.038*
0.108

P

+ o+ o+ o+ +

RNFL
°

0207
0.221

1.140
0.657
0.192

P

0.023"

0.018"
<0.001*
<0.001*

0.023"

+ o+ o+

MaculaGCL
r

0.104
0.122
0.993
0.454
0.009

P

0073
0.047*
0.001*
0.002*

0.065

VFI, Visual Field Index; RNFL, Retinal Nerve Fiber Layer; Macula GCL, Macula Ganglion Cell Layer; s, sign of association; 2, Cohen’s F (effect size); p, corrected significance level (FDR
across 15 comparisons, alpha = 0.05); the asterisk (*) indicates statistically significant correlation (p < 0.05).
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Network Measures Kic kia)

Degree 044
Betweenness centrality 046
Local efficiency 0.66
Clustering coefficient 0.69
Spectral centrality measure 052

P

0.004
0.004
<0.001
<0.001
0.006

k

-0.32
-0.38
-0.65
-0.72
-0.37

P

<0.001
<0.001
<0.001
<0.001
<0.001

Effect size (second column from lef): difference between the medlan values of the subject
wise disruption indlces along with p-values resulting from Menn-Whitney-U-tests (third
column). Group-wise disruption indices k (fourth column from left) along with regression

p-values (right column).
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Glaucoma

Group size 19
Age (years)

Mean (range) 613 (50-72)
Sex (male/female) 811
IOP in treatment

Mean (range) 15.89 (12-19)
Disease stage

l 9

] 2

" 4

v 1

v 3

IOP, Intraocular pressure.

Controls

16

60.8 (50-76)
115

15.44 (12-18)
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AEC PLV PLI COH iCO
x2(79) P x2(79) P x2(79) P x2(79) P x2(79) P

MAR model

Fast-states R 213 <0.001 560 <0.001 523 <0.001 234 <0.001 429 <0.001
Fast-states Error 441 <0.001 383 <0.001 413 <0.001 453 <0.001 510 <0.001
Medium-states R 327 <0.001 576 <0.001 575 <0.001 504 <0.001 574 <0.001
Medium-states Error 483 <0.001 530 <0.001 529 <0.001 550 <0.001 557 <0.001
Slow-states R 299 <0.001 444 <0.001 471 <0.001 417 <0.001 462 <0.001
Slow-states Error 451 <0.001 510 <0.001 489 <0.001 515 <0.001 514 <0.001
Mixed-states R 223 <0.001 525 <0.001 523 <0.001 367 <0.001 505 <0.001
Mixed-states Error 261 <0.001 323 <0.001 313 <0.001 369 <0.001 373 <0.001
NMM model

Fast-states R 472 <0.001 595 <0.001 278 <0.001 644 <0.001 259 <0.001
Fast-states Error 307 <0.001 419 <0.001 407 <0.001 186 <0.001 211 <0.001
Medium-states R 642 <0.001 714 <0.001 525 <0.001 719 <0.001 351 <0.001
Medium-states Error 631 <0.001 664 <0.001 590 <0.001 478 <0.001 243 <0.001
Slow-states R 536 <0.001 657 <0.001 541 <0.001 694 <0.001 514 <0.001
Slow-states Error 518 <0.001 559 <0.001 445 <0.001 427 <0.001 175 <0.001
Mixed-states R 572 <0.001 652 <0.001 506 <0.001 691 <0.001 483 <0.001
Mixed-states Error 543 <0.001 531 <0.001 422 <0.001 412 <0.001 174 <0.001

Significance corresponds to a significant change in modulation of the error or correlation with ground truth (R) for different window lengths.
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Variable B P 95% Confidence interval

'CONNECTIVITY BETWEEN ANTERIOR AND POSTERIOR DMN

Overall mode! 0.0003

APOE4 0.652 0.03 0.047 1.256
Amyloid 0.373 0.05 -0.004 0.750
Sex 0.167 001 0040 0295
APOE4*amyloid -0.8561 0.02 -1591 -0.112
APOE4*sex -0385 003 -0.787 -0033
Amyloid*sex -0.305 0.01 -0538 -0.072
APOE4*amyloid'sex ~ 0.569 0.01 0.129 1.008
Age -0.012 00002 -0.019 -0.006
Education -0.018 0.06 —0.036 0.0004

*Connectivity in Fisher's Z.
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Variable B P 95% Confidence interval

CONNECTIVITY BETWEEN LEFT BA6 AND POSTERIOR DMN

Overall mode! 093

APOE4 -0232 036 -0.726 0.263
Amyloid 0.030 016 -0.279 0.338
Sex 0.007 090 -0.098 0.111
APOE4*amyloid 0.254 041 -0.350 0.858
APOE4*sex 0.115 043 -0.173 0.403
Amyloid*sex 0.022 082 -0.168 0212
APOE4*amyloid'sex ~ —0.153 040 -0.513 0.206
Age —0.001 059 -0.007 0.004
Education 0008 067 -0012 0018
CONNECTIVITY BETWEEN LEFT BA44 AND POSTERIOR DMN
Overall model 0.76

APOE4 -0343 015 -0.805 0.120
Amyloid -0050 073 -0.338 0.239
Sex 0.035 048 -0.063 0.133
APOE4*amyloid 0.464 011 -0.102 1.029
APOE4"sex 0.167 022 -0.102 0.436
Amyloid*sex 0.025 078 -0.183 0.203
APOE4'amyloid'sex ~ —0.265  0.12  —0.602 0.071
Age -0.0007 078 -0.005 0.004
Education 0.006 039 -0.008 0.020
(CONNECTIVITY BETWEEN LEFT BA8 AND POSTERIOR DMN
Overall model 0.20

APOE4 0117 071  -0.499 0.734
Amyloid 0.181 035 -0.203 0.565
Sex 0.082 022 -0.048 0212
APOE4*amyloid —-0.197 061 -0951 0557
APOE4*sex -0077 067 -0.435 0.282
Amyloid‘sex -0.169 0.6 -0.406 0.069
APOE4"amyloid'sex ~ 0.168 046 -0.280 0616
Age -0.008 002 -0014 —0.001
Education -0015 042 -0.083 0.004
CONNECTIVITY BETWEEN LEFT BA9 AND POSTERIOR DMN
Overall model 0.003

APOE4 0.338 030 -0.304 0.979
Amyloid 0.252 021 -0.148 0.652
Sex 0.154 0.03 0.019 0.290
APOE4*amyloid -0.467 024 -1.261 0317
APOE4*sex -0.230 023 -0.603 0.143
Amyloid*sex -0229 007 -0475 0.018
APOE4*amyloid'sex ~ 0.405 009 -0.061 0.872
Age -0011 0002 -0.018 —0.004
Education -0.020 004 -0.039 0.001

*Connectivity in Fisher's z. APOE4, Apolipoprotein ¢4 allele; BA, Brodmann area; DMN,
Default Mode Network.
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Variable B P 95% Confidence interval

CONNECTIVITY BETWEEN LEFT BA6 AND ANTERIOR DMN

Overall model 0.44

APOE4 -0.093 075 -0.681 0.495
Amyloid -0.030 087 -0.396 0.337
Sex -0.091 015 -0216 0.033
APOE4*amyloid -0.008 098 -0.728 0.710
APOE4*sex 0038 084 0306 0379
Amyloid*sex 0.047 068 -0.180 0273
APOE4'amyloid'sex  —0.019 093  —0.447 0.408
Age 0005 010 —0.0009 0011
Education -0001 090 -0019 0.016
'CONNECTIVITY BETWEEN LEFT BA44 AND ANTERIOR DMN
Overall model 0.05

APOE4 -0378 020 -0.964 0208
Amyloid -0.265 015 -0.630 0.010
Sex -0.100 0.11  -0.224 0.024
APOE4*amyloid 0260 047 -0.456 0.976
APOE4*sex 0.156 037 -0.185 0.497
Amyloid*sex 0.178 012  -0.047 0.404
APOE4*amyloid*sex —0.163 0.45  -0.589 0.263
Age 0.005 009 -0.0009 0.011
Education 0.007 044 -0010 0.024
'CONNECTIVITY BETWEEN LEFT BA8 AND ANTERIOR DMN
Overall model 023

APOE4 0.169 050 -0.330 0.669
Amyloid 0252 011  -0.059 0563
Sex -0038 048 -0.144 0.067
APOE4*amyloid -0507 010 -1.118 0.104
APOE4*sex -0.126 039 -0.417 0.165
Amyloid*sex -0.160 0.10  -0.352 0032
APOE4*amyloid'sex ~ 0287  0.12  -0.076 0.650
Age 0.000 099 -0.005 0.005
Education -0.003 069 -0018 0.012
'CONNECTIVITY BETWEEN LEFT BA9 AND ANTERIOR DMN
Overall model 0.19

APOE4 0055 083 -0.450 0.559
Amyloid 0.3561 0.03 0.037 0.666
Sex -0018 074 -0.125 0.089
APOE4*amyloid -0572 007 -1.188 0.045
APOE4*sex -0081 059 -0374 0213
Amyloid*sex -0224 002 -0418 —-0.030
APOE4*amyloid'sex ~ 0.411 0.03 0.045 0.777
Age -0.002 052 -0.007 0.004
Education -0.001 089 -0.016 0.014

“Connectivity in Fisher's z. APOE4, Apolipoprotein =4 allele; BA, Brodmann area; DMN,
Default Mode Network.
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Male Female Group

difference
(p-value
from T-test)
Number of subjects 79 79
Amyloid status 33 positive 38 positive 0.427
APOE4 24 2 0734
Age 7654657 7415776 0,039
Range: 656~  Range: 56.4-
9%5.4 9.8
Handedness (right/left) 727 727 1.000
Years of education 1670£2.43  1581£270 0,031
RMS motion (mm) 031024 027 022 0.180
RMS motion (mm) 031024 027 £022 0.180
RAVLT immediate 3859 + 4465 + 0,001
11.09 11.24
RAVLT delay 5333897 675+ 4.51 0.041

APOE4, Apolipoprotein ¢4 allele; RAVLT, Rey Audtory Verbal Learning Test; AMS, Root
Mean Squared.
p-values reflect significance of Mann-Whitney tests.
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Regions.

L globus palidus
R parahippocampal gyrus

L paracentral lobule

L supplementary motor area

L precuneus

R middle frontal gyrus

R cuneus

L superior occipital gyrus
Rsupramarginal gyrus

L globus palidus

L supplementary motor area

R parahippocampal gyrus

R supramarginal gyrus

R supplementary motor area

L lobule VI of cerebellar hemisphere
R caudate nucleus

L olfactory cortex

R lobule IV, V of cerebeliar hemisphere
R superior occipital gyrus

Linferior occipital

L inferior occipital

R supramarginal gyrus

L transverse temporal gyrus

R superior parietal lobule

L globus palidus

Abbreviations as in Table 5. L, left; R, right; BC, Betweenness Centrality; El, Local Efficiency; SmC, Spectral measure of centrality; C, Clustering Coefficient; Deg, Degree.

Network measures

BC
BC
Bl
SmC
BC
SmC

smc
Deg

AUC

0.719
0712
0.704
0.701
0.699
0.697
0.697
0.697
0.694
0.691
0.688
0.688
0.688
0.686
0.684
0.679
0.676
0.676
0.674
0.674
0.674
0.674
0.674
0.671
0.671

Sens (%)

81.26
68.75
68.76
81.25
68.756
75.00
62.50
68.75
62.50
68.75
62.50
68.75
56.256
81.25
68.76
75.00
68.756
56.25
68.75
62.50
81.25
68.75
56.256
68.75
81.26

Spec (%)

63.16
73.68
73.68
63.16
63.16
78.95
89.47
63.16
73.68
68.42
78.95
63.16
68.42
68.42
63.16
68.42
73.68
84.21
68.42
78.95
57.89
63.16
73.68
73.68
63.16

PPV (%)

65.00
68.75
68.75
65.00
61.11
75.00
83.33
61.11
66.67
64.71
71.43
61.11
60.00
68.42
61.11
66.67
68.75
75.00
64.71
71.43
61.90
61.11
64.29
68.75
65.00

NPV (%)

80.00
73.68
73.68
80.00
7059
78.95
7391
7059
70.00
T22%
7143
7059
65.00
81.25
7059
76.47
73.68
69.57
7222
7143
7857
7059
66.67
73.68
80.00
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Network measures AUC Sens (%) Spec (%) PPV (%) NPV (%)

k Clustering coefficient 0911 100 78.95 80.00 100

k Local efficiency 0.885 87.50 78.95 77.78 8824
k Degree 0786 8125 6842 6842 81.26
k Betweenness centrality 0.786  68.75 89.47 8462 7727
k Spectral measure of centrality 0.773 81.25 68.42 6842  81.25
Betweenness centrality 0582 8750 4241 5600  80.00
Transitivity 0549  62.50 52,63 52.63  62.50
Modularity 0530 62.50 57.89 5556  64.71
Clustering coefficient 0520 87.50 36.84 5385  77.78
Global efficiency 0500 66.25 57.89 5294  61.11
Degree 0.490 5825 47.37 4737 56.25
Assortativity 0470 66.25 47.37 4737 656.25
Eigenvector centrality 0362 656.25 36.84 4286  50.00

k, distuption indlex; AUC, area under the receiver operating charecteristic curve; Sens,
sensitivity; Spec, specificity; PPV, positive predicted value; NPV, negative predicted value.
AUC are ordered from high to low, top-down.
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Contrast Seed (center of sphere)

Controls > IP Left thalamus (-7, —15,2)

Right thalamus (8, —18, 5)

Right insula (26, —2, 4)
IP > Controls Right thalamus (8, —18, 5)

Target (peak coordinates)

Left Somatosensory (—4, —27, 34)

Right Somatosensory (6, —25, 42)

Right Somatosensory (6, —26, 37)

Left Somatosensory (—11, —26, 42)

Right amygdala/hippocampus (14, —10, 15)
Right superior temporal gyrus (40, —19, 3)

Cluster size (# voxels)

1873
973
2373
665
871
672

Cluster p-FWE

<0.000001
0.00006

<0.000001
0.00008
0.00007
0.00027

Seed regions were defined post hoc based on results from the MVPA analysis. Target regions are labeled based on the locations of the largest number of voxels within
significant cluster. All results are significant on a corrected cluster level (o < 0.0005 FDR). Controls, non-invasive procedure group; IP, invasive procedure group.
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NICI score Griffith’s developmental scale scores (mean =+ std.dev)

Developmental Locomotor Personal-social Hearing-speech Eye-hand coordination Performance
quotient
Control group 0 category N = 13 101.3 £3.1 101.6 £3.2 98.9+4.2 101.9 £ 3.6 101.9 £3.7 99.9 + 3.1
IP group | category N =7 98.4 +£10.1 99.1 £5.7 90.1 £9.2 942 +9.6 91.3+84 94.7+7.2
Il category N = 20 90.2 £10.9 93.1 £11.2 87.6 £9.3 941 +7.4 90.1 £9.2 925485
Il category N = 6 87.8 + 8.3* 84.5 + 5.3* 83.5 + 8.3* 86.8 &+ 4.6% 86.7 + 4.1* 87.8 +£3.1*

Significant lower values were observed for each subscale score in neonates of lll Invasiveness score category when compared with controls. * indicate P < 0.001
(Bonferroni corrected); differences of Griffith’s developmental subscale score mean values were testes among the NICI score categories using a general linear regression
model, controlling for gestational age and gender. Control group, neonates not requiring invasive procedures; IP group, neonates requiring invasive procedures; NICI
score, neonatal intensive care invasiveness score: 0 category, no painful events during the early post-natal period or <5 skin breaks (i.e., heel lances, central line insertion,
and intramuscular injection); | category, >5 skin breaks or neonatal endotracheal intubation; Il category, >5 skin breaks and neonatal endotracheal intubation; lll category,
surgical interventions (i.e., patent ductus arteriosus ligation and surgical necrotizing enterocolitis).
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Control-group IP-group P
NICI score 0 1 ] m
N° neonates 13 it 20 6

Gestational age (week) Median
(range)

Postmenstrual age at MRl
(week) Median (range)

Birth weight (gr) Median (range)
Gender N°neonates (%)

Male

Female

APGAR 1’ Median (range)
APGAR 5’ Median (range)
Days of mechanical ventilation
Median (range)

Morphine dose* Median
(range); N° neonates

Midazolam dose* Median
(range); N°neonates

Dexamethasone™ dose Median
(range); N°neonates

Total skin breaks Median
(range)

Endotracheal intubation
N°neonates (%)

Surgery N°neonates (%)

31.2 (27.1-32.8)

401 (39.1-41.2)

1189.25 (863.81-1514.21)

5 (38%)
8 (62%)
8.81 (5-10)
9.15 (7-10)
0(0)

1(1-9)

0(0%)

0(0%)

28.2 (27.3-29.1)

40.1 (39.3-40.3)

1090.88 (844.32-1427.32)

4 (57%)
3 (43%)
6.97 (5-9)
8.91 (7-10)

2 (0-4)
0.15(0.13-0.19); 4
1.2 (1-8.5); 4
0.94 (0.8-1.2); 3
9 (5-12)

0(0%)

0(0%)

27.1(26.3-30.2)

40.8 (38.9-41.3)

1060.18 (713.41-1523.78)

8 (40%)
12 (60%)
6.43 (5-8)
8.21 (6-9)
6 (2-15)
1.8 (0.51-3.9); 16
2.3(1.5-6.7); 7
0.88(0.7-1.2); 7
13 (7-19)

20 (100%)

0 (0%)

27.9 (26.3-31.7)

40.3 (39.4-41.9)

1190.21 (756.54-1497.59)

3 (50%)

3 (50%)
6.58 (5-7)
7.22 (6-8)

9 (3-21)

2.93(0.6-10.5); 6
6.5(3.9-11.7); 5
1.2(0.75-2.1); 4

28 (9-41)

6 (100%)

6 (100%)

0.085

0.832

0.743
0.833

0.011
0.003
<0.001

<0.001

<0.001

<0.001

<0.001

<0.001

<0.001

P indicates significance level of statistic comparisons. Continuous and categorical measures were compared using the Kruskall-Wallis and X¢ tests, respectively. Control
group, neonates not requiring invasive procedures; IP group, neonates requiring invasive procedures. NICI score, neonatal intensive care invasiveness score. * Cumulative
dose in milligrams adjusted for daily body weight (Kg).
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Three-group classification
(AD, MCI-C and MCI-NC)

Three-group classification
(HC, MCI-C and MCI-NC)

Four-group classification
(AD, HC, MCI-C and MCI-NC)

DCA, discriminant correlation analysis

SFC
DCA
SFC
DCA
SFC
DCA

SFC, sequential feature collection.

67.6%
57.6%
66.0%
58.2%
56.1%
48.8%
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