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Editorial on the Research Topic
 Balancing Act: Structural-Functional Circuit Disruptions and Compensations in Developing and Aging Brain Disorders



The last decade has witnessed an increasing interest in exploring the network connectivity of brain areas and communities. The disruption of brain networks has been linked to variable levels of neuropsychological dysfunctions observed in individual patients with brain disorders (Collin and van den Heuvel, 2013; Crossley et al., 2014). Understanding the course of these changes may help understand how they contribute to risk and resilience for both developing and aging brain disorders, and may offer personalized treatment opportunities. The balancing act of disruptions and compensations in large-scale structural-functional brain network organization across individuals in various brain disorders is still unclear (Bullmore and Sporns, 2009).

The transformative brain changes occurring during the course of childhood and adolescence are critical for the shaping of individual developmental trajectories in cognitive and social functions, adaptability, personality, and mental health (Dosenbach et al., 2010). The tremendous potential for neuroplasticity and environmental sensitivity also characterized this period of development and individualized the brain functional connectome during the course of adolescence and related patterns of maturation (Zielinski et al., 2010; Fair et al., 2012). The progress made on both neuroscience and computational sciences has motivated new approaches for studying brain structure and function from a complex systems perspective (Hagmann et al., 2008; Sharp et al., 2014). These current trends have suggested that connectivity-based methods may provide good tools in order to understand brain functioning in healthy subjects, as well as to study changes during lifespan, or during the time course of neurodegenerative diseases.

Brain connectivity refers to patterns of links connecting distinct units within the nervous system. It can be studied at different scales, and therefore, units or nodes can be defined as individual neurons, neural populations, or segregated brain regions, described by anatomical or functional landmarks. Structural connectivity networks can be measured through white matter tracts quantified by diffusion tractography or correlations of morphological metrics; it can provide clue into structural architectural features. By contrast, functional connectivity networks mainly describe the connective properties of temporal coherences between blood oxygen level-dependent functional MRI signals from both local and distant brain regions; thus functional connectivity networks provide insight of a network perspective on brain dynamics. This Research Topic “Balancing act: structural-functional circuit disruptions and compensations in developing and aging brain disorders” brings together basic, clinical, and translational neuroscience research with brain circuit disruptions and compensations in developing and aging Brain Disorders. The discussions in this Research Topic report new integrated knowledge to understand developing and aging brain disorders.

Neurovascular imbalance is generally noted in the aging population and Alzheimer's disease (AD). It has been shown that regional cerebral blood flow (rCBF) is closely coupled with cerebral metabolism, and the relationship between network measures and rCBF provides insights into the mechanisms of connectivity disruptions in brain disorders. Hu et al. discussed the coupling of rCBF and functional connectivity strength (FCS) in Wilson's disease (WD) associated with mild cognitive impairments (MCI). They found that the CBF-FCS correlations of patients with WD were significantly decreased in the basal ganglia and the cerebellum and slightly increased in the prefrontal cortex and thalamus. Qi et al. evaluated the pattern of activity in the cerebral limbic network from the perspective of the cerebellum. Results indicated that the cerebellum was not compromised by Alzheimer pathology in the early stages of AD, and this pattern indicates that the sub-scale ventral attention network may play a pivotal role in functional compensation through the coupled cerebro-cerebellar limbic network in MCI, and the cerebellum may be a key node in the modulation of social cognition. Moreover, patients with cerebral vascular diseases exhibit widespread differences in functional connectivity across multiple cortical networks. Leukoaraiosis (LA) is associated with cognitive impairment in older people and associated with dysfunctional communications between the three basic brain networks, consisting of the default-mode network (DMN), salience networks (SNs), and the central executive network (CEN). Chen et al. presented the diminished negative correlations between the SN and DMN while positive correlation between the SN and CEN were enhanced as the cognitive impairment loads increased in patients with LA.

Traumatic brain injury (TBI) is a substantial public health problem, and can accelerate the aging process, leading to long-term structural and functional alterations to the brain. Wang et al. aimed to investigate the sex difference on whole-brain functional connectivity at the network level from a cohort of acute mild TBI patients since there were differential cognitive outcome by sex. Ye et al. investigated the changes of α-synuclein in blood serum and its relationship with default mode network (DMN) connectivity after acute mild TBI. The chronic consequences of TBI may contribute to the increased risk for early cognitive decline and dementia, primarily due to diffusion axonal injury. Yin et al. investigated longitudinal changes of white matter (WM) using diffusion tensor imaging (DTI) and their correlations with neuropsychological tests following mild TBI. They reported that increased fractional anisotropy values in some tracts at 1 month post-injury were positively associated with better performance on cognitive information processing speed at initial assessment.

Synaptic failure may critically impair information processing in the brain and may underlie many neurodegenerative diseases. Budak and Zochowski systematically analyzed how two types of synaptic failure (activity-independent and targeted, activity-dependent) affect two complementary (incoming and outgoing) scale-free network structures. Williams and Sun explored the layer and spectrotemporal architecture and laminar distribution of high-frequency oscillations (HFOs) in a neonatal freeze lesion model of focal cortical dysplasia (FCD). They provided the evidence that HFOs, particularly fast ripples, is a biomarker to help define the cortical seizure zone and understand cellular level changes underlying the HFOs. Infarction or aging in regions project to the pyramidal tract (PyT) would result in incomplete transmission of information to the PyT and concomitant decreases in motor planning and coordination abilities. Using the large population data of the HCP and high magnet gradient HARDI data, Wang et al. visualized the existence of the PyT in humans.

Cognitive aging research has identified several general patterns of compensatory neural activity. Most studies of neural compensation limited to a between-subject design, Samuel et al. examined the neural compensation from a fatigue paradigm and reflect neural activities typically associated with aging-related cognitive impairment. In the young cohort, they found that both behavioral performance and neural activity declined as the experiment progressed, reflecting the deleterious effects of cognitive fatigue. Both behavioral performance and neural activity did not decline as the experiment progressed in the older cohort, in contrast to the young. Pelzer et al. reviewed the literature regarding quantitative susceptibility mapping (QSM), MEG, and rs-fMRI detected changes in motor and non-motor symptoms in Parkinson's disease (PD).

Finally, the morphological features of gyri and sulci change during aging and development-related psychiatric disorders such as schizophrenia, reflecting a potential of gyral-sulcal indices as a biomarker for developmental and aging related disorders. Fluid intelligence, as a measure of higher-order relational reasoning, has been argued to be linked to specific functional outcomes and to variations in human neuronal structure and function. Yang et al. explored the temporal variability of cortical gyral-sulcal resting state functional activity and its association with fluid intelligence measures on the Human Connectome Project dataset, which provided novel insights to understand the functional relevance of gyri and sulci. Social anxiety and risk of mental disorders have increased in the left-behind children (LBC). Fu et al. provided empirical evidence of altered brain structure in LBC compared to non-LBC, responsible for emotion regulation and processing, which may account for mental disorders and negative life outcome of LBC.
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Mild traumatic brain injury (TBI) is considered to induce abnormal intrinsic functional connectivity within resting-state networks (RSNs). The objective of this study was to estimate the role of sex in intrinsic functional connectivity after acute mild TBI. We recruited a cohort of 54 patients (27 males and 27 females with mild TBI within 7 days post-injury) from the emergency department (ED) and 34 age-, education-matched healthy controls (HCs; 17 males and 17 females). On the clinical scales, there were no statistically significant differences between males and females in either control group or mild TBI group. To detect whether there was abnormal sex difference on functional connectivity in RSNs, we performed independent component analysis (ICA) and a dual regression approach to investigate the between-subject voxel-wise comparisons of functional connectivity within seven selected RSNs. Compared to female patients, male patients showed increased intrinsic functional connectivity in motor network, ventral stream network, executive function network, cerebellum network and decreased connectivity in visual network. Further analysis demonstrated a positive correlation between the functional connectivity in executive function network and insomnia severity index (ISI) scores in male patients (r = 0.515, P = 0.006). The abnormality of the functional connectivity of RSNs in acute mild TBI showed the possibility of brain recombination after trauma, mainly concerning male-specific.

Keywords: mild traumatic brain injury, sex difference, rs-fMRI, functional connectivity, independent component analysis


INTRODUCTION

Traumatic brain injury (TBI) is a substantial public health problem, and can accelerate the ageing process, leading to long-term structural and functional alterations to the brain (Benedictus et al., 2010; Cole et al., 2015). About 90% of TBI is classified as mild (Vos et al., 2002). It is worthy of attentions that one-quarter of mild TBI patients have post-concussive symptoms or other cognitive disorders (Bazarian et al., 2010). However, the heterogeneity of the injuries and the variability of cognitive symptoms make it problematic for management (Jenkins et al., 2016). Several factors are associated with poor outcomes after mild TBI, of which, the most controversial is sex (Bazarian et al., 2010). In female group, sex steroids have been tested to demonstrate neuroprotective effects in severe TBI (Fakhran et al., 2014). Nevertheless, the effect of sex on outcome is still unclear after mild TBI. Understanding sex differences of brain injury mechanism after mild TBI may enhance the future diagnostic work-up in patients and lead to separate management strategies for patients with different sexes.

Previous studies about sex differences in cognitive outcome after mild TBI revealed controversial and interesting results. Controlled animal experiments have shown better cognitive outcomes among females after mild TBI (Bramlett and Dietrich, 2001; O’Connor et al., 2003; Bazarian et al., 2010). Evidence from a human study also finds that women have superior executive functioning when compared with men after acute TBI (Niemeier et al., 2014). Other studies show that women outperform men in the tasks of verbal memory and learning measures following TBI (Farace and Alves, 2000; Covassin et al., 2012). These results indicate that female sex is somehow neuroprotective. While, multiple observational studies in humans have demonstrated that females present worse outcomes following concussion compared with males (Broshek et al., 2005; Bay et al., 2009; Covassin et al., 2013; Hsu et al., 2015; Cancelliere et al., 2016). Specifically, females report more post-concussive symptoms with greater severity compared to males (Broshek et al., 2005; Bay et al., 2009; Covassin et al., 2012). Indeed, these observation studies may be confounded by many factors, especially by sociological pressures on male athletes, including the greater societal stigma with symptom reporting, resulting in underreporting by males (Fakhran et al., 2014). Therefore, more objective measurements, such as neuroimaging indices, are crucial in avoiding such bias.

The evaluation of resting-state functional connectivity is an appealing approach to assess activity differences among sexes (Filippi et al., 2013). A recent research has revealed that global connectivity was stronger in female network than in males with posttraumatic stress disorder (PTSD; Cao et al., 2018). However, resting-state fMRI studies in mild TBI focus on connectivity mainly in a limited number of predefined regions-of-interest (ROIs), not fully exploring large-scale brain functional connectivity (Mayer et al., 2011; Slobounov et al., 2011; Shumskaya et al., 2012). Though substantial evidence supports models of TBI as a condition characterized by altered brain connectivity, sex-related differences in functional connectivity are still less clear. Understanding the effects of sex difference after mild TBI on brain function and behavior is likely to require a widespread investigation on brain network connectivity. Indeed, several studies have characterized the resting-state networks (RSNs) using independent component analysis (ICA; Damoiseaux et al., 2006; De Luca et al., 2006). As declared by a study performed on a very large sample of healthy participants, these networks have a high reproducibility (Biswal et al., 2010). The assessment of RSNs allows us to evaluate the intrinsic functional connectome of the human brain among sexes (Filippi et al., 2013).

Most studies investigating functional connectivity have involved patients with moderate-to-severe TBI, or during the chronic stage of recovery (Caeyenberghs et al., 2012, 2013, 2014; Shumskaya et al., 2012). Importantly, reliable and valid indices of acute injury, which can elucidate underlying neuroanatomical injury mechanisms or be predictive for longer-term outcomes, are lacking in studies of mild TBI (Yuan et al., 2015). Thus, in the current study, we aimed to investigate the sex differences on whole-brain functional connectivity at the network level from a cohort of acute mild TBI patients, not biased by a priori region selection.



MATERIALS AND METHODS


Participants

A total of 61 patients with acute mild TBI within 7 days post-injury were recruited from the emergency department (ED) of a local hospital, between August 2016 and July 2017. All consecutively patients with non-contrast head CT due to acute head trauma enrolling from the local ED formed the initial population. Inclusion criteria for all mild TBI patient were based on the World Health Organization’s Collaborating Centre for Neurotrauma Task Force (Holm et al., 2005): (i) Glasgow Coma Scale (GCS) score of 13–15 on presentation to the ED; (ii) one or more/any of the following: loss of consciousness (LOC) for less than 30 min, posttraumatic amnesia (PTA) for 24 or less hours, and/or other transient neurological abnormalities such as focal signs, seizure, and intracranial lesion not requiring surgery; and (iii) were aged 18 years or older. Mild TBI patients were excluded for: (i) a history of a previous brain injury, neurological disease, long-standing psychiatric condition, or concurrent substance or alcohol abuse; (ii) a structural abnormality on neuroimaging (CT and MRI); (iii) intubation and/or presence of a skull fracture and administration of sedatives; (iv) the manifestation of mild TBI due to medications by other injuries (e.g., systemic injuries, facial injuries, or spinal cord injury); (v) other problems (e.g., psychological trauma, language barrier, or coexisting medical conditions); and (vi) caused by penetrating craniocerebral injury. Among these patients, seven were excluded, five of whom had MRI contraindications, and two were left handedness. At last, 54 patients (27 males) were enrolled. In addition, 34 sex-, age- and education-matched healthy controls (HCs; 17 males) without neurologic impairment or psychiatric disorders participated in the study. All participants were right-handed according to the Edinburgh Handedness Inventory. All the subjects gave written, informed consent in person approved by a local institutional review board; the research procedures were approved by the Ethical Committee of The Second Affiliated Hospital of Wenzhou Medical University and conducted in accordance with the Declaration of Helsinki.



Clinical Assessment

Clinical assessments were performed within 48 h of MR imaging for all the participants. Neuropsychological tests included: (a) WAIS-III Digit Symbol Coding (DSC) to examine motor skill and memory; (b) Verbal Fluency Test to evaluate verbal fluency including language ability, executive function and semantic memory (Troyer et al., 1997; Kreiner and Ryan, 2001). Self-assessment symptom questionnaires included: the Rivermead Post-Concussion Symptom Questionnaire (RPCS), Insomnia Severity Index (ISI; King et al., 1995; Bastien et al., 2001).



Image Acquisition

A non-contrast CT scan was performed on all consecutive patients following acute head injury with a 64-row CT scanner (GE, Lightspeed VCT). The MRI scans were acquired with the use of 3.0 T MRI scanner (GE 750). A custom-built head holder was used to prevent head movements. All participants were instructed to remain in a relaxed state without engaging in cognitive or motor activity and to keep their eyes closed. Alertness during the scan was confirmed immediately afterward. The MRI protocol involved the high-resolution T1-weighted 3D MPRAGE sequence (echo time (TE) = 3.17 ms, repetition time (TR) = 8.15 ms, flip angle = 9°, slice thickness = 1 mm, field of view (FOV) = 256 mm × 256 mm, matrix size = 256 × 256), single-shot, gradient-recalled echo planar imaging (EPI) sequence with 54 slices covering the whole brain (TR = 2,000 ms, TE = 30 ms, slice thickness = 3 mm, flip angle = 90°, FOV = 216 mm × 216 mm, matrix size = 64 × 64, voxel size = 3 mm × 3 mm × 3 mm), axial FLAIR (TR = 9,000 ms, TE = 95 ms, flip angle = 150°, thickness = 5 mm, slices = 20, FOV = 240 mm × 240 mm, matrix size = 173 × 256), axial susceptibility weighted imaging (SWI; TR = 37.8 ms, TE = 25 ms, flip angle = 15°, thickness = 2 mm, slices = 70, FOV = 230 mm × 230 mm, matrix size = 512 × 512), axial FLAIR (TR = 9,000 ms, TE = 95 ms, flip angle = 150°, thickness = 5 mm, slices = 20, FOV = 240 mm × 240 mm, matrix size = 173 × 256).

The presence of focal lesions and cerebral microbleeds was determined by an experienced clinical neuroradiologists (with 10 years’ experience) who assessed multiple modalities of neuroimaging data acquired at baseline (T1-weighted, SWI, FLAIR) for all subjects in random sequence, blind to clinical information and group membership (patient or control).



Preprocessing of Resting State Data

Image preprocessing was accomplished using the FSL software package (Smith et al., 2004). First, the first 10 volumes of resting-state data were removed to allow for steady state equilibrium. Data preprocessing included the slice-timing, head-motion correction, normalization, spatially smoothing with a 6-mm full width at half maximum, linear trend removal, and band-pass filtering (0.01–0.08 Hz). Motion correction was performed by realigning fMRI time-series using a six-parameter rigid-body spatial transformation (Friston et al., 1995). In the normalization step, all BOLD data were aligned to their corresponding T1-weighted images, and normalized BOLD images were created by applying the transformation of T1-weigthed images to the ICBM152 template. Spurious variances (head motion, ventricular and white matter signal and the derivatives of each of these signals) were removed by multiple linear regression analysis.

Data analysis was performed using the FMRIB Software Library (FSL; FMRIB Software Library). Head motion in the resting state data was corrected using multi-resolution rigid body co-registration of volumes, as implemented in the MCFLIRT software (Jenkinson et al., 2002). Brain extraction was carried out in the BET software for motion-corrected BOLD volumes with optimization of the deforming smooth surface model, as implemented (Smith, 2002). Rigid body registration as implemented in the FLIRT software was used to co-register fMRI volumes to 3D MPRAGE (brain-extracted) volumes of the corresponding subjects and subsequently the 3D MPRAGE volumes to the MNI152 standard space (Jenkinson et al., 2002). The images were smoothed with a 6-mm full width at half-maximum (FWHM) Gaussian kernel.



Resting State Networks

Following the preprocessing, Multivariate Exploratory Linear Optimized Decomposition into Independent Components (MELODIC) tool within FSL was used to perform spatial group-ICA using multisession temporal concatenation. Datasets were temporally concatenated across all participants to create a single 4-dimensional dataset as input for MELODIC, to produce 25 independent component maps (IC maps) representing average resting state brain networks (RSNs).

The intrinsic functional connectivity was the connectivity among various regions within a RSN (Kumar et al., 2018). A dual regression approach was used to perform the between-subject analysis by voxel-wise comparisons of resting functional connectivity (Jenkinson et al., 2002; Nichols and Holmes, 2002; Beckmann and Smith, 2005; Cole et al., 2010; Kumar et al., 2018). We accomplished this procedure as follow. First, we used all group ICA spatial maps as spatial regressors against the preprocessed individual subject’s fMRI data, which produced subject-specific time courses for each group ICA component. Then, these time courses were variance-normalized and linearly regressed for the subject’s fMRI dataset. Individual spatial maps of each group ICA component were provided by the regression. Finally, we merged these individual spatial maps across subjects into single 4-dimensional files per ICA component. The voxel-wise group differences in intrinsic network functional connectivity between male and female patients were carried out using nonparametric permutation testing (5,000 permutations per contrast for each ICA component) in FSL (Kumar et al., 2018). Threshold-free cluster enhancement (TFCE) was used to control the multiple comparisons. The significance threshold was set to P < 0.05, Family-Wise Error (FWE) corrected. The results represented the group differences in functional connectivity for all RSNs.



Region of Interest Analysis

Region-of-Interest (ROI) analysis was then applied based on the regions showing significant differences on functional connectivity between male and female patients. Such analysis would provide us the ability to determine the size and location of the clusters, which showed significant differences between male and female patients. A single ROI mask was created according to the location and size of clusters in the specific RSN. Strengths of functional connectivity of patients and HCs, were then extracted in an automated fashion by using the ROI mask along the individual spatial maps.



Additional Statistical Analysis

Statistical analyses were performed in SPSS 20.0. For each continuous variable, the normal distribution was measured by the Shapiro-Wilk test. The independent two-sample t-test and the Mann-Whitney test were used to compare group differences based on data normality, respectively. A Kruskal-Wallis test was conducted to assess the differences in age, education level and neuropsychologic test results in four groups (i.e., control male, control female, mild TBI male and mild TBI female). Chi-square analyses were applied to assess categorical variables. ROI-analysis among four groups were subjected to the univariate analysis of variance (ANOVA). Correlation analysis was also conducted between functional connectivity and clinical symptoms by using Pearson correlation coefficients.




RESULTS


Participant Characteristics

During the study, we employed 54 patients with mild TBI, all of which were recruited from the ED of the local Level-1 emergency center. None of patients were with visible contusion lesions using conventional neuroimaging techniques and exhibited cerebral microbleeds on SWI. Thirty-four (17 males) control subjects were included. No significant difference was seen between the HCs and patients with mild TBI in regard to age, sex and education level (P > 0.1).

For all the patients, no significant contusion or cerebral hemorrhage was found. The major mechanism of trauma was a motor vehicle collision injury [13 of 27 male patients (48.2%), 15 of 27 female patients (55.6%)], followed by assault [9 of 27 male patients (33.3%), 7 of 27 female patients (25.9%)], and fall was the last [5 of 27 male patients (18.5%), 5 of 27 female patients (18.5%)]. No significant differences in age and education level were found between male and female patients with mild TBI (P > 0.05).

Both female and male patients with mild TBI displayed deficits on all of the clinical assessments compared with their control counterparts. For both the male and female subjects, there were significant differences between patients and controls in the Rivermead Post-Concussion Symptom Questionnaire (P < 0.001), WAIS-III DSC score (P < 0.05), Verbal Fluency Test (P < 0.05), ISI (P < 0.001; Table 1). No significant sex differences were found for all assessments, neither in mild TBI nor HC groups (Table 2).


TABLE 1. Demographic and behavioral statistics for male and female participants.
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TABLE 2. Demographic and behavioral statistics for patients and control subjects.
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Resting-State Networks

Twenty-five components were computed in the entire subject group by the ICA. Based on visual inspection of the spatial map (biologic plausibility and comparability with previously reported RSNs), we sorted the components into functionally relevant RSNs and artifactual components related to physiologic/scanner noise and head motion. Seven components closely coincided with prior reports (Figure 1; Shumskaya et al., 2012). RSN 2 corresponded to the motor network. The visual processing network was represented in the RSN 12. We also found two RSNs involved in high-order cognitive functions: the executive function network (RSN 3) and default mode network (RSN 17). RNS14 was medial temporal which located in the temporal lobe. RNS7 corresponded to the ventral stream. We identified another component that was rarely reported or examined thoroughly, namely the cerebellum (RSN 8).


[image: image]

FIGURE 1. The panel represents functionally relevant resting-state networks (RSNs) from the group independent component analysis (ICA) analysis of temporally concatenated datasets from both patients with mild traumatic brain injury (TBI) and control subjects. The left side of the brain corresponds to the left side in the image.



Five RSNs showed significant voxel-wise differences in the spatial maps between male and female patients (P < 0.05, FWE corrected, Figures 2, 3). Compared with females, male patients showed increased intrinsic functional connectivity within the motor network (RSN 2), executive function network (RSN 3), ventral stream network (RSN 7), and cerebellum (RSN 8). By contrast, male patients performed lower connectivity than female patients in the visual network (RSN 12).
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FIGURE 2. Intrinsic functional connectivity differences between male and female patients within (A) motor network, (B) ventral stream network, (C) executive function network (D) cerebellum are showed increased connectivity in male patients. Maps were thresholded at P < 0.05 (family wise error (FWE) corrected). The left side of the brain corresponds to the left side in the image. Scatterplots are displayed for regions-of-interest (ROI)-analysis among groups. Significant effects are denoted with asterisks between two groups, under post hoc restricted least significant difference (LSD) tests.




[image: image]

FIGURE 3. Intrinsic functional connectivity differences between male and female patients within visual network, where showed decreased connectivity in male patients. Maps were thresholded at P < 0.05 (FWE corrected). The left side of the brain corresponds to the left side in the image. Scatterplots are displayed for ROI-analysis among groups. Significant effects are denoted with asterisks between two groups, under post hoc restricted LSD tests.





ROI Data Analysis

Within these between-sex difference networks in patients, results of ANOVA demonstrated that intrinsic functional connectivity were significant different in clusters within the motor network (P = 0.012, F(3,84) = 3.91), executive functional network (P = 0.011, F (3, 84) = 3.96), ventral stream network (P = 0.004, F(3,84) = 4.77), cerebellum (P = 0.003, F(3,84) = 5.02) and visual network (P = 0.004, F(3,84) = 4.88) among groups. Post hoc restricted least significant difference (LSD) tests of ANOVA further revealed that male patients had significant increased connectivity than male controls in the motor (RSN 2, P = 0.033) and ventral stream networks (RSN 7, P = 0.021). Male patients had lower connectivity strength in the visual network (RSN 12, P = 0.028) than male controls. No significant difference was found between female patients and female controls within these brain networks. In sum, the mild TBI effect on the sex difference was derived mainly from the male patients.



The Relationship Between Abnormal Functional Connectivity and Clinical Performance

Correlation analysis was then conducted and restricted into each brain network showing significant sex difference (RSNs 2, 3, 7, 8, 12) and clinical symptoms only in the male patients. Correlation analysis showed that functional connectivity within the executive function network (RSN 3) was positively correlated with ISI scores (r = 0.515, P = 0.006, Figure 4). A conservative corrected significance level of P < 0.0125 was considered following Bonferroni correction for the total number of clinical assessments involved (0.05/4).
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FIGURE 4. The pearson correlation coefficient plots correlating mean Z-values of intrinsic functional connectivity in executive function network with insomnia severity index (ISI).






DISCUSSION

Mild TBI is considered to induce abnormal resting state functional connectivity within intrinsic networks, however little is known about whether there is an effect of biological sex on response to TBI-related abnormalities (Shumskaya et al., 2012; Mayer et al., 2014). This study applied a whole-brain analysis to illustrate sex differences of resting-state functional connectivity from a network perspective after mild TBI. To the best of our knowledge, this is the first study to evaluate potential sex differences in the functional connectivity networks from a cohort of patients with acute mild TBI. The main findings of the present study are: (a) for the neuropsychological tests and self-report scales involved in the study, there were no significant differences between males and females either in mild TBI or control group; (b) however, male patients presented increased functional connectivity within motor, ventral steam, executive function and cerebellum networks, decreased connectivity within visual network compared with female patients; these identified RSNs have been previously associated with somatosensory and motor functions, executive control, self-related processing (Bressler and Menon, 2010); and (c) there was a positive correlation between functional connectivity within executive functional network and ISI scores in male patients.

No sex difference was observed in clinical scales after mild TBI in our study. Previous studies have attempted to discover sex effect on mild TBI using clinical cognitive outcomes (Covassin et al., 2012, 2013; Hsu et al., 2015). However, results of these experiments are controversial. Some have suggested that females report worse outcomes and more post-concussive symptoms compared with males following concussion (Broshek et al., 2005; Covassin et al., 2012; Cancelliere et al., 2016). One has found that women have superior executive functioning when compared with men after TBI (Niemeier et al., 2014). In consistent with several studies, our results had shown no substantial difference in outcome with regard to sex (Cantu et al., 2010; Frommer et al., 2011). Observational studies may be confounded by sociological pressures on males, leading to underreporting by male subjects (Fakhran et al., 2014). Thus, it is essential to develop a more objective measurement to evaluate the sex difference after injury.

In the present study, we selected seven functionally relevant RSNs. Between-group analysis reported the effects of sex difference on intrinsic functional connectivity within RSNs. Compared to female patients with mild TBI, male patients exhibited enhanced functional connectivity within the motor network (paracentral lobule, superior frontal gyrus, Figure 2A), ventral stream network (superior temporal gyrus, Figure 2B), executive function network (middle frontal gyrus, Figure 2C), and cerebellum (posterior lobe, Figure 2D). Male patients also presented higher connectivity than male controls in the motor and ventral steam network (Figures 2A,B). Motor network is involved in motor-learning, and it is suggested to have a potential role in disease-related functional connectivity alterations in motor tasks (Kumar et al., 2018). In a previous study, Shumskaya et al. (2012) find decreased functional connectivity within the motor-striatal network in the mild TBI group. Conversely, we observed increased connectivity in male patients when compared with either male HC or female patients. Nevertheless, there was no significant difference neither between female patients and female controls in the area, nor between male and female controls. We supposed that there might be physical male-specific stress response after acute injury. The ventral stream network is involved to the processing of visual information, as well as hearing (Tinelli et al., 2014; Dittinger et al., 2018). Our results showed significantly increased functional connectivity in the superior temporal gyrus in male patients. In executive function network, male patients showed greater connectivity than female patients on the middle frontal gyrus. A previous study suggest that increased connectivity found in the mild TBI group might lead to the increase of awareness from the external environment during the acute stage, and it might explain cognitive over-fatigue recounted by patients with mild TBI (Shumskaya et al., 2012). Similarly, damaged self-awareness has also been attested previously in patients with TBI with frontal lobe injury (Spikman and van der Naalt, 2010). Within cerebellum network, comparing to female patients, male patients showed increased connectivity on the anterior lobe and posterior lobe. However, few researches have investigated functional connectivity in cerebellum, since there is no region of interest in studies. A research about sex differences on cerebellum should be done in future. In brief, the hyper-connectivity in male patients indicated that men had a different strategy in information processing when suffering concussion.

Further, male patients showed significant decreased functional connectivity on occipital lobe, which considered to be one component of visual network (Figure 3), compared with female patients and male controls. The visual network is related to the processing of visual information, and visual dysfunctions in mild TBI include photosensitivity or photaesthesia, double vision and vision deficits (Goodrich et al., 2007; Cockerham et al., 2009). Visual dysfunction had been found to be associated with high level processing defects, such as the speed of understanding and reading (Capó-Aponte et al., 2012). Mild TBI may destroy the transmission of information, and then affect perception, cognition and behavior. In visual network, female patients showed no significant difference than female controls. We suspected that males had weaker visual adjustment ability with compensation than females following injury. For the acute mild TBI, females may have the ability to protect their visual network with production of some regulatory substance.

Moreover, a positive correlation between functional connectivity within executive function network and ISI scores was discovered in male patients, suggesting the hyperconnectivity in executive function network was detrimental to male’s sleeping after mild TBI. One study has reported that the hyperconnectivity with dorsal medial prefrontal cortex (dlPFC) across the executive function network may explain impaired concentration, increased rumination and self-focus in major depressive disorder (Crowther et al., 2015). It has been demonstrated that a single night of sleep deprivation is harmful to cognitive abilities, ranging from phasic alertness to executive functions (Harrison et al., 2000; Doran et al., 2001; Muto et al., 2012). The fragmented sleep can also make impairments on hyper-arousal and executive dysfunction (Stoffers et al., 2014). The results in our study may indicate that males were more vulnerable than females when suffering mild TBI.

Several limitations of our present study should be noted. First, it cannot infer direct causal effects of sex differences from current results in the study. Sex differences on functional connectivity are the result of interaction between genetics and external environmental factors (Kaczkurkin et al., 2016). Nonetheless, in specific RSNs, the significant sex differences presented on functional connectivity suggest particular adjustment for males following mild TBI, and may represent an important mechanism. Second, current study about mild TBI is limited to the acute period. Long-term differences of functional connectivity or prognosis between male and female patients cannot be accomplished. Recent research had shown that the strength of these network connections would be increased or decreased in a rapid and reversible manner to achieve a dynamic network connection (DNC; Arnsten et al., 2010). We need a longitudinal follow-up instead of once time point study in future. Third, the hormone status, which has been shown to affect neuropsychologic data and image status, is not unified (Bhagia et al., 2010; Xu et al., 2010; McAllister et al., 2011; Tamargo et al., 2017; Yamakawa et al., 2017). The study variables cannot be completely controlled. Furthermore, a combination of imaging methods, such as SWI, diffusion tensor imaging for integrity of white matter cellulose, MR perfusion study and MR spectroscopy for metabolite study should be compared, which may help to understand the structural pathophysiology of mild TBI and the causes of sex differences, to draw a more statistically significant conclusion.



CONCLUSION

In summary, the current findings of our research confirmed that there were significant sex differences on functional connectivity within specific RSNs following mild TBI. Male patients showed hyper-connectivity than female patients in four of selected RSNs, including motor, ventral stream, executive function and cerebellum networks. Hypo-connectivity in male patients than female patients was found in visual network, suggesting a king of female compensation mechanism. We found that the abnormality of the functional connectivity of RSNs in acute mild TBI showed the possibility of brain recombination after trauma, mainly concerning male-specific.
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Our objective is to examine the layer and spectrotemporal architecture and laminar distribution of high-frequency oscillations (HFOs) in a neonatal freeze lesion model of focal cortical dysplasia (FCD) associated with a high prevalence of spontaneous spike-wave discharges (SWDs). Electrophysiological recording of local field potentials (LFPs) in control and freeze lesion animals were obtained with linear micro-electrode arrays to detect presence of HFOs as compared to changes in spectral power, signal coherence, and single-unit distributions during “hyper-excitable” epochs of anesthesia-induced burst-suppression (B-S). Result were compared to HFOs observed during spontaneous SWDs in animals during sleep. Micro-electrode array recordings from the malformed cortex indicated significant increases in the presence of HFOs above 100 Hz and associated increases in spectral power and altered LFP coherence of recorded signals across cortical lamina of freeze-lesioned animals with spontaneous bursts of high-frequency activity, confined predominately to granular and supragranular layers. Spike sorting of well-isolated single-units recorded from freeze-lesioned cortex indicated an increase in putative excitatory cell activity in the outer cortical layers that showed only a weak association with HFOs while deeper inhibitory units were strongly phase-locked to high-frequency ripple (HFR) oscillations (300–800 Hz). Both SWDs and B-S show increases in HFR activity that were phase-locked to the high-frequency spike pattern occurring at the trough of low frequency oscillations. The spontaneous cyclic spiking of cortical inhibitory cells appears to be the driving substrate behind the HFO patterns associated with SWDs and a hyperexcitable supragranular layer near the malformed cortex may play a key role in epileptogenesis in our model. These data, derived from a mouse model with a distinct focal cortical malformation, support recent clinical data that HFOs, particularly fast ripples, is a biomarker to help define the cortical seizure zone, and provide limited insights toward understanding cellular level changes underlying the HFOs.
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INTRODUCTION

Focal epilepsy is associated with the derangement of local neural network activity leading to hypersynchronous neuronal discharges (ictogenesis) in the affected brain tissues (van Diessen et al., 2013; Perucca et al., 2014; Ferrari-Marinho et al., 2015). High frequency oscillations (HFOs) have recently emerged as a sensitive biomarker of hyper-excitable tissues responsible for focal epilepsy (Brázdil et al., 2010; Ferrari-Marinho et al., 2015; van Klink et al., 2016; Cuello-Oderiz et al., 2018) and resection of brain regions with increased HFO rates has been associated with a high incidence of seizure-free outcome in clinical patients (Fujiwara et al., 2012; Fedele et al., 2016; Cuello-Oderiz et al., 2018). However, both physiological and pathological HFOs are common within cortical brain regions of epileptic patients (Matsumoto et al., 2013) though fast ripple activity (>250 Hz), Currently however, the spectral characteristics that distinguish physiological vs. pathological HFOs have not been clearly defined (Kerber et al., 2013; Frauscher et al., 2015).

Focal cortical dysplasia (FCD) is a common form of cortical malformation associated with a high incidence of epilepsy (Guerrini and Dobyns, 2014; Luhmann, 2016). Given the focal nature of FCD, many of these patients exhibiting refractory epilepsy are candidates for surgical resection of the affected brain tissue to relieve the epileptic condition (Sisodiya, 2000). The hyperexcitability that arises within the SOZ likely involves the accumulation of hypersynchronous unit activity that ultimately interferes with normal brain rhythms and can broadcast pathological activities to adjacent brain regions through low frequency propagation patterns (e.g., spike-and-wave seizure discharges). Recent evidence suggests that specific ictal patterns may indicate distinct network alterations driving epileptogenesis as demonstrated in drug-resistant epilepsy patients (Ogren et al., 2009; Ferrari-Marinho et al., 2016) and in animal models (Bragin et al., 2009; Lévesque et al., 2012). Distinct differences in network connectivity has also been demonstrated between different types of cortical malformations as demonstrated from cellular synaptic activity of epileptic tissues obtained from clinical patients (Cepeda et al., 2012). The spectrotemporal dissection of pathological waveforms obtained with high-density micro-electrode arrays including the analysis of cross-laminar and cross-frequency coupling may serve as useful high-resolution tools for studying the underlying pathologies and neural networks associated with different forms of epileptogenesis (Buzsáki and Silva, 2012; Ibrahim et al., 2014; Williams et al., 2016).

The epileptogenicity of FCD is likely related to an imbalance in the level of excitation to inhibition in the affected brain regions (Redecker et al., 1998; Avoli et al., 1999; Zhu and Roper, 2000; Eichler and Meier, 2008) The hyper-excitable zone of brain tissue can extend several millimeters from the core microgyric lesion (Jacobs et al., 1996, 1999b, Jacobs et al., 2009, 2012; Luhmann and Raabe, 1996; Roper et al., 1997; Redecker et al., 1998) and has been associated with alterations in expression of excitatory and inhibitory receptors in dysplastic and exfocal regions of freeze lesioned cortex (Zilles et al., 1998; Redecker et al., 2000). In particular, hyperexcitable regions are isolated to regions outside the microgyric core as experimental isolation of ectopic tissue or microgyria fail to remove the hyperexcitability (Jacobs et al., 1999a). In fact, accurate identification and complete resection of hyper-excitable tissues surrounding the microgyric lesion is a key factor that determines seizure-free outcome in FCD patients (Fujiwara et al., 2012; Guerrini and Dobyns, 2014; Moosa and Gupta, 2014). To date, the cellular and circuit features underlying paroxysmal discharges in vivo still have not been elucidated.

The aim of the current study was to assess the altered in vivo cortical neurophysiology of a recently characterized FCD model shown to be associated with the high prevalence of spike-wave discharges (SWDs; Sun et al., 2016). In this model, a distinct cortical microgyric cleft is consistently observed that results in close to a 90% incidence of SWDs in adult animals (Sun et al., 2016) similar to the neuropathology observed in FCD patients exhibiting cortical microgyria that also exhibit a high incidence of epilepsy (Luhmann, 2016). Here, we provide a comprehensive spectrotemporal analysis of the malformed cortex following hyper-excitable activation using anesthesia-induced burst-suppression (B-S; Williams et al., 2016). In our initial study (Williams et al., 2016) we found that this transitional state of anesthesia-induced hyper-excitability is significantly enhanced in animals exposed to a neonatal freeze lesion and often contains spike-wave components similar to that observed during SWDs in awake animals. In the current study, we extend our initial findings and focus on the incidence and laminar distribution of HFOs, one- and two-dimensional spectrotemporal mapping of altered local field potentials (LFPs), and characterization of hyperexcitable single-unit distributions across cortical lamina using commercially available linear micro-electrode arrays. Research into the underlying circuitries that control hypersynchronous activity as well as possible differential patterns between epileptic conditions that arise in disparate parts of the brain will be critical for understanding and ultimately treating these activities.



MATERIALS AND METHODS

All experiments were performed under protocols approved by the Institutional Animal Care and Use Committee (IACUC) of the University of Wyoming. Animals were housed in a vivarium maintained at 22–23°C on a 12:12 h light-dark cycle. Food and water were available ad libitum.


Freeze Lesion Model

Neonatal freeze lesions were induced in P0–1 pups (male and female CD-1) using a modification of the model described by Dvorak et al. (1978) to induce neocortical microgyria (right S1 somatosensory region) as previously described (Sun et al., 2016). Briefly, mice pups were immersed in wet ice until movement and response to tail pinch was absent. The skull was then exposed through a midline scalp incision and a freezing probe with a 1 mm diameter circular tip (cooled to −196°C in liquid nitrogen) was placed on the skull over the somatosensory cortex, 2 mm lateral to midline and 0.5 mm caudal to the Bregma for 1–2 s. This procedure was routinely completed within 5 min and resulted in the development of a consistent microgyrus in the adult brain (e.g., Figure 1A). Control animals underwent a sham surgery (exposed to all surgical procedures minus the freeze lesion).
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FIGURE 1. Freeze lesion induced microgyrus and local field potential (LFP) recordings of spike-wave discharges (SWDs). (A) Diagram of mouse skull (left) and coronal brain section (right) indicating position of the chronic bipolar recording electrodes in the ipsilateral S1 (iS1), contralateral S1 (cS1) and thalamus. HCP, hippocampus. (B) Representative coronal section from the S1 cortical region of a control and FL mouse brain. (C) Examples of focal and generalized SWDs from FL animals that were generally confined to cortical regions and not observed in control animals.





Extracellular Microelectrode Array Studies (Anesthetized Mice)

Extracellular signals were recorded using 16-electrode linear micro-electrode SmartProbeTM arrays (NeuroNexus, Ann Arbor, MI, USA) from the right S1cortical region of anesthetized control (sham) and freeze lesion mice as previously described (Williams et al., 2016). The electrode array consisted of a single shank with 16 individual iridium electrodes (A1 × 16, 3 mm length, 15 μm thickness, each electrode separated by 100 μm space) with on-board electronics for digital conversion of the signals and linked to a SmartBoxTM control and data streaming system through a SmartLink headstage (NeuroNexus). These electrodes typically have a impedance of around 1.5 MΩ. The array was positioned perpendicular to the cortical surface to allow recording from both cortical and subcortical brain structures. Each signal was digitally filtered (1–10,000 Hz band-pass and 60 Hz notch filters), and recorded at a sample rate of 30 kHz using Smartbox 2.0 software (NeuroNexus). Additional off-line digital filtering was used to define LFPs (1–100 Hz) and multi-unit activity (MUA; 300–3,000 Hz). All recordings were obtained during B-S due to the hyperexcitable state of the brain during this level of anesthesia (Kroeger and Amzica, 2007; Amzica, 2009; Ferron et al., 2009), recently characterized in the freeze lesion model to be sensitive to changes in hyperexcitability of the epileptic brain (Williams et al., 2016). In brief, mice were anesthetized under isoflurane anesthesia (2%, delivered in oxygen) and secured in a stereotaxic frame (Stoelting, Wood Dale, IL, USA). A scalp incision was made to expose the skull over the right S1 area. The micro-electrode array was then advanced at an angle of 40° from vertical (~1650-micron depth) into the S1 cortex (see Figure 1A) using a hydraulic micromanipulator (Narishige, Amityville, NY, USA). A reference electrode (silver wire) was placed in the skin flap of the scalp incision. The isoflurane anesthesia level was then reduced to 1.0% to induce B-S. Extracellular recordings began once stable baseline activity was observed. Signals were digitally filtered (1–7,500 Hz band-pass and 60 Hz notch filters), and recorded at a sample rate of 20 kHz using Smartbox 2.0 software (NeuroNexus).



Bipolar Field Potential Recordings (Unanesthetized Mice)

A screw free, glue-based electrode assembly system (Wu et al., 2008) was used to record LFPs from the brains of awake, behaving animals as previously described (Sun et al., 2016). In brief, mice were anesthetized (2% isoflurane, delivered in oxygen) and secured in a stereotaxic frame (Stoelting, Wood Dale, IL, USA) for electrode implantation. Bipolar electrodes were constructed of twisted pairs of polyimide-insulated stainless steel wires (125 μm diameter, California Fine Wire Co., Grover Beach, CA, USA) and connecting pins (Digikey, Thief River Falls, MN, USA). The electrodes were stereotaxically implanted through a small burr hole in the skull over the ipsilateral (right) S1 cortex (1.5 mm posterior and 3.5 mm lateral to Bregma) and glued in place with dental cement. A ground electrode was placed into the ipsilateral olfactory bulb area. Recording sessions were performed over 6–24 h with automated infrared activity tracking to detect animal movement in a circular recording arena that allowed for free movement of the animal. Electrographic signals were amplified (Model 1700 differential AC amplifier, A-M system, Carlsborg, WA, USA), digitized (Power 1401 A-D converter, Cambridge Electronic Design Limited, Cambridge, England), and continuously recorded (Spike2 software, Cambridge Electronic Design Limited, Cambridge, England) at a sample rate of 3.2 kHz.



Histopathology

Following completion of electrophysiology recordings, animals were anesthetized and transcardially perfused with 0.9% saline followed by 4% paraformaldehyde for histological analysis as previously described (Williams et al., 2016). In brief, brains were extracted, immersed in 4% paraformaldehyde for 24 h, and then transferred to 0.1 M phosphate buffer containing sequentially increasing levels of sucrose (10/20/30%, pH 7.4, 4°C) across three consecutive days. Brain issue was then cut into serial sections through the area of interest (50–300 μm thick). The back of the micro-electrode was swabbed with DiI (2 mg/ml in ethanol, Invitrogen Molecular Probes, Eugene, OR, USA) for visualization of the electrode track (e.g., Figure 1A). All sections were then mounted on glass slides with a DAPI mounting medium (Vectashield, Vector Laboratories, Burlingame, CA, USA), evaluated under a light/fluorescent microscope (Zeiss Axioskop 2, Ontario, CA, USA), and digitally imaged using Axiovision software (ver. 4.6, Zeiss).



Stereotaxic Viral Injection and Optogenetic Stimulation in vivo

Virus injection was performed in sham or FL mice aged P14-P16. Mice were anesthetized with 2% isoflurane (vol/vol) and maintained with oxygenated 1% isoflurane throughout surgery procedure. AAV2.1.CAG.hChR2(H134R)-mCherry (University of Pennsylvania Vector Core) was used. Viral vector (2 μl) was loaded into the tip (~10 μm in diameter) of a beveled glass micropipette (Drummond Scientific Co., Broomall, PA, USA). A custom stereotactic apparatus was used to deliver viral vector to cortex through a small hole drilled into the skull. For local vS1 injection, virus was injected at two depths: 400 μm and 800 μm; for L4 injection, 400 μm and 600 μm. For each depth, a volume of ~150 nl was injected within 1–2 min using a micromanipulator (MP-285-system, Sutter Instrument). Injection pipette was kept in place for 5 min for each depth after injection. Injected mice were put back to dam after 5–10 min recovery from anesthesia in a separate cage with a heating pad underneath. After weaning day, pups were separated and housed by gender until experiments. Optogenetic. We placed a multi-mode fiber optic patch cable via a 1.25 mm OD multimode ceramic zirconia ferrule (Precision Fiber Products, Inc., Milpitas, CA, USA) near the recording site. The multi-mode fiber optic patch cable was coupled to a blue laser which is triggered by a custom written program.



Data and Statistical Analysis

All recorded electrographic signal files were exported to NeuroExplorer (Nex Technologies, Madison, AL, USA) for off-line data analysis and visual inspection by an experimenter blinded to the test group. Each signal was digitally filtered using finite impulse response filters to define changes across a continuous array of frequency bands dependent on the sampling rate of the signals; low frequency (<25 Hz), gamma (25–100 Hz), low-frequency ripple (LFR; 100–300 Hz), high-frequency ripple (HFR; 300–800 Hz), and MUA (800–5,000 Hz). HFOs were identified as amplitude increases in the digitally filtered low and HFR bands (as demonstrated in Figure 1B) followed by a spectrograph analysis to evaluate increases in high-frequency spectral power (as demonstrated in Figure 2), a protocol similar to the techniques used for clinical detection of HFOs in epileptic patients (Zijlmans et al., 2012). Quantitative spectral analysis of discrete extracellular artifact-free recording samples (2–5 s duration) were analyzed during periods of B-S or SWDs to evaluate spectrotemporal changes in PSD and LFP coherence between channels using a previously described protocol (Williams et al., 2016).


[image: image]

FIGURE 2. High frequency oscillations (HFOs) across vigilance state and during SWD. (A) Sample LFP recordings of quiet awake (QA), slow-wave sleep (SWS), and SWDs in control and FL animals (iS1 recordings). Digital filtering of the field potential recordings revealed that SWDs were associated with an increased in HFOs (upper traces) as compared to the full spectrum recordings (lower traces). (B) Comparison of spectral power (i.e., PSD) levels across vigilance state and during SWDs in control (n = 5) and FL (n = 5–10) animals. *P < 0.05 SWD vs. QA, θP < 0.05 SWD vs. SWS, φP < 0.05 QA vs. SWS (Holm-Sidak post hoc analysis).



Single-unit spike sorting of linear array recordings was conducted off-line with Spike2 using a combined template matching and principal component analysis protocol. Spike waveforms greater than 2 standard deviations above threshold were initially separated using automated template matching. Manual verification of separated spike waveforms was used to ensure consistent waveforms with refractory periods greater than 1 ms between spikes. Following initial separation of spikes, principal component analysis was used to classify neurons into well isolated groups with clearly separated cluster boundaries in 3-D space across each channel. Firing phase analysis was used to compare the firing rate of isolated single-units to distinct frequency oscillations: (1) spike field coherence (SFC) analysis was used to compare single-unit firing rate to specific frequencies across the LFP derived from the same signal; and (2) zero-phase oscillation timestamps were computed for each frequency band of interest and compared to individual single-unit spike rates to construct spike-phase histograms.

Following primary analysis, raw data was exported to Microsoft Excel for tabulation of statistical averages and standard error values or Sigmaplot (SYSTAT software Inc., San Jose, CA, USA) for graphical display (including spectral heat maps) and statistical analysis between groups. A multifactorial ANOVA was used to evaluate main effects and interactions when multiple independent variables were present followed by a Holm-Sidak post hoc analysis to evaluate significant differences between individual groups. A Fisher’s Exact Test was used to assess significant differences in the relative proportion of responses between experimental groups. A P value of < 0.05 was considered significant.




RESULTS

Intracranial bipolar electrodes or linear micro-electrode arrays were used to evaluate electrophysiological disruption of the FL brain, with a particular focus on changes in the ultra-high frequency range (>100 Hz), in a total of 45 mice of either sex on a CD-1 background (12 controls: six male and six female, weight 33 ± 4 g; and 33 FL: 20 female and 13 male, weight 35 ± 4 g) ranging in age from 5 to 11 months old (8 ± 1 months). More detailed animal information for each experiment is provided in relevant “Results” section. Upon completion of the electrophysiological recordings, brain tissue was collected from a subset of animals to verify that animals exposed to a neonatal FL (n = 7) exhibited a distinct microgyrus within the right S1 region of the brain as compared to the normal cortical morphology of control animals (n = 6; Figure 1B).


Chronic Bipolar Field Potential Recordings (Unanesthetized, Fully Behaving Mice)

LFP recordings from three brain regions [ipsilateral S1 (iS1), contralateral S1 (cS1), and VPM, see Figure 1A] were evaluated for the presence of SWDs. Average age was 6.40 ± 0.98 months for control animals (N = 5 mice, weight = 35 ± 3 g, three male and two female) and 8.67 ± 0.54 months for FL animals (N = 17 mice, P > 0.05 between groups for age, 11 male and six female, weight = 33 ± 2 g). SWDs were defined as 10–12 Hz repetitive SWDs above baseline activity of at least 1 s in duration that occurred primarily during slow-wave sleep (SWS) as previously described in detail for this mouse model (Sun et al., 2016). Control animals exhibited no evidence of SWDs (0/5) while 83% (10/12) of FL animals exhibited either focal (5/10 recordings) or generalized (5/10 recordings) SWDs over the course of the recording session of about 12 h in each animal (Figure 1C). SWDs were confined to the cortical regions and were not evident in the subcortical (i.e., VPM) recordings in any of the 10 animals exhibiting SWDs.

Cortical LFP recordings were band-pass filtered to evaluate changes in HFOs across vigilance state and during SWDs (Figure 2A). Control animals exhibited relatively stable levels of background activity across periods of quiet awake (QA) and SWS (Figure 2A) with no significant differences in spectral power (100–500 Hz) in either brain hemisphere (Figure 2B). Freeze lesion animals exhibited similar levels of activity during QA and SWS, as compared to controls (Figure 2A) though there was a significant increase in spectral power between the two vigilance states above 250 Hz in the ipsilateral but not contralateral hemisphere (Figure 2B). In contrast to QA and SWS, a transient/oscillatory increase in HFO amplitude was observed during periods of SWD (Figure 2A). Significant increases in spectral power were also measured between SWDs and either vigilance state in both cortical hemispheres though stronger increases in PSD were observed in the iS1 as compared to cS1 (Figure 2B), particularly for frequencies above 200 Hz that exhibited a 2–3 dB increase in spectral power as compared to either QA or SWS.

The increase in HF activity (>100 Hz) that occurred during SWDs presented as oscillatory wax-wane amplitude alterations locked to the spike-and-wave pattern of the SWD (Figure 2A).

Both SWDs and hyperexcitable B-S both show increases in HFR activity that were phase-locked to the high-frequency spike pattern of hyperexcitable brain waves occurring at the trough of low-frequency waves.

LFP recordings from the iS1 cortex of 11 unanesthetized animals (six males and seven females, age = 8 ± 2 months, weight = 31 ± 2 g) exposed to neonatal freeze lesion injury, and seven sham-treated controls (three male and four female mice, age = 7 ± 1 months, weight = 32 ± 2 g) were evaluated for the presence of SWDs and associated HFOs for comparison to the results obtained in the B-S model (i.e., anesthetized animals). SWDs were defined as 10–12 Hz repetitive SWD patterns above baseline activity of at least 1 s in duration that occurred primarily during SWS as previously described in detail for this mouse model (Sun et al., 2016). The cortical field potential recordings were band-pass filtered to evaluate changes in HFOs across frequency bandwidths up to 800 Hz (Figure 3A). In comparison to periods of non-ictal activity, a distinct pattern of HFO activity was observed in all freeze lesion animals during periods of SWD that presented as stereotypical transient/oscillatory increases in signal amplitude, particularly within the HFR band, locked to the SWD pattern (Figure 3A).
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FIGURE 3. High-frequency ripple (HFR) activity recorded from the iS1 cortex was locked to high-amplitude spike deflections observed in the low frequency band of both awake and anesthetized animals. (A) Example of a spontaneous SWD (awake) from the iS1 cortex and corresponding HFOs. Each signal was digitally filtered into spectral bandwidths for comparison as defined in Figure 1. Strong wax-and-wane amplitude oscillations (red arrow head) were commonly observed across the HFR spectrum locked to the large amplitude spike deflections of the SWD. (B) Representative traces from freeze lesion animals indicating that the oscillatory amplitude changes observed in the HFR band were locked to the spike-and-wave pattern of the low frequency band during both spontaneous SWDs (upper panel) and spike-wave burst-suppression (SWB-S) events (lower panel). In each example an overlay of the low frequency (blue trace) and HFR (black trace) bands are presented below each unfiltered trace (green) for comparison. (C) Average perievent spectrograms indicating that the increases in PSD within the HFR frequency band were centered on the “spike” of the spike-and-wave pattern that occurred during either SWDs (upper panel, n = 5) or B-S events (lower panel, n = 6). SWDs were recorded from the iS1 region of awake animals while the B-S events shown were recorded from the supragranular layer of the iS1 region of anesthetized animals. *P < 0.05 compared to PSD values at time 0 for each frequency bin (Holm-Sidak post hoc analysis).



Direct comparison of the two forms of hyperexcitable activity observed from the same mouse FCD model indicated that amplitude-modulated increases in HFR activity occurred during either SWDs in unanesthetized, behaving animals or hyperexcitable spike-and-wave patterns observed during B-S in anesthetized animals. In both forms of epileptiform activities, the high frequency oscillatory amplitude modulations observed in the HFR band were phase locked to large amplitude spike deflections of the low frequency band (LFR) as demonstrated in Figure 3B. Average perievent histograms of changes in PSD (300–800 Hz) verified that the increases in HFR spectral power were centered on the spike deflections during either SWDs or B-S (Figure 3C). These data shows that the frequency distribution pattern of hyperexcitable B-S activities in anesthetized animals are similar to that of SWD in unanesthetized, behaving animals, and thus indicate a similar underlying neural mechanisms that were revealed in earlier results.



Neonatal Freeze Lesions Induced Laminar-Specific Increases in HFOs in the Malformed Cortex

Acute cortical field potential recordings were obtained using linear microelectrode arrays during hyperexcitable epochs of B-S in anesthetized mice (Williams et al., 2016) from one or more distinct electrode penetrations within the iS1 cortex of seven control and 11 freeze lesion animals. Average age was 7.93 ± 0.87 months for control animals and 8.41 ± 0.84 months for freeze lesion animals (P > 0.05 between groups). The location and orientation of the microelectrode array in relation to the S1 region is demonstrated in Figure 4A (left panel). DiI labeling was use to verify the location of the electrode track as demonstrated in Figure 4A (middle panel). A distinct microgyrus was observed in animals exposed to the neonatal freeze lesion injury (7/7 animals) as compared to the intact tissue of control animals (0/7 animals; Figure 4A, right panel). Using this technique, the electrode array was positioned in the iS1 cortex, within 0.5–3 mm of the microgyrus as verified from histological analysis of the tissue (Williams et al., 2016). Digital filtering of raw signals across defined frequency bands was used to evaluate presence of HFOs during B-S (Figure 4B). Visual inspection of B-S activity indicated that, in comparison to sham controls, freeze lesion animals exhibited an increase HFO activity above 100 Hz (up to 5,000 Hz) as indicated by transient increases in signal amplitude above baseline that was largely confined to the upper cortical layers (Figure 4B, channel 1 vs. 8). In total, only 9% (1/12) of controls exhibited increases in HFOs above 100 Hz as compared to 60% (12/20) of freeze lesion recordings during periods of B-S (P < 0.05 between groups, Fisher’s Exact test) with a similar profile of activity across cortical level for the HFO frequency bands above 100 Hz as summarized in Figure 4C. Spectrograph analysis of each B-S event was also used to verify that the presence of HFOs was associated with subsequent increases in high-frequency spectral power as demonstrated in Figure 5. In all cases, the presence of HFOs and subsequent increases in high-frequency spectral power were only observed during periods of hyperexcitable burst activity and were not observed during the intermittent periods of signal suppression.
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FIGURE 4. Band-pass filter analysis of linear array recordings indicated an increase in HFOs during periods of B-S in freeze lesion animals in the upper cortical layers of the malformed cortex. (A) Representative coronal sections from the S1 cortical region of control and freeze lesion animals. Left panel indicates orientation of the linear micro-electrode array in comparison to the S1 cortex. The first 12 electrodes spanned the vertical extent of the cortex. Middle panel indicates the micro-electrode recording track as indicated by fluorescent DiI labeling of the linear array. Right panel demonstrates a freeze lesion induced microgyrus as compared to the position of a micro-electrode array. White scale bars = 400 μm. (B) Representative samples of B-S events recorded from channels 1 and 8 of a control and freeze lesion animal. The waveforms were digitally filtered to evaluate spectral changes across defined bandwidth ranges; low-frequency, gamma, low-frequency ripple (LFR), HFR, and multi-unit activity (MUA). Increases in HFOs above 100 Hz were largely confined to the upper cortical layers near the site of the freeze lesion injury (red arrows). Amplitude scale bar = 0.4 mV (unfiltered signals) and 0.04 mV (filtered signals). Amplitude of filtered signals was increased to show detail of high-frequency events. (C) Percent of recordings exhibiting increases in HFOs between control and freeze lesion animals across three frequency bands. Electrodes 1–12 represent recordings from the upper to lower regions of the cortex, respectively. SG, supragranular; G, granular; IG, infragranular.
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FIGURE 5. Spectrograph analysis of B-S events demonstrating the increase in high-frequency spectral power that was observed during the HFOs. (A) B-S event from a control animal indicating a lack of HFOs (i.e., LFR and HFR, upper panel) and minimal change in high-frequency spectral power (spectrograph, lower panel). (B) B-S event from a freeze lesion animal indicating the presence of HFOs (red arrows, upper panel) and subsequent increase in high-frequency spectral power (spectrograph, lower panel). (A,B) The corresponding signal is presented above each spectrograph. Recordings are representative samples from the most superficial linear array electrode (CH01) of both a control and freeze lesion animal. Scale bar represents the PSD (dB) level for each spectrotemporal subunit.





Spectral Disruption of Cortical S1 Circuitry in Freeze Lesion Brain

Quantitative analysis of changes in the spectral architecture of the malformed cortex was evaluated by spectral analysis of control and freeze lesion animals during periods of B-S (Figure 6). Overall, B-S events typically presented across all layers of the S1 cortex in both control and freeze lesion animals (Figure 6A). Significant differences in average PSD values were measured across both frequency and electrode for both control and freeze lesion animals (P < 0.05, multivariate ANOVA, Figure 6B). In general, both experimental groups exhibited a similar expression pattern of PSD values with strongest increases in the upper cortical layers and the majority of spectral power confined to frequencies below 30 Hz (Figure 6B, upper two panels). However, comparison across groups (i.e., control vs. freeze lesion) indicated that freeze lesion animals exhibited significant increases in PSD of up to 6 dB predominately below 80 Hz but extending up to 800 Hz, particularly in the upper cortical layers (P < 0.05, Holm-Sidak post hoc analysis, Figure 6B, lower panel). In freeze lesioned animals, peak PSD increases were observed in the alpha band (8–12 Hz; Figure 6B, black arrow, lower panel), a peak frequency range increase also observed during SWDs in this model thought to be associated with seizure generalization and synchronization across brain regions and hemispheres (Sun et al., 2016).
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FIGURE 6. A significant increase in spectral power and altered spectral coherence pattern were observed in the malformed cortex of freeze lesion animals as indicated from spectral analysis of linear electrode array recordings of anesthesia induced B-S. (A) Representative micro-electrode recordings of B-S events across cortical lamina from a control and freeze lesion animal under general anesthesia (2% isoflurane). (B) Average spectral power maps of control, freeze lesion, and the difference between each map. Black arrow indicates peak 10 Hz increase in PSD values from freeze lesion vs. control animals. (C) Average spectral LFP coherence maps of control, freeze lesion, and the difference between each map. (B,C) Values represent the group means from control (n = 12) and freeze lesion (n = 20) recordings. The topographic lines (solid white) indicate the P < 0.05 cutoff threshold and the white asterisks designate regions significantly different between groups (Holm-Sidak post hoc analysis). See “Results” section for additional statistical analysis.



The LFP coherence of each recorded signal (referenced to channel 1) was used to evaluate the similarity in waveform patterns across cortical lamina. Channel 1 was chosen as the reference channel as is represents the upper most cortical layer that would dominate cortical EEG recordings and also indicated the most robust B-S activity in both control and freeze lesion animals (i.e., Figure 6A). Results indicated significant differences in LFP coherence across both frequency and electrode position for both control and freeze lesion animals (P < 0.05, multivariate ANOVA, Figure 6C). Both experimental groups exhibited a similar pattern of LFP coherence with a gradual drop in coherence values as the distance between the electrodes increased (i.e., lowest values for the deepest cortical layers) along with a sharp drop in coherence values above 50 Hz (Figure 6C, upper two panels). However, comparison of LFP coherence across groups (i.e., control vs. freeze lesion) indicated a differential change dependent on frequency and electrode depth. In comparison to controls, freeze lesion animals exhibited a significant increase in LFP coherence in the supragranular layer for signals above 50 Hz (50–200 Hz) and contrasting drop in LFP coherence in the lower granular and infragranular layers for signals lower than 70 Hz (15–70 Hz; P < 0.05, Holm-Sidak post hoc analysis, Figure 6C lower panel) suggesting an altered communication network between cortical layers of the malformed cortex (see “Discussion” section).



Laminar Profile of Spontaneous Single-Unit Activity Induced by Neonatal Freeze Lesions

Multi-units like spike activities (MUA, >300 Hz) were recorded from multiple sites in 7/7 sham treated animals (three males and four females, age = 7 ± 2 months, weight = 34 ± 2 g) and 12/12 FL animals (six males and six females, age = 8 ± 2 months, weight = 35 ± 2 g) during the spontaneous B-S period. The MUA in each animal were numerous and were not able to be separated for further analysis (e.g., Figure 5). Therefore, well isolated single-units (Sirota et al., 2008; Reyes-Puerta et al., 2016) were used to classify and map the location of spontaneously firing cells that occurred during periods of B-S across cortical lamina. Overall, detection of spontaneous unit activity was rare in the S1 region of control as compared to freeze lesion animals and no single-units were isolated from any of the control recordings (11 recordings, seven animals) while 17 well isolated single-units were recorded from the S1 region of freeze lesion animals (20 recordings, 12 animals). As such, all subsequent analysis was based on single-units isolated from freeze lesion animals. Single-units were classified as either putative excitatory (n = 9) or putative inhibitory (n = 8) cells based on their waveform pattern (Figure 7) using a previously published classification protocol (Reyes-Puerta et al., 2016). The isolated excitatory (EXC) and inhibitory (INH) single-units were validated with principal component analysis and shows (Figure 8A) complete separation as expected in both the same recordings from the same animals (e.g., Figure 7) or all animals (Figure 8B). Although all isolated single-units were confined to the upper cortical layers of the malformed cortices (electrodes 1–6), a differential distribution of excitatory vs. inhibitory cells was observed across cortical lamina (Figure 8C). The majority of excitatory cells (78%, 7/9 cells) were recorded from the upper cortical layers (channels 1–3) while the majority of inhibitory cells (75%, 6/8 cells) were recorded from deeper cortical structures including the granular layer (channels 4–6).
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FIGURE 7. An example of single-unit activities (SUAs) sorting during the B-S activities in a FL mouse. (A) Five (SUAs, three EXCs and two INHs) were shown from a single linear electrode recording. The spike amplitude and duration of these SUAs formed two separate large clusters using principal component analysis, INHs and EXCs are clustered together. (B) Raster plot showing the spike time of each spike aligned to the B-S LFPs. (C) The spike rate plotted on top of the LFPs. The spike rates are higher for all SUAs during the bursts activities.
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FIGURE 8. Inhibitory cells from the lower supragranular layer were phase-locked to HFR oscillations in the malformed cortex of freeze lesion animals. (A) Spike sorting of a putative excitatory (red) and inhibitory (blue) cell, based on the associated waveform of each spike. White line in each trace represents the average of the multiple overlapping traces shown in color. (B) Three parameters were calculated from the average trace of each spike waveform (a–c as indicated from inset) to extract features used to classify neurons as either excitatory or inhibitory. Solid line represents the cutoff used to classify excitatory vs. inhibitory cells (Reyes-Puerta et al., 2016). (C) Distribution of isolated single-units across cortical depth. Value of 0 = cortical surface. Arrows indicate the cortical level that expressed the maximal number of excitatory vs. inhibitory neurons. Gray bar indicates level of the granular layer. Representative section of the S1 cortex is shown in the right panel for comparison. White bar = 1,000 μm. EC, external capsule. (D) Pearson’s correlation between maximum spike field coherence (SFC) values and cortical depth. (E) Average SFC values between excitatory (CH01, n = 5) and inhibitory cells (CH04, n = 4) across frequency bin. *P < 0.05, Holm-Sidak post hoc analysis between groups. (F) Polar plot of average firing probability of excitatory (CH01, n = 5, red) and inhibitory (CH04, n = 4, blue) units across phase angle of the HFR spectrum (300–800 Hz). Inhibitory cells indicated phase-locked responses (blue shaded region) to the downward phase of the corresponding ripple wave (i.e., see inset). *P < 0.05, Holm-Sidak post hoc analysis between groups.





Phase-Locking of Putative Inhibitory Cells to HFOs

The plot of spike rates of individual units in most animals indicated an enhanced spiking during the LFP bursts (Figures 7C, 9A). Next, SFC analysis was used to assess if single-unit firing patterns correlated to specific frequencies within the LFP including HFOs up to 1 kHz. Single-unit SFC values were averaged across electrodes 1–2, 3–4, and 5–6 to evaluate laminar differences. Significant increases in SFC values were observed in cells from the deeper cortical regions as compared to the most superficial electrodes; 188–468 Hz (electrodes 3–4) and 344–531 Hz (electrodes 5–6) as compared electrodes 1–2 (Holm-Sidak post hoc analysis). A Pearson’s correlation analysis also indicated a significant increase in maximum SFC values across recording electrode depth (Figure 8D). Given the differential laminar distribution across cell type, a subset analysis was used to compare SFC values between the upper excitatory cells recorded from channel 1 (n = 5) and the lower inhibitory cells recorded from channel 4 (n = 4) that represent the cortical location of the highest percentage of cells recorded for each cell type (i.e., Figure 8C). Results indicated only weak SFC for the excitatory cells located in the superficial cortical layers as compared to the significantly higher values measured from the deeper inhibitory cells, specifically for frequencies above 250 Hz (Figure 8E).
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FIGURE 9. Firing phase analysis between EXC units recorded from channel 1 (CH01) and INH units recorded from (CH04) across HFO bandwidths. (A) Firing rate (left column) of exemplar EXC (top) and INH (bottom) single-units in comparison to B-S activity. Blue bars indicate the increase in firing rate during B-S events. Firing phase (right column) of these same units in relation to HFOs (100–300 Hz). (B) Average firing phase (left column) of EXC (CH01, n = 5) and INH (CH04, n = 4) units across three frequency distributions. *P < 0.05 between groups (Holm-Sidak post hoc analysis). The same data is presented in polar plots (right column) to demonstrate the relative phase-locking of average unit activity across each frequency spectrum. Red curves in (A,B) indicate the relative phase of the associated waveform.



To further address the correlation between unit firing and HFOs a firing phase analysis was used to evaluate possible phase-locking of unit activity across different frequency bandwidths. Both EXC (CH01) and INH (CH04) cells exhibited increases in firing rate during periods of B-S as demonstrated in Figure 9A (left column), however, only INH (CH04) cells indicated strong phase locking to HFO phase as demonstrated in Figure 9A (right column). Statistical analysis across groups indicated significant increases in firing probability in the higher HFO ranges (100–300 and 300–800 Hz, P < 0.05) but not for the lower gamma range (25–100 Hz, P > 0.05; multivariate ANOVA) although the results were dependent on cell type (P < 0.05, interaction between frequency × phase). Post hoc analysis indicated that the INH (CH04) cells had significantly higher firing probabilities across the 100–300 and 300–800 Hz oscillations, confined to the downward slope of the individual waveform (i.e., phase angles ranging between 250 and 350°, Figure 9B, left column). Polar plots are also presented to demonstrate the strong phase locking of the INH cells across the high-frequency range (>100 Hz) associated with ripple activity (Figures 8F, 9B, right column).

In sham treated animals, well-isolated single-units were rare (2/7 mice), presumably because the suppression of activities associated with the anesthesia. To further validate if this was the case, we expressed channel-rhodopsin 2 (ChR2) in S1 of shame treated mice and examined the evoked single-units activities (SUAs; Figure 10). In 5/5 mice examined, blue laser (480 nm) delivered locally via a fiber optic positioned next to the recording site reliably evoked SUAs in 5/5 mice in majority of the electrode sites in the cortex (Figure 10) under all anesthesia levels (0.5%–2% isoflurane) thus the lack of the SUAs in sham-treated animals were unlikely to be caused by damage or some artifact.
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FIGURE 10. Laser activation induces reliable SUAs in the sham-treated animals. (A) Photomicrograph of brain slice showing the channel-rhodopsin 2 (ChR2) transfected S1 region and location of linear electrodes across the center of the ChR2 transfected area. (B) In AAV-ChR2 transfected sham-treated animals, repeated exposure to short blue laser pulses (0.2 s), reliably and repeatedly induced SUAs in the S1 of ChR2 transfected brain but not in the slices without ChR2 expression. (C) The laser evoked SUA were distributed in the top 9/12 cortical sites.






DISCUSSION

In the current study, we evaluate the response of the malformed cortex to hyper-excitable activation due to anesthesia-induced B-S. Utilization of the B-S model represents a novel method to explore neural hyperexcitability in epileptic brain and has recently been characterized in the neonatal freeze lesion model (Williams et al., 2016). B-S is a transitional brain state of induced hyper-excitability that occurs between signal suppression (deep anesthesia) and slow-wave activity (light anesthesia) that can be induced in both humans and animals by a variety of anesthetics with different modes of action (Kroeger and Amzica, 2007; Ferron et al., 2009). Previous studies have indicated that the incidence and spectral power of B-S events are significantly increased in freeze lesion animals, confined to the upper cortical layers, and often contain spike-and-wave components similar to the SWDs observed in unanesthetized animals (Williams et al., 2016). In the current study, we show that the upper cortical region of the malformed cortex is also associated with a significant increase in HFOs similar to that observed during SWDs in unanesthetized animals and are phase-locked to laminar-specific inhibitory cells within the deep supragranular layer.

The use of high-density linear micro-electrode arrays allowed for cross-laminar mapping of the S1 cortex and indicated distinct disruptions in spectrotemporal architecture near the site of the freeze lesion-induced microgyrus. In particular, a significant increase in spectral power was observed in the malformed cortex with peak increases near 10 Hz, a frequency dominated by SWDs in awake animals (Sun et al., 2016). In addition, the increases in spectral power extended into the high frequency range (>100 Hz) along the upper cortical layers including an increase in MUA. Clinical evidence from epileptic patients with cortical dysplasia indicates that a hyperexcitable zone exists within the dysplastic cortex adjacent to the microgyric lesion though it can extend into nearby structurally intact tissues (Mattia et al., 1995; Palmini et al., 1995; Guerrini and Dobyns, 2014). Similar in vitro results have also been obtained in several experimental studies that have defined electrophysiological hyperexcitabilities in both dysplastic cortex and adjacent regions of normatopic tissue (Jacobs et al., 1996; Luhmann et al., 1998; Redecker et al., 1998). In particular, a study by Redecker et al. (2005) indicated a defined region of epileptogenicity that was strongest in the upper layers of the dysplastic cortex which then spread to adjacent regions through superficial cortical layers as determined from optical imaging of neuronal activity during induced epileptiform events in cortical slice preparations. The specific anatomical or physiological alterations that drive the induced hyper-excitability surrounding the freeze-lesion induced microgyrus is currently unknown though altered expression patterns of excitatory and inhibitory receptors within this region has been established (Zilles et al., 1998; Redecker et al., 2000), likely leading to shifts in the normal excitatory/inhibitory tone of the affected tissue. Neonatal freeze-lesions also disrupt cortical cell function likely due to a hyper-innervation of ascending input into dysplastic regions that originally targeted cells within the microgyrus (Jacobs et al., 1999c; Rosen and Galaburda, 2000; Jacobs and Prince, 2005; Zhou and Roper, 2010). However, additional circuit analysis will be necessary to define the specific cortical circuits that may be responsible for the induced hyper-excitability observed in the supra-granular layer of the dysplastic cortex.

The current study also revealed a distinct pattern of altered LFP coherence in the malformed cortex offering further evidence of disturbed columnar and laminar communication network within the S1 region. The role of brain oscillations and their effect on neural communication is an active area of research that suggests that the synchrony or coherence of specific frequency bands are linked to specific behavioral and cognitive processes (Buzsáki and Schomburg, 2015). Specifically, a significant increase in LFP coherence was observed in freeze lesion animals across the supragranular layer in the upper gamma frequency range (50–200 Hz). In general, gamma-band synchronization is thought to be involved in the entrainment of neural networks (Singer and Gray, 1995; Jensen et al., 2007; Buzsáki and Silva, 2012) and may be a consequence of the increase in spectral activity as observed in the upper cortical layers in the current study. In contrast, a drop in LFP coherence between the upper and lower cortical layers was measured across beta and lower gamma frequencies (15–70 Hz). Disruption of beta rhythms within the S1 region may distort normal somatosensory processing (Fransen et al., 2016) and could lead to the observed behavioral changes that have been reported in this freeze lesion model (Sun et al., 2016).

Similar to the pattern of HFOs and increased spectral power observed across cortical lamina, spike sorting of spontaneous hyperexcitable unit activity in the malformed cortex was isolated to the upper half of the S1 region with a differential distribution of putative excitatory vs. inhibitory cells across layers. The majority of excitatory cells were recorded from the most superficial layers of the S1 cortex while inhibitory cells were mainly expressed in the deeper supragranular and granular layers. Although the highest incidence of HFO activity was observed in the most superficial cortical electrodes, the SFC of isolated single-units was strongest for deeper cortical layers, specifically for fast ripple frequencies ( >250 Hz). The differential distribution of cell types and stronger SFC values within the deep supragranular and granular layers has not been previously reported in FCD models or in patients with cortical dysplasia. Further analysis of excitatory cells recorded from the most superficial cortical layers indicated only weak phase-locking to HFOs in comparison to the strong phase-locking of inhibitory cells located in the lower supragranular layer to fast ripple band frequencies (possibly emanating from cells within the granular layer). These data suggest that the deeper inhibitory cells may be the driving substrate of ripple waves near the site of the microgyric lesion. It should be noted that these results were obtained under isoflurane anesthesia and should be verified in awake animals as well. However, in line with these results, the concept of abnormal glutamatergic excitation as the driving force behind initiation of epileptic discharges has been challenged in favor of a possible role of GABAergic inhibition in shaping ictal activity (de Curtis and Avoli, 2016). It should also be noted that the classification of SUAs into excitatory and inhibitory cells type is based on waveforms recorded in extracellular field potentials. A limitation of this method vs. intracellular recording is that the waveform varies base on a number of factors, including the composition of the electrode, impedance, distance from the recorded neuron, and distance to different cellular compartment in which the extracellular signals were generated, etc. Given the diversity of interneurons and their different firing properties, it has been estimated that the present methods may cause upward of 30% misclassified cell types for INH cells and about 5% neurons identified as EXC cell types might be interneurons (Reyes-Puerta et al., 2016). Despite this confounding factor, our data still indicate robust differences in phase coupling between INH vs. EXC cell types. However, we would like to caution readers to use caution when they use this portion of our results. A more robust relationship requires larger set of experimental data.
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Prolonged performance of a demanding cognitive task induces cognitive fatigue. We examined the behavioral and neural responses to fatigue-induced cognitive impairments in young and older adults. Particular emphasis was placed on whether the brain exhibited compensatory neural activity in response to cognitive fatigue. High-density EEG was recorded from a young (n = 16; 18–33 years of age) and an older (n = 18; 60–87 years of age) cohort who performed a Stroop task continuously for ∼2 h with no breaks. In the young cohort, behavioral performance declined as the experiment progressed, reflecting the deleterious effects of cognitive fatigue. Neurophysiologically, in addition to declining neural activity as cognitive fatigue developed, there is also evidence of region- and time-specific increase in neural activity, suggesting neural compensation. The compensatory activities followed patterns paralleling that of posterior-anterior shift in aging (PASA) and early to late shift in aging (ELSA) observed in cognitive aging and helped to moderate fatigue-induced behavioral deterioration. In the older cohort, behavioral performance did not decline as the experiment progressed, and neural activity either declined or stayed unchanged, showing no evidence of neural compensation, in contrast to the young. These results suggest that young and older adults coped with cognitive fatigue differently by exhibiting differential responses as a function of time-on-task at both the behavioral level and the neural level.
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INTRODUCTION

Compared to the appropriate control groups, cognition is generally impaired in the aged population and in patients suffering from neurological diseases. For the aged population, the appropriate control group is healthy young adults, whereas for neurological patients, the appropriate control group is gender- and age-matched healthy individuals. Neurophysiologically, task-evoked neural responses in the aging or diseased brain are generally weaker, signifying impaired brain function (Carter et al., 2001; Lorist et al., 2005; Cader et al., 2006; Cheng and Hsu, 2011). However, studies have also found brain regions where the activation is stronger in aging and in neurological diseases, and these increased activities are thought to reflect neural compensation (Cabeza et al., 2002); the neural networks associated with these compensatory activities are termed compensatory neural networks (Reuter-Lorenz and Cappell, 2008). When performing a task, these compensatory neural networks may get engaged when the primary task network is impaired, with this engagement yielding behavioral benefits (Anderer et al., 2003; Lum et al., 2009; Wang et al., 2016; Babu Henry Samuel et al., 2018).

Cognitive aging research has identified several general patterns of compensatory neural activity. For example, posterior-anterior shift in aging (PASA) reflects that impaired posterior sensory processing is associated with increased compensatory activity in higher-order anterior brain areas (Cabeza et al., 2004). Early to late shift in aging (ELSA), observed in age-related impairments during working memory tasks, reflects a reduction in brain activity during an early period of neural processing (e.g., memory retention), which is then followed by increase in brain activity in a later period of neural processing (e.g., memory retrieval) (Dew et al., 2012).

As alluded to earlier, most studies of neural compensation utilize a between-subject design, such as old-versus-young or diseased-versus-healthy. We have recently begun to examine neural compensation in a fatigue paradigm in which participants are asked to perform a demanding cognitive task for a prolonged period of time (Wang et al., 2014). This paradigm reliably induces cognitive fatigue. In young adults, with increasing cognitive fatigue, behavioral performance declined, and there is evidence of neural compensation that accompanies fatigue-induced cognitive impairments (Wang et al., 2016). To what extent the aforementioned patterns of compensatory neural activities typically associated with aging-related cognitive impairments can be generalized to neural responses to cognitive-fatigue induced impairments in the young population has not been studied. Addressing this problem is the first objective of this study.

For older adults, compensatory mechanisms are engaged at baseline, as the foregoing discussion suggests, to counteract the deleterious effects of cognitive decline in aging (Davis et al., 2008; Dew et al., 2012). Will older adults have the capacity to recruit additional resources to cope with the cognitive fatigue related impediments? Prior studies comparing young and older adults have found that, although older adults generally had slower reaction time at baseline, they did not show additional reaction time slowing during driving induced fatigue, in contrast to the young cohort who exhibited significant reaction time slowing with the development of fatigue (Philip et al., 1999). Similarly, older adults did not show any motor-related performance decline with increase in time-on-task, whereas the younger participants did (Bunce et al., 2004). These findings suggest that slower reaction time at baseline, possibly due to speed-accuracy tradeoff in aging (Smith and Brewer, 1995; Forstmann et al., 2011), is not followed by additional slowing with the onset of cognitive fatigue. How the brain responds to cognitive fatigue in the older population and whether neural compensation is behind the absence of performance deterioration has not been systematically studied. Addressing this problem is the second objective of this study.

We recruited participants in two age groups: a young cohort of n = 16 (18–33 years of age) and an older cohort of n = 18 (60–87 years of age). High-density EEG was recorded while participants performed a cued Stroop task continuously for ∼2 h without break. Neural responses evoked by target words were examined for time-on-task effects. Particular emphasis is placed on whether classical patterns of neural compensation can be observed in the young participants and whether additional neural compensation was possible in the older participants.



MATERIALS AND METHODS

Participants

The study was approved by the Institutional Review Board of the University of Florida. A cohort of 16 healthy young adults (18–33 years of age, 9 females) and a cohort of 18 healthy older adults (60–87 years of age, 7 females) provided written informed consent and participated in the study. Participants were right-handed, native English speakers, free from neurological disorders and with normal to corrected-to-normal vision. Participants were asked to refrain from consuming caffeine or nicotine on the day of testing. All experiments began at 9.00 AM. The experimental procedure and data analysis methods, to be detailed below, were exactly the same for the two cohorts.

Procedure

After a brief practice session to familiarize with a computerized cued Stroop task, the participants were fit with EEG electrodes and asked to perform the task continuously for 180 min (3 h). The recording was done in an electrically and acoustically shielded room to reduce contaminations by external sounds, electrical line noises and other electromagnetic interferences. Breaks for any purpose were taken only upon request and resulted in discontinuation of the experiment. In the young cohort, nine participants performed the entire 180 min of the task; 5 completed at least 160 min. One participant quit before 160 min; this subject was rejected. Another participant exhibited excessive body motion and was also rejected. The data from the 14 young subjects were analyzed here and the time-on-task varied from 0 to 160 min. In the older cohort, 11 participants performed the entire 180 min of the task; 6 completed at least 100 min. One participant quit before 100 min and was rejected. Another participant was also rejected due to poor EEG data quality. The data from the remaining 16 older subjects were analyzed here and the time-on-task varied from 0 to 100 min.

Experimental Paradigm

See Figure 1. Each trial began with a cue (‘w’ for word or ‘c’ for color) which lasted for 1 s. After a random cue-target interval of 1, 3, or 5 s, one of three target words (‘red’, ‘blue,’ or ‘green’) printed in different font colors (red, blue, or green) appeared on the screen. If the trial was cued for word (word trial), participants were instructed to read the word; if the trial was cued for color (color trial), participants were instructed to name the color of the font in which the word was printed. When the font color of the word and the meaning of the word matched, it is a congruent trial; otherwise, it is an incongruent trial. Reaction time (RT) was determined by a voice activated microphone and the pronounced word was manually recorded by the experimenter. The next trial started 3 s after the voice response.
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FIGURE 1. Experimental paradigm. Timeline of the cued Stroop task. Depicted is a color incongruent trial. Time 0 denotes the onset of the target word. The correct response is red. ITI, inter-trial interval. RT, reaction time.



EEG Recording and Preprocessing

The EEG data was recorded using a 128-channel BioSemi Active Two System. Positions of the electrodes were obtained with a Polhemus spatial digitizer. Offline preprocessing was performed using BESA 5.3, EEGLAB and custom Matlab scripts. Data segments contaminated by movements were rejected. The remaining data was bandpass filtered between 0.1 and 83 Hz, down-sampled to 250 Hz, and epoched from -1.5 to 1 s relative to target word onset (0 s). After rejecting noisy trials, independent component analysis (ICA) was applied to remove artifacts resulting from eye movements, eye blinks, muscle activity, and line noise. After ICA, any epoch with incorrect behavioral response or with voltage exceeding 75 μV in any scalp channel was further rejected from analysis. Artifacts-corrected data was then re-referenced against the average reference. Inter-individual differences in electrode positioning were controlled for by using a spherical spline interpolation to project 128 channel preprocessed data onto the standard 81 channel montage (10–10 montage) implemented in BESA.

EEG Analysis and Interpretation

Similar to our previous paper on cue-related neural activity based on the young cohort data (Wang et al., 2016), we mainly focused on the more cognitively demanding incongruent trials where the word and its font color conflicted, thereby requiring more cognitive control to resolve the conflict and to suppress the irrelevant response. An example of such a trial was illustrated in Figure 1. Because of the high cognitive demand, these trials were more prone to the deleterious effects of cognitive fatigue, and were thus suited for analyzing the effects of cognitive fatigue on neural responses. The time period between -200 and 0 ms relative to target word onset was demeaned when calculating the event-related potentials (ERP).

Based on prior ERP studies of the Stroop task, we selected two times of interest (TOI) for analysis: (1) the Early Period (150–300 ms), in which sensory and early attentional processes are active (Weinstein, 1995; Atkinson et al., 2003); and (2) the Late Period (300–1000 ms), in which higher-order attention and conflict-related processing are active (West, 2003; Larson et al., 2004; Perlstein et al., 2006), along with response-related cognitive adjustments and adaptation processes (Grune et al., 1993; Liotti et al., 2000).

As the experiment progressed (i.e., as time-on-task increased), the ERP responses in the early period and late period of stimulus processing were expected to undergo dynamic change due to increasing cognitive fatigue. To determine the time-on-task effect on ERP during each TOI, a moving-window approach across trials was adopted, in which the ERPs were estimated within a block of 40-min in duration and the block was stepped forward with a 10-min increment; there was a total of 13 blocks for the young cohort and a total of 7 blocks for the older cohort. These parameters were chosen for the following reasons. (1) 40-min time blocks allowed us to get a stable estimate of ERP with well-defined components. In fatigue paradigms, despite instructions telling the subjects not to move, they do move because cognitive fatigue makes them uncomfortable. Sufficient number of trials was needed to overcome the negative effects of movement and other noises. Compared to 40 min blocks, ERPs obtained from 10 min blocks were not stable, and the estimates of the ERP component amplitudes were too susceptible to noise contamination. (2) Using 40 min blocks without overlapping would reduce the temporal resolution needed to examine the detailed evolution of ERP responses with fatigue. Therefore, a 30 min overlap was used to achieve the best compromise between stable ERP estimation and good temporal resolution. For each EEG channel, a mixed-effects model was applied to examine whether ERP amplitudes during each TOI demonstrated significant time-on-task effects (thresholded at p < 0.05, controlling for multiple comparisons with false discovery rate). Channels were then grouped into regions of interest (ROIs) based on the time-on-task modulation patterns of the ERPs.

Event-related potentials’ time-on-task effects were expected to fall broadly into three categories: (i) amplitude decreasing with time-on-task, (ii) amplitude increasing with time-on-task, and (iii) amplitude staying unchanged (Boksem et al., 2005). The first category was taken to signify impairment and the second category compensation. The relation between ERPs in different TOIs and ROIs and increasing time-on-task was subjected to a linear regression analysis and the slopes from such analysis gave the rates of ERP changes. The relationship between the compensation related increase and the impairment related decrease of ERPs in different TOIs and ROIs were examined using these rates of changes.

Relationship Between Compensatory Neural Response and Behavior

We quantified the time-on-task changes of RT, error rate and coefficient of variation of reaction time (CVRT) using the same moving block approach described above to be consistent with the ERP analysis. The change in these behavioral measures was tested using paired t-test between the values obtained in the first 40-min time-block and the values obtained in each consecutive 40-min time-block (corrected for multiple comparisons using False Discovery Rate – FDR). Although mean RT within each block is a well-established measure to quantify behavioral performance, it does not capture other aspects of the performance, such as RT variability. RT variability is reflective of attention fluctuations (Allcock et al., 2009), especially ‘attention lapses’ (Tamm et al., 2012), which are indicative of a fatigued mental state (Bruce et al., 2010). Our past work has shown that the CVRT, defined as the ratio of the standard deviation of reaction time to the mean of reaction time, was a suitable measure for characterizing fatigue-related behavioral change (Wang et al., 2014). Association of compensatory ERP change with change in behavioral performance was analyzed using a multiple regression model in which the independent variables were the rates of ERP changes in different TOIs and ROIs and the dependent variable was the rate of change of CVRT. Effect sizes, where appropriate, were reported to supplement statistical significance testing (Rosenthal and Rosnow, 1991).



RESULTS

Cognitive Fatigue and Behavioral/Neural Responses in Young Adults

Behavior

The 160 min of task performance was divided into 40-min time blocks stepped forward with 10 min increments. The RT and CVRT obtained for successive time blocks showed significant increase compared to the first time block (Figures 2A,C). Error rate showed an increasing trend but the increase did not reach statistical significance (Figure 2B). In the subsequent analysis we mainly focused on the change in CVRT because CVRT has been shown to be a good behavioral measure for characterizing cognitive fatigue (Wang et al., 2014). Linear regression model was fit to the CVRT across time-on-task blocks for each subject. The positive slopes in Figure 2D demonstrated the progressive deterioration of the task performance.
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FIGURE 2. Behavioral analysis (young adults). (A) Group average reaction time (RT), (B) group average error rate, (C) group average coefficient of variation of reaction time (CVRT), (D) individual regression fits to CVRT as a function of time-on-task blocks. The slopes of the regression lines denoted the rate of behavioral change with cognitive fatigue. ∗p < 0.05, corrected for multiple comparisons using False Discovery Rate (FDR).



Neural Activity: Regions of Interest

The first 40 min, which was the first time block of the experiment, was defined as the baseline. During this baseline time block, the grand average ERPs evoked by the target word were shown for all electrodes in Figure 3A, where the two TOIs were marked using colored shading. ERPs from Fz and Pz were shown in Figures 3B,C. Stepping forward across time blocks, the time-on-task effect analysis on ERP amplitude, shown as scalp topographies in Figures 3D,E, revealed that there were two groups of electrodes for which the ERP amplitudes were systematically modulated by time-on-task for each of the two TOIs. These two groups of electrodes, located in the occipital-temporal sites and the central-frontal sites, formed the two ROIs (Figure 3F). ERPs from these two ROIs during the first block (baseline), the middle block (block 7), and the last block (block 13) are shown in Figures 3G,H to illustrate the time-on-task effect on ERP amplitude during the early and late period of stimulus (target word) processing. For early stimulus processing (early period), as time-on-task progressed, the ERP amplitudes decreased in both ROIs. For late stimulus processing (late period), the ERP amplitudes decreased in occipital-temporal ROI, but increased in central-frontal ROI (i.e., a negative ERP component became more negative).
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FIGURE 3. Event-related potentials (ERP) and effects of time-on-task (young adults). (A) ERPs during baseline time block (first 40 min) from all channels. (B,C) Baseline ERPs from Fz and Pz. (D,E) Topographies showing channels where ERP amplitudes were significantly modulated by time-on-task (p < 0.05, FDR corrected) for the early period and the late period of stimulus processing. (F) ROIs defined based on analysis in (D,E). (G,H) ERPs from first, middle, and last time-on-task blocks from central-frontal ROI and occipital-temporal ROI.



Neural Activity: Effects of Cognitive Fatigue

Early period of stimulus processing

Neural activity during the early period of target word processing mainly reflects sensory processing and early attention-related activity (Hoffman, 1990; Luck, 1995; Nieuwenhuis et al., 2003). As shown in Figure 4A, with increase in time-on-task, ERP amplitude in the early period underwent steady decrease in both occipital-temporal and central-frontal ROI (p < 0.05, FDR corrected), suggesting progressive impairments of sensory, early attentional and target discrimination processes. Linear regression fit to the ERP amplitude changes were shown in Figure 4C to demonstrate individual variability.
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FIGURE 4. Time-on-task effect on ERP (young adults). (A) ERP amplitude indexing the early processing of target words decreased in both central-frontal (CF) ROI and occipital-temporal (OT) ROI. (B) ERP amplitude indexing late target processing decreased for occipital-temporal ROI but increased in central-frontal ROI. (C,D) Linear regression lines were fit to ERP changes over time-on-task blocks for each participant. Slopes of these regression lines were taken as the rates of ERP changes with time-on-task. ∗p < 0.05, FDR corrected.



Late period of stimulus processing

Neural activity during the late period of target word processing reflected higher-order processes including conflict detection/resolution and cognitive adjustments (Grune et al., 1993; Liotti et al., 2000). ERPs during the late period exhibited a more complex pattern of temporal dynamics in response to cognitive fatigue. In the occipital-temporal ROI, ERP amplitude decreased with time-on-task increase (p < 0.05, FDR corrected), whereas the central-frontal ERP amplitude increased with time-on-task increase (p < 0.05, FDR corrected), as shown in Figure 4B. This result suggests that while some regions underwent progressive impairment due to the onset and deepening of cognitive fatigue, reflected by decrease in ERP amplitude, other areas showed progressive recruitment of compensatory activities, reflected by the increase in ERP amplitudes. The individual slopes of the linear regression fit to ERP amplitude change were shown in Figure 4D to demonstrate individual variations.

Relation Between ERP Rates of Change

Relations between rates of ERP amplitude changes in different TOIs and ROIs were shown in Figure 5A. The rates of neural activity changes were generally significantly correlated (p < 0.05, FDR corrected). In particular, in Figure 5B, the decrease in early ERP amplitude and the increase in late ERP amplitude in the central-frontal ROI were shown to be significantly correlated (r = 0.67, d = 1.79, p < 0.05, FDR corrected, Figure 5B), demonstrating an ELSA-like compensation pattern observed in prior cognitive aging research (Davis et al., 2008; Dew et al., 2012). In Figure 5C, the rate of occipital-temporal ERP decrease (posterior decrease) and central-frontal ERP increase (anterior increase) during the late period was significantly correlated (r = -0.81, d = -2.73, p < 0.05, FDR corrected). This posterior decline followed by anterior increase is similar to the PASA compensation pattern observed in prior cognitive aging research (Davis et al., 2008).
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FIGURE 5. Relation between neural activity changes and performance. (A) Pairwise correlation between ERP regression slopes across ROIs and TOIs. (B) Late ERP increase was correlated with early ERP decrease in central-frontal (CF) ROI (ELSA). (C) Late occipital-temporal (OT) ERP decrease was correlated with late central-frontal (CF) ERP increase (PASA). (D) Rates of ERP changes over time-on-task across different TOIs and ROIs predict the rate of behavioral change over time-on-task. (E) Illustration of functional contributions of each ERP rate of change to the rate of behavioral change. ∗p < 0.05, FDR corrected.



Relation Between Neural Activity and Behavior

A multiple regression analysis was applied to examine the relation between neural changes and behavioral changes. The rate of change of ERP over time-on-task across the two ROIs and two TOIs were treated as independent variables and the rate of change of CVRT as the dependent variable. As shown in Figure 5D, the rates of ERP changes predicted the rate of behavior change (d = 1.24, r = 0.53, p = 0.05), demonstrating functional significance of neural changes over the course of the experiment. To further characterize the effect of each ERP rate of change, the model coefficients were analyzed, and the results shown in Figure 5E. For both early (d = 0.28) and late ERPs (d = 0.64) in occipital-temporal ROI, the higher the rate of ERP amplitude decrease with time-on-task (signaling faster fatigue-related neural decline), the higher the rate of increase of CVRT (signaling faster fatigue-related behavioral decline). In contrast, for the late ERP in the central-frontal ROI (d = 0.42), the higher the rate of ERP amplitude change (signaling faster fatigue-related recruitment of compensatory neural resources), the slower the rate of increase of CVRT (signaling slower fatigue-related behavioral decline). The sizes of these effects (Cohen’s d) were small to moderate. The change of the early central-frontal ERP did not have an effect on the change of CVRT (d < 0.2).

Cognitive Fatigue and Behavioral/Neural Responses in Older Adults

Behavior

Unlike the young cohort, the older cohort showed no significant change in RT, error rate or CVRT with increase in time-on-task, as shown in Figures 6A–C. This finding is in agreement with prior fatigue research showing that older adults were able to maintain a consistent level of performance over an extended period of time (Falkenstein et al., 2002). At the individual subject level, there was significant variability in the rate of behavioral change (Figure 6D), as expected.
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FIGURE 6. Behavioral analysis (older adults). (A) Group average reaction time (RT), (B) group average error rate, (C) group average CVRT, (D) individual regression fits to CVRT as a function of time-on-task blocks. The slopes of the regression lines denoted the rate of behavioral change with cognitive fatigue. ∗p < 0.05, corrected for multiple comparisons using False Discovery Rate (FDR).



Neural Activity: Effects of Cognitive Fatigue

Baseline ERPs (first 40 min) from all channels and from Pz and Fz were shown in Figures 7A–C. The early and late TOIs associated with stimulus processing were defined in the same way as the young for consistency and comparability. The two ROIs were also similarly defined (Figure 7D). ERPs from the two ROIs for three different time-on-task blocks were shown in Figures 7E,F. Statistical analysis revealed that ERP amplitudes from the early TOI declined significantly with increase in time-on-task in both ROIs (p < 0.05, FDR corrected, Figure 7G). ERP amplitudes from the late TOI showed no significant change as a function of time-on-task (p = 0.36, Figure 7H). Like the young cohort, early target-evoked response decreased with the development and deepening of cognitive fatigue, suggesting progressively impaired sensory and early attention-related processing. Unlike the young cohort, no increase in late target-evoked response was observed, suggesting a lack of compensatory neural activity in the older cohort. Individual variability in changes in neural responses can be seen in Figures 7I,J.


[image: image]

FIGURE 7. Event-related potentials and effects of time-on-task (older adults). (A) ERPs during baseline (first 40 min) from all channels. (B,C) Baseline ERPs from Fz and Pz. (D) ROI definition. (E,F) ERPs from first, middle and last time-on-task blocks from central-frontal (CF) ROI and occipital-temporal (OT) ROI. (G) ERP amplitude during early target processing decreased in both central-frontal ROI and occipital-temporal ROI. (H) ERP amplitude in late target processing did not show significant change with time-on-task. (I,J) Linear regression lines were fit to ERP changes over time-on-task blocks for each participant. Slopes of these regression lines were taken as the rates of ERP changes with time-on-task. ∗p < 0.05, FDR corrected.





DISCUSSION

Prolonged performance of a cognitively demanding task can lead to cognitive fatigue. The adverse behavioral consequences of cognitive fatigue have been well studied in the literature (Akerstedt et al., 2004; Boksem et al., 2005; Boksem and Tops, 2008; Cheng and Hsu, 2011; Hopstaken et al., 2016). Here, we examined the behavioral and brain responses to cognitive fatigue in both young and older adults. Analyzing EEG data from the subjects performing a Stroop task continuously for at least 2 h and 40 min for young subjects and 1 h and 40 min for older subjects we reported the following findings. In the young cohort, performance declined with increase in time-on-task. Early ERP components in both the occipital-temporal and central frontal ROIs declined as well with increase in time-on-task, indicating fatigue-related impairments in sensory and early attentional processing. Whereas late ERP components in occipital-temporal ROI decreased with increase in time-on-task, late ERP components in the central-frontal ROI increased with increase in time-on-task, suggesting posterior impairments of neural processing that were accompanied by frontal neural compensation. The rates of amplitude changes of different ERP components over different TOIs and ROIs were related with one another, with the patterns being reminiscent of PASA and ELSA reported in cognitive aging (Cabeza et al., 2002, 2004). Importantly, these rates of ERP changes predicted the rate of change in behavioral performance (CVRT) over the whole experiment in a linear model, and an analysis of the model coefficients suggested that the declining ERPs (impairment) were detrimental for the maintenance of task performance whereas the increasing ERPs (compensation) were beneficial for the maintenance of task performance. In the older cohort, there was no significant change in behavioral performance across the entire experiment. While the early ERP components declined in both ROIs, the late ERP components exhibited no systematic change as a function of time-on-task; thus only neural impairment, but no compensatory neural increase, was observed in the older adults.

Patterns of Neural Decline and Neural Compensation

To separately examine the impact of cognitive fatigue on sensory and early attentional processes (Hoffman, 1990; Atkinson et al., 2003) and on higher order activities such as cognitive control and conflict processing (Botvinick et al., 2001), we separated target word evoked activity into two time periods, namely: (1) Early Period (150–300 ms) and (2) Late Period (300–1000 ms). In the healthy young cohort, during the early period, ERP topographies highlight the involvement of the occipital-temporal region (Patel and Azzam, 2005) and the central-frontal region (Huster et al., 2010). With the onset and deepening of cognitive fatigue, ERPs in the early period underwent a steady decrease, suggesting that sensory and early attentional processes were becoming increasingly impaired (Figure 3D). This is reminiscent of prior research showing that early visual processing is very susceptible to the effects of aging (Davis et al., 2008; Dew et al., 2012) and neuropathology (Uc et al., 2005; Armstrong, 2011; Weil et al., 2016). However, in these prior studies, aging and neuropathology related visual decline has other contributing factors such as corneal damage, decrease in vascular density and the reduced number of rods (Schneider and Pichora-Fuller, 2000). In subjects undergoing progressive cognitive fatigue over a short time scale (a few hours compared to a few decades), however, such anatomical changes are unlikely; therefore, the progressive decline of neural activities during the early period reflects neural impairments, free from the confounding influences of factors such as corneal/retinal changes. Late period ERPs are associated with higher-order cognitive processes such as conflict processing and response adjustments (Liotti et al., 2000; Atkinson et al., 2003; Larson et al., 2009). With the onset and deepening of cognitive fatigue, ERPs over the occipital-temporal region during the late period steadily decreased (Figure 3E), demonstrating the deleterious effects of cognitive fatigue on the underlying neural activities. In contrast to ERP decrease in both ROIs during the early period and in the occipital-temporal ROI during the late period, ERP amplitude increased with increase in time-on-task in the central-frontal region during the late period, indicating neural compensatory activity.

Early to late shift in aging (ELSA) is a commonly observed pattern in cognitive compensation in aging and in neurological disorders (Dew et al., 2012). In ELSA, decline in early neural processing is compensated by increase in late neural processing. The data from the young cohort undergoing cognitive fatigue exhibited the ELSA pattern, namely, early period neural activity decline is accompanied by the late period neural activity increase. To test whether early neural processing impairments and late neural compensation is related, we compared the rate of increase and rate of decrease in ERP amplitudes across the two time periods, and found that within the central-frontal ROI, ERP decrease in early period were correlated with the ERP increase in late period, suggesting that the magnitude of compensation is proportional to the magnitude of impairments. Similar effects have been observed in a previous report on cognitive fatigue (Hopstaken et al., 2016), although in that report, the neural compensatory activity was not explicitly recognized.

Another form of compensatory response on cognitive aging is posterior-anterior shift in aging (PASA). In PASA, declined posterior processing is accompanied by increased anterior compensatory activity (Grady et al., 1994; Cabeza et al., 2004; Davis et al., 2008). The decrease in posterior/occipital activity is thought to reflect sensory decline as a function of age (Lindenberger and Baltes, 1994). Our results demonstrated that PASA can be observed in a cognitive fatigue paradigm as well, namely, the occipital-temporal ERP decrease was accompanied by a central-frontal ERP increase, and the rates of ERP decrease and increase in different regions of the scalp are correlated with one another, suggesting that sensory decline can occur acutely as a result of cognitive fatigue, and the frontal compensatory activity can be recruited acutely with the rate of recruitment being proportional to the rate of impairment of posterior neural activity (Davis et al., 2008).

In the older cohort, we only observe ERP decline in the early target evoked response period but no ERP increase in any time period or regions of interest, suggesting that cognitive fatigue caused further deterioration of sensory and early attentional processes but did not trigger neural compensatory response. It is worth noting that the decline in ERP amplitude in the older cohort is not as drastic as that seen in the young cohort, which along with the lack of performance decline, appears to suggest that the old subjects are better able to resist the impairing effects of cognitive fatigue (Falkenstein et al., 2002). Whether the lack of compensatory activity is due to capacity limitation or other factors such as the lack of necessity to compensate is difficult to ascertain in the current paradigm.

Relating Neural Changes and Behavioral Changes

Cognitive fatigue results in performance decline in young adults. This has been consistently reported in the literature (Hopstaken et al., 2016; Wang et al., 2016). In this paper, we further reported that concomitant with performance decline, neural changes also took place. To what extent neural changes and behavioral changes are related determines the functional significance of the observed neural activity changes. Past research has not always found a relationship between the two. Smith et al. (1999) showed that although the brain activity was significantly reduced for individuals with high risk for Alzheimer’s disease compared to healthy controls, there were no performance differences in both visual naming and letter fluency tasks (Drummond et al., 2000). This may partly explain why we did not see performance decline in the older cohort despite impairment in neural responses. Moreover, increased neural activity in aging and in brain disorders, which were interpreted as compensatory activity, has been found to be associated with reduction in performance (Logan et al., 2002; Cabeza and Kingstone, 2006; Wingfield and Grossman, 2006), a finding at variance with the expectation that neural compensation should benefit behavioral performance. With these questions in mind, we performed a multiple regression analysis with neural changes as independent variables and behavioral change as dependent variables for the young cohort, given this cohort’s rich impairment-versus-compensation dynamics. In addition to showing that neural changes predicted behavioral changes, our results further demonstrated that decreasing ERP amplitudes (impairments) are associated with worsening of task performance, whereas increasing ERP amplitude (compensation) helps to moderate performance decline.

Limitations

This study has a number of limitations. The first is the small sample size for both cohorts. Future studies will recruit larger numbers of participants to test the robustness of the findings reported here. The second is the different length of time-on-task used in the analysis for the two cohorts (at least 2:40 h for young adults and at least 1:40 h for older subjects). Although the task was designed to be performed for a maximum of 3 h for both cohorts, the participants in the old cohort had a higher tendency to quit earlier. The third is that the paradigm, designed to be more applicable to real world scenarios where people pace their responses based on their cognitive state, allowed self-pacing. To what extent self-pacing increased with the increase in time-on-task cannot be ascertained. The fourth is that the educational level of the participants was not acquired. Because education is known to contribute to cognitive reserve which in turn affects the brain response to cognitive fatigue (Jongen et al., 2012), without information on education, the relationship between cognitive reserve, cognitive fatigue and compensation cannot be addressed in this study. The fifth is that although both the young and older cohorts developed the sensation of cognitive fatigue as the experiment progressed, per post-experiment conversations, we did not have information to quantify the change of this sensation as a function of time-on-task (Burke et al., 2018).



SUMMARY

In this study we analyzed the behavioral and neural responses to cognitive fatigue induced impairment in young and older adults. In young adults, we found that prolonged performance of a cognitively demanding task led to declined behavioral performance and was associated with both impaired neural responses as well as neural compensation. The spatial and temporal patterns of neural impairments and neural compensation were consistent with two widely reported patterns of neural compensation in the cognitive aging literature, namely, ELSA and PASA. In the older adults, behavioral performance did not decline, and there were only impaired neural responses but no compensatory neural activity.

Compensatory neural processes have been traditionally studied in cross-sectional designs where populations with advanced age or brain disorders are compared with young or gender- and age-matched healthy populations. In such comparisons it is difficult to determine whether neural compensation is developed over an extended period of time or can be recruited acutely. Our study suggests that the cognitive fatigue paradigm in healthy adults (both young and older) may be useful as a model to induce neural impairments and compensatory processes in a short period of time and provide an opportunity to study the functional roles of these processes in maintaining task performance.
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Lower Posttraumatic α-Synuclein Level Associated With Altered Default Mode Network Connectivity Following Acute Mild Traumatic Brain Injury
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This study aimed to investigate the changes of α-synuclein in serum and its relationship with default mode network (DMN) connectivity after acute mild traumatic brain injury (mild TBI). Fifty-two patients with mild TBI at the acute phase and 47 matched healthy controls were enrolled in the study. All participants received resting-state functional magnetic resonance imaging (fMRI) and neuropsychological assessments. Relations between the levels of α-synuclein in serum and clinical assessments were obtained using multivariate linear regression. Results showed that the patients with lower α-synuclein presented more complaints on post-concussion symptoms and depression. Moreover, patients with high levels of α-synuclein exhibited significantly decreased functional connectivity in the left precuneus and increased functional connectivity in both the left anterior cingulate cortex and ventro-medial prefrontal cortex (MPFC) compared with patients with low levels of α-synuclein. These findings supported that α-synuclein may modulate the functional connectivity within the DMN and suggest the feasibility of using α-synuclein as an objective biomarker for diagnosis and prognosis of mild TBI.
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INTRODUCTION

Traumatic brain injury (TBI) is a major public health problem affecting approximately 1.6 million people every year in the United States. Most (about 80%) are diagnosed with mild TBI (mTBI; Langlois et al., 2006), among whom 10%–20% suffer from persistent headaches, difficulty of thinking, memory problems, attention deficits, mood swings, and frustration (McAllister, 2008; Zemek et al., 2013). However, mTBI diagnosis can be missed by conventional computed tomography and magnetic resonance imaging (Lee et al., 2008). Consequently, it is challenging to predict who will suffer from persistent symptoms after mTBI.

mTBI was recently found to probably cause progressive neurocognitive dysfunction (Mac Donald et al., 2017), leading to an increased risk of developing neurodegenerative and psychiatric diseases (Gardner and Yaffe, 2015), including Parkinson’s disease (PD). However, the pathophysiological mechanism underlying mTBI and its relationship with the risk of developing PD remain unclear. An evaluation of some 1,900 studies determined the plausibility of developing PD under moderate to severe TBI (Institute of Medicine, 2009). However, only “suggestive/limited evidence” was found relating mTBI with clinical diagnosis of PD (Institute of Medicine, 2009). Other studies have investigated the risk of developing PD from mTBI but obtained inconsistent findings (Gardner et al., 2015). Magnoni and Brody (2010) suggested that these results may partly be derived from the putative linkage between TBI and neurodegeneration, with the occurrence of TBI increasing the risk of neurodegenerative diseases.

Several biomarkers are available to diagnose and assess TBI, including imaging and fluid-based techniques (Kochanek et al., 2008). Supporting studies unveil some signatures of these biomarkers associated with TBI. Among these biomarkers, α-synuclein (α-syn) is the hallmark of a number of neurodegenerative diseases (Tokuda et al., 2010; Mollenhauer et al., 2011). Being a presynaptic protein activated by phosphorylation and other pathways, α-syn plays an important role in the circulation of synaptic vesicles. Cellular and genetic modification eventually leads to an overexpression of the total α-syn, and its accumulation has been proven to cause neuronal damages (Werner and Engelhard, 2007; Klein and Westenberger, 2012). In particular, the overexpression of α-syn may be a pathological link between TBI and the development of PD pathologies (Acosta et al., 2015). These results provide a reliable basis for us to investigate mTBI through the study of serum α-syn.

Resting-state functional magnetic resonance imaging (fMRI) has enabled the evaluation of brain networks without task-based fMRI experiments. The default mode network (DMN) is a well-recognized brain network activated during the resting states and suppressed during the execution of attention and decision-making tasks (Zhang and Raichle, 2010). The DMN typically comprises the posterior cingulate cortex (PCC), precuneus, inferior parietal, and medial prefrontal cortex (MPFC) areas (Ralchle and Snyder, 2007). Many studies have determined that several psychiatric disorders alter DMN functional connectivity (Buckner et al., 2008; Rocca et al., 2010; Slobounov et al., 2011). In addition, Zhou et al. (2012) verified significantly reduced connectivity in the PCC and parietal regions, and increased frontal connectivity around MPFC in the mTBI patients (Zhou et al., 2012). Likewise, Mayer et al. (2011) found decreased connectivity within the DMN and increased connectivity between its nodes and the lateral PFC in the mTBI patients (Mayer et al., 2011). However, few studies have addressed the mechanism of changes in the DMN functional connectivity in the mTBI patients. Despite being challenging, this type of study would be insightful for characterizing mTBI. Our main hypothesis was that serum α-syn concentration in the mTBI patients during acute phase will change, and that this inflammatory marker is correlated with clinical neurocognition and functional connectivity within the DMN in the brain.



MATERIALS AND METHODS


Participants

Acute head trauma patients from the local emergency department (ED) in August 2016 and June 2017, with non-enhanced head CT, consecutively became the initial patients in the present study. Inclusion criteria for the mTBI patients were based on guidelines from the World Health Organization’s Collaborating Centre for Neurotrauma Task Force (Holm et al., 2005): (i) an initial Glasgow Coma Scale (GCS) score of 13–15; (ii) one or more of the following: loss of consciousness (LOC) <30 min, post-traumatic amnesia (PTA) <24 h, and/or other transient neurological abnormalities such as focal signs and seizure; and (iii) within 1 week after onset of mTBI. Exclusion criteria for mTBI patients included: (i) pre-TBI, pre-existing psychological disorders, Posttraumatic stress disorder (PTSD), substance abuse, and alcohol dependance; and (ii) a structural abnormality on neuroimaging (CT and MRI); (iii) manifestation of mTBI as complication from other injuries (e.g., systemic injuries, facial injuries, or spinal cord injury); and (iv) other problems (e.g., psychological trauma, language barrier, or coexisting medical conditions), or caused by penetrating craniocerebral injury. Overall, 52 patients with mTBI were enrolled in this study.

Healthy controls were recruited by the local imaging research facilities. Forty-seven age- and gender-matched healthy control participants without neurologic impairment or psychiatric disorders were enrolled.

All participants were right-handed according to the Edinburgh Handedness Inventory (Espírito-Santo et al., 2017). All subjects gave written, informed consent in person approved by the Research Ethics Committee of Second Affiliated Hospital of Wenzhou Medical University and conducted in accordance with the Declaration of Helsinki.



Serum α-Synuclein Collection

Serum samples for patients and controls were collected in the morning. All participants also did not take any medications. Samples were aliquoted and stored at −80°C until the time of assay after collection and centrifugation. The levels (pg/mL) of α-syn in serum were measured using reagents on a Luminex multiplex bead system (Luminex Corporation, Austin, TX, USA). Serum α-syn assay was performed at Covance using a commercially available ELISA Assay Kit (Covance, Dedham, MA, USA; Mollenhauer et al., 2013). A fluorescence detection laser optic system was used to analyze the binding of each individual protein on the microsphere simultaneously, which permits multiplexed analysis of each of the analytes in one sample. Immunoassays were performed according to manufacturer’s protocols. Intra- and inter-assay coefficients of variation observed for Luminex quantification were less than 20 percent and 25 percent, respectively. Samples with levels that were undetectable by the assay were set to 0.0001 pg/mL. The levels of α-syn >3 standard deviations above and below the population mean within group were considered outliers and excluded for all analysis (Diamond et al., 2015).



Neuropsychological Tests

For all participants, comprehensive cognitive tests were performed within 48 h of blood sample collection and MRI acquisition. These tests included: (i) Trail-Making Test Part A and Digit Symbol Coding (DSC) score from the Wechsler Adult Intelligence Scale-III (WAIS-III), to examine cognitive information processing speed; (ii) Forward Digit Span (FDS) and Backward Digit Span from the WAIS-III, to assess working memory (Harman-Smith et al., 2013); (iii) Verbal Fluency Test, to assess verbal fluency including language ability, semantic memory, and executive function (Joy et al., 2004); (iv) Beck Depression Inventory-II (BDI-II), to assess depression severity (Reiland, 2017); (v) PTSD Checklist—Civilian Version (PCL-C; Weathers et al., 1991); and (vi) Fatigue Severity Scale (Krupp et al., 1989) and Insomnia Severity Index (ISI; Sadeghniiat-Haghighi et al., 2014). In addition, post-concussive symptoms (PCS) were measured with the Rivermead Post-Concussion Symptom Questionnaire (RPQ; King et al., 1995).



Image Acquisition

Following acute head injury, non-contrast CT scans were performed on all consecutive patients with a 64-row CT scanner (GE, Lightspeed VCT). MRI scans were acquired using a 3.0T MRI scanner (GE 750). A custom-built head holder was used to prevent head movements. All participants were instructed to remain in a relaxed state, to avoid engaging in any mental activities, and to keep their eyes closed. Alertness during the scan was confirmed immediately after the whole scan was completed. MRI protocols involved the high-resolution T1-weighted 3D MPRAGE sequence (echo time (TE) = 3.17 ms, repetition time (TR) = 8.15 ms, flip angle = 9°, slice thickness = 1 mm, field of view (FOV) = 256 mm × 256 mm, matrix size = 256 × 256), single-shot, gradient-recalled echo planar imaging (EPI) sequence with 54 slices covering the whole brain (TR = 2,000 ms, TE = 30 ms, slice thickness = 3 mm, flip angle = 90°, FOV = 216 mm × 216 mm, matrix size = 64 × 64, voxel size = 3 mm × 3 mm × 3 mm), and axial FLAIR (TR = 9,000 ms, TE = 95 ms, flip angle = 150°, thickness = 5 mm, slices = 20, FOV = 240 mm × 240 mm, matrix size = 173 × 256).

The presence of focal lesions and cerebral microbleeds was determined by an experienced clinical neuroradiologist (with 10 years’ experience), who assessed multiple modalities of neuroimaging data (T1-weighted, SWI, FLAIR) for all subjects in random sequence. The neuroradiologist was blind to clinical information and group membership (patient or control).



Preprocessing of Resting-State fMRI Data

Data processing was performed using SPM12 (Statistical Parametric Mapping, University College of London, London, UK) on MATLAB platform (R2013a; MathWorks, Natick, MA, USA). Image preprocessing steps included anatomical segmentation, normalization to Montreal Neurological Institute (MNI) space, spatial smoothing (full-width at half-maximum, FWHM = 6 mm), band-pass filtering (0.01–0.1 Hz), and regressing out signal contributions from head motion, white matter, and cerebrospinal fluid (Thompson et al., 2016). We adopted a seed-based method to extract the DMN. Regions of interest (ROI) in the DMN were defined based on a previous task fMRI study (Duan et al., 2012). In our study, we selected only the PCC (MNI coordinates: 0, −52, 27) as the seed for brain network connectivity analysis. Next, for each subject, the time series of the mean BOLD signal of a 10-mm radius sphere centered at the peak coordinate of ROI was extracted to calculate the functional connectivity with each voxel of the whole brain. Prior to statistical analysis, the functional connectivity maps were transformed into z-values using Fisher transformation to improve normality. We then performed conjunction analyses to identify brain areas that were positively correlated with the PCC seed. A family-wise error (FWE) method with a threshold of P < 0.05 was set for multiple comparisons. A voxel-wise one-way analysis of variance (ANOVA) was used to test for network functional connectivity differences (P < 0.05, FWE correction) across three groups with gender as a nuisance covariate within DNM mask. We then used post hoc analyses to test for network functional connectivity differences (P < 0.05, FWE correction) across each of the two groups.



Statistical Analysis

All statistical analyses were performed using SPSS (version 19, IBM Corp, New York, NY, USA) and Prism (Version 7, GraphPad Software, San Diego, CA, USA). The Shapiro–Wilk W test was used to test for normality distribution in all continuous variables. The independent two-sample t-test and the Mann–Whitney test were used to compare group differences based on data normality. Chi-square analyses were applied to assess categorical variables. Multivariate linear regression analysis was used to determine the association between the levels of α-syn and neuropsychological testing. The levels of α-syn, age, gender, and education years were entered into the model as independent variables, with results of cognitive tests in the mTBI patients as dependent variables.




RESULTS


Participant Characteristics

Fifty-two patients with mTBI (27 males, age of 34.48 ± 13.32 years, education level of 9.31 ± 4.36 years) and 47 matched healthy controls (22 males, age of 35.43 ± 12.01 years, education level of 11.39 ± 5.66 years) were recruited for this study. No significant differences existed between the mTBI patients and healthy controls regarding age, education level, and gender (p > 0.05). The detailed demographic data and clinical characteristics of the participants are summarized in Table 1. Upon arrival at the emergency department, all patients with mTBI had an initial GCS of 15. The causes of injury included motor vehicle accidents (58%), assaults (25%), and falls (17%). All the mTBI patients had negative computed tomography findings.


TABLE 1. Summary of demographic characteristic and neuropsychological test scores between patients and controls at acute phase.
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We divided the mTBI patients into two groups according to the split criteria of whether the α-syn levels were above or below the mean plus one standard deviation α-syn level in the healthy controls. Therefore, patients with α-syn levels lower than 536.93 pg/mL were categorized into the Patient-A group, and those with α-syn levels higher than 536.93 pg/mL were divided into the Patient-B group. Patient-A consisted of 25 patients (12 male, age of 33.92 ± 13.67 years, education level of 9.40 ± 4.15 years), and Patient-B consisted of 27 patients (15 males, age of 35.00 ± 13.24 years, education level of 9.22 ± 4.62 years). No significant differences occurred between Patient-A and B in terms of age, education level, and gender (p > 0.05). The detailed demographic data and clinical characteristics of the patients per group were summarized in Table 2.


TABLE 2. Summary of demographic characteristic and neuropsychological test scores between patients and controls at acute phase.
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Neuropsychological Measures

Compared to the controls, the mTBI patients exhibited lower performance in terms of information processing speed while performing DSC task (p = 0.007), digit span forward (p < 0.001), and verbal fluency tasks rated by language fluency (p = 0.013). Moreover, the patients presented more complaints in the Post-Traumatic Stress Disorder Checklist (Civilian Version) compared to the controls (p < 0.001) and showed significant difference in the Post-Concussion Symptom Scale (p < 0.001), BDI (p < 0.001), and ISI (p < 0.001; Table 1).



Relationship of Serum α-Syn With Neuropsychological Characteristics

Multiple linear regression analysis showed that lower levels of α-syn in the mTBI patients are associated with severer outcomes from the Post-Concussion Symptom Scale (β = –0.333, p = 0.013, overall model: F(3,48) = 3.259, p = 0.019, adjusted R2 = 0.217, Figure 1A) and severer depression according to the BDI (β = –0.311, p = 0.022, overall model: F(3,48) = 2.840, p = 0.034, adjusted R2 = 0.195, Figure 1B).
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FIGURE 1. The lower levels of α-syn are associated with severer outcomes from the Post-Concussion Symptom Scale (β = –0.333, p = 0.013, overall model: F(3,48) = 3.259, p = 0.019, adjusted R2 = 0.217, A) and severer depression according to the Beck Depression Inventory (BDI; β = –0.311, p = 0.022, overall model: F(3,48) = 2.840, p = 0.034, adjusted R2 = 0.195, B) in the mTBI patients.



The α-syn levels in Patient-A were significantly different compared with Patient-B (p < 0.001), and the α-syn levels in controls were significantly different compared to both Patient-A (p < 0.001) and B (p < 0.001; Figure 2B). The significant differences persisted after multiple corrections.
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FIGURE 2. The levels of serum α-syn of Patient-A was significantly different with Patient-B (p = 0.012) and controls (p < 0.001), meanwhile, the levels of serum α-syn of Patient-B was significantly different with controls (p < 0.001; A). The levels of serum α-syn in Patient-A were significantly different compared with Patient-B (p < 0.001), the levels of serum α-syn in controls were also significantly different compare with Patient-A (p < 0.001) and Patient-B (p < 0.001; B). *p < 0.05, **p < 0.001.



The α-syn in serum of Patient-A patients was significantly lower than those of Patient-B patients (p = 0.012) and controls (p < 0.001). Meanwhile, the α-syn in the serum of Patient-B patients was significantly higher than that of controls (p < 0.001; Figure 2A).



Default Mode Network Results

The results of the one-sample t-test used to identify brain regions within the DMN mask with functional connectivity differences (p < 0.05, FWE corrected) in the participants are shown in Figure 3. We also compared the changes in the DMN between the two groups, and Patient-B presented a prominently higher functional connectivity in the left anterior cingulate cortex and ventral MPFC (p < 0.05, FWE corrected), and a significantly lower functional connectivity in the precuneus (p < 0.05, FWE corrected) compared with Patient-A (Figure 4). There was also no significant correlation between functional connectivity and serum α-syn.
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FIGURE 3. The results of the one-sample t-test used to identify brain regions within the default mode network (DMN) mask with functional connectivity differences.
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FIGURE 4. The red represent regions of increased rs-FC in the Patient-B compared with Patient-A and the blue represent regions of reduced rs-FC. Cluster extent threshold of p-value of 0.05 using a family-wise error (FWE) correction for multiple comparisons.






DISCUSSION

In this study, we explored α-syn as candidate biomarker and combined it with brain imaging data for both diagnosis and prognosis of patients suffering from mTBI. Compared with the healthy control group, the mTBI patients had lower scores for FDS and DSC, and higher scores for PCS, PCL-C, BDI and ISI. These results were consistent with neuropsychiatric symptoms of the mTBI patients: persistent headaches, difficulty thinking, memory deficits, inattention, emotional instability, and brief frustration after injury. We found that patients with lower α-syn levels exhibited severe post-concussion and depressive symptoms. Moreover, patients with higher α-syn levels, compared to those with lower α-syn levels, showed significantly increased functional connectivity in the left anterior cingulate cortex and ventral MPFC, and a significantly decreased connectivity in the precuneus. To the best of our knowledge, this is the first study to examine α-syn level and its association with the DMN during the early acute phase of mTBI, and explore the relationship between α-syn levels and cognitive function, which are major determinants of poor prognosis in mTBI.

The presynaptic terminals have plenty of neuronal proteins, one being α-syn (Vekrellis et al., 2011), which is the main component of Lewy bodies. The accumulation of α-syn aggregates is also found in Lewy body dementia and multiple system atrophy (Spillantini et al., 1998). Although several studies have examined the levels of α-syn in cerebrospinal fluid (Mollenhauer et al., 2011, 2013) or serum (Lin et al., 2017) of the mTBI patients, their results were inconsistent. Subsequently, reduction of costs, development of noninvasive techniques, and methodological advances have enabled more intensive and deep serum studies (Lin et al., 2017; Singh et al., 2018). Prior studies have investigated the relationship between TBI and the risk of developing PD (Kenborg et al., 2015; Perry et al., 2016; Taylor et al., 2016). It has been reported that mTBI is associated with a 56% increased risk of developing PD, even after adjusting for demographics and medical comorbidities among military veterans (Gardner et al., 2018). In this study, we found that patients with lower α-syn in serum exhibited severer post-concussion and depressive symptoms during the early acute phase of mTBI. Although past research on animals found that overexpression of α-syn may constitute a pathological link between TBI and development of pathologies similar to PD (Stewart et al., 2014), that study adopted male rats, whose brain function and structure notably differ from those of humans. In addition, the subjects of our study were recruited within the 1st week after suffering mTBI. We hypothesized that during the acute phase of mTBI, elevated α-syn is a product of compensatory mechanisms, which means lower α-syn patients may be unable to compensate these levels after mTBI, leading to severer post-concussion and depressive symptoms. Schilbach et al. (2008) suggested that decreased levels of cerebrospinal fluid α-syn in early stage PD may be the result of cellular compensatory mechanisms for pathological soluble α-syn, thus obtaining lower levels of α-syn compared with controls (Schilbach et al., 2008).

The DMN is a task-negative network involving self-reference processes, such as introspection and experiential memory (Schilbach et al., 2008; Fingelkurts and Fingelkurts, 2011). The essential nodes of the DMN include the PCC, bilateral angular gyri, precuneus, ventro-MPFC, and dorsal-MPFC. The functional connectivity within the DMN has been related to performance in higher cognitive functions such as attention and memory (Hampson et al., 2006; Buckner et al., 2008; Leech et al., 2011); meanwhile, cognitive dysfunctions are the most commonly reported consequences of mTBI (van der Naalt et al., 1999; Smith-Seemiller et al., 2003). In addition, fMRI-based studies have illustrated the DMN dysfunction after mTBI (Palacios et al., 2013; Nathan et al., 2015), and its relation to several diseases such as Alzheimer’s disease, attention-deficit/hyperactivity disorder, and schizophrenia (Whitfield-Gabrieli et al., 2009; Koch et al., 2012).

Few studies have explored the causes of connectivity dysfunction within the DMN. Our results showed decreased functional connectivity between the anterior cingulate cortex and ventro-MPFC in patients with lower α-syn in serum compared to those with higher α-syn in serum. In addition, patients with lower levels of α-syn suffered significantly severer post-concussive and depressive symptoms. The brain regions involved in the DMN are related to high-level cognitive functions and decision-making. For instance, the precuneus is involved in learning and memory (Price, 2000). The anterior cingulate cortex has been associated with the anxiety disorder, post-traumatic stress disorder (Kennis et al., 2015), while MPFC has been found to participate in self-relevance, rapid error identification, and social functions. Moreover, changes in functional connectivity may be due to spontaneous seizures of neuronal ensembles, changes in blood flow, oxidative metabolism, or combinations of these factors (Fox and Raichle, 2007). Furthermore, α-syn is a presynaptic protein activated by various processes such as phosphorylation and contributes to the synaptic vesicle cycle (Acosta et al., 2015). These findings suggest that α-syn in serum can modulate the connectivity of the DMN in patients with mTBI.

Several limitations of our study remain to be addressed. First, we only explored changes in the DMN functional connectivity within the 1st week post-injury. However, the considered post-injury period should be longer to accurately observe the functional connectivity evolution, and longitudinal analyses need to be conducted using follow-up data. Second, while α-syn concentration in serum changed significantly during the acute phase, the 1-week period post-injury provided limited information for observing the dynamic changes of α-syn in the acute phase. Third, we only considered resting-state fMRI, and the results did not exclude the possibility of structural changes, which can be measured by diffusion tensor imaging. Future research must explore the relationship between structural and functional network defects and their clinical significance.



CONCLUSION

We found that mTBI may involve a chronic, progressive, neurodegenerative process, and may be closely associated with the occurrence of PD. As biomarker of PD, α-syn in serum also exhibits significant changes in the mTBI patients. Specifically, patients with higher levels of α-syn in serum exhibited increased functional connectivity in the left anterior cingulate cortex and ventro-MPFC and decreased functional connectivity in the precuneus. Therefore, α-syn in serum may be considered as one of the modulations of the DMN connectivity in patients with mTBI. These results suggest the plausibility of using the α-syn in serum as objective biomarker for the prognosis of mTBI and early intervention to prevent adverse sequels in patients with this type of injury.
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Aberrant Coupling Between Resting-State Cerebral Blood Flow and Functional Connectivity in Wilson’s Disease
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Both abnormalities of resting-state cerebral blood flow (CBF) and functional connectivity in Wilson’s disease (WD) have been identified by several studies. Whether the coupling of CBF and functional connectivity is imbalanced in WD remains largely unknown. To assess this possibility, 27 patients with WD and 27 sex- and age-matched healthy controls were recruited to acquire functional MRI and arterial spin labeling imaging data. Functional connectivity strength (FCS) and CBF were calculated based on standard gray mask. Compared to healthy controls, the CBF–FCS correlations of patients with WD were significantly decreased in the basal ganglia and the cerebellum and slightly increased in the prefrontal cortex and thalamus. In contrast, decreased CBF of patients with WD occurred predominately in subcortical and cognitive- and emotion-related brain regions, including the basal ganglia, thalamus, insular, and inferior prefrontal cortex, whereas increased CBF occurred primarily in the temporal cortex. The FCS decrease in WD patients was predominately in the basal ganglia and thalamus, and the increase was primarily in the prefrontal cortex. These findings suggest that aberrant neurovascular coupling in the brain may be a possible neuropathological mechanism underlying WD.
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INTRODUCTION

Wilson’s disease (WD) is an inherited disorder of copper metabolism. The symptoms were first identified by Dr. Samuel Alexander Kinnier Wilson in 1912 (Wilson, 1912). The physical burden of the disease falls on the liver and the brain. Copper deposition in the brain affected by WD occurs primarily in the basal ganglia. In early stages of the disease, this results in neurological or psychiatric symptoms, such as mild cognitive deterioration, whereas late stages are characterized by dysarthria (de Bie et al., 2007), abnormal gait, risus sardonicus, dystonia, rigidity, and dyskinesia (Machado et al., 2006; Litwin et al., 2016). The neuropathological characteristics of WD are neuronal loss and atrophy in the bilateral basal ganglia, brainstem, cerebellum, and cerebral cortex (Page et al., 2004).

Resting-state functional connectivity (rsFC), which measures the temporal correlations of low-frequency fluctuations in the blood-oxygen-level-dependent (BOLD) signal across the brain regions (Biswal et al., 1995), has provided evidence that copper deposition profoundly impairs intrinsic brain activity (Hu et al., 2017). Seed-based FC analysis has been used to quantify FC changes in WD and has uncovered abnormal FC in the default mode network (DMN) (Han et al., 2016). Although these methods are conducive to quantifying functional dysconnectivity in the brain of individuals with WD, both rsFC and seed-based FC analysis have issues. Seed-based FC methods require a priori knowledge of the seed region. Thus, it is difficult to analyze data if the underlying pathology of a disease is unknown (Nair et al., 2014). Low-frequency BOLD signals are susceptible to physiological processes, such as respiratory and cardiac oscillations, which may lead to unreliable results when using rsFC methods (Biswal, 2012). Functional connectivity strength (FCS) analysis is a new data-driven method to measure average FC by calculating the correlation of each voxel with all other voxels in the brain (Liang et al., 2013). Brain regions with high FCS are identified as functional hubs, which have high connectivity to the remainder of the brain.

In the resting brain, cerebral blood flow (CBF) is closely related to glucose utilization, oxygen consumption, and aerobic glycolysis (Vaishnavi et al., 2010). Some studies have noted CBF deficits in WD. For example, positron emission tomography (PET) and single-photon emission computed tomography (SPECT) have revealed decreased metabolic rate of glucose consumption and hypoperfusion in the prefrontal cortex, occipital cortex, cerebellum, striatum, and thalamus (Hawkins et al., 1987; Kuwert et al., 1992). However, these two techniques are invasive, with a long acquisition time and low spatial resolution. Arterial spin labeling (ASL) MRI is a non-invasive technique for measuring CBF using an endogenous contrast (Roberts, 1994; Golay et al., 2004). Therefore, it has been widely used to evaluate cerebrovascular disease, including arterio-occlusive disease, and as a biomarker for neuronal metabolism in other disorders, such as Alzheimer’s and Parkinsonism diseases (Telischak et al., 2015).

The human brain accounts for approximately 20% of the body’s total energy demands (Raichle and Gusnard, 2002), which is more than any other organ. Brain metabolism, which consumes most of the glucose and produces most of the energy, is critical for supporting spontaneous brain activity (Raichle and Mintun, 2006). Brain regions with stronger neuronal activity tend to have greater brain metabolism, resulting in increased CBF (Kuschinsky, 1991; Venkat et al., 2016). The strength of neuronal activity in one brain region reflects the degree of functional connectivity with other brain regions (Zhu et al., 2017). Therefore, the degree of functional connectivity is related to brain metabolism, especially glucose utilization (Tomasi et al., 2013). Several studies have identified the relationship between functional networks and CBF. For instance, FCS analysis in healthy subjects and those with neurological diseases has suggested that brain FCS is coupled with CBF (Liang et al., 2013; Zhu et al., 2017).

Patients with WD experience copper accumulation in the brain, neuronal loss, and atrophy (Ala et al., 2007; Huster, 2010), possibly resulting in neurovascular imbalance. Therefore, we hypothesized that the coupling between CBF and brain FC would be abnormal in patients with WD relative to healthy subjects. To verify this hypothesis, we collected resting-state functional MRI (fMRI) data and ASL data from 27 patients with WD and 27 sex- and age-matched healthy controls to measure the brain FCS and CBF. Further, FCS–CBF correlations were compared between the groups.



MATERIALS AND METHODS

Subjects

Twenty-seven patients with WD with neurological symptoms (mean age, 22.42 years; SD, 3.66 years; 12 females) were recruited from the First Affiliated Hospital of Anhui University of Chinese Medicine (AUCM), and 27 age- and sex-matched healthy controls (mean age, 23.51 years; SD, 2.67 years; 12 females) were recruited from the local community. All patients were receiving drug treatment, including penicillamine and zinc salts. WD diagnosis was based on clinical symptoms (e.g., presentation of extrapyramidal and pyramidal symptoms and signs, and behavioral problems), the presence of the Kayser–Fleischer (KF) ring, and abnormal copper metabolism with serum ceruloplasmin (CP) less than 20 mg/dl and 24-h urinary excretion of copper of more than 1.6 μmol/day. The average CP was 6.28 ± 2.40 mg/dL (mean ± SD), and the average 24-h urinary copper excretion was 2.52 ± 1.44 μmol/day based on the WD group. There were no neurological diseases other than WD in the patients. Healthy controls had no history of head injury, neurological disorder, or concomitant medical disorder. All participants provided written informed consent. This study was approved by the Human Research Committee of the First Affiliated Hospital of AUCM. Detailed information regarding the subjects is presented in Table 1.

TABLE 1. Characteristics of the participants.
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Data Acquisition

MRI data were acquired using a 3.0-Tesla MR system (Discovery MR750, General Electric) with an eight-channel high-resolution radio-frequency head coil. Sagittal 3D T1-weighted images were acquired using a T1-3D BRAVO sequence with repetition time (TR)/echo time (TE) of 8.16 ms/3.18 ms, a flip angle (FA) of 12°, a 256 mm × 256 mm matrix, a field of view (FOV) of 256 mm × 256 mm, and a slice thickness of 1 mm, with 200 axial slices with no gap. Resting-state fMRI images were acquired using a gradient-echo single-shot echo planar imaging sequence with a TR/TE of 2,000/30 ms, an FOV of 220 mm × 220 mm, a 64 × 64 matrix, an FA of 90°, and a slice thickness of 3 mm, with 185 volumes. Functional ASL data were acquired using a pseudocontinuous arterial-labeling (pCASL) technique. Interleaved control and label images were acquired using a gradient echo EPI sequence with a TR/TE of 5,046/11 ms, an FA of 111°, 50 slices with 3-mm thickness, an FOV of 220 mm × 220 mm, a 128 × 128 matrix, three excitations, a post-label delay of 2,025 ms, and a spiral-in readout of 8 arms with 512 sample points. All participants were asked to keep their eyes closed, relax, move as little as possible, think of nothing, and stay awake during the scans.

Functional Magnetic Resonance Imaging Data Preprocessing

All fMRI data preprocessing was performed using SPM121 based on batch scripts. To account for magnetization equilibrium and subject’s adaptation to the experimental environment, the first 10 volumes were removed. The remaining images underwent slice timing correction to address the time delay between different slices, and then all images were realigned to the first volume to correct for head motion. Subjects were excluded if head motion exceeded 1 mm of displacement or 1° of angular rotation. After head motion correction, the functional images were co-registered to the T1-weighted anatomical images, followed by removing white matter, and cerebrospinal fluid signals. Then, the functional images were normalized to the MNI152 standard brain. To reduce low-frequency drift (0.008 < f < 0.1) and Gaussian noise, all fMRI data were band-pass-filtered and spatially smoothed using a 6-mm full-width at half-maximum Gaussian kernel (FWHM).

Whole-Brain Functional Connectivity Strength Analysis

The FCS analysis was conducted using the Degree Centrality package of DPARSF2. For resting-state data, the BOLD time course of each voxel within gray matter (GM) was first extracted, and then correlation coefficients between all pairs of voxels within the GM were calculated. In order to eliminate weak correlations possibly arising from background noise, we restricted our analysis to positive correlations above a threshold of 0.25 (Liang et al., 2013; Wang et al., 2014; Liu et al., 2015). The correlation threshold was applied to FCS analysis to decrease the impact of false-positive connectivity on the data. The voxel was set to zero if its functional connectivity was smaller than the threshold. FCS at a given voxel x0 was calculated as the average of functional connectivity between x0 and all other voxels in the brain. Voxels with high FCS exhibited high connectivity to the remainder of the brain. The FCS maps were finally spatially smoothed using a 6-mm FWHM Gaussian kernel.

CBF Data Analysis

The ASL data were analyzed offline using the ASL Data Processing Toolbox (Wang et al., 2008). Perfusion-weighted image series were generated by subtraction of the label and control images, followed by conversion to absolute CBF images based on a single-compartment continuous ASL perfusion model (Wang et al., 2005). The CBF maps were first removed of non-brain tissue and co-registered to T1-weighted anatomical images. Then, the CBF image of each subject was normalized to the MNI152 standard brain and spatially smoothed using a 6-mm FWHM.

Cerebral Blood Flow – Functional Connectivity Strength Coupling Analysis

For each participant, both CBF and FCS values were standardized to z scores so that they could be averaged and compared across subjects. To quantitatively measure the coupling between CBF and FCS, we performed correlation analyses across voxels and subjects. Because neighboring voxels could be highly dependent, due to physiological correlations and spatial preprocessing, such as registration and spatial smoothing, the effective degrees of freedom (dfeff) in across-voxel correlation analysis was much smaller than the number of voxels used in the analysis. The dfeff of across-voxel correlations was estimated using the same method as proposed by Liang et al. (2013) in their CBF–FCS coupling study. The dfeff of across-voxel correlations was 1,342, and the number of voxels was 271,633 in this study. The CBF–FCS correlation coefficient value reflected the consistency of the spatial distribution between CBF and FCS.

Basal ganglia are directly or indirectly connected to the cerebellum, thalamus, and prefrontal cortex, and these connections may be mediated by the cortico-basal ganglia-thalamo-cortical circuit (CBGTC). Therefore, CBF–FCS coupling was also calculated in these regions, as extracted from the AAL template that was used widely by brain image researchers (Dimitriadis et al., 2017; Zou et al., 2018). Given the difference between the AAL template and the standard MNI template used in this study, we firstly co-registered the AAL template to the standard GM mask and further mask it with the standard GM mask. Finally, we extracted the mask for CBF–FCS coupling analysis.

Group Analysis

Across-subjects average CBF and FCS z-transformed maps were computed to demonstrate the spatial distribution patterns. A group-level two-sample t test was applied to identify the intergroup differences in CBF and FCS, and the whole brain correction was applied via Monte Carlo simulations (3dClusSim, AFNI package) at a voxel-wise height threshold of p < 0.001 and a cluster size threshold of 30 contiguous voxels.



RESULTS

Spatial Distribution of Functional Connectivity Strength and Cerebral Blood Flow

The WD group and healthy controls showed similar spatial distributions of FCS and CBF (Figure 1). Higher CBF was primarily distributed among the posterior cingulate cortex, precuneus, prefrontal cortex, lateral temporal cortex, and DMN. Higher FCS was primarily observed in the visual cortex, prefrontal cortex, posterior cingulate cortex, and DMN.
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FIGURE 1. Spatial distribution and neurovascular coupling in CBF and FCS. (A) Spatial distribution maps of CBF and FCS. (B) The whole-brain CBF–FCS coupling changes across voxel in the WD. (C) The whole-brain CBF–FCS coupling changes across subject in the WD. The FCS and CBF maps are normalized to z scores and averaged across subjects within groups. L, left; R, right. The right picture is whole gray matter (GM) level CBF–FCS coupling changes in WD. Scatter plots of the mean GM level spatial correlations across voxels between CBF and FCS in HC (blue) and WD (red), respectively. The mean CBF–FCS correlation across subjects in WD and HC. CBF, cerebral blood flow; FCS, functional connectivity strength; HC, healthy controls; WD, Wilson’s disease.



Functional Connectivity Strength and Cerebral Blood Flow Changes in Wilson’s Disease

Patients with WD showed decreased CBF in the bilateral insular and caudate, right cerebellum, left ventrolateral prefrontal cortex (VLPFC), precentral cortex, cingulate cortex, and thalamus, and increased CBF in the left middle temporal cortex (Figure 2 and Table 2). Compared with healthy controls, patients with WD exhibited decreased FCS in the bilateral lentiform and caudate nuclei, left cuneus, and right thalamus, and increased FCS in the bilateral dorsolateral prefrontal cortex (DLPFC; Figure 3 and Table 3).


[image: image]

FIGURE 2. Group difference in CBF between WD and HC. The warm and cold colors denote significantly increased and decreased CBF in WD patients, respectively. CBF, cerebral blood flow. L, left; R, right.



TABLE 2. Group difference in CBF between WD and HC.
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FIGURE 3. Group difference in FCS between WD and HC. The warm and cold colors denote significantly increased and decreased FCS in WD patients, respectively. FCS, functional connectivity strength. L, left; R, right.



TABLE 3. Group difference in FCS between WD and HC.
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Cerebral Blood Flow – Functional Connectivity Strength Coupling Changes in Wilson’s Disease

CBF was significantly correlated with FCS within the whole GM, but the correlations in patients with WD were slightly lower than those in healthy controls (Figure 1). Patients with WD had significantly reduced CBF–FCS coupling in the basal ganglia and cerebellum, and increased CBF–FCS coupling in the thalamus relative to HC (Figure 4). There were no significant differences in CBF–FCS coupling in the prefrontal cortex.
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FIGURE 4. CBF–FCS coupling changes of WD in basal ganglia, cerebellum, thalamus, and prefrontal cortex. (A) Scatter plots of mean GM level spatial correlations across voxels between CBF and FCS in HC (blue) and WD (red), respectively. (B) The GM regions of BG, CRB, THM, and PFC were extracted from AAL template. (C) The bar graph means CBF–FCS correlation across subjects in HC and WD. ∗Significant differences between both groups (P < 0.05). BG, basal ganglia; CRB, cerebellum; THM, thalamus; PFC, prefrontal cortex; hcr, the relationship between FCS and CBF in healthy controls; wdr, the relationship between FCS and CBF in patients with Wilson’s disease.





DISCUSSION

To our knowledge, this is the first study to explore changed CBF–FCS coupling in WD by combining BOLD and ASL techniques. The whole GM CBF–FCS coupling in WD was slightly decreased compared to that of healthy controls. The WD group showed reduced CBF–FCS coupling in the basal ganglia and cerebellum, and increased coupling in the thalamus. Patients with WD exhibited decreased CBF and FCS in numerous brain regions, primarily the basal ganglia, and thalamus. These findings improve our understanding of the neural mechanisms underlying WD from the perspective of neurovascular coupling.

CBF Changes in WD

Decreased CBF was observed in the bilateral caudate nucleus, right thalamus, and cerebellum in WD. One possible explanation for this observation is neurovascular decoupling in these regions. In the neurovascular coupling hypothesis (Kuschinsky, 1991), CBF changes are governed by neuronal activity and may reflect the altered neuronal activity in WD. For instance, brain regions with enhanced neuronal activity tend to have a greater brain metabolism, resulting in increased perfusion (Poornima et al., 2016). Because of the neuronal loss and atrophy in basal ganglia and thalamus, due to copper deposition in WD, the neuronal activity in these regions was reduced (Hu et al., 2017), which resulted in decreased CBF. These results are consistent with previous studies, which have identified decreased metabolic rate of glucose consumption and hypoperfusion in the putamen, caudate nucleus, thalamus, cerebellum, and frontal cortex (Piga et al., 2008; Huster, 2010; Ishida et al., 2012). Decreased CBF was also found in the left VLPFC and precentral cortex, right cingulate cortex, and bilateral insular cortex. The VLPFC is involved in executive functions and cognitive processes (Yang and Raine, 2009). The precentral cortex and insular are related to motor control (Fink et al., 1997; Meier et al., 2008) and multimodal sensory processing (Phan et al., 2002), whereas the cingulate cortex is involved in emotion formation and processing (Hadland et al., 2003). The basal ganglia and thalamus are highly interconnected with the cerebral cortex; for example, the prefrontal cortex is highly connected with the thalamus and parts of the basal ganglia (Silkis, 2001), and the cingulate cortex and insular directly receive inputs from the thalamus (Mcfarland and Haber, 2000; Ikemoto et al., 2015). All of these interconnections are mediated by the CBGTC (Silkis, 2001). CBF decreases in these regions may be the result of neurotransmitter (e.g., dopamine and GABA) changes in WD, because these chemicals also play a part in modulating vascular response (Cauli et al., 2004; Tayebati et al., 2011). The alterations in neurotransmitters may contribute to the disrupted CBGTC in WD, which results in imprecise regulation of CBF. In addition, patients with WD also exhibited a CBF increase in the left middle temporal cortex. One possible reason is that drug therapy may have effects on CBF in these regions. The increased CBF may be explained by the medication-induced dopamine turnover increase, resulting in CBF increase (Ala et al., 2007; Huster, 2010).

FCS Changes in WD

FCS decreased in patients with WD relative to healthy controls, including in the bilateral lentiform and caudate nuclei, left cuneus, and right thalamus. Structural damage, such as GM reduction and white matter alterations, may engender dysfunctional connectivity within the human brain (Hu et al., 2017; Wang et al., 2017), resulting in aberrant information transmission. The use of both traditional MRI and diffusion tensor imaging techniques has demonstrated brain gray and white matter structural abnormalities in the basal ganglia, thalamus, and cerebral cortex (Page et al., 2004; Piga et al., 2008; Jadav et al., 2013). FCS describes the whole-brain functional connectivity profile of each voxel from a global network perspective and reflects the role of each voxel in information transmission within the whole-brain network (Liang et al., 2013). The precise coordination of inter-regional functional synchronization may be impaired because of the loss of structural integrity (Honey et al., 2007; Mikail et al., 2009), thus giving rise to FCS decrease in WD. Moreover, patients with WD also showed increased FCS in the bilateral DLPFC. The DLPFC is associated with executive functions, such as working memory, cognitive flexibility, planning, and inhibition (Yang and Raine, 2009). The cognition problems (e.g., impulsivity, promiscuity, executive dysfunction, slow cognition, and memory loss) and psychiatric problems (e.g., depression, anxiety, and psychosis) in WD might result from the joint abnormal functions of the frontal cortex and subcortical regions, such as the basal ganglia (Hu et al., 2017). Although the regions with increased FCS in this study might not be the basis of the cognitive and psychiatric problems of WD, the functional connectivity increase in WD might be explained as a compensatory mechanism; the human brain tends to generate a compensatory response to structural impairments (Appel-Cresswell et al., 2010; Palmer, 2010; Palmer et al., 2010).

Neurovascular Abnormality in WD

The whole-brain correlation between CBF and FCS was computed in this study to identify the neurovascular coupling in WD. Neurovascular coupling depends on the integrity of neurovascular units, such as neurons, glial cells, and vascular components (Hawkins and Davis, 2005). The whole-brain CBF–FCS correlations in WD are slightly reduced relative to healthy controls, which may represent neurovascular decoupling in WD. Particularly, CBF–FCS correlations in the basal ganglia and cerebellum are significantly lower in WD than in healthy controls, possibly indicating neurovascular imbalance in WD. In the brain, astrocytes act as a bridge that links neural activity to the vascular response (Stobart and Anderson, 2013; Howarth, 2014). Abnormal astrocytes in the basal ganglia may reduce the connection between neural activity and vascular response, resulting in decreased CBF–FCS correlations. Interestingly, patients with WD exhibited a stronger CBF–FCS correlation in the thalamus than did healthy subjects. The increased CBF–FCS correlation may demonstrate that patients with WD improve synchronism between CBF and FCS in some brain regions, which is affected by the compensatory mechanism. However, this is the first time that CBF and FCS are used to study the neurovascular coupling in WD, and there is no literature on neurovascular coupling improving local brain regions. Therefore, the hypothesis here should be investigated in further studies.



CONCLUSION

In conclusion, aberrant coupling between resting-state CBF and functional connectivity in WD was revealed in this study. Specifically, we found that decreased FCS and CBF predominately occurred in subcortical regions involved in sensory processing and motor regulation, including the basal ganglia and thalamus, and increased CBF and FCS occurred in regions involved in cognitive control and emotional modulation, including the temporal cortex and DLPFC. These findings highlight the neurovascular imbalance in WD, which may be a potential neural mechanism underlying the pathophysiology of WD.



LIMITATIONS

In this study, we adopted CBF and FCS to investigate neurovascular coupling in patients with WD. Although the present study is meaningful, there are some limitations. Firstly, it is very important that the results are stable over time in a repeated series of experiments. Therefore, another relatively larger data set should be collected for validating the present study. Secondly, because of the relatively small paramagnetism of copper, copper deposition might influence the MRI signal on the basal ganglia nucleus (Kanda et al., 2016). A patient group should be added in future studies, which would receive copper drainage treatment with the copper content close to normal levels, as a control group to minimize the influence of copper deposition on MRI signals. Thirdly, many studies associated neuroimaging results with clinical parameters, which can serve as neuroimaging indicators for some neurological disease. In the current study, we did not collect cognitive behavior and clinical parameters. Future studies must explore the relationship between functional network deficits and clinical implication. Finally, we used a standard gray mask to carry out the neurovascular coupling analysis, without taking the problem of incomplete coverage of individual image acquisition into consideration. In future studies, a common group-level mask on resting fMRI and the ASL should be used for the CBF–FCS coupling analysis.
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The chronic consequences of traumatic brain injury (TBI) may contribute to the increased risk for early cognitive decline and dementia, primarily due to diffusion axonal injury. Previous studies in mild TBI (mTBI) have been controversial in describing the white matter tract integrity changes occurring at acute and subacute post-injury. In this prospective longitudinal study, we aim to investigate the longitudinal changes of white matter (WM) using diffusion tensor imaging (DTI) and their correlations with neuropsychological tests. Thirty-three patients with subacute mTBI and 31 matched healthy controls were studied with an extensive imaging and clinical battery. Neuroimaging was obtained within 7 days post-injury for acute scans and repeated at 1 and 3 months post-injury. Using a region-of-interest-based approach, tract-based spatial statistics was used to conduct voxel-wise analysis on diffusion changes in mTBI and was compared to those of healthy matched controls, scanned during the same time period and rescanned with an interval similar to that of patients. We found decreased fractional anisotropy (FA) values in the left anterior limb of internal capsule (ALIC) and right inferior fronto-occipital fasciculus (IFOF) during the 7 days post-injury, which showed longitudinal evidence of recovery following 1 month post-injury. Increased FA values in these two tracts at 1 month post-injury were positively associated with better performance on cognitive information processing speed at initial assessment. By contrast, there were also some tracts (right anterior corona radiata, forceps major, and body of corpus callosum) exhibiting the continuing loss of integrity sustaining even beyond 3 months, which can predict the persisting post-concussion syndromes. Continuing loss of structural integrity in some tracts may contribute to the persistent post-concussion syndromes in mTBI patients, suggesting certain tracts providing an objective biomarker for tracking the pathological recovery process following mTBI.

Keywords: mild traumatic brain injury, diffusion tensor imaging, longitudinal changes, fractional anisotropy, neuropsychological test


INTRODUCTION

The United States Centers for Disease Control and Prevention estimates that mild traumatic brain injury (TBI) is experienced in 70–90% of TBI-related emergency department (ED) visits (Taylor et al., 2017). The diagnosis of mild TBI (mTBI) still lacks an interdisciplinary consensus regarding what constitutes an mTBI, and its determination has been largely epidemiological in nature. Since the majority of patients always obtained negative results from both CT and conventional MRI, there is still limited information about the neurobiological changes that are associated with clinical recovery.

Despite the negative findings in conventional imaging assessments, distinctive white matter tracts (WMTs), also known as diffuse axonal injury (DAI), after mTBI have been confirmed in both human biopsies (Bigler, 2010) and animal models (Mac Donald et al., 2007; Spain et al., 2010). Diffusion tensor imaging (DTI) has gained wide acceptance in clinical-research-based detection of abnormalities in mTBI patients (Basser and Pierpaoli, 1998; Arfanakis et al., 2002; Bigler, 2010). Water molecules in brain tissue are influenced by cellular structures and macromolecules by promoting anisotropy diffusion due to its various disparities in different orientations. Detection of water molecule diffusion fractional anisotropy (FA) can indicate the integrity of a cellular structure (Beaulieu, 2002). Although consistent observations indicate decreased anisotropic diffusion at more chronic periods post-injury, considerable debate remains on the direction (i.e., increased or decreased) of diffusion metrics on the acute to semi-acute phase (usually less than 2 months after injury) of mTBI (Arfanakis et al., 2002; Bazarian et al., 2007; Lipton et al., 2009; Chu et al., 2010; Mayer et al., 2010; Henry et al., 2011; Messé et al., 2012). Mayer et al. (2010) investigated 22 adult patients with mTBI within weeks post-injury and found increased FA noted in the genu, left superior coronal radiation (CR), and left uncinate fasciculus (UF), while decreased radial diffusivity (RD) was noted only in the genu, left CR, and left UF. Wilde et al. (2008) indicated the increased FA in the entire corpus callosum (CC) in a sample of 10 pediatric mTBI patients scanned between 1 and 6 days post-injury. Another study presented decreased FA in the splenium and posterior CC in 20 adult mTBI patients between 1 and 10 days post-injury (Inglese et al., 2005). Some studies have reported null findings during the semi-acute stages of mTBI. In a study, 12 adult mTBI patients were scanned within 3 months of injury (Rutgers et al., 2008). There were no significant differences between mTBI patients and controls in the CC.

The existing data on diffusion measurements in mTBI patients have key limitations regarding experimental design and analysis methods, motivating further investigation of injury patterns. Acute effects of injury, particularly edema, can confound such analysis. Longitudinal studies documenting serial changes in DTI metrics following mild TBI have yet to be performed (Meier et al., 2016; Churchill et al., 2017). One of the studies demonstrated that concussed athletes had significantly increased FA in the superior longitudinal fasciculus (SLF) than healthy athletes both at acute (within 1 week) and chronic periods (1 month). Further analyses indicated that this increase of FA in the SLF was driven by the decrease in RD rather than an increase in axial diffusivity (RAD; Meier et al., 2016). Another study found regions showing reduced average FA for athletes at acute concussion and at return-to-play relative to controls, including right corona radiata and bilaterally in posterior limbs of the internal capsule (Churchill et al., 2017). In addition, some researchers have enrolled small numbers of patients (e.g., <20) or had highly variable between-scan intervals, making the interpretation of between-subject variability difficult. Furthermore, most studies have lacked appropriate control groups for a longitudinal investigation (Meier et al., 2015). This is essential for modeling normal time-related changes in the brain measurements and neuropsychological ratings.

In the present study, DTI was collected to measure regional (i.e., voxel-wise) changes in FA values in the initial 7 days post-injury and the 1- and 3-month follow-up phase in a sample of mild TBI patients. To our knowledge, no studies have prospectively examined serial DTI changes during the normal course of recovery that typifies patients with mild TBI from these time course phase. To control the between-scan intervals, we confined this at a narrow interval. We mainly focused on the main time effect of the structural integrity of white matter (WM) fibers and its relationship with the initial neuropsychological measures. We hypothesized that the structural integrity loss in some tracts would normalize in patients with mild TBI as they transitioned from the acute to subacute injury phase and predicted that these deficits would relate to outcome measures, while other tracts will have persistent injury even beyond the first 3 months.



MATERIALS AND METHODS

Participants

All consecutive patients with non-contrast head CT due to acute head trauma enrolled from the local ED formed the initial population. Inclusion criteria for all mild TBI patients were based on the World Health Organization’s Collaborating Centre for Neurotrauma Task Force (Borg et al., 2004): (i) Glasgow Coma Scale (GCS) score of 13–15 on presentation to the ED; (ii) one or more/any of the following: loss of consciousness (LOC) for less than 30 min, posttraumatic amnesia (PTA) for 24 h or less, and/or other transient neurological abnormalities such as focal signs, seizure, and intracranial lesion not requiring surgery; (iii) within 1 week after onset of a mild TBI (concussion); and (iv) age 16 years or older. Mild TBI patients were excluded for the following: (1) a history of a previous brain injury, neurological disease, long-standing psychiatric condition, or concurrent substance or alcohol abuse; (2) a structural abnormality on neuroimaging (CT and MRI); (3) intubation and/or presence of a skull fracture and administration of sedatives; (4) the manifestation of mild TBI due to medications by other injuries (e.g., systemic injuries, facial injuries, or spinal cord injury); (5) other problems (e.g., psychological trauma, language barrier, or coexisting medical conditions); and (6) TBI caused by penetrating craniocerebral injury. All of the patients were also screened for litigation to avoid bias in the assessment of neuropsychological tests (NPTs).

Healthy controls (HCs) with no history of neurological or psychiatric disorder were also recruited via the local imaging research facilities. Thirty-three patients with mTBI and 31 sex-, age-, and education-matched HC participated in the study. All participants were right-handed according to the Edinburgh Handedness Inventory (Oldfield, 1971).

Standard Protocol

All the subjects gave written informed consent in person approved by a local institutional review board; the research procedures were approved by the Ethical Committee of the Second Affiliated Hospital of Wenzhou Medical University and conducted in accordance with the Declaration of Helsinki. MRI and neuropsychological assessments were performed on patients at both initial visit within 7 days post-injury (T1; median, 2 days; range, 0–5 days) and follow-up at both 1 month (T2; median, 37 days; range, 27–35 days) and 3 months (T3; median, 104 days; range 85–105 days). NPTs were performed within 48 h of MRI. The HCs received the first scanning within the same time range as the patients and follow-up 1 month (median, 35 days; range, 28–43 days) and 3 months (median, 108 days; range, 92–111 days) later. DTI and neuropsychological assessments were acquired in the full dataset of 33 patients and 31 HC at all three time points.

Image Acquisition

A non-contrast CT scan was performed on all consecutive patients following acute head injury with a 64-row CT scanner (GE, Lightspeed VCT). The MRI scans were acquired with the use of a 3.0-T MRI scanner (GE 750). A custom-built head holder was used to prevent head movements. The MRI protocol involved the following: the high-resolution T1-weighted 3D MPRAGE sequence [echo time (TE) = 3.17 ms, repetition time (TR) = 8.15 ms, flip angle = 9°, slice thickness = 1 mm, field of view (FOV) = 256 mm × 256 mm, matrix size = 256 × 256], axial FLAIR (TR = 9,000 ms, TE = 95 ms, flip angle = 150°, thickness = 5 mm, slices = 20, FOV = 240 mm × 240 mm, matrix size = 173 × 256), axial susceptibility weighted imaging (TR = 37.8 ms, TE = 25 ms, flip angle = 15°, thickness = 2 mm, slices = 70, FOV = 230 mm × 230 mm, matrix size = 512 × 512), and diffusion-weighted imaging (TR = 7,300 ms, TE = 99 ms, flip angle = 90°, thickness = 3 mm, slices = 50, FOV = 256 mm × 256 mm, matrix size = 128 × 128, two averages, voxel size = 2 mm × 2 mm × 3 mm). DTI scan (b = 1,000 s/mm2) were acquired with 30 diffusion gradient orientations and the b = 0 repeated two times. The presence of focal lesions and cerebral microbleeds was independently determined by experienced clinical neuroradiologists (with 9 and 10 years’ experience) who assessed multiple modalities of neuroimaging data acquired at baseline [T1-flair, T2-flair, T2, susceptibility weighted imaging (SWI)]. Any disagreement between these two observers was resolved by consensus. None of the patients were with visible contusion lesions using conventional neuroimaging techniques or exhibited cerebral microbleeds on SWI.

DTI Data Analysis

Preprocessing of the raw DTI data was performed using FSL software1. Motion and eddy current corrections were carried out by means of affine registration to the reference volume, and the corrected data were brain-extracted using FSL’s Brain Extraction Tool (BET). FA images were then created by fitting a tensor model to the raw diffusion data using the FMRIB Diffusion Toolbox (FDT). Voxel-wise statistical analysis of the FA data was performed using tract-based spatial statistics (TBSS), a tool included in the FSL software to examine WM diffusion in a whole-brain voxel-based manner. All the subjects’ diffusion metrics were subsequently aligned into a stereotactic coordinate system with the MNI152 template, using the FMRIB non-linear registration tool (FNIRT) with B-spline representation of the registration warp field. Next, all FA maps were averaged to produce a group mean FA image. The resultant mean FA map was then thinned to create a mean FA skeleton, representing the centers of all white-matter tracts in both study groups with a threshold FA value of 0.2. Statistical analysis was performed using the “randomize” command in FSL. The number of permutations was set to 10,000, and correction for multiple comparisons was achieved using threshold-free cluster enhancement (TFCE) with a family-wise error (FWE) rate of P < 0.05.

Effect of White Matter Hyperintensities on Diffusion Tensor Imaging Analysis

Automated lesion segmentation was performed using the T1-weighted and T2-FLAIR image modalities on LST (Lesion Segmentation Tool) software package implemented in SPM12. LST determines gray matter (GM), WM, and cerebrospinal fluid (CSF) segmentations from T1-weighted images and computes the FLAIR intensity distributions of these tissue classes. The amount of “hyperintensity” of each voxel in terms of distance from the mean intensity of the WM, GM, and CSF distributions in the FLAIR image is crucial for defining a conservative lesion belief map (obtained by thresholding the GM belief map, initial threshold kappa was set to κ = 0.15) and a liberal lesion belief map (consisting of the sum of the three lesion belief maps). Lesion growing is then performed iteratively between the conservative and the liberal belief maps, until no more voxels are added to the lesions (Valverde et al., 2015). Finally, the subject-specific WM mask, generated by FAST in FSL (Zhang et al., 2001), was used to calculate the volume of WM hyperintensity based on the lesion belief map. Then, we tested whether the between-group differences were influenced by the individual WM hyperintensities.

Neuropsychological Tests

Comprehensive NPTs were assessed: (i) Trail-making test part A (TMT-A) (Arnett and Labovitz, 1995) and WAIS-III Digit Symbol Coding score (DSC) (Wechsler et al., 1997) to examine cognitive information processing speed; (ii) forward digit span (FDS) and backward digit span (BDS) of the Wechsler Adult Intelligence Scale WAIS-III (Harman-Smith et al., 2013) to assess working memory; and (iii) verbal fluency test (VFT; Troyer et al., 1997) to assess verbal fluency including language ability, semantic memory, and executive function. Self-reported symptomatology included the following: the Rivermead post-concussion symptoms questionnaire (RPCS; King et al., 1995), Posttraumatic stress disorder Checklist – Civilian version (PCL-C) (Bliese et al., 2008), Beck Depression Inventory 2nd edition BDI-II (beck; Beck et al., 1996), Fatigue Severity Scale (FSS; Krupp et al., 1989), and Insomnia Severity Index (ISI; Bastien et al., 2001). We have conducted the “reliable change indices” analysis for all of NPTs in the present study. This method provides an estimate of the probability that a given difference score would not be obtained by chance; that is, the score would not be due to measurement error (Iverson, 2001; Baxendale and Thompson, 2005). The standard error of difference (Sdiff) provides the clinician with an estimate of possible measurement error relating to test–retest scores.

Statistical Analyses

SPSS 19.0 software was used (IBM Corp., Armonk, NY, United States). The Shapiro–Wilk W-test was used to test for normality distribution of all continuous variables. The independent two-sample t-test and the Mann–Whitney test were used to compare group differences based on data normality, respectively. Chi-square analyses were applied to assess categorical variables. Effect sizes (Cohen’s d) were computed to demonstrate the magnitude of observed differences. Longitudinal analysis, via repeated-measures ANOVA, was conducted to examine changes in both neuropsychological assessments and imaging FA metric as a function of recovery. This analysis only included the group and time as terms with no further control variables. Spearman’s correlation coefficient was used to examine the association between FA metric of WMTs and neuropsychology test scores. The significance level was adjusted by using the Bonferroni correction with P < 0.05. None of the patients were with visible contusion lesions using neuroimaging techniques. Three patients exhibited cerebral microbleeds on SWI. All of the following analyses were also conducted in patients without microbleeds to investigate the influence of the presence of microbleeds on final results. We have also conducted the between-group difference in the TBSS analysis and used the individual WM hyperintensities observed in the T2-FLAIR sequence as regressors.



RESULTS

Demographic and Initial Neuropsychological Data

There were no significant differences in the age (Cohen’s d = 0.01, P = 0.956), years of education (Cohen’s d = -0.49, P = 0.083), or gender (Cohen’s d = 0.16, P = 0.36) between the mTBI and control groups. The mTBI patients’ NPT differed significantly from controls on a number of tests at initial admission (RPCS, PCL-C, beck, and ISI, all for Cohen’s d > 0.9 and P < 0.005); however, some tests had no significant difference (TMT-A, DSC, FDS, BDS, VFT, and FSS all for P > 0.05). All demographic and clinical characteristics for patients with mild TBI and HC were presented in Table 1.

TABLE 1. Demographic and neuropsychological data for mTBI and control participants.
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Neuropsychological Performance and Changes Over Time

Our results show that the majority of NPTs were sorted to the “most reliable” group, with the HCs having the most reliable change indices, given the relatively small practice effects (Supplementary Figure S1). However, only the Trail-making Test A presented the practice effects across the three time points. Thus, we were more cautious in explaining the corresponding changes in the Trail-making Test A in patients. For the tests with reliable change indices, the percentages of patients who demonstrated a significant improvement or decline were illustrated in Supplemetary Figure S2. For the DCS, about one-third of patients deteriorated and another one-third of patients improved between initial acute phase (T1) and follow-up 1 month post-injury (T2). For the FDS and BDS, one-third of patients presented improvement between T1 and T2. For the VFT, 20% of patients deteriorated and 15% of patients improved between T1 and T2.

Longitudinal analyses were first conducted to examine changes in the NPT as a function of recovery. A main effect of time was only observed in the DSC [F(2,60) = 4.14, P = 0.018]. For the DSC, scores were significantly improved at T2 and T3 relative to T1 (P = 0.003 and P < 0.001) and differences became non-significant at T2 and T3 following multiple comparison correction (P > 0.1). The main effect of group was significant for the RPCS, PCL-C, and beck (all for P < 0.05). Scores on the RPCS, PCL-C, and beck were significantly higher than HCs at T1 (P < 0.001), T2 (P < 0.005), and T3 (P < 0.002) following multiple comparison correction.

Diffusion Metrics Differences and Recovery

There was no significant interaction effect (group × time) for the WMTs. A significant main effect of time was located in the left anterior limb of internal capsule (ALIC) [F(1,61) = 9.49; P = 0.0023], right inferior fronto-occipital fasciculus (IFOF) [F(1,61) = 9.33; P = 0.0025], and body of CC [F(1,61) = 8.94; P = 0.0031] (Figure 1). For these three tracts, post hoc analyses with Bonferroni correction revealed that FA values were significantly lower at T1 (P < 0.001) and T2 (P < 0.005) relative to T3 and presented salient difference between T1 and T2 (P < 0.01). Mild TBI data from the left ALIC, right IFOF, and body of CC were next compared with those of HCs using post hoc analyses with Bonferroni correction. We found significant differences in the left ALIC and right IFOF FA values in patients relative to controls only at T1 (P < 0.005) but presented no significant difference at both T2 (P > 0.1 for all) and T3 (P > 0.08 for all) compared with HCs. The body of CC exhibited persistent loss of integrity at T1, T2, and T3 (P < 0.001) compared to HCs.
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FIGURE 1. Main effect of time and post hoc results in the fractional anisotropy (FA). (A) FA showed significant main effect of time in the body of CC, left anterior limb of internal capsule (ALIC), and right inferior fronto-occipital fasciculus (IFOF). (B) For these three tracts, post hoc analyses with Bonferroni correction revealed that FA values were significantly lower at T1 (P < 0.001) and T2 (P < 0.005) relative to the T3, and presented salient difference between T1 and T2 (P < 0.005). (C) Significant differences in the left ALIC and right IFOF FA values in patients relative to controls only at T1 (P < 0.005) but returned to the normal level at both T2 (P > 0.1 for all) and T3 (P > 0.08 for all). The body of CC exhibited the continuing loss of integrity at T1, T2, and T3 (P < 0.001) compared to healthy controls (HCs). Error bars represent 95% confidence intervals. ∗Significant Bonferroni corrected for multiple comparisons (∗P < 0.005; ∗∗P < 0.001).



Significant effect of group was presented in the right anterior corona radiata (ACR), left posterior thalamic radiation (PTR), forceps major, body of CC, and splenium of CC (Figure 2). Post hoc analyses with Bonferroni correction further revealed that FA values in the left PTR, body of CC, and splenium of CC were reduced at T1, T2, and T3 relative to the HCs (P < 0.005 for all). The right ACR presented loss of integrity only at T3 (P < 0.001) and not at T1 and T2. For the forceps major, the reduced FA only presented at T2 (P = 0.0012) and T3 (P < 0.001) and not at T1. The combination of multiple parameters (MD, RD, and AD) from DTI was very helpful to understand the possible physiopathology mechanism following mild TBI. We also supplemented other diffusion metrics that presented reduced FA in mild TBI patients, compared with controls (Supplementary Table S1). Our findings showed that most between-group differences were not influenced by the individual WM hyperintensities. Only the between-group difference in the left PTR at 1 month post-injury following mild TBI disappeared after regressing for the WM hyperintensities (Supplementary Table S2).
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FIGURE 2. Main effect of group and post hoc results in recovery of white matter tracts (WMTs). (A) Significant effect of group was presented in the right ACR, left posterior thalamic radiation (PTR), forceps major, body of corpus callosum (CC), and splenium of CC. (B) Post hoc analyses with Bonferroni correction further revealed that FA values in the left PTR, body of CC, and splenium of CC were reduced at T1, T2, and T3 relative to the HCs (P < 0.005 for all). The right ACR presents only loss of integrity at the later phase T3 rather than T1 and T2 (P < 0.001). For the forceps major, the reduced FA only presented at later phase at T2 (P = 0.0012) and T3 (P < 0.001) but not at T1. ∗Significant Bonferroni corrected for multiple comparisons (∗P < 0.005; ∗∗P < 0.001).



Relationship Between Outcome and Other Variables

The purpose of correlation analysis focused on the assessment of the relationship between the altered integrity of WMTs and neuropsychological performances within each time point and across time points. We were mainly concerned about both neuropsychological testing and WMTs showing the main effect of time. For the NPTs, a main effect of time was only observed in the DSC [F(2,60) = 4.14, P = 0.018]. For the fibers, a significant main effect of time was located only in the left ALIC [F(1,61) = 9.49; P = 0.0023], right IFOF [F(1,61) = 9.33; P = 0.0025], and body of CC [F(1,61) = 8.94; P = 0.0031]. The following analysis was conducted. Firstly, a correlation analysis between the clinical measure (DSC) and these three tracts for each time point was carried out. The FA value of these three tracts presented no significant associations with the DSC at any specific time points (all for P > 0.2). Additional analysis found that there was no significant correlation between altered DSC scores and FA values between T1 and T2, between T1 and T3, and between T2 and T3 in these three fibers (all for P > 0.2). Finally, considering that the left ALIC and right IFOF showed significant between-group differences at initial assessment but showed no significant difference at T2 and T3, we wanted to explore whether there was any association of the baseline DSC performance with the WM recovery in these two tracts. Exploratory analyses (Bonferroni correction at P < 0.05) were thus performed to assess the relationship between T1 clinical measure (DSC) with the left ALIC and right IFOF tracts at both T2 and T3, respectively. Results indicated that initial DSC performance can predict better recovery in the structural integrity of the left ALIC (r = 0.48, P = 0.005) and right IFOF (r = 0.54, P = 0.0012) at T2 after Bonferroni correction (P < 0.05/2, Figure 3). These findings may infer that an individual patient with better performance on the DSC at the acute phase can obtain better recovery in these two WMTs 1 month post-injury following mild TBI.
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FIGURE 3. Correlation between the FA of WMTs with clinical outcomes. Patient’s cognitive information processing speed performance (rated by digit symbol coding, DSC) at T1 was positively related with FA value of the left anterior limb of internal capsule (ALIC) at T2 (r = 0.48, P < 0.005). Correlations of the DSC at T1 and FA value in the right IFOF at T2 (r = 0.5, P = 0.003) also showed significant positive values after Bonferroni correction.



We were also concerned with both neuropsychological testing and WMTs showing the main effect of group. For the NPTs, a main effect of time was only observed in the RPCS, PCL-C, and Beck depression (all for P < 0.05). For the fibers, a significant main effect of time was only located in the right ACR, left PTR, forceps major, body of CC, and splenium of CC. For each time point, correlation analyses showed that the FA value of these five tracts presented no significant correlations with these syndromes at any specific time point (P > 0.05). We also want to explore whether the baseline assessments of these NPTs were associated with the later integrity of WMTs at T2 and T3 follow-up phases. Results showed that the significance only existed at T3 (Figure 4). Results indicated a negative relationship of the right ACR with both baseline post-concussion severity (rated by RPCS, r = -0.53, P = 0.0017) and posttraumatic stress (PCL-C) (r = -0.45, P = 0.0095) but did not survive correction for multiple comparisons (P < 0.05/3 × 5). Correlations of the forceps major with RPCS and Beck depression (r = -0.5, P = 0.003; r = -0.57, P < 0.001) also showed significant negative values after Bonferroni correction. The loss of structural integrity in the forceps major also presented more complaints in the baseline PCL-C but did not survive correction for multiple comparisons (r = -0.46, P = 0.007). These findings inferred that patients with more complaints on the post-concussion syndromes at baseline have more loss of structural integrity in the right ACR and forceps major. Other correlations between baseline syndromes and later WM injury did not obtain significance.
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FIGURE 4. Correlation between the FA of WMTs with clinical outcomes. At T3, the results indicated a negative relationship of the right anterior corona radiata (ACR) with both the post-concussion severity (rated by RPCS, r = -0.48, P < 0.005) and posttraumatic stress (PCL-C; r = -0.49, P = 0.0037). Correlations with the forceps major and RPCS, PCL-C, and Beck depression (r = -0.5, P = 0.003; r = -0.49, P = 0.0037; r = -0.57, P < 0.001) also showed significant negative values after Bonferroni correction.





DISCUSSION

To our knowledge, this is the first study to investigate longitudinal changes in WMTs from the acute through subacute phases to 3 months post-injury following mTBI. In a homogeneous sample of mTBI, we found decreased FA values in the left ALIC and right IFOF during the 7 days post-injury, which showed longitudinal evidence of recovery following 1 month post-injury. Increased FA values in these two tracts at 1 month post-injury were positively associated with better performance on cognitive information processing speed at initial assessment. By contrast, there were also some tracts (right ACR, forceps major, and body of CC) exhibiting the persistent loss of integrity sustaining even beyond 3 months, which can also predict the persisting post-concussion syndromes, posttraumatic stress, and depression even beyond 3 months post-injury. Crucially, the persistent loss of structural integrity in these tracts may contribute to the persistent post-concussion syndromes in mild TBI patients.

Diffusion tensor imaging is widely used in vivo studies on WM injury of TBI (Shenton et al., 2012). Among severe and chronic TBI patients, DTI scans can determine the altered FA values in fiber tracts, wherein the mechanism had been illustrated in previous studies with animal models or humans and was considered as the result of diffuse degenerative changes such as Wallerian degeneration, axonal collapse, and myelin degeneration (Albensi et al., 2000; Arfanakis et al., 2002; Inglese et al., 2005; Li et al., 2011). However, due to the preliminary nature of these studies, there is still controversy regarding the DTI metric changes in mild TBI patients. Indeed, there are several differences regarding the pathological changes between chronic and acute and subacute TBI patients (Povlishock and Katz, 2005; Newcombe et al., 2007). The cellular injury in the acute phase is volatile and may, in cases, stay the same, ameliorate gradually, or deteriorate; thus, it is thought to be a very dynamic process (Albensi et al., 2000; Povlishock and Katz, 2005). In addition to this characteristic of axon injury during the acute and subacute phases, the injuries of mTBI patients also differ from those of moderate to severe TBI patients. Until now, it is still unclear how these different neuropathological changes (individually or combined) affect the DTI test results. Indeed, many studies have reported differences in axial diffusivity and have been inconsistent, with some groups finding increases (Sidaros et al., 2008; Tasker et al., 2010), decreases (Henry et al., 2011), and no change (Mac Donald et al., 2007), and some regions showed axial diffusivity increases while others showed decreases (Farbota et al., 2012). Therefore, it is premature to suggest a physiopathology mechanism based on imaging data alone. This is a limitation for our study as well as most other current studies. These pathological changes occur at different points of time and have different effects on axons and neurons, which may explain the variable results of the FA values. To overcome these variabilities, all of the participants in the present study were evaluated using both neurological and imaging assessments at a narrow time interval.

The acute phase is thought to be a very dynamic process, and previous studies present bidirectional changes in FA of mTBI patients (Sidaros et al., 2008; Tasker et al., 2010; Henry et al., 2011). Histopathological studies with animal and human tissues show the acute stage of mTBI, and the pathological change of axon microstructure is a dynamic process with multiple variable effects. These inconsistencies may be partly due to the highly variable post-injury days for acute phase, such as 1–6 days (Chu et al., 2010; Yallampalli et al., 2013), within 72 h (Bazarian et al., 2007; Toth et al., 2013), and within 24 h (Arfanakis et al., 2002), or limited samples sizes, such as 5 patients in Arfanakis’s study (Arfanakis et al., 2002), 6 in Bazarian’s study (Bazarian et al., 2007), 10 in Chu’s study (Chu et al., 2010), and 11 in Yallampalli’s study (Yallampalli et al., 2013), making the interpretation of between-subject variability difficult. In the present study, decreased FA values were observed in the left ALIC and right IFOF within acute 7 days post-injury and no bidirectional changes were detected. The result presented in this report highlights the need of strictly standardized image acquisition time points for mTBI patients.

For mTBI injuries, partial pathological changes are usually transient, but may persist in some cases. The pathological changes at 1 month post-injury are, however, not the research focus in previous studies. We found that FA values of the right left ALIC and right IFOF in patients were firstly reduced at the initial acute phase but presented no significant difference after 1 month post-injury. Previously, Toth et al. (2013) found that the mTBI patients showed decreased FA values in nearly all the WMTs 72 h after injury; however, after 1 month of injury, the FA values remained decreased in some tracts. Similarly, in a homogeneous sample of collegiate athletes with sports-related mTBI, Meier et al. (2015) observed decreased CBF in the right dorsal middle insula cortex and superior temporal sulcus during the first week post-injury, which showed recovery at 1 month post-injury. Additionally, in athletes with concussion, Vagnozzi et al. (2010) demonstrated that a reduction in the ratios of N-acetylaspartate to creatine and choline is pronounced at 3 days post-concussion but fully recovered by 1 month. The recovery of FA could reflect reorganization within the WM, due to axonal recovery or even regrowth (Sidaros et al., 2008). We found some support for this proposal by specifically examining the left ALIC and right IFOF, where the increased FA values at 1 month post-injury were positively associated with better performance on cognitive information processing speed at initial assessment. The ALIC connects the thalamus and prefrontal cortex, which conveys cognitive and corticothalamic fibers, and the right IFOF connects occipital, temporal, and frontal lobes, which has an important role in reading, attention, visual perception, processing and memory, and language; thus, such connections likely influence higher-order cognition (Martino et al., 2010). This result therefore provides support for the performance that 1 month post-injury is an important phase when the normalization of axial diffusivity in some WM occurs. Although statistical unification of neuroimaging data obtained acutely and subacutely (e.g., 1 month) after injury does not seem justifiable, these findings suggest that the MRI-detectable abnormality developing in the acute phase resolves dynamically in the first month after mild injury. Therefore, to determine whether the injuries obtained by complex and variable pathogenic mechanisms during the early stage might persist throughout the later stages of disease, 1 month post-injury was rather important.

By contrast, there were also some tracts (right ACR, forceps major, and body of CC) exhibiting the persistent loss of integrity sustaining beyond 3 months. Crucially, the correlations between FA and improved cognitive deficits at 3 months were positive: higher FA in right ACR and forceps major was associated with better outcomes. ACR connects to the internal capsule and forceps major connects to prefrontal and fronto-orbital regions, which may be related to perceptual and cognitive functions. Symptoms such as dizziness, fatigue, poor concentration, and memory problems experienced by chronic mTBI patients are thought to result from these lesions (Messé et al., 2011; Khong et al., 2016). Hence, the persistent loss of structural integrity in these tracts may contribute to the persistent post-concussion syndromes in mTBI patients, which can also predict the persisting post-concussion syndromes, posttraumatic stress, and depression even beyond 3 months post-injury. The identification of such predictive tracts (right ACR and forceps major) may help to better stratify patients early and to refine the concept of mTBI severity beyond traditional symptoms of alteration.

There were some limitations in the current study. Voxel-based analyses (i.e., TBSS) included the alignment of WMTs. In fact, such voxel-wise analysis is based on the assumption that clinically heterogeneous patients have a homogeneous (i.e., high degree of spatial overlap) spatial overlap pattern of WM abnormalities limited to detect the relative subtle diffuse “signals” influenced by the heterogeneity in injury location of mild TBI. Some studies adopted a new approach for quantifying diffusion abnormalities through a metric similar to lesion load (White et al., 2009; Ling et al., 2012). Specifically, clusters of abnormally high or low anisotropic diffusion were determined on a voxel-wise basis and then summed to represent total burden of distributed pathology. Further studies are needed to capture the individual-based “fine” diffuse patterns of WM abnormalities.



CONCLUSION

In conclusion, this study characterizes the dynamic variation rules of WM fibers within the first 3 months following mTBI. The results indicated that the pathological changes of fiber tracts at the acute phase were unstable and subject to a dynamic changing process. Therefore, we suggest a strict homogeneity of samples, and strictly standardized image acquisition time points for mTBI patients are required in subsequent studies. We found that FA values of the right left ALIC and right IFOF in patients were firstly reduced at the initial acute phase but presented no significant difference after 1 month post-injury compared with HCs. Hence, we suggest that 1 month post-injury is an important phase to determine whether the injuries obtained during the acute stage might persist throughout the chronic stages of mTBI. Finally, we also suggest that decreased FA values in right ACR and forceps major may help distinguish patients with posttraumatic stress disorder (PTSD) from mTBI patients at the acute and subacute stage.
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The communication of neurons is primarily maintained by synapses, which play a crucial role in the functioning of the nervous system. Therefore, synaptic failure may critically impair information processing in the brain and may underlie many neurodegenerative diseases. A number of studies have suggested that synaptic failure may preferentially target neurons with high connectivity (i.e., network hubs). As a result, the activity of these highly connected neurons can be significantly affected. It has been speculated that anesthetics regulate conscious state by affecting synaptic transmission at these network hubs and subsequently reducing overall coherence in the network activity. In addition, hubs in cortical networks are shown to be more vulnerable to amyloid deposition because of their higher activity within the network, causing decrease in coherence patterns and eventually Alzheimer’s disease (AD). Here, we investigate how synaptic failure can affect spatio-temporal dynamics of scale free networks, having a power law scaling of number of connections per neuron – a relatively few neurons (hubs) with a lot of emanating or incoming connections and many cells with low connectivity. We studied two types of synaptic failure: activity-independent and targeted, activity-dependent synaptic failure. We defined scale-free network structures based on the dominating direction of the connections at the hub neurons: incoming and outgoing. We found that the two structures have significantly different dynamical properties. We show that synaptic failure may not only lead to the loss of coherence but unintuitively also can facilitate its emergence. We show that this is because activity-dependent synaptic failure homogenizes the activity levels in the network creating a dynamical substrate for the observed coherence increase. Obtained results may lead to better understanding of changes in large-scale pattern formation during progression of neuro-degenerative diseases targeting synaptic transmission.
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INTRODUCTION

Neurons transmit signals to communicate predominantly via synapses. The synapses may fail to transmit signals due to the depletion of neurotransmitters or external changes in membrane/ion channel activity. The examples of the latter, include interaction of oligomeric Aß or misfolded tau with cell surface receptors, intracellular signaling molecules or scaffold proteins, which leads to the deterioration of synaptic structure and function causing Alzheimer’s disease (AD) (Chen et al., 2019). Another example is an interaction of anesthetics with GABAA or NMDA receptors, or K+ channels, causing hyperpolarization, glutamate desensitization or increase in K+ conductance at the postsynaptic neuron, respectively (Franks, 2008).

Subsequently it is no surprise that synaptic failure can change functional network connectivity and consequently information processing leading to devastating outcomes. For instance, synaptic failure is part of the cause of most neurodegenerative diseases including AD, Huntington, ALS, and ischemic cerebral damage. In fact, it is the first pathologic event to occur in these diseases, even before the loss of neurons (Wishart et al., 2006). However, synaptic transmission failure may target different components of the network and lead to different consequences in terms of changes of spatio-temporal patterning in the network. Buckner et al. (2009) provided evidence that cortical hubs (i.e., regions that integrate and transmit information from/to many other parts of the brain) in humans are the most vulnerable areas to amyloid deposition, which results in atrophy and eventually AD. Moreover, another study on mice showed that amyloid deposition is caused by excessive neuronal and synaptic activity in vivo (Bero et al., 2011). de Haan et al. (2012) hypothesized that hubs are the most active regions in the brain, resulting in “activity dependent degeneration”. Consequently, they showed that the hubs are the most active regions in the brain and activity dependent degeneration results in hub vulnerability as well as macro-scale disruption of brain connectivity, as observed in AD.

Another hypothetical consequence of synaptic failure is the loss of consciousness via application of anesthetics. Anesthetics are thought to act through ion channel blockage and/or changes in cellular membrane dynamics which lead to synaptic failure (Diao et al., 2014). One of the observed outcomes of anesthetics on a macro-network scale is a decrease in the large-scale functional connectivity between different parts of the brain. In particular, it was postulated that the hub regions of the brain are primarily affected by anesthetics and lead to the loss of the global functional connectivity which is followed by the loss of consciousness (Lee et al., 2013). In a similar spirit, another study investigated directionality of information flow in the network by simulating simple oscillatory models in a human anatomical network. They found the directionality of a network is determined by its topology (Moon et al., 2015). Since the hub nodes phase lag and peripheral nodes phase lead, they concluded that connections are from less to more degree nodes. Further, they perturbed the hub structure to simulate unconscious state, leading to the elimination of the directionality in the neuroanatomical network, which is consistent with anesthetic administered human data, where anterior (less hubs)-to-posterior (more hubs) directionality was lost.

Previously, a theoretical study was done to investigate how the topology of neuronal networks influences their dynamics when they suffer from synaptic loss. In this study, synapses were removed with a given probability, and they observed that bimodal networks are more robust than random ones (Mirzakhalili et al., 2017).

Here, we systematically studied the effects of gradual, stochastic synaptic failure on a functional network connectivity in scale-free networks. The aim of this study is to investigate the universal patterns of changes in functional connectivity based on the pattern and degree of synaptic failure. We specifically, wanted to know how the network responds when neurons having different number of connections (i.e., playing different roles in the network) are targeted. We investigate two modes of synaptic transmission loss: (1) in activity-independent case, transmission probability remains constant for all synapses in the network throughout the simulation, and (2) in activity-dependent case, synapses are more likely to fail, if the postsynaptic neuron has fired more recently. Further, we used both incoming (i.e., hubs predominantly receive the signals) and outgoing (i.e., hubs send signals) networks, since a recent study showed that direction of information flow is not always into the hubs, but can be bi-directional depending on the frequency of the signal (Hillebrand et al., 2016). We assessed the network-wide activity patterns through the degree of synchrony or coherence among the networks. We show that the two studied modes of synaptic failure can lead to non-trivial behavior of the network, which in turn can affect information processing.



MATERIALS AND METHODS

Network Structure and Connectivity

We used Barabasi – Albert algorithm (Barabasi et al., 1999) on a population of 1000 neurons to create a scale-free connectivity. We started with an all-to-all connected network of n neurons, and then expanded the network continuously by connecting new neurons to n pre-existing ones using preferential attachment principle: neurons with more connections have a higher chance to receive new connections. This results in a bidirectionally connected network with [image: image] connectivity. Unless otherwise stated, we used n = 16 (1.6% connectivity) in our simulations. Then, we proceeded to make the connections unidirectional and defined two network transmission directions: incoming and outgoing. For that purpose, we first enumerated the neurons 1 to 1000 based on the time step they are added to the network. The earlier the neurons were added to the network, the higher chance they had to get new connections. Therefore, the neurons being assigned smaller numbers would eventually be more likely to have more connections. Then, we defined two different network structures according to the predominant directions of the connections at the hubs, i.e., nodes having a lot of connections to many other nodes (Boccaletti et al., 2006). We defined incoming networks as networks with hubs having majority of incoming connections. Therefore, we changed all bidirectional connections of the network into unidirectional connections from bigger to smaller-numbered neurons. Conversely, in outgoing networks, the hubs are dominated by outgoing connections. Therefore, the connections were directed from the neurons with smaller numbers to the ones with bigger numbers. Below, we will refer to these connectivity structures as “incoming” and “outgoing” networks, respectively (Figure 1A).


[image: image]

FIGURE 1. Modeling different scale-free network structures depending on the directionality at the hubs. (A) Scale- free networks are defined as “outgoing,” if the hubs have predominantly outgoing connections, and “incoming,” if the hubs have predominantly incoming connections. Total, incoming and outgoing degrees in both (B) incoming and (C) outgoing networks exhibit power-law distributions. Degree distributions are averaged over 5 different network realizations.



Finally, to obtain feedback connectivity, we randomly chose m% of all connections to change their directions. We defined this proportion (m%) as “direction ratio” in the paper. As a result, each neuron has [image: image] times more incoming than outgoing connections on average in incoming networks, and vice versa in outgoing networks. Unless otherwise stated, we used 17% direction ratio in both network structures in our simulations. Consequently, the resulting networks have power-law degree distribution for their total, incoming and outgoing connections (Figures 1B,C).

We used integrate-and-fire excitatory neuron model to describe dynamics of each node. The current-balance equation of this neuron model for i-th neuron is

[image: image]

where Vi(t) is the membrane potential of the i-th neuron, J denotes the adjacency matrix, γ = 0.25V/s is the synaptic strength, α = 0.3ms-1 is the inverse of the passive membrane time constant. The Irand is a random term, which is a 0.1 ms-wide rectangular current with an amplitude of 1, perturbing the neuronal dynamics with 100 Hz frequency; β = 6V/s is a term to modify the amplitude.

A neuron spikes when its membrane potential reaches Vi(t) = 1. At the time of the spike, the voltage of the spiking neuron is reset to 0, and the neuron enters the refractory period of 5 ms (tref). During this period, the neuron cannot receive any signals from its presynaptic connections (Burkitt, 2006).

There are no delays in the synaptic transmission. The postsynaptic signal arriving at each neuron is described by a double-exponential

[image: image]

where ts is the last spike time of the i-th presynaptic excitatory neuron, Trise = 0.3ms and Tdecay = 3ms are rise and decay time constants, respectively.

For one set of our simulations (Figure 11), we added a population of inhibitory neurons consisting of 1000 neurons to the network. This population is randomly and unidirectionally wired with the same mean connectivity as excitatory population (1.6%). Moreover, inhibitory population sends connections to the excitatory one with 1.6% random connectivity, and vice versa. All parameters governing dynamics of inhibitory neurons are the same, except the sign in signal Si:

[image: image]

Implementation of Synaptic Transmission Failure

We defined a parameter, transmission probability ptrans that provides a probability of a synapse passing (or failing to transmit) the signal, i.e., each synapse independently can pass (or fail) a presynaptic spike to a postsynaptic neuron. Here, we studied two realizations of this process: (1) activity-independent one, where transmission probability is constant (and the same for every synapse), and (2) activity-dependent one, where the probability of the synapse to succeed or fail depends on the time elapsed from the last spike of the postsynaptic neuron:

[image: image]

where psyn is the base failure probability, T is the failure recovery time constant and tlast is the last spike time of that neuron. Therefore, the term t-tlast-tref denotes for the time passed after the last spike time and its corresponding refractory period.

Measures and Statistics

For all realizations of the network and its dynamics, we measured the MPC (mean phase coherence) between the neurons and the degree of the synchrony. The first measure allows us to assess the stability of the spatio-temporal pattern irrespective whether it is synchronous or asynchronous. Briefly, the instantaneous phase between two neurons is defined as

[image: image]

where t1, k is the time of the last spike of the neuron 1 before that of the neuron 2 (t2, k) and t1, k+1 is the time of the first spike of the neuron 1 after t2, k. Then the MPC between two neurons σ1,2 is

[image: image]

where N is the number of spike combinations at the two cells. The network measure of MPC, 〈σ〉, is the average of all pairs (Mormann et al., 2000).

The second measure indicates to what extent the neurons form synchronized pattern of activity. Here, the measure we used depends on the time-averaged fluctuations of the global voltage (σV) over an extended period of time, normalized to the average of N individual neurons’ time-averaged fluctuations:

[image: image]

It is in the range of (0,1), increasing with synchronous activity (Golomb and Rinzel, 1993). The simulations were repeated 5 times, we calculated mean and its standard error to establish significance of the obtained results.



RESULTS

We used scale-free network structures, which are thought to represent functional network connectivity in the brain (Bullmore and Sporns, 2009). Scale-free connectivity provides a power-law distribution of nodal degrees resulting in a heterogeneous population of interconnected cells (Barabasi et al., 1999). We further differentiated network types by establishing hub directionality, in the sense that the highly interconnected cells (the hubs) may predominantly receive inputs from other parts of the network, or send outputs to other cells (Figure 1A). The example statistics of the connectivity for both of these cases are provided on Figures 1B,C, where the direction ratio is being established at 17%.

First, to establish a baseline, we investigated pattern formation in the networks without failure, as a function of the mean connectivity (Figures 2A,B) and direction ratio (Figures 2C,D) in both incoming (Figures 2A,C), and outgoing (Figures 2B,D) networks. In incoming networks, the histograms of average MPC (〈σ〉) as a function of neuron degrees, suggest that low degree neurons always have relatively lower MPC than the rest of the network, regardless of the connectivity and direction ratio of the network, because of the lack of common input they get. However, this difference is more pronounced for higher connectivities (Figure 2A). Generally, we observe that for low connectivity the network has relatively few connections and thus it remains less heterogeneous in terms of nodal degree. As the connectivity is increased, two competing mechanisms emerge – the networks become more heterogeneous, but at the same time stronger connectivity leads to more synchronous dynamics, as is commonly observed. However, even though nodal contributions exhibit different patterns for different connectivities, these differences are only minimal in incoming networks.
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FIGURE 2. Nodal contribution to network-wide mean phase coherence (MPC) as a function of its degree for incoming (A,C) and outgoing (B,D) networks for different connectivities (A,B), and direction ratios at the hubs (C,D). In incoming networks, (A) increasing connectivity causes a bigger gap between coherences of high- and moderate-degree neurons, whereas (C) increasing direction ratio decreases MPC of all degrees. In outgoing networks, MPC of all degrees increases with (B) increasing connectivity and (D) decreasing direction ratio. MPCs are averaged over 5 degrees and results are averaged over 5 randomized network realizations.



Connectivity has a bigger impact on outgoing networks (Figure 2B). Higher connectivities result in more significant increases in MPC for all degrees. That is not surprising as hubs are the synchronizing agent to the rest of the network when they drive network activity. Unlike incoming networks, outgoing ones have the highest MPC for the neurons with lowest degrees, for 0.8, and 1.6% connectivities. The reason is that in these type of networks, neurons with lowest degrees receive signals from hubs and form synchronized clusters. This trend disappears for 3.2% connectivity though, since the network is saturated and neurons with all degrees are coherent. The bigger fluctuations for highest degrees at 3.2% connectivity might be due to the lower input they get from the network.

We then investigated how direction ratio (as defined in methods) affects network coherence. In incoming networks, MPC for all degrees is increased overall for lower direction ratios (more incoming connections at the hubs), although the change is not very significant (Figure 2C). However; there is a more substantial rise in the case of outgoing networks, when hubs send more outgoing connections (Figure 2D). These results point in the direction that the overall synchrony of the network is strongly dependent on the number of outgoing connections emanating from the hubs, rather than incoming ones. For the rest of our simulations, unless stated otherwise, we decided to use incoming and outgoing network structures with 1.6% connectivity, 17% direction ratio.

Finally, we varied the frequency of random external kick Irand. In case all neurons are disconnected (ptrans = 0.0), spike frequency increases with increasing Irand frequency, as expected. At the same time, as expected, the MPC decreases with more frequent Irand. When all the connections are present (ptrans = 1.0), both spike frequencies and MPCs are only minimally increased for higher frequencies of Irand, since network connections dominate pattern formation. For the rest of our simulations, we chose the frequency as 100 Hz. This value results in a spike frequency lower than 200 Hz, the maximum frequency the network can fire due to the 5 ms refractory period, when ptrans = 1.0. Also, it introduces enough randomness to the network to make them spike less coherently when ptrans = 0.0. These results are briefly summarized in Supplementary Figure S1.

Activity – Independent Synaptic Failure

We first investigated the history-independent transmission probability, where ptrans is constant. We compared the pattern formation (i.e., the MPC and synchrony) for the outgoing and incoming networks as we gradually varied ptrans between 0 and 1 for both network types. We observed that outgoing networks are more sensitive to synaptic failure than incoming ones, as they become more coherent and synchronous with increasing synaptic transmission (Figures 3A,B).
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FIGURE 3. Pattern formation in the networks with activity-independent synaptic failure shows that outgoing networks become more coherent and synchronous due to a more uniform spike frequency distribution throughout the network. Signals are transmitted through synapses of a neuronal network with a constant probability ptrans. (A) MPC and (B) synchrony measure for incoming (black line) and outgoing (gray line) networks. (C,D) Participation in pattern formation as a function of nodal degree for activity-independent transmission failure. Histograms of MPC as a function of degree of neurons for incoming (C) and outgoing (D) networks, averaged over 5 degrees. (E,F) Spike frequencies of different degrees in incoming (E) and outgoing (F) networks, averaged over 5 degrees. Raster plots for incoming (G,I) and outgoing (H,J) networks for parameter values indicated on panels (A) and (B) [Points G–J correspond to panels (G–J)]. Lower neuron ID means higher degrees and vice versa (see Figures 12A,E for degrees corresponding to neuron IDs). Results are averaged over 5 simulations.



We then investigated how the MPC and synchrony forms within the network as a function of degree number of constituent neurons. The histogram of the average MPC constructed as a function of connection number for varying degrees of incoming networks (Figure 3C) suggests that, for full transmission (ptrans = 1.0), moderate-degree neurons of incoming networks have higher average MPC values than low-degree or high-degree neurons. This seems intuitive as the neurons with very few connections don’t get enough input to form stable patterns, whereas a few cells with a large number of inputs cannot synchronize with the rest of the population, as their frequency is significantly different due to widely varying number of excitatory inputs (Figure 3E). This trend is reversed for higher failure rate (ptrans = 0.2), with hubs being more coherent than the rest of the network.

Moreover, for ptrans = 0.6, neurons fire more coherently than when ptrans = 1.0 for all degrees. This provides evidence that failure can promote more coherent behavior, as the input received by different degrees becomes more uniform with failure.

The same histogram for outgoing networks (Figure 3D) shows that, for the same ptrans, the average MPC values are higher than the incoming case. This is due to a more balanced input levels across the neurons in the network, i.e., a more balanced frequency distribution throughout different degrees (Figure 3F). In general, higher-degree neurons have lower average MPC in the outgoing case, and this effect is the most pronounced for higher values of ptrans. The example raster plots of the observed dynamics are presented on Figures 3G–J, with the corresponding values of ptrans marked on Figures 3A,B.

To assess better the specific role of neurons having different degree numbers (i.e., number of connections) on pattern formation, we divided the neurons in each network into 3 groups depending on their total degree (i.e., the sum of their incoming and outgoing connections). The groups were formed so that the total number of the connections in each group is equal. Thus, the number of neurons in each group is inversely proportional to the average degree of individual neurons in the groups, resulting in equal number of connections per group; neurons with degrees less than 24 are in “Group 1,” between 24 and 48 degrees are in “Group 2”, and with more than 48 degrees are in “Group 3.” In terms of number of neurons, the groups consist on average of 533, 342, 125 neurons, respectively. The signals coming through the incoming connections to a given group are tested against different transmission probabilities ptrans, while the rest of the connections don’t fail at all (ptrans = 1.0), to see the individual effects of the failure of signals coming to different degrees on overall pattern formation.

In incoming networks, the response of MPC to the network manipulations is generally small. Interestingly we observe that the failing signals coming to Group 1 (Figure 4A, example raster plots on Figures 4D,G) and Group2 (Figure 4B, example raster plots on Figures 4E,H) result in an overall increase in MPC values of the unaffected groups, with Group 1 having a bigger effect than Group 2. The reason is that preventing lower degree groups from receiving signals make them fire only as a result of Irand, decreasing their overall firing frequency as the synapses fail. Lowering the frequency in these two groups reduced the frequency in all other groups leading to observable increase of coherence.
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FIGURE 4. Nodal contribution to network-wide MPC as a function of its degree for incoming networks show an increased coherence of hubs, when they fail to receive signals. Neurons in the network are grouped according to their degrees. Groups are assigned such that neurons in each group has equal total number of connections. Neurons with degrees 1–23 constitute group 1 [left of the first dashed line in panels (A–C)], neurons with degrees 24–47 constitute group 2 (between dashed lines), and neurons with degrees >48 constitute group 3 (right of the second dashed line). Signals are transmitted to group 1 (A), group 2 (B), and group 3 (C) with the probability ptrans, while the rest of the network receives signals without failure. Raster plots for the cases in (A–C) are shown in (D–G), (E–H), and (F–I), respectively, for two values of ptrans. Lower neuron ID means higher degrees and vice versa (see Figures 12A,E for degrees corresponding to neuron IDs).



The progressive failure of incoming connections to Group 3 has a more complicated effect. We observe a higher coherence of that group than the rest of the network for 0.0 < ptrans < 1.0 (Figure 4C, example raster plots on Figures 4F,I). This increase as a function of reduction of the transmission probability in the hub group brings the magnitude of the incoming signal to the hub cells to be similar to that of the intermediate group, increasing effectively the coherent backbone of the network. For ptrans = 0.1, we observe that the MPC of hubs are equal and higher than no failure case (ptrans = 1.0), and this equalizing effect disappears with increasing ptrans. This effect is further confirmed through observation which neurons from Group 3 show increased synchronization as a function of increased failure – for lower transmission rates the neurons within that group with higher degrees exhibit increased coherence, whereas for higher transmission, the cells with lower degrees show increase of coherence.

In outgoing networks, even moderate increase in failure of Group 1 decreases Group 1 and Group 2’s MPC significantly, but hubs (Group 3) are not affected. When ptrans = 0.0, we observe overall decrease in frequency which leads to increase in reported coherence (Figure 5A). The same holds for the case when Group 2 fails to receive signals (Figure 5B). However, when Group 3 is disconnected, the same reversal effect is observed as in incoming case (Figure 5C), but with significantly higher observed changes in MPC. This is again due to the homogenization of the received signals by neurons having different degree. As before, Figures 5D–I show example raster plots for two transmission values: ptrans = 0.2 and ptrans = 1.0.
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FIGURE 5. Nodal contribution to network-wide MPC as a function of its degree for outgoing networks show an increased coherence of hubs for ptrans ≥ 0.4 than when there’s no failure. Neurons in the network are grouped according to their degree. Groups are assigned such that neurons in each group has equal total number of connections. Neurons with degrees 1–23 constitute group 1 [left of first dashed line in panels (A–C)], neurons with degrees 24–47 constitute group 2 (between dashed lines), and neurons with degrees >48 constitute group 3 (right of second dashed line). Signals are transmitted to group 1 (A), group 2 (B), and group 3 (C) with the probability ptrans, while the rest of the network receive signals without failure. Raster plots for the cases in (A–C) are shown in (D–G), (E–H), and (F–I), respectively, for two values of ptrans. Lower neuron ID corresponds to cells with higher degrees (see Figures 12A,E for degrees corresponding to neuron IDs).



Activity – Dependent Case

The second case we studied is when the transmission probability depends on the spiking history of the postsynaptic neurons, i.e., the signal coming to the postsynaptic neuron, which more recently fired, has a higher chance to fail due to the postsynaptic receptor sensitivity. This case may be biologically more relevant, since it is known that neurodegenerative diseases, such as AD and Parkinson’s, have lower levels of postsynaptic ionotropic receptors (Dinamarca et al., 2012; Xu et al., 2012). As a result, this may cause a more effective desensitization of the neurotransmitter-gated ion channels in case of higher frequency stimulation via spiking presynaptic neurons (Rosenmund and Mansour, 2002; Papke et al., 2011). Moreover, higher activity is shown to result in regional vulnerability to amyloid-β deposition in AD, which causes synaptic failure (Bero et al., 2011).

In this case, we vary two parameters; the base failure probability psyn and failure recovery time constant T. Here, psyn = 1 indicates the possibility of complete failure of the synapse. We vary T between 0 ms and 5000 ms, with psyn = 1 and T = 5000ms being a disconnected network.

As before, we first assessed the overall degree of pattern formation in both types of networks. In incoming networks, we didn’t see any significant changes in MPC and synchrony for various T and psyn values (Figures 6A,C). However; for outgoing networks, we observed an overall decrease in the network coherence for increasing psyn. For fast synaptic recovery, this decrease is significantly smaller (Figures 6B,D). Interestingly, however, for T = 0.5ms, we observed a dramatic increase of both MPC and synchrony as psyn tends to unity.
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FIGURE 6. Pattern formation in the incoming and outgoing networks with activity-dependent synaptic failure. (A,B) MPC and (C,D) synchrony for incoming (A,C), and outgoing (B,D) networks as a function of psyn for three different values of failure recovery time constants T. There is a dramatic increase in MPC and synchrony with increasing synaptic failure (psyn) for a moderate T in outgoing networks.



A more systematic scan of time constants T reveals that for incoming networks, the network starts getting disconnected for T > 5ms. When T = 5000ms, the MPC and synchrony values are the same as activity-independent case, meaning that T is large enough that ptrans ≈ 1 - psyn (Figures 7A,B; the corresponding raster plots are displayed on Figures 7C,D).
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FIGURE 7. Pattern formation in the incoming networks with activity-dependent synaptic failure as a function of failure recovery time constant T. (A) MPC and (B) synchrony as a function of time constant T for different values of psyn. (C,D) Raster plots depicting network activity for parameter values marked on (A,B) [Points C and D correspond to panels (C,D)]. The specific parameter values of T and psyn are listed on top of each raster plot. Lower neuron ID corresponds to cells with higher degrees (see Figures 12A,E for degrees corresponding to neuron IDs).



The behavior of outgoing networks is similar to the one described above except for T = 0.5ms, where we observed a large peak in both MPC and synchrony, as psyn tends to one (Figures 8A,B; the corresponding raster plots are displayed on Figures 8C–F).
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FIGURE 8. Pattern formation in the outgoing networks with activity-dependent synaptic failure as a function of failure recovery time constant T. (A) MPC and (B) synchrony as a function of time constant T for different values of psyn. (C–F) Raster plots depicting network activity for parameter values marked on (A,B) [Points C–F correspond to panels (C–F)]. The specific parameter values of T and psyn are listed on top of each raster plot. Lower neuron ID corresponds to cells with higher degrees.



We then have investigated how synaptic failure interacts with neurons with specific nodal degree to form activity pattern within the network (Figure 9). For incoming networks and for large T (Figures 9A–C) the degree dependence is largely similar to that of constant ptrans, described in the previous section. The group with the largest coherence is the group having intermediate degree values. For small T, as expected, psyn does not influence the overall coherence levels as the transmission probability rapidly recovers and ptrans ≈ 1.0. For larger time constants, the overall level of coherence depends on the psyn, as in the case of activity-independent case (Figure 3C). For a moderate time constant (T = 5ms), however, we observe that hubs have higher coherence when psyn≠0.0 than when psyn = 0.0, which means that failure of spikes results in a more coherent behavior of hubs, even though globally there’s no significant change in the network’s MPC. This is driven by synaptic failure capacity to equalize input to the cells across the network.
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FIGURE 9. Histograms of MPC as a function of degree of neurons of incoming (A–C) and outgoing (D–F) networks for varying failure recovery time constants T (denoted on top of each panel). Participation in pattern formation as a function of nodal degree for activity-dependent transmission failure shows an increased coherence with increased failure for moderate T in both networks.



For outgoing networks, generally the same is true for low and high values of T (Figures 9D,F) as in incoming case. However, for the value T = 0.5ms (Figure 9E), we observe a complete reversal of the overall network coherence, with the largest coherence happening for the largest psyn and approaching to one. The MPC is then largely independent of the neuronal degrees, except the highest ones, where MPC starts dropping. To understand the reason behind this sudden increase, we measured the average number of signals transmitted to each neuron as a function of its incoming degree. The histograms (Figure 10) suggest, that for low T, for both incoming and outgoing networks, there is a linear proportionality between the input and the incoming degree number (Figures 10A,D). For larger values of T, the signal curves depend directly on the value of psyn and for large psyn they saturate for large degree values (Figures 10B,C,E,F), making the amount of signal received by neurons largely independent of degree. However, only for outgoing networks and T = 0.5ms, all neurons, independent from their incoming degrees, receive the same number of the signals, which is significantly different from zero (Figure 10E). This suggest that at this specific T range, all cells in the network receive about the same input magnitude allowing them to synchronize across the entire system.
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FIGURE 10. Average input magnitude to a neuron as a function of nodal degree for activity-dependent synaptic failure. Histograms of average number of signals transmitted as a function of incoming degree of neurons of incoming (A–C) and outgoing (D–F) networks for varying failure recovery time constants T (denoted on top of each panel) show that for T = 0.5ms and psyn = 1.0, outgoing networks receive the same amount of signals, and independent from their degrees.



To see if similar results would be observed with different connectivities and direction ratios, we simulated various connectivity fractions and direction ratios for different time constants (T = 0.05, 5, 500ms for incoming networks and T = 0.05, 0.5, 500ms for outgoing networks). In incoming case, the reversal effect of MPC increase of hubs for higher psyn at a moderate time constant (T = 5ms) is not observed for lower or higher connectivities (Supplementary Figure S2). However, increasing direction ratio makes this effect more pronounced, since increasing outgoing connections at hubs makes the network more balanced overall (Supplementary Figure S3). In outgoing networks, this dramatic increase of overall coherence is still observed, and it is more pronounced for higher connectivities (Supplementary Figure S4) and lower direction ratios (Supplementary Figure S5), since the amount of outgoing connections from hubs is increased in both cases, resulting in a more coherent network overall.

Lastly, we included inhibitory neurons to the network, since they are known to have significant effects on pattern formation in cortical networks (Vreeswijk and Sompolinsky, 1996). We simulated outgoing networks with an inhibitory population for T = 0.5ms and various psyn. Our results (Figure 11) suggest that there’s still that reversal effect as we’ve seen in Figure 9E, i.e., increasing psyn eventually increases the overall network coherence, when psyn approaches to 1.
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FIGURE 11. Participation in pattern formation as a function of nodal degree for activity-dependent transmission failure for mixed excitatory-inhibitory networks. Histograms of MPC as a function of degree of neurons for T = 0.5 ms and varying psyn levels show emergence of highly synchronous state for high values. The networks is composed of 1000 excitatory and 1000 inhibitory neurons. Excitatory neurons are wired as outgoing scale-free networks, while inhibitory neurons have random connections to both inhibitory and excitatory population with the same connectivity as the one within excitatory population (1.6%).





DISCUSSION

In this study, we systematically analyzed how synaptic failure affects two complementary (incoming and outgoing) scale-free network structures. We studied the cases when synaptic transmission probability is activity-independent and activity-dependent. In the first case, we have found that targeted synaptic failure to neuronal population having different nodal degrees, has differential effects on pattern formation in the network. When synaptic failure was activity dependent, we observed that structural features of networks don’t map onto functional connectivity (Figure 12), but rather, synaptic failure may result in differential spatio-temporal patterning dependent on failure recovery time constant T and base failure probability psyn. Moreover, the two network structures, (incoming and outgoing) behave differently, with outgoing networks displaying overall a larger degree of coherence/synchrony and a higher dependence on transmission probability. This is especially evident for the activity-dependent transmission probability, where the outgoing networks exhibit an increased level of coherence for a large base failure probability (psyn) for a specific value of the failure recovery time constant (T = 0.5ms).
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FIGURE 12. Emergence of coherence patterns in scale-free networks. Heatmaps of degrees (A,E) and MPC [(B–D) and (F–H)] for incoming (A–D), and outgoing (E–H) networks show dependence of network-wide pattern formation on parameters of activity-dependent synaptic failure (T and psyn). Each color is an average of the values for 100 neurons.



This abrupt increase in synchrony and coherence as a result of synaptic failure is unexpected and possibly paints a more complex picture of possible network interactions in the brain. It was hypothesized that anesthetics act predominantly on the network hubs and overall decrease the level of coherence across brain networks, leading to the loss of consciousness (Lee et al., 2013). Similarly, hubs are shown to be more vulnerable to amyloid deposition due to their high activity rate, causing the disruption of large-scale coherence in the brain and eventually AD (Buckner et al., 2009). In addition, numerical studies on scale-free networks suggest that they are robust against the random removal of nodes and the change in their synchronization process is insignificant in case 5% of their total nodes are randomly removed. However, when hubs are targeted, only the removal of 1% of the total nodes is enough to divide the network into subnetworks and to disrupt network synchronization (Albert et al., 2000; Jinhu and Guanrong, 2005; Boccaletti et al., 2006; Li et al., 2011). We, however, show that, depending on the network type, preferential deactivation of hubs and activity-dependent degeneration might lead to increased phase coherence and synchrony. Further investigation on human brain networks may be necessary to determine whether there’s an overall increased coherence phase before the decrease of large-scale coherence in such cases as application of anesthetics or AD. That may be a useful biomarker for AD as well as a significant contribution to explain impact on anesthetics on human brain.
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FIGURE S1 | Network spike frequency (A,C) and mean phase coherence (B,D) for various frequencies of random input Irand, for incoming (A,B) and outgoing (C,D) networks. Results are averaged over 5 randomized network realizations.

FIGURE S2 | Nodal contribution to network-wide MPC as a function of its degree for incoming networks for different connectivities and failure recovery time constant T. The increase in MPC of hubs with higher failure cannot be observed for lower or higher connectivities for T = 5 ms. MPCs are averaged over 5 degrees and results are averaged over 5 randomized network realizations.

FIGURE S3 | Nodal contribution to network-wide MPC as a function of its degree for incoming networks for different direction ratios and failure recovery time constant T. Higher direction ratios result in a more obvious increase in MPC of hubs for T = 5 ms when there’s more failure. MPCs are averaged over 5 degrees and results are averaged over 5 randomized network realizations.

FIGURE S4 | Nodal contribution to network-wide MPC as a function of its degree for outgoing networks for different connectivities and failure recovery time constant. Higher connectivities result in a bigger increase in MPC for T=0.5 ms with higher failure psyn. MPCs are averaged over 5 degrees and results are averaged over 5 randomized network realizations.

FIGURE S5 | Nodal contribution to network-wide MPC as a function of its degree for outgoing networks for different direction ratios and failure recovery time constant T. For T = 0.5 ms, the increase in MPC values of psyn = 1.0 is more pronounced for lower direction ratios. MPCs are averaged over 5 degrees and results are averaged over 5 randomized network realizations.
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Parental migration has caused millions of children left behind, especially in China and India. Left-behind children (LBC) have a high risk of mental disorders and may present negative life outcomes in the future. However, little is known whether there are cerebral structural alterations in LBC in relative to those with parents. This study is to explore the effect of parental migration on brain maturation by comparing gray matter volume (GMV) and fractional anisotropy (FA) of LBC with well-matched non-LBC. Thirty-eight LBC (21 boys, age = 9.60 ± 1.8 years) and 30 non-LBC (19 boys, age = 10.00 ± 1.95 years) were recruited and underwent brain scans in 3.0 T MR. Intelligence quotient and other factors including family income, guardians’ educational level and separation time were also acquired. GMV and FA were measured for each participant and compared between groups using 2-sample t-tests with atlas-based analysis. Compared to non-LBC, LBC exhibited greater GMV in emotional and cortico-striato-thalamo-cortical circuits, and altered FA in bilateral superior occipitofrontal fasciculi and right medial lemniscus (p < 0.05, Cohen’s d > 0.89, corrected for false-discovery rate). Other factors including family income, guardians’ educational level and separation time were not associated with these brain changes. Our study provides empirical evidence of altered brain structure in LBC compared to non-LBC, responsible for emotion regulation and processing, which may account for mental disorders and negative life outcome of LBC. Our study suggests that absence of direct biological parental care may impact children’s brain development. Therefore, public health efforts may be needed to provide additional academic and social/emotional supports to LBC when their parents migrate to seeking better economic circumstances, which has become increasingly common in developing countries.
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INTRODUCTION

In recent years, migration has become a common phenomenon because of reduction in barriers to international trade and immigration, and rapid urbanization. These trends have lured hundreds of millions of laborers away from impoverished hometowns in rural areas of developing countries to seek better economic circumstances. It is estimated that up to 80% migrant worker in China to leave away from impoverished hometown to developed countries or coastal cities, majorly southeast cities (Cheng and Sun, 2015). As a result, millions of children are left behind with friends and relatives, mostly grandparents (United Nations, 2009; Li et al., 2015). These children who stay at home with extended family members or boarding school when their parents migrate for at least 6 months are called “left-behind children” (LBC) (All-China Women’s Federation, 2013). In China alone, there are more than 61 million LBC (All-China Women’s Federation, 2013) – a population larger than California and New York combined.

Studies of LBC have shown increased levels of social anxiety and a lower quality of life (Zhao et al., 2014; Mazzucato et al., 2015). They also have increased rates of psychiatric syndromes later in life (Liu et al., 2009; Fan et al., 2010; Wang et al., 2015), particularly mood and anxiety disorders (Heim et al., 2010) and poor academic performance (Jingzhong and Lu, 2011). Accordingly, the phenomenon of LBC may represent a significant public health problem with long term consequences for society. However, there is not yet direct evidence for altered brain development in LBC in relative to non-LBC. There is evidence from previous studies of orphanages supporting lack of parents may lead to the alterations in brain, such as accelerated amygdala-mPFC development after maternal deprivation (Gee et al., 2013), widespread reductions of the cortical thickness especially in the prefrontal cortex (McLaughlin et al., 2014), smaller total gray matter volume (GMV) and larger amygdala volume (Mehta et al., 2009; Tottenham et al., 2010), and decreased fractional anisotropy (FA) in the body of the corpus callosum, the left and right external capsule and increased mean diffusivity and axial diffusivity in the right medial lemniscus (Bick et al., 2015b). The previous study also found that the length of time children experience orphanage rearing is associated with the alterations in GMV (Tottenham et al., 2010; Bick et al., 2015b). While the circumstances for orphanages were at times rather dire and extreme, it is quite difficult to answer whether such brain alterations occur in the less adverse circumstance of the millions of LBC world-wide raised by relatives rather than their biological parents who migrated for work opportunities.

Currently, magnetic resonance imaging (MRI) as a non-invasive technique has shown its value in objectively evaluating human brain in vivo (Lui et al., 2016). Especially, GMV reflected by voxel-based morphometry (VBM) has grown in popularity regarding the study of human brain at different age or under conditions. This automated voxel-based whole-brain analysis technique can comprehensively evaluate overall GMV differences between groups across all voxels (Ashburner and Friston, 2000; Good et al., 2001; Whitwell, 2009), preventing biases resulting from methods using liberal thresholds and region of interest (ROI) methods in neuroimaging studies. Meanwhile, Diffusion tensor imaging (DTI) is a MRI technique sensitive to the orientation of water diffusion restricted within the neuron sheath and myelination, provides measures of white-matter microstructure in the human brain. The orientation dependence of water diffusion – FA in DTI is thought to reflect anatomical features of neural fiber, such as axon caliber, fiber density, and myelination (Scholz et al., 2009). Our previous study has successfully revealed the white-matter microstructure changes of earthquake survivors (Chen et al., 2013). However, the brain of LBC individuals has not been well-characterized regarding both gray and white matter changes, which could unveil the neuropathological effects of being left-behind and expand our understanding of this group of individuals in developing countries.

Thus, the present cross-sectional study aimed to explore potential difference of brain GMV or FA of white matter between LBC and non-LBC. We hypothesized that: (1) LBC may exhibit changes of GMV in limbic-paralimbic system and prefrontal cortex which brain regions supporting emotion processing, as well as changes of FA values in related white matter tracts, and (2) that those brain differences would be related to the length of separation from parents and other factors.



MATERIALS AND METHODS

Participants

The study was approved by the research ethics committee of Second Affiliated Hospital and Yuying Children’s Hospital of Wenzhou Medical University, and written informed consent was obtained from the participants and their guardians, before study participation. All participants attended the same local primary school in a town of southeastern China, and therefore had similar educational environments. Inclusion criteria for LBC were children who living with and taken care of by their grandparents because both of their parents had immigrated abroad for work for more than 6 months. In contrast, the non-LBC were children who living with their nuclear family throughout childhood. All subjects were evaluated by a child psychiatrist using the Chinese version of the SCID-I (Non-patient Edition) (Wang et al., 2009) to exclude any Axis I psychiatric diagnoses, and no first-degree relatives were known to have significant psychiatric illness. The exclusion criteria for both groups were as follows: (1) Neurological or psychiatric disorder; (2) Any systemic physical illness, such as hepatitis or diabetes; (3) Receiving medications known to affect brain function; (4) History of head trauma with significant loss of consciousness; (5) Premature or post-term birth; and (6) Malnutrition, mental deficiency or physical growth retardation.

Before MRI scanning, intelligence quotient was measured using the Chinese Wechsler Intelligence Scale for Children (C-WISC) (Gong and Cai, 1993) administered by an experienced child psychologist. Additionally, anxious and depression symptoms were assessed in the LBC group by Hamilton Anxiety Scale (HAMA) (Maier et al., 1988) and Hamilton Depression Scale (HAMD) (Hamilton, 1931), respectively. Originally, 76 children were recruited, of whom four children were excluded prior to MR imaging for the following reasons, i.e., two children were excluded because of fever, one child for lead poisoning and one child for precocious puberty. Another four subjects were excluded because of excessive head motion during MRI scans. Thus, 68 subjects (38 LBC vs. 30 non-LBC) were included in analyses reported below.

Data Acquisition

High-resolution T1-weighted images were acquired using a 3.0T MRI system (Signa HDxt EXCITE, General Electric, Milwaukee) with a volumetric 3-dimensional spoiled gradient recall (SPGR) sequence (repetition time 9.2 ms, echo time 4.1 ms, flip angle 15°, slice thickness 1 mm) using an 8-channel phase array head coil. We used a field of view (FOV) of 240 mm × 240 mm, with an acquisition matrix 256 × 256 and left to right direction of phase-encoding to obtain 248 contiguous axial slices with a slice thickness of 1.0 mm and a voxel size of 0.94 mm × 0.94 mm × 1 mm.

Diffusion tensor imaging scans were acquired axially for the whole brain with TE/TR = 88.3 ms/8000 ms, b-value = 1000 s/mm2, FOV = 220 mm × 220 mm, Matrix = 128 × 128, 34 slices, slice thickness = 4 mm, spacing between slices = 4 mm. One diffusion weighted image was acquired for each of 36 diffusion gradient directions. Two volumes with no diffusion encoding (b0) in alternate phase encoding directions were used to correct non-linear distortion corrections due to magnetic field inhomogeneity.

Image Processing

GMV

Image preprocessing and statistical analyses were performed with SPM81 using the VBM toolbox (VBM8). First, a customized tissue probability map was generated with the Template-O-Matic (TOM8) Toolbox (Wilke et al., 2008) using the matched-pairs approach to accurately reflect the specific brain morphometry for the age and gender of the children in our study. The anterior commissure was identified for each image and uniformly aligned for subsequent spatial normalization of native images that were segmented into gray matter, white matter and cerebrospinal fluid (CSF) according to the unified segmentation model. Then, the re-obtained gray matter images were subjected to Jacobian modulation (volume modulation) and smoothed with a 6 mm full-width at half-maximum Gaussian kernel.

DTI

The data were processed using the PANDA pipeline tool2 for preprocessing and producing diffusion metrics. The preprocess steps were as follows: (1) data were converted from “DICOM” format to a “NIFTI” file; (2) Creation of brain mask, cropping raw images, correcting for eddy-current effects; (3) Calculation of diffusion tensor metrics. Automated atlas-based ROI analysis was used to identify differences of FA between the LBC and non-LBC groups. FSL software (FMRIB Software Library, FMRIB, Oxford, United Kingdom) was used to normalize FA images into MNI space and calculate regional diffusion metrics by averaging the values within each region of the ICBM DTI-81 atlas. Mean FA of all available white matter tracts was extracted and fed into SPSS for further data analysis.

Statistical Analysis

GMV

The 2-sample t-tests and chi-square test were used to compare the demographic data. Global brain volume was extracted and compared between groups. Then, voxel-wise comparisons of GMV were performed between groups using 2-sample t-tests with age, gender and global brain volume as covariates. To control for multiple comparisons, all t-values comparing voxel-wise data were evaluated for significance using a threshold of p < 0.05 with false discovery rate (FDR) correction for multiple comparison.

FA

Independent sample t-tests was performed to compare the mean FA of all the 48 fibers within the brain between the two groups (thresholded as p < 0.05 after FDR correction) using age and gender as covariates (Mori and van Zijl, 1995; Bick et al., 2015b).

Then, GMV or FA in each region or fiber with significant differences between LBC and non-LBC was extracted for each subject. Correlation was performed between duration of each LBC’s separation from parents and brain structure.



RESULTS

Demographic Data

Sixty-eight subjects were included in the statistical analyses for the study, including 38 subjects in the LBC group (21 boys, mean age = 9.60 ± 1.8 years, age range: 7–13 years; mean separation time = 7.00 ± 2.17 years, range: 2–11 years; mean age of separation = 22.53 ± 28.32 months, range: 1–84 months) and 30 subjects in the non-LBC group (19 boys, mean age = 10.00 ± 1.95 years, age range: 7–14 years). All subjects were right-handed. Demographic data, such as age, gender, IQ, weight, height, academic scores, special interests (such as singing, dancing as well as football), birth weight, delivery method, and annual family income did not differ between the two groups (p > 0.05; Table 1) except for the educational levels of the primary care givers, which was significantly lower in LBC relative to the non-LBC group (p < 0.05). Besides, only three LBC showed mild anxiety (HAMA score range 1~3), no LBC presented depression symptom (see Table 1).

TABLE 1. Demographic characteristics of left-behind children (LBC) and parentally reared children (non-LBC).
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Altered GMV in LBC

There was no difference of global brain volume between the two groups (p = 0.30). Compared to non-LBC, LBC showed significantly greater GMV in the bilateral fusiform gyri, bilateral parahippocampal gyri, right superior parietal lobe, right thalamus, right superior occipital gyrus, left cuneus, right superior temporal gyrus, right medial prefrontal cortex, left postcentral gyrus, left middle occipital gyrus and left putamen (Figure 1 and Table 2, with Cohen’s d > 0.89). The clusters in parahippocampi were contiguous with those in the amygdala.
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FIGURE 1. Increased GMV in LBC relative to non-LBC. Increased gray matter volume was observed in the following regions (labeled in red-yellow): bilateral fusiform gyri, bilateral parahippocampal gyri, right superior parietal lobe, right thalamus, right superior occipital gyrus, left cuneus, right superior temporal gyrus, right medial prefrontal gyrus, left postcentral gyrus, left middle occipital gyrus, and left putamen in LBC relative to non-LBC.



TABLE 2. Voxel-based analysis of gray matter volume (GMV) in LBC relative to non-LBC study participants.
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Altered FA in LBC

We used atlas-based ROI analysis to compare the mean FA values of all 48 fiber tracts between the LBC and the non-LBC groups. When controlling for age and gender as covariates, mean FA was increased in the left and right superior occipitofrontal fasciculi and decreased in right medial lemniscus in the LBC group (Figure 2 and Supplementary Table 1).
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FIGURE 2. Difference of white matter microstructure between LBC and non-LBC. Tracts with significantly increased mean fractional anisotropy (FA) in the left and right superior occipitofrontal fasciculi (labeled by green color) and decreased FA in right medial lemniscus (labeled by blue color) in LBC relative to parentally raised children. Age and gender were used as covariates. L, left; R, right; ML, medial lemniscus; SOFF, superior occipitofrontal fasciculus.



Relationship of Rearing Environment With Brain Structure Measures

No significant correlation was observed between the guardian’s educational level and family income and alterations of GMV in LBC.

Relationships of Time of Reunions, Time for Telephone Communication, and Length of Separation From Parents and the Brain Structure

Some LBC children had never even met their parents as they grew up. Other children had reunions (26.7 ± 16.4 days/year; max 60 days/year). They communicated with their parents abroad via telephone or internet audiovisual software (mean time = 24.3 ± 25.4 min/week; ranges = 0–70 min/week). No significant correlations between these parental contact parameters and GMV or FA were seen in LBC. To examine effects of early separation, comparison (using age and gender as covariates) of LBC subjects with parental separation before (25 cases) and after (13 cases) 1 year of age was conducted. There was no difference in GMV or FA between these subgroups of LBC (p > 0.05). Children separated from parents before (29 cases) and after (9 cases) 2 years of age also did not show difference (p > 0.05).



DISCUSSION

In this study, LBC demonstrated significantly greater GMV in limbic-paralimbic and other brain regions involved in emotion regulation and processing including parahippocampal gyri, amygdala, and medial prefrontal cortex (Cardinal et al., 2002; Lui et al., 2013). These processing have been reported to be disregulated in LBC (Liu et al., 2009; Fan et al., 2010; Wang et al., 2015). Other regions with group differences belong to cortico-striato-thalamo-cortical circuits, which are crucial for cognition (Metzger et al., 2013). Analysis of white matter tracts revealed mean FA value in the bilateral superior occipitofrontal fasciculi in LBC was increased when compared with non-LBC, but decreased in the right medial lemniscus. Thus, our findings provide empirical evidence in supporting of the hypothesis that direct biological parental rearing, relative to rearing by grandparents may affect brain development of children. Furthermore, these brain changes involving emotion circuit may represent antecedent alterations in brain development that contribute to the increased risk for psychiatric disorders in later life seen in LBC (McLaughlin et al., 2014). We also found no correlation between the time of reunion, time for telephone communication, or duration of separation from parents with GMV and FA, and no significant difference in GMV and FA between the subgroups of LBC with a parental departure before or after 1 or 2 years of age.

The previous studies found that the developmental trajectory of the normal brain GMV was inverted U-shaped trajectories, and the developmental curves for the frontal and parietal lobe peaking were at about age 12 and for the temporal lobe at about age 16 (Giedd et al., 1999; Gogtay et al., 2004). However, all subjects in our study were under the 12 years old, the “hyper-structural” pattern of GMV in LBC was interpreted to be “over-maturation.” The main reason may be that the LBC couldn’t gain the comfort and guidance from their parents in the process of self-development and socialization due to the long-term parental separation, it caused them have higher loneliness feeling and social anxiety, increased life stress (Zhao et al., 2014; Mazzucato et al., 2015; Wang et al., 2015). Stress activates the Limbic-Hypothalamic-Pituitary-Adrenal Axis and elevates levels of cortisol. Cortisol regulates the stress response system both in the hippocampus and medial prefrontal cortex, where it attenuates the stress response, and in the amygdala, where it promotes that response (Bellis and Zisk, 2014). Of note, larger amygdala volumes seen in our study have also been reported in orphans (Tottenham et al., 2010). Second, greater GMV in sensory, limbic-paralimbic and emotional-regulatory systems may result from increased dendritic branching, dendritic length and spine density (Muhammad and Kolb, 2011) or from neurogenesis (Kaplan, 2001). Such effects have been reported in studies of mammals and humans exposed to early-life maternal separation (Kaplan, 2001; Muhammad and Kolb, 2011).

In contrast to the results seen in the present study, previous study of children reared in public institutions showed reductions in cortical thickness and smaller the total GMV, decreased FA of superior occipitofrontal fasciculus (Mehta et al., 2009; McLaughlin et al., 2014; Bick et al., 2015b; Yang et al., 2015), and prolonged the length of time children experience orphanage rearing was associated with larger amygdala volume and reduced microstructural integrity of the body of the corpus callosum and tracts involved in limbic circuitry, and sensory processing (Tottenham et al., 2010; Bick et al., 2015b). Several possible reasons may explain these different observations. First, the living environment of children reared in institutions in some prior studies of orphans was quite extreme compared to those of LBC. The LBC are mostly taken care of by their grandparents and have relatively intact care giving support. What a more, in a typical Chinese culture, grandparents who are seeing their grandchildren as “only family treasure” express their love via indulge their grandchildren such as providing better physiological demands and protecting them from taking parts in household chores (Kelley et al., 2011; Williams, 2011). However, many of those institutionalized children grew up in a stunningly unstimulating and unresponsive environment (Marshall, 2014), which has been believed to cause dysmaturational effects resulting in regional reduction of gray matter (Mehta et al., 2009). In comparison to the institutionalized children, LBC typically lived in a more “open” and socially stimulating environment. Second, while the possibility that more modest socioemotional deprivation may lead to the opposite pattern of brain changes than is seen in more severe deprivation is most interesting.

The prior studies showed that decreased FA of superior occipitofrontal fasciculus was associated with spatial neglect in humans (Karnath et al., 2009; Yang et al., 2015). While the higher FA of superior occipitofrontal fasciculus seen in LBC may reflect increased myelination and neuronal remodeling (Beaulieu, 2002; Li et al., 2011) at a more molecular level, it is possible that a hyperattentiveness to the visual environment related to feelings of separation and concern about available social supports might be one factor leading to the overdevelopment of this tract. Though we did not test spatial abilities in this study, the evidence from prior rodent study has shown that spatial learning was improved after early life maternal deprivation (Loi et al., 2014). The current study also demonstrated decreased FA in the medial lemniscus in LBC. This is consistent with findings in institutionalized children (Bick et al., 2015a) as well as children neglected in early life (Hanson et al., 2013), which might result from insufficient sensory input experienced at critical points in neural development owing to reduction in maternal touch and other sensory stimulation. Previous studies pointed that, maternal touch had a positive relationship with the brain development, especially in the social brain (McGlone et al., 2014; Brauer et al., 2016), of which the medial lemniscus is a crucially relevant afferent pathway. Thus, the reduced integrity of the medial lemniscus in LBC observed here provides further evidence to support the role of parental care in brain development of brain, especially systems relevant for social and emotional processing.

The present study showed that no LBC suffered from obviously anxious or depression symptom, which suggests that the brain structural alteration may precede the occurrence of clinical symptom. The finding is consistent with a prior study (Luby et al., 2013). However, because of the limited sample size of the present study, more researches with a large sample size are needed. Additionally, longitudinal design is needed to explore such dynamic changes of brain development in LBC. While findings from our cross-sectional study are promising, it is possible that genetics or other factors in parents who decides to leave families for distant opportunities might be associated themselves with varying patterns of brain development. Longitudinal studies would contribute to resolving this possibility as well. Longitudinal studies might also clarify the reversibility of brain changes, as would studies examining children after social enhancement programs were made available to LBC. Second, more extensive evaluation of behavioral, emotional, cognitive, and social development in future studies is needed to clarify the neurobehavioral significance of neuroanatomic changes seen in LBC. Nonetheless, while many questions remain to be answered, findings from our cross-sectional study of neuroanatomic differences in LBC relative to parentally raised children raised a concern that brain maturation may be altered less severe deprivation conditions than have been previously studied, and therefore in the many millions of children left by parents in the developing world to pursue better work opportunities.



CONCLUSION

Despite the limitations of this work, our study provides empirical evidence of altered cerebral structure in LBC, suggesting that absence of direct biological parental care may have a negative impact on children’s brain development. From a public health perspective, our MRI study highlights the potential importance of limited parental rearing in LBC, which is known to have adverse cognitive and psychiatric sequelae. Thus, programs providing more emotional care and stimulation are needed for LBC in developing countries to reduce potential adverse long-term consequences on the individual children and for overall population health.
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The human cerebral cortex is highly convoluted as convex gyri and concave sulci. In the past decades, extensive studies have consistently revealed substantial differences between gyri and sulci in terms of genetics, anatomy, morphology, axonal fiber connections, and function. Although interesting findings have been reported to date to elucidate the functional difference between gyri and sulci, the temporal variability of functional activity, which could explain individual differences in learning and higher-order cognitive functions, and as well as differences in gyri and sulci, remains to be explored. The present study explored the temporal variability of cortical gyral-sulcal resting state functional activity and its association with fluid intelligence measures on the Human Connectome Project dataset. We found that the temporal variance of resting state fMRI BOLD signal was significantly larger in gyri than in sulci. We also found that the temporal variability of certain regions including middle frontal cortex, inferior parietal lobe and visual cortex was positively associated with fluid intelligence. Moreover, those regions were predominately located in gyri rather than in sulci. This study reports initial evidence for temporal variability difference of functional activity between gyri and sulci, and its association with fluid intelligence measures, and thus provides novel insights to understand the mechanism and functional relevance of gyri and sulci.
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INTRODUCTION

One of the most prominent organization principles of the human cerebral cortex lies in its highly convoluted folding patterns which are composed of convex gyri and concave sulci (Barron, 1950; Rakic, 1988; Zilles et al., 1988; Welker, 1990). The past decades have witnessed a variety of hypotheses regarding the complex gyrification process, including cortex area increase and compact wiring (Zilles et al., 2013), genetic regulation (Rakic, 2004), differential laminar growth (Richman et al., 1975), and axonal fiber tension (Van Essen, 1997). Although the precise mechanisms of gyrification process are still under debate, a growing number of studies suggests substantial differences between gyri and sulci in terms of genetics (Stahl et al., 2013; Zeng et al., 2015), anatomy (Fischl and Dale, 2000; Li et al., 2015), morphology (Magnotta et al., 1999; Hilgetag and Barbas, 2005), and axonal fiber connections (Van Essen, 1997; Nie et al., 2012; Takahashi et al., 2012; Chen et al., 2013; Deng et al., 2014; Zhang et al., 2014; Li et al., 2015; Ge et al., 2018). For instance, cortical thickness is significantly larger in gyri than in sulci in both human developing infant (Li et al., 2015) and adult brains (Fischl and Dale, 2000). The axonal connectivity and gene expression patterns are significantly different between cerebellum gyri and sulci of rodent brains (Zeng et al., 2015). The diffusion weighted imaging derived axonal fibers concentrate significantly more on gyri than on sulci, which is developmentally and evolutionarily consistent across human fetus, human adult, chimpanzee, and macaque brains (Nie et al., 2012; Takahashi et al., 2012), and was supported by histology and dissection studies (Xu et al., 2010; Budde and Annese, 2013). The diffusion weighted imaging derived axonal fiber connection strength is strong between gyral–gyral regions, weak between sulcal–sulcal regions, and moderate between gyral-sulcal regions (Deng et al., 2014). Moreover, previous studies have reported that the morphological feature of gyri and sulci changes during aging (Magnotta et al., 1999) and development-related psychiatric disorders such as schizophrenia (White et al., 2003), reflecting a potential of gyral-sulcal indices as a biomarker for developmental and aging related disorders.

Given the close relationship between brain structure and function (Passingham et al., 2002; Zhang et al., 2011) and with the development of advanced in vivo functional neuroimaging such as functional MRI (fMRI) (Biswal et al., 1995; Logothetis, 2008; Friston, 2009), the functional characteristics of gyri and sulci has gained increasing interests in recent years (Deng et al., 2014; Jiang et al., 2015, 2018a,b; Liu et al., 2017, 2018; Zhang et al., 2018). A multi-modal diffusion tensor imaging (DTI) and fMRI study has reported that both structural fiber connectivity and functional connectivity are strong between gyral–gyral regions, weak between sulcal–sulcal regions, and moderate between gyral-sulcal regions in the whole-brain, suggesting that gyri represent a global functional hub and sulci a local function processing unit (Deng et al., 2014). The heterogeneous functional regions which are activated during multiple task conditions locate significantly more in gyri than in sulci under both temporal stationary (Jiang et al., 2015) and dynamics (Jiang et al., 2018a). The graph-theoretic characteristics of functional interaction (Liu et al., 2017) and functional signal reconstruction accuracy (Jiang et al., 2018b) are also different between gyri and sulci. In addition, recent studies using advanced deep learning methodologies have reported the frequency-specific pattern differences between gyri and sulci (Liu et al., 2018; Zhang et al., 2018).

In spite of these aforementioned interesting findings, the temporal variability of functional activity of gyri and sulci still remains to be explored. Instead of characterizing the static functional activity by simply averaging the fMRI blood-oxygen level-dependent (BOLD) signal, a growing number of recent studies have shown the temporal-varying dynamics of spontaneous neural activity within a single brain region as well as the functional connectivity/interaction between brain regions during both rest and task conditions (Gilbert and Sigman, 2007; Chang and Glover, 2010; Garrett et al., 2010; Protzner et al., 2010; Bassett et al., 2011, 2013, 2015; Smith et al., 2011; Calhoun et al., 2014; Li et al., 2014; Zhang et al., 2016; Vidaurre et al., 2017; Jiang et al., 2018a; Yuan et al., 2018). The temporal variability of functional activity reflected in neuroimaging fMRI signal could be related to the brain learning skill (Bassett et al., 2011, 2013, 2015; Zhang et al., 2016) and human intelligence (Saxe et al., 2018). Especially, fluid intelligence, as a measure of higher-order relational reasoning (Burgess et al., 2011), has been argued to be linked to specific functional outcomes and to variations in human neuronal structure and function (Duncan et al., 2000; Duncan, 2003, 2005). Previous studies have suggested that the higher temporal variability of brain functional activity might be closely linked with higher-order relational reasoning and learning (Bassett et al., 2011, 2013, 2015; Zhang et al., 2016; Saxe et al., 2018). Therefore, investigating the correlation between temporal variability in the resting state fMRI signal and fluid intelligence measures may allow to further determine whether intrinsic temporal variations in brain activity are related to individual variations in fluid intelligence. Taken together, investigating the temporal variability characteristics of functional activity as well as its associations with fluid intelligence on gyri and sulci could provide novel insights to understand the functional relevance of gyri and sulci.

To this end, the present study adopted 68 subjects with both resting state fMRI and fluid intelligence measures data in the publicly released Human Connectome Project (HCP) Q1 release (Barch et al., 2013; Smith et al., 2013) to test the hypothesized associations. We employed a previously evaluated approach to divide the fMRI BOLD signal into non-overlapping time segments in order to assess the temporal variability of functional activity on each gyral/sulcal region by means of calculating the variance of time series correlations among all time segments. To determine the behavioral relevance of the temporal variability we correlated the temporal variance with the available three fluid intelligence measures across subjects. Based on previous study (Duncan et al., 2000) reporting that frontal, parietal, and visual cortex were involved in intelligence-related cognitive tasks, we hypothesized that the temporal variability of functional activity in frontal, parietal, and visual cortex would positively correlate with the fluid intelligence measures. Furthermore, based on previous studies reporting the functional difference between gyri and sulci (Deng et al., 2014; Jiang et al., 2015, 2018a,b; Liu et al., 2017, 2018; Zhang et al., 2018), we hypothesized that the distribution of those brain regions would be different between gyri and sulci.



MATERIALS AND METHODS

Participants, Image Acquisition, and Data Preprocessing

We adopted all 68 subjects in the publicly released Human Connectome Project (HCP) Q1 data (Barch et al., 2013; Smith et al., 2013; Van Essen et al., 2013) to test our hypotheses. There were 18 males and 50 females ranging from 22 to 35 years old. More demographic information was referred to Van Essen et al. (2013). The resting state fMRI (rsfMRI) BOLD signal was acquired using 3T “multiband” accelerated EPI when subjects were instructed to be relaxed, with eyes fixation on a white cross and not to fall asleep (Smith et al., 2013). The major acquisition parameters of rsfMRI data were as follows: 2 mm × 2 mm × 2 mm spatial resolution, TR = 0.72 s, TE = 33 ms, flip angle = 52°, 90 × 104 matrix, 72 slices, in-plane FOV = 208 mm × 180 mm, 1200 whole-brain volumes (14.4 min). The major preprocessing steps of rsfMRI data included skull removal, motion correction, slice time correction, and spatial smoothing (Smith et al., 2013).

Moreover, we adopted the preprocessed grayordinate rsfMRI data after the minimal preprocessing pipelines (Glasser et al., 2013) provided in the HCP datasets. The minimal preprocessing mainly included spatial artifacts and distortions removal, cortical surface generation, cross-subject registration to standard grayordinate space (Glasser et al., 2013). Specifically, the grayordinate space included both the cortical surface vertices and subcortical voxels of whole-brain gray matter in the MNI standard space. Each of the 60K grayordinate cortical surface vertices was associated with a set of geometric attributes and corresponding rsfMRI time series, and had correspondence across different subjects. Note that the grayordinate data had both high spatial and temporal resolution, thus can reliably differentiate gyri/sulci and map the fMRI signals on gyri/sulci. Therefore, it provided the prerequisite for the present study to investigate the temporal variability of cortical gyral-sulcal functional activity.

The fluid intelligence measures of the 68 subjects were also provided in the HCP dataset (Barch et al., 2013). The Penn Matrix Test was adopted to measure fluid intelligence via non-verbal reasoning using Form A of an abbreviated version of the Raven’s Progressive Matrices as detailed in Bilker et al. (2012). Three measures were finally provided for each subject: number of correct responses, median reaction time for correct responses, and total skipped items (items not presented due to maximum errors allowed reached in the test) (Barch et al., 2013).

Cortical Surface Parcellation of Gyri and Sulci

To investigate the potential difference of BOLD signal temporal variability between cortical gyri and sulci, we first performed cortical surface parcellation to classify the cortical vertices into gyri and sulci. The average convexity (i.e., “sulc” map in FreeSurfer) of each cortical vertex, defined as the signed distance of the movement during inflation with the surface normal (Fischl et al., 1999; Destrieux et al., 2010; Fischl, 2012), was adopted to classify gyri and sulci in line with previous studies (Jiang et al., 2015, 2018a,b; Liu et al., 2018; Zhang et al., 2018). A single vertex with higher average convexity value would be more likely to be classified as gyri and vice versa, resulting in the highest convexity values in the crown of gyri and lowest values in the fundi of sulci. Moreover, there were transitional or intermixed areas between gyri crown and sulci fundi. To avoid any ambiguity and to ensure the accuracy of gyri/sulci parcellation, we set a threshold value q for the convexity values of all cortical vertices in line with previous studies (Liu et al., 2018; Zhang et al., 2018). The q% vertices with highest convexity values would be classified as gyri, and the q% vertices with lowest convexity values would be classified as sulci. The remaining (100-2q)% transitional vertices between gyri and sulci would be classified as “undefined” (which means not defined as gyri or sulci). As a consequence, the cortical surface was parcellated into three parts: gyri, sulci, and undefined (Figure 1). We tested different threshold values q ranging from 10 to 30 as shown in Figures 1A,B shows the parcellated cortical surface from different views when q = 30. The rsfMRI BOLD signal was then extracted for each vertex on gyri/sulci/undefined region. It is noted that our following temporal variability analyses were applied to the spectrum of qs.


[image: image]

FIGURE 1. Cortical surface parcellation of gyri, sulci, and undefined. (A) The parcellated cortical surface when the convexity threshold value q equals 10, 15, 20, 25, and 30, respectively. (B) The parcellated cortical surface when q equals 30 from another five different views.



Temporal Variability Assessment of Functional Activity on Cortical Gyri and Sulci

To assess the temporal variability of functional activity on cortical gyri and sulci, we divided the rsfMRI BOLD signal into non-overlapping windows in line with previous study (Zhang et al., 2016). The overlapping windows would introduce the common signal segments for two consecutive windows and could bias the correlation value of BOLD activity of the two consecutive windows. The detailed framework is presented in Figure 2. For a BOLD signal of gyri, sulci, or undefined region (Figure 2A), it was divided into n non-overlapping windows with size l (Figure 2B). We tested different window size l ranging from 25 to 200 to avoid arbitrary choice of window size. Within the time window i, the BOLD signal segment was annotated as [image: image], [image: image], and [image: image] for gyral, sulcal, and undefined vertex, respectively (Figure 2B). For any pair of signal segments in time window i and j (i, j = 1, 2, 3,…, n, i ≠ j), we assessed the similarity between the signal segments pair by means of calculating the Pearson’s correlation coefficient (Figure 2C). Taking the gyral vertex as an example, the correlation [image: image] of signal segments between time window i and j was defined as:

[image: image]
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FIGURE 2. Temporal variability assessment of functional activity in cortical gyri, sulci, and undefined regions. (A) The parcellated cortical surface of gyri, sulci, and undefined regions. (B) Segmented n non-overlapping time windows of each BOLD signal in gyri, sulci, and undefined regions. (C) Assessment of correlation between any pair of signal segments in time windows. (D) Assessment of variance of all correlation values between time window pairs.



We then defined the temporal variability of BOLD signal by means of calculating the variance of all correlation values between time window pairs (Figure 2D):

[image: image]

where [image: image] is the mean correlation value. The potential difference of BOLD signal temporal variability among gyri, sulci, and undefined regions could then be assessed by means of comparing the mean temporal variance values of all vertices among the three groups. Since the fMRI signal represents the amplitude of BOLD oscillation, the correlation between different time windows of fMRI signals in Eq. (1) reflects the oscillation similarity of BOLD activity between different time windows. The Pearson’s correlation coefficient is not 0 across time, indicating that there is oscillation association of BOLD activity between different time windows. And the temporal variance of the oscillation similarity of BOLD activity is finally calculated among all time window pairs to assess the oscillation change of BOLD activity during the entire period of the time series in Eq. (2). A previous study (Zhang et al., 2016) has demonstrated that the variability of a brain region is modulated by its BOLD activity, the α band power of its EEG, and the ratio of intra- to inter-community structural connections. The temporal variability of BOLD signal is also suggested to learning performance (Bassett et al., 2011, 2013, 2015; Zhang et al., 2016) and intelligence (Saxe et al., 2018). Taken together, the abovementioned method is reasonable to assess the temporal variance of BOLD activity.

Correlation of Gyral-Sulcal Temporal Variability With Fluid Intelligence Measures

To investigate the association between temporal variability of functional activity and the fluid intelligence, we performed correlation analysis of the variance value of each vertex with each of the three fluid intelligence measures. Specifically, since each vertex of the grayordinate data had correspondence across different subjects, we correlated the variance value of signal temporal variability with each of the three fluid intelligence measures for each vertex. Those vertices with significant correlation values were counted for gyri, sulci, and undefined regions, respectively, in order to assess the distribution of those vertices on gyri, sulci, and undefined regions. The potential difference of significantly correlated vertex distribution among gyri, sulci, and undefined regions could then be compared across subjects. Note that we performed above-mentioned comparisons in both whole-brain scale and region of interest (ROI)-scale. The whole-brain scale comparison helped the assessment of averaged gyri-sulci-undefined regions difference across all brain regions, while the ROI-scale comparison enabled the assessment of gyri-sulci-undefined regions difference within the same brain region. Based on previous findings (Duncan et al., 2000), we adopted four ROIs provided in the used HCP dataset which are related to fluid intelligence: Rostral Middle Frontal, SupraMarginal, Inferior Parietal, and Lateral Occipital regions. Visualization of the four selected ROIs is in Supplementary Figure 1.



RESULTS

Temporal Variability Difference Between Gyri and Sulci

We found that the mean temporal variance of functional activity was significantly larger in gyri, smaller in sulci, and moderate in undefined regions across all brain regions within a single subject (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons). Remarkably, this finding was consistent in thirty different combinations of six window size values (l = 25, 50, 75, 100, 150, and 200) and five convexity threshold values (q = 10, 15, 20, 25, and 30) shown in Figures 3A–F, respectively. More results of other subjects are provided in Supplementary Figures 2 – 5.


[image: image]

FIGURE 3. Mean temporal variance difference of functional activity among gyri, sulci, and undefined regions across all brain regions in a single subject. (A–F) The mean temporal variance of gyri, sulci, and undefined regions when window size equals 25, 50, 75, 100, 150, and 200, respectively. Within each sub-figure, five convexity threshold values (10, 15, 20, 25, and 30) corresponding to five percentages of vertices (10, 15, 20, 25, and 30%) are tested. ∗∗∗Indicates p < 0.001.



Moreover, we obtained similar findings in ROI-scale comparison. Within each of the four ROIs, the mean temporal variance of functional activity was significantly larger in gyri, smaller in sulci, and moderate in undefined regions (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons). Figures 4A–D presents the mean temporal variance among gyri, sulci, and undefined regions in ten subjects within each of the four ROIs, respectively.


[image: image]

FIGURE 4. Mean temporal variance difference of functional activity among gyri, sulci, and undefined regions in ROI-scale in ten subjects. (A–D) The mean temporal variance of gyri, sulci, and undefined regions in ten subjects within each of the four ROIs, respectively. ∗∗∗Indicates p < 0.001.



Reproducibility of Temporal Variability Difference via Permutation Test

We further assessed the reproducibility of temporal variability difference among gyral/sulcal/undefined vertices via permutation test. For each subject, we randomly assigned all vertices into 10% gyri, 10% sulci, and 80% undefined groups in line with the convexity threshold value 10, and compared the mean temporal variance of functional activity among the three groups. The procedure was repeated for 1000 times. We found that the mean temporal variance of functional activity was still significantly larger in gyri, smaller in sulci, and moderate in undefined regions (1000-time permutation independent sample t-test, p < 0.05, Bonferroni correction for multiple comparisons).

Correlation Between Temporal Variability and Fluid Intelligence Measures

We found that the temporal variability of functional activity in certain gyral/sulcal/undefined vertices had significant positive correlation with each of the three fluid intelligence measures (r > 0.2, p < 0.05, Bonferroni correction for multiple comparisons) across all brain regions. Taking the “number of correct responses” measure as an example, Figures 5A–C present the correlations between temporal variance and this measure across all 68 subjects of three example gyral vertices, three example sulcal vertices in Figures 5D–F, and three undefined vertices in Figures 5G–I. Moreover, those vertices which are significantly positively correlated with the “number of correct responses” measure are visualized on the cortical surface shown in Figure 6 and are mainly located in the middle frontal cortex, inferior parietal lobe and visual cortex. More results of the other two fluid intelligence measures are provided in Supplementary Figures 6–9.


[image: image]

FIGURE 5. Correlation between temporal variability of functional activity and fluid intelligence measure “number of correct responses” (PMAT24_A_CR) across all brain regions. (A–C) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects of three example gyral vertices, respectively. (D–F) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects of three example sulcal vertices, respectively. (G–I) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects of three example undefined vertices, respectively. (J) The mean percentage of gyral/sulcal/undefined vertices with significant positive correlations with the “number of correct responses” measure across all 68 subjects. ∗∗∗Indicates p < 0.001.




[image: image]

FIGURE 6. Visualization of the vertices with significant positive correlation between temporal variance and the “number of correct responses” measure across all brain regions on cortical surface across three subjects. (A–C) shows the vertices distribution on cortical surface from three views across three subjects, respectively. The main locations of those vertices on cortical surface are highlighted by yellow dashed ovals.



Moreover, we found that for those vertices with significant positive correlations between temporal variance and the “number of correct responses” measure across all brain regions, the percentage of vertices was significantly larger in gyri, smaller in sulci, and moderate in undefined regions across all 68 subjects as presented in Figure 5J (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons). For the other two measures “median reaction time for correct responses” and “total skipped items,” the percentage of vertices was significantly smaller in gyri, larger in sulci, and moderate in undefined regions across all 68 subjects as presented in Supplementary Figures 6J, 7J (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons).

For ROI-scale comparison, we obtained similar findings as the whole-brain comparison. Within each of the four ROIs, the temporal variability of functional activity in certain gyral/sulcal/undefined vertices had significant positive correlation with each of the three fluid intelligence measures (r > 0.2, p < 0.05, Bonferroni correction for multiple comparisons) as illustrated in Figures 7A–L and Supplementary Figures 10, 11. Those vertices which are significantly positively correlated with the three fluid intelligence measures within each of the four regions are visualized on the cortical surface shown in Figure 8 and Supplementary Figures 12, 13. Moreover, for those vertices with significant positive correlations between temporal variance and the “number of correct responses” measure within each of the four regions, the percentage of vertices was significantly larger in gyri, smaller in sulci, and moderate in undefined regions across all 68 subjects as presented in Figures 7M–P (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons). For the other two measures “median reaction time for correct responses” and “total skipped items,” the percentage of vertices was significantly smaller in gyri, larger in sulci, and moderate in undefined regions in three regions while no significant difference in middle frontal cortex as presented in Supplementary Figures 10, 11 (independent sample t-test, p < 0.001, Bonferroni correction for multiple comparisons).


[image: image]

FIGURE 7. Correlation between temporal variability of functional activity and fluid intelligence measure “number of correct responses” (PMAT24_A_CR) within each of the four ROIs. (A–D) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects in one example gyral vertex within each of the four ROIs, respectively. (E–H) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects in one example sulcal vertex within each of the four ROIs, respectively. (I–L) The correlations between temporal variance and “number of correct responses” measure across all 68 subjects in one example undefined vertex within each of the four ROIs, respectively. (M–P) The mean percentage of gyral/sulcal/undefined vertices with significant positive correlations with the “number of correct responses” measure across all 68 subjects. ∗∗∗Indicates p < 0.001.
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FIGURE 8. Visualization of the vertices with significant positive correlation between temporal variance and the “number of correct responses” measure within single brain region on cortical surface of one subject. The vertices distribution on cortical surface are shown from three views within (A) Rostral Middle Frontal, (B) SupraMarginal, (C) Inferior Parietal, and (D) Lateral Occipital regions, respectively. The main locations of those vertices on cortical surface are highlighted by yellow dashed ovals.



Furthermore, we adopted all 12 temporal variance values of gyri/sulci/undefined regions in the four ROIs as independent variables to predict the fluid intelligence measure “number of correct responses.” Specifically, we adopted linear regression model and leave-one-out cross validation implemented in Weka software. The result showed that the correlation coefficient value indicating how well the predictions are correlated with the actual value is as high as 0.41, suggesting that the temporal variance values of gyri/sulci/undefined regions in the four ROIs can predict the fluid intelligence.



DISCUSSION

We found that the temporal variance of resting state fMRI BOLD signal was significantly larger in gyri, smaller in sulci, and moderate in undefined regions. Since the undefined regions were intermixed areas between gyri crown and sulci fundi, it was reasonable that their associated temporal variance of resting state fMRI BOLD signal was moderate between gyri and sulci. Notably, the current findings were consistent across different subjects, with a variety of combinations of time window size and convexity threshold values, and under different vertices selection strategies (convexity threshold and permutation test), demonstrating that gyri truly had significant larger temporal variance of resting state functional activity compared with sulci. This finding was supported by our recent study (Liu et al., 2018) showing that gyral resting state fMRI BOLD signals had lower frequency than sulcal signals. The fMRI BOLD signals with lower frequency tend to have more global temporal changes. Therefore, gyral resting state BOLD signals were more variable in global temporal changes represented as temporal variance than sulcal signals in this study.

We found that the temporal variability of functional activity in the middle frontal cortex, inferior parietal lobe, and visual cortex had significant positive correlation with the fluid intelligence measures. Previous studies have argued that fluid intelligence was linked to variations in human neuronal structure and function (Duncan et al., 2000; Duncan, 2003, 2005). The brain with higher variability of functional activity might be more easily for learning and higher-order relational reasoning of variable external environments (Bassett et al., 2011, 2013, 2015; Zhang et al., 2016; Saxe et al., 2018). Therefore, the identified positive correlation between temporal variability of functional activity and fluid intelligence measures was reasonable. The current finding was also consistent with previous studies reporting the correlation between fluid intelligence related networks and individual fluid intelligence scores (Santarnecchi et al., 2017), and that brain entropy measured by resting state fMRI was positively associated with intelligence (Saxe et al., 2018). Moreover, it was reported that in a spatial task with high Spearman’s g (general intelligence) involvement, there were high-g activations occurred bilaterally in the prefrontal cortex, parietal lobe, and visual cortex (Duncan et al., 2000). The prefrontal cortex was recruited by different forms of cognitive demand such as working memory load, task novelty, response competition, and perceptual difficulty, etc. (Duncan and Owen, 2000) which were critical building blocks for fluid intelligence. The parietal lobe cortex was recruited in a variety of visuospatial task (Corbetta et al., 1995). The recruited visual cortex might presumably reflect more extensive visual analysis and/or the effects of eye movements (Duncan et al., 2000).

We found that the vertices with significant positive correlations between temporal variability and the fluid intelligence measure “number of correct responses” were predominately located in gyri, moderate in undefined regions, and less in sulci, while the other two measures “median reaction time for correct responses” and “total skipped items” generally showed reversed distributions, i.e., more in sulci, moderate in undefined regions, and less in gyri (Supplementary Figures 6, 7, 10, 11). This is reasonable since higher fluid intelligence corresponded to more “number of correct responses,” and less “median reaction time for correct responses” and “total skipped items.” As visualized in Supplementary Figures 6, 7, 10, 11, a number of data points may qualify as outliers and thus potentially bias the correlation. Moreover, in Supplementary Figures 7, 11 there is a population of “no skipped item” subjects (26 out of 68 subjects) whose temporal variance spans almost the entire range of temporal variations in the sample, which may weaken the correlation. It is suggested that the “median reaction time for correct responses” and “total skipped items” measure of fluid intelligence may not have as strong correlations with temporal variations as the “number of correct responses” (Figure 5). Nevertheless, the positive correlation between the temporal variations and the first fluid intelligence measure “number of correct responses” is significant and supports our conclusion. This finding provided more evidence to elucidate the temporal variability difference of functional activity among gyri, sulci, and undefined regions. That is, gyri might participate more in the fluid intelligence than sulci and undefined regions. Our previous studies have demonstrated that gyri represent a global functional hub that performs neural communication among remote brain regions, and sulci a local function processing unit that directly communicates with neighboring gyri (Deng et al., 2014). The fluid intelligence might be more related to and supported by global neural communication among gyral regions in the whole brain.

This study assessed the temporal variability of functional activity using resting state fMRI signals in line with previous study (Zhang et al., 2016), since the resting state fMRI signals represent intrinsic functional brain activity without being affected by any external stimuli in task-based fMRI. Illustration of the temporal variability mapped on cortex with different time windows is in Supplementary Figure 14. Therefore, it would be more suitable in the present study to assess the correlation between temporal variability of intrinsic functional activity and general human intelligence which is not related to specific task stimulus. In the future, it would be interesting to investigate the relationship between temporal variability of task-based fMRI signals and the in-task performance under specific task stimuli.

The present study has several limitations. First, the current study used average convexity (see section “Cortical Surface Parcellation of Gyri and Sulci”) to define gyri/sulci within the brain regions. However, certain brain regions, e.g., insula, are hard to be defined as gyri/sulci merely based on the average convexity information. Although those brain regions were not identified to be related to fluid intelligence in the current study, more cautiousness is needed to study the gyral/sulcal characteristics of those regions in the future. Second, the current study adopted HCP grayordinate rsfMRI data to explore the temporal variability of BOLD signals on gyri/sulci. Due to the natural characteristics of fMRI imaging, more direct evidence in a finer-scale (e.g., neuron-level) is needed in the future to further validate the current findings of temporal variability difference between gyri and sulci.

In conclusion, the present study is one of the first studies to assess the temporal variability characteristics of resting state functional activity in gyri and sulci as well as its association with behavioral measures (fluid intelligence in this study). The findings could provide novel insights to understand the functional mechanisms of gyri and sulci and to demonstrate their functional relevance on the behavioral level. A future work would be applying the analysis framework on more subjects and to correlate with other behavioral measures which might be scientifically related to temporal variability. It would be also interesting to compare the temporal variability of functional activity between resting state and task-based fMRI signals in gyri and sulci and its association with behavioral measures.
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Leukoaraiosis (LA) is associated with cognitive impairment in the older people which can be demonstrated in functional connectivity (FC) based on resting-state functional magnetic resonance imaging (rs-fMRI). This study is to explore the FC changes in LA patients with different cognitive status by three network models. Fifty-three patients with LA were divided into three groups: the normal cognition (LA-NC; n = 14, six males), mild cognitive impairment (LA-MCI; n = 27, 13 males), and vascular dementia (LA-VD; n = 12, six males), according to the Mini Mental State Exam (MMSE) and Clinical Dementia Rating (CDR). The three groups and 30 matched healthy controls (HCs; 11 males) underwent rs-fMRI. The data of rs-fMRI were analyzed by independent components analysis (ICA) and region of interest (ROI) analysis by the REST toolbox. Then the FC was respectively analyzed by the default-mode network (DMN), salience networks (SNs) and the central executive network (CEN) with their results compared among the different groups. For inter-brain network analysis, there were negative FC between the SN and DMN in LA groups, and the FC decreased when compared with HC group. While there were enhanced inter-brain network FC between the SN and CEN as well as within the SN. The FC in patients with LA can be detected by different network models of rs-fMRI. The multi-model analysis is helpful for the further understanding of the cognitive changes in those patients.

Keywords: leukoaraiosis, resting-state MRI, functional connectivity, salience network, central executive network, default-mode network


INTRODUCTION

Leukoaraiosis (LA), also called white matter hyperintensities (WMH), was described as multifocal or diffuse periventricular or subcortical hyperintensity lesions of varying sizes (Hachinski et al., 1987). LA is found in 39% population and in 96% population above 60 years (Longstreth et al., 1996). The progression of LA is associated with cognitive impairments (Schmidt et al., 2007; O’Sullivan, 2008; Brickman et al., 2011; Chen et al., 2016).

Resting-state functional magnetic resonance imaging (rs-fMRI), including functional connectivity (FC), has been used in cognitive impairments (He et al., 2014; Cheng et al., 2017). FC has been identified as some robust intrinsic connectivity networks (ICNs), such as the default-mode network (DMN), central executive network (CEN) and salience network (SN; Seeley et al., 2007; Menon and Uddin, 2010; Menon, 2011; Chand et al., 2017). A triple network model made by DMN, CEN and SN has shown an explanatory power for psychiatric and neurological diseases (Seeley et al., 2007; Menon, 2011; Chand and Dhamala, 2016).

FC may be a potential predictor of cognitive impairments in patients with LA (Reijmer et al., 2015; Cheng et al., 2017; Li et al., 2017). Previous study has shown that the DMN, SN and CEN interact closely to control cognitive processes. Reijmer et al. (2015) reported the alternation of the DMN [the posterior cingulate cortex (PCC) and medial prefrontal cortex (MPFC)] in patients with WMH. Cheng et al. (2017) found an increased FC between the right insular region (an important area in SN) and the right superior orbital frontal gyrus and between the right calcarine cortex and the left PHG in LA patients. Chand et al.’s (2017) study showed the SN could modulate the interaction between DMN and CEN in healthy elderly controls but this modulation was disrupted in mild cognitive impairment MCI. However, the interactions of these brain networks associated with cognitive impairment loads in patients with LA are still undescribed. Therefore, our study aimed to investigate the connectivity patterns of DMN, SN and CEN by using rs-fMRI data in LA patients with different cognitive impairment.



MATERIALS AND METHODS


Participants

A total of 53 LA patients and 30 healthy control (HC) subjects in this study were consecutively recruited from the Beijing Tiantan Hospital. The inclusion criteria for the LA patients were as above: (1) age ≥50 years; (2) patients have LA lesions on MRI images according to the revised version of the scale of Fazekas; and (3) right-handed. The exclusion criteria were as above: (1) MRI contraindications; (2) severe systemic diseases; (3) related neurological diseases, such as epilepsy, traumatic brain injury, multiple sclerosis; (4) leukoencephalopathy of non-vascular origin; (5) dementia of non-vascular origin; and (6) inability to complete cognitive test and MRI exam. All of the LA patients have diffuse or confluent white matter hyperintensity lesions in periventricular or subcortical white matter on T2-weighted image (T2WI) and fluid-attenuated inversion recovery (FLAIR) MRI. HC subjects have the matched age, gender and education year with LA. All experimental protocols in our study were approved by the institutional review board of Beijing Tiantan Hospital, and all subjects signed informed consent forms. The flow chart of this study has been showed in Figure 1.
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FIGURE 1. Flow chart. MMSE, Mini Mental State Exam; CDR, Clinical Dementia Rating; LA, leukoaraiosis; ICA, independent components analysis; ROI, region of interest; SN, salience networks; DMN, default-mode network; CEN, central executive network.





Clinical Assessment

The cognitive function of the four groups was evaluated by Mini Mental State Exam (MMSE) and their clinical diseases state was judged by the clinical dementia rating scale (CDR). All clinical scales were evaluated by two experienced neurologists.

Based on the MRI images and the scores of the MMSE, they were divided into four groups: LA patients with normal cognition (LA-NC; n = 14, MMSE scores range 28–30), LA patients with MCI (LA-MCI; n = 27, MMSE scores range 23–27), and LA patients with vascular dementia (VD; LA-VD; n = 12, MMSE scores less than 23). HC group (n = 30, MMSE scores range 28–30).



Image Acquisition

MR images were acquired using a 3T SIEMENS TIM whole-body MR system. We used a T2WI sequence with the following scan parameters: repetition time (TR) = 4,500 ms, echo time (TE) = 84 ms, flip angle (FA) = 120°, matrix = 256 × 256, field of view (FOV) = 220 × 220 mm2, slice thickness = 5 mm, and slice gap = 1 mm, number of slices = 24. We used a T2WI-FLAIR sequence with the following scan parameters: TR = 11,000 ms, TE = 140 ms, FA = 90°, matrix = 256 × 256, FOV = 220 × 220 mm2, slice thickness = 3.5 mm, and slice gap = 1.0 mm. The 3D MPRAGE sequence with the following scan parameters: TR = 2,300 ms, TE = 3.28 ms, FOV = 256 mm × 256 mm2, matrix = 256 × 256, flip angle 9°, in plane resolution = 1 mm × 1 mm, slice thickness = 1 mm. rs-fMRI data were acquired using an echo planar imaging (EPI) sequence with the following scan parameters: TR = 2,000 ms, TE = 30 ms, flip angle (FA) = 90°, matrix = 64 × 64, FOV = 256 × 256 mm2, slice thickness = 3.7 mm, and slice gap = 0 mm, number of slices 32. During the fMRI scans, all subjects were asked to keep their eyes closed, stay as motionless as possible, think of nothing in particular, and not fall asleep during the scan.



Pre-processing of Resting-State Data

All of the fMRI data were analyzed using SPM81. The pre-processing steps include: slice-timing realignment and adjustment, motion correction, co-registration, normalization, spatial smoothing, delinearization and bandpass filtering. The first five volumes were discarded to eliminate T1 relaxation effects. Next, the head motion parameters of each volume were estimated and saved, and each volume was realigned to the mean map of the whole volumes to correct for geometric displacements using a six-parameter rigid-body transformation. Five subjects were excluded from further analysis because they had maximum displacements (>2 mm) in one or more of the orthogonal directions (x, y, z) or a maximum rotation (x, y, z) >2.0°. The data were spatially normalized to the standard EPI template and re-sampled to 2 × 2 × 2 mm3. The normalized data were smoothed using a 6-mm full width at half maximum.



Definition of the SN Mask by the ICA Method and Intra-Brain-Network FC

We applied group independent component analysis (gICA) to rs-MRI data with the Infomax algorithm implemented in Matlab (Calhoun et al., 2001) in order to identify the regions of interest (ROIs) for the SN. To ensure the stability of the ROIs, we performed gICA100 times. Twenty-five aggregate independent components (ICs) were identified using the GIFT toolbox2, in which the number of components was determined by the minimum description length criterion. All aggregate ICs were visually inspected, and the IC representing SN was selected (Seeley et al., 2007). Then, the specify IC of all subjects regardless of group was entered into a random-effect one-sample t-test. We used a threshold of P < 0.001 [Family Wise Error (FWE) correction] to define the SN mask. The result was displayed on a brain surface template using the REST slice viewer3. Based on this result, the mask SN was made using MRIcro4 and displayed on the brain surface template (Figure 2).
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FIGURE 2. The mask of the SN, mainly including the bilateral frontoinsular cortex (FIC) and anterior cingulate cortex (ACC). The red area is the right, the blue area is the left FIC, and the green area is ACC.



In order to obtain the intra-brain-network FC of each group, we repeated the same group ICA test for each group. ICs representing the SN of each patient were selected and entered into a random-effect one-sample t-test. The result of the one-sample t-test was used to obtain the intra-brain-network FC for each ROI in the SN.



Definition of the DMN and CEN Masks by ROI and Intra-Brain-Network FC

The definitions of the ROIs of the DMN and CEN were based on a previous study (Duan et al., 2012). For the DMN, we defined three ROIs, including the ventromedial PFC (vmPFC, MNI coordinates: −2, 54, −6), left PCC (MNI coordinates: −6, −48, 32), and right PCC (MNI coordinates: 10, −52, 28). For the CEN, we defined four ROIs, including the left dorsolateral PFC (dlPFC; MNI coordinates: −48, 34, 34), right dlPFC (MNI coordinates: 48, 40, 30), left PPC (MNI coordinates: −36, −44, 46), and right PPC (MNI coordinates: 42, −42, 48). Then, a sphere mask of 10 mm in radius centered at each peak voxel was defined and the averaged time series for each of the defined ROIs was extracted. Then we used the averaged time series extracted from the SN template as the starting point, the FC measurement was performed for each voxel of the whole brain. Conjunction analysis was used to define the brain areas that were correlated with all of the ROIs of the specific functional networks. Then we used the FWE method with a threshold of P < 0.05 after multiple comparison corrections. Finally, the ROIs were selected as the masks capturing the key nodes within the DMN and CEN. The masks of DMN and CEN were shown on the MRIcrobrain surface template (Figures 3, 4).
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FIGURE 3. The mask of the DMN, mainly including medial prefrontal cortex (MPFC), ACC, posterior cingulate cortex (PCC), and precuneus.
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FIGURE 4. The mask of the CEN, mainly including the ACC and bilateral dorsolateral PFC (dlPFC).





SN-Anchored FC Analysis

First, the right frontoinsular cortex (FIC) was selected as the seed region to calculate inter-brain-network FCs with the CEN and DMN because of its reported role in switching between the CEN and the DMN (Sridharan et al., 2008). We extracted the averaged time series of the right FIC to calculate its FC with each voxel across the whole brain. With the application of the DMN and CEN masks, the mean FCs of the core regions within the DMN and CEN were measured. ANOVA was used to determine the differences for both inter-brain-network and intra-brain-network FCs among these four groups. Between-group differences of the intra-brain-network FCs between the SN and DMN as well as between the SN and CEN were also compared.



Statistical Analyses

We used one-way ANOVA to compare the clinical features (age, education year, MMSE scores, CDR scores) and the FC across the four groups. Bonferroni correction and least significant difference (LSD) were used to post hoc comparisons.




RESULTS


Participant Characteristics

In the present study, a total of 53 LA patients and 30 HCs were included in all the analyses. The demographic and behavioral statistics for the four groups are presented in Table 1. There were no significant differences in age or education among the four groups (P > 0.1).


TABLE 1. Demographic and behavioral statistics for the four groups.

[image: image]




The FC of Whole Brain Based on Right FIC

Figure 5 showed the whole brain FC of the three LA groups and HC group based on the right FIC as the seed point. All the FC of LA groups were lower than HC, the next order was the LA-MCI, the LA-NC and the LA-VD.


[image: image]

FIGURE 5. The functional connectivity (FC) of the whole brain of each of the four study groups. The FC of the three LA groups is markedly weaker than that of the healthy control (HC) group. CDR, clinical dementia rating; MCI, mild cognitive impairment; VD, vascular dementia.





The Relationship Between SN and DMN

The interaction between the SN and DMN was negatively correlated. The one-way ANOVA was used for inter-networks of SN and DMN.

We found differences in the bilateral PCC and bilateral vmPFC among the four groups, and we also found differences in the left AG and left inferior parietal lobe (IPL) among the HC group, LA-NC group and LA-MCI group (Figure 6). Within the left AG and left IPL, the number of negatively activated points in the LA-VD group was too small to be counted, so we only compared the FC of the HC group, the LA-NC group and the LA-MCI group (Figure 7).
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FIGURE 6. The FC between anatomical brain regions in the DMN and SN. There was negative correlation between DMN and SN activity. The first group of bars is the left PCC, the second group of bars is the right PCC, the third group of bars is the ventromedial PFC (vmPFC). The overall connectivity trend from high to low was HC group, LA-normal cognition (NC) group, LA-MCI group, and LA-VD. Green bar, HC; yellow bar, LA-NC; gray bar, LA-MCI; and blue bar, LA-VD. *P < 0.05, LSD corrected; **P < 0.05, Bonferroni corrected; ***P < 0.001, Bonferroni corrected. Error bars represent standard error. Error bar: 95% confidence intervals (CIs).




[image: image]

FIGURE 7. The FC between anatomical brain regions in the DMN and SN. Within the left angular gyrus (AG) and left inferior parietal lobe (IPL), the number of negatively activated points in the LA-VD group was too small to be counted. The first group of bars is the left AG, the second group of bars is the left IPL. Green bar, HC; yellow bar, LA-NC; and gray bar, LA-MCI. **P < 0.05, Bonferroni corrected; ***P < 0.001, Bonferroni corrected. Error bars represent standard error. Error bar: 95% CI.



This result showed that for the FC between the SN and DMN, the HC group has the highest connection, followed by LA-NC, LA-MCI and LA-VD.



The Relationship Between SN and CEN

The interaction between the SN and CEN was positively correlated. The overall connectivity trend was different from DMN, the HC group also has the highest FC, but its next order was LA-MCI, LA-VD and LA-NC. We found significant connectivity differences in the bilateral dlPFC, bilateral ventrolateral PFC (vlPFC), bilateral supplementary motor area (SMA), and bilateral IPL among the four groups (Figures 8, 9).
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FIGURE 8. The FC between anatomical brain regions in the CEN and SN. There was a positive correlation between CEN and SN activity. The first group of bars is the left dlPFC, the second group of bars is the right dlPFC, the third group of bars is the left ventrolateral PFC (vlPFC), and the fourth group of bars is the right vlPFC. The overall connectivity trend from high to low was HC group, LA-MCI group, LA-VD group, and LA-NC group. Green bar, HC; yellow bar, LA-NC; gray bar, LA-MCI; blue bar, LA-VD. *P < 0.05, LSD corrected; **P < 0.05, Bonferroni corrected; ***P < 0.001, Bonferroni corrected. Error bars represent standard error. Error bar: 95% CI.
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FIGURE 9. The FC between anatomical brain regions in the CEN and SN. There was a positive correlation between CEN and SN activity. The first group of bars is the left supplementary motor area (SMA), the second group of bars is the right SMA, the third group of bars is the left IPL, the fourth group of bars is the right IPL. The overall connectivity trend from high to low was HC group, LA-MCI group, LA-VD group and LA-NC group. Green bar, HC; yellow bar, LA-NC; gray bar, LA-MCI; blue bar, LA-VD. **P < 0.05, Bonferroni corrected; ***P < 0.001, Bonferroni corrected. Error bars represent standard error. Error bar: 95% CI.





The Relationship Within the SN

Nearly all the three components of SN showed significant differences across groups when used the one-way ANOVA, including the bilateral FICs and anterior cingulate cortex (ACC). The post hoc comparison of the intra-brain-network FC of the SN was positively correlated in terms of neural activity. The connectivity of HC also was the highest one, and the LA-VD/ LA-MCI followed HC, the least one was LA-NC. We found significant FC in the ACC and the right FIC among the four groups (Figure 10).
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FIGURE 10. The result of the intra-SN FC. There were positive correlations in neural activity. The first group of bars is the ACC, the second group of bars is the right FIC. The overall connectivity trend from high to low was HC group, LA-VD/MCI group, and LA-NC group. Green bar, HC; yellow bar, LA-NC; gray bar, LA-MCI; blue bar, LA-VD. **P < 0.05, Bonferroni corrected; ***P < 0.001, Bonferroni corrected. Error bars represent standard error. Error bar: 95% CI.






DISCUSSION

In this study, we examined the FC of the SN, CEN, and DMN in LA patients with different cognitive impairment loads and HC participants. We found that different LA groups with different cognitive status presented differently in the ICNs compared to the HC group. There were four findings revealed in our study. First, the negative correlations between the SN and DMN were diminished as the cognitive impairment loads increased. As the load of cognitive, the decline of FC in LA groups was intensified. The FC between the SN and DMN provided a characterization of the cognitive load impairment of the LA. Second, with the increase in the severity of cognitive impairment, the positive correlation between the SN and CEN was increased. The FC between the SN and CEN provided a representation of LA’s cognitive load compensation. Last, as the severity of LA cognitive impairment increased, the positive correlation within the SN was increasing. The intra-SN connection provided a representation of the cognitive burden compensation for LA.

In our study, the LA patients demonstrated decreased functional connectivity between the DMN and the right FIC in SN, especially in the bilateral PCC and vmPFC, consistent with previous studies (Menon and Uddin, 2010; Li et al., 2015; Reijmer et al., 2015; Atwi et al., 2018; Wang et al., 2019). It may indicate that LA leads to the decrease of FC between the SN and DMN, and the damage of connectivity between the DMN and SN. Wang et al. (2019) found that the PCC, precuneus and right inferior temporal gyrus showed significantly decreased ALFF values in LA patients. The researchers thought that the executive functional impairment of LA may be caused by the disruptions in the afferents of PCC. Although we used different method, we got the similar result. Atwi et al. (2018) found that older adults with WMH had lower activation in fronto-temporal and parietal cortices compared to the healthy older adults, so they got the conclusion WMH may contribute to the dysfunction of brain networks. Our result is consistent with this result. Reijmer et al. (2015) combined the structural and functional brain connectivity in WMH patients, and they found that the PCC and MPFC of the DMN were altered, as well as a significant correlation between the microstructural properties of the cingulum bundle and MPFC-PCC FC in patients with low WMH load. This decreased structural connectivity could explain the change in FC, and this result could explain our study. But more evidence of structural and FC is needed to ensure the physiological basis of LA patient’s cognitive changes.

Our study showed that the CEN and the right FIC in SN were positively correlative, and the FC was decreased between the CEN and SN in LA patients regardless of the cognitive status. This may be explained by Wiggins research, since the LA contributed to the speeded and mental manipulation of executive function (Wiggins et al., 2018). Interestingly, the LA-MCI and LA-VD groups in our study showed higher FC between the CEN and SN, especially in the bilateral dlPFC, ventrolateral PFC, bilateral SMA, and IPL. This may due to the changes in functional compensation in LA patients with cognitive dysfunction (Lockhart et al., 2015; Gold et al., 2017).

Our study also revealed decreased FC in the intra-SN at the ACC and right FIC in LA patients ignorance of their cognitive status. As an important part of the SN, FIC is a critical switcher between the CEN and DMN (He et al., 2014). He et al. (2014) found that the bilateral FIC showed decreased intra-SN FC in the AD group. The decrease of FC may indicate that the intra-SN connection has been damaged in LA groups, and it may be caused by LA. Furthermore, the LA-MCI and LA-VD group showed significant increase in intra-SN FC at the right FIC when compared with the LA-NC group. This mechanism may play a compensatory role in LA patients with MCI and VD, improving the efficiency of conversion. Since the FC in LA patients has changed and suggests a compensatory mechanism (Cheng et al., 2017) the intra-SN connection may provide a representation of the cognitive burden compensation for LA.

There are limitations of our study. First, the sample is not large enough. Second, this study did not contain a correlation analysis of the specific relationships among different cognitive functions and the three ICNs. Third, we did not analyze the relationship between the FC and the neuropsychological battery.



CONCLUSION

In our study, we evaluated the rs-fMRI by a triple network model in LA patients with different cognitive status. The multi-model analysis is helpful for further understanding of the cognitive changes in LA patients.
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An imbalance of iron metabolism with consecutive aggregation of α-synuclein and axonal degeneration of neurons has been postulated as the main pathological feature in the development of Parkinson’s disease (PD). Quantitative susceptibility mapping (QSM) is a new imaging technique, which enables to measure structural changes caused by defective iron deposition in parkinsonian brains. Due to its novelty, its potential as a new imaging technique remains elusive for disease-specific characterization of motor and non-motor symptoms (characterizing the individual parkinsonian phenotype). Functional network changes associated with these symptoms are however frequently described for both magnetoencephalography (MEG) and resting state functional magnetic imaging (rs-fMRI). Here, we performed a systematic review of the current literature about QSM imaging, MEG and rs-fMRI in order to collect existing data about structural and functional changes caused by motor and non-motor symptoms in PD. Whereas all three techniques provide an effect in the motor domain, the understanding of network changes caused by non-motor symptoms is much more lacking for MEG and rs-fMRI, and does not yet really exist for QSM imaging. In order to better understand the influence of pathological iron distribution onto the functional outcome, whole-brain QSM analyses should be integrated in functional analyses (especially for the non-motor domain), to enable a proper pathophysiological interpretation of MEG and rs-fMRI network changes in PD. Herewith, a better understanding of the relationship between neuropathological changes, functional network changes and clinical phenotype might become possible.

Keywords: quantitative susceptibility mapping, magnetoencephallography (MEG), functional magnet resonance imaging (fMRI), motor, non-motor


INTRODUCTION

Quantitative susceptibility mapping (QSM) is a new technique for quantifying magnetic susceptibility (Haacke et al., 2015). It enables quantitative in vivo measurement of iron deposition in brain tissue of parkinsonian patients. Technically, QSM solves the deconvolution or inverse problem from a magnetic field to susceptibility source and thus maps the magnetic property of local tissue (de Rochefort et al., 2010). This local property is crucially different from the nonlocal property of traditional gradient echo (GRE) magnetic resonance imaging (MRI), including susceptibility-weighted imaging (SWI), the GRE magnitude T2*-weighted imaging and GRE phase imaging; additionally QSM and GRE MRI are considered to be sensitive to susceptibility (Wang and Liu, 2015). Iron likely stored in ferritin (Griffiths et al., 1999) is highly paramagnetic and can be sensitized in MR imaging by using relaxation contrast [such as T2-weighted imaging and R2 (1/T2) mapping] and susceptibility contrasts [such as T2*-weighted imaging and R2* (1/T2*) mapping; Liu et al., 2015]. R2* mapping has been used for a quantitative study of brain iron (Haacke et al., 2005). A recent postmortem correlation study in seven patients without signs of a neurological disorder has demonstrated that the relationship with R2* can be linear in regions of more uniform iron deposition (Langkammer et al., 2010). However, R2* mapping depends on field strength (Yao et al., 2009), contains substantial blooming artifacts that increase with echo time (Wang et al., 2013), and generally relates to iron concentration in a complex way (Liu et al., 2015). Physically meaningful regularizations, including the Bayesian approach, have been developed recently to enable accurate QSM to study iron distribution, calcification blood degradation, metabolic oxygen consumption, demyelination, and other pathophysiological susceptibility changes, as well as contrast agent bio-distribution in MRI (Wang et al., 2017). This latter development now opened the possibility to apply QSM to study iron distribution in movement disorders like Parkinson’s disease (PD). Due to its novelty, its potential as a new imaging technique for disease-specific prediction of motor (Moustafa et al., 2016) and non-motor symptoms in PD (Chaudhuri et al., 2006) remains elusive. Here, we review the value of QSM imaging in the classification of different parkinsonian phenotypes and the possibility to predict parkinsonian subtypes in combination with well-established functional imaging techniques [resting state functional magnetic imaging (rs-fMRI) and magnetoencephalography (MEG)].

We propose that the combination of structural (QSM) and functional (MEG, rs-fMRI) imaging techniques may enable a more comprehensive view onto PD reflecting structural disease patterns and functional network changes characteristic for motor and non-motor subtypes in PD. These characteristic, disease-related changes measured by the proposed three imaging techniques might help to better classify individual patients with regards to their individual phenotypes. A better classification might then open the possibility for better prediction of disease course and more accurate treatment for the individual patient.

Medical electronic search engine (PubMed) was used to collect studies using QSM, MEG and rs-fMRI in patients suffering from PD (February, 2018). Mainly articles published after the year 2000 were included in the reviewing process; a few important articles, however, date back to the 1990s. The keywords used were: (Parkinson’s disease OR Parkinson disease OR parkinsonian), (quantitative susceptibility mapping OR QSM), (magnetoencephalography OR MEG), (resting state functional magnetic resonance imaging OR functional connectivity in resting state functional magnetic resonance imaging OR resting state MRI). We listed all original studies in English that were retrieved with the search string.



QUANTITATIVE SUSCEPTIBILITY MAPPING

Numerous studies questioned if the QSM technique allows measuring the differences in susceptibility in Parkinsonian patients compared to controls. Langkammer et al. (2016) could extend the established finding of higher R2* rates in the SN in PD patients compared to controls by QSM showing superior sensitivity for PD-related tissue changes in nigro-striatal dopaminergic pathways including the pallidum (GP), thalamus (THA), SN and red nucleus (RN). QSM was additionally significantly correlated with the levodopa-equivalent dosage and disease severity. He et al. (2015) compared regional QSM and R2* values in patients with early-stage PD and questioned whether these techniques can be used as biomarkers for early diagnosis in PD. Here, QSM was more sensitive to pathological changes than R2* maps. In QSM measurements, bilateral SN and RN contralateral to the most affected limb showed significantly higher susceptibility values than controls, whereas R2* showed only in the SN contralateral to the most affected limb increased values in PD compared to controls. Furthermore, bilateral SN magnetic susceptibility positively correlated with disease duration and Unified Parkinson disease rating scale (UPDRS)-III scores in early PD. Murakami et al. (2015) also compared R2* measurements and QSM measurements in the following regions: THA, caudate nucleus (CD), GP, SN and RN. They only found significant differences between patients and controls in the SN and again QSM showed higher diagnostic performance than R2*. Barbosa et al. (2015) measured R2, R2* and QSM values in the SN, SNc (compact part), RN, GP, putamen (PUT), THA, white matter and gray matter and only found significant differences in the SN, predominantly in the SNc in comparison of patients with controls; again QSM was the most sensitive quantitative technique to measure iron deposition in the SN. Zhao et al. (2017) also found a significant difference in QSM values in the SN between 29 patients and 25 controls, but differently to the above presented studies, they described no significant differences between patients and controls in the R2* map. As regions of interest (ROIs) they additionally included the RN, GP, PUT and head of CD nucleus without reaching statistical significance. Additionally, they found no correlations of the UPDRS-III score and QSM or R2* values in the Parkinson group. Azuma et al. (2016) performed an ROI analysis in the GP, RN, PUT CD, SN (anterior, medial and posterior part) and analyzed the asymmetry of mean susceptibility in PD compared to healthy controls. They worked out that QSM is useful for assessing the lateral asymmetry and spatial difference of iron deposition in the SN of patients with PD. This spatial difference of iron distribution has been considered in nigrosome-1 imaging, a subregion of the SNc that is specifically altered in PD (Kim et al., 2018). They found that high-spatial-resolution QSM combined with histogram analysis at 3 Tesla MRI could improve the diagnostic accuracy of early-stage idiopathic PD. Du et al. (2016) expanded the analyses to voxel-based midbrain (VBA-) analysis next to the above-described ROI analysis. By the application of midbrain-focused VBA, PD subjects displayed significantly higher QSM and R2* values in the SN. The total volume (cluster size) of significant QSM change was 106 mm3 in the right and 164 mm3 in the left midbrain, whereas the total volume of significant R2* change was 62 mm3, distributed only in the left region of the SNc. In the ROI analysis, the QSM values and R2* values were significantly higher than in the control group with QSM being more sensitive. QSM values additionally correlated with disease duration, levodopa equivalent daily dosage (LEDD) and the UPDRS II. Acosta-Cabronero et al. (2017) performed a different approach. Besides structural analyses (subcortical volumetry, voxel-based morphometry, cortical thickness and tract-based DTI statistics), they performed a whole-brain QSM study to analyze the global distribution of iron accumulation in 25 PD compared to 50 controls. In addition to whole-brain analysis, a regional study including sub-segmentation of the SN into dorsal and ventral regions and qualitative assessment of susceptibility maps in single subjects were also performed. As already presented in the above studies, the most remarkable basal ganglia effect was an apparent magnetic susceptibility increase, which mirrors iron deposition, in the dorsal SN, though an effect was also observed in ventral regions. Increased susceptibility was also found in rostral pontine areas and in a cortical pattern consistent with known PD distributions of α-synuclein pathology: abnormalities were identified in the brainstem comprising the rostral pons (including pyramidal tracts and pontine tegmental areas co-localized with the site of the locus coeruleus), the superior cerebellar peduncle and caudal mesencephalon-seemingly spreading across pars compacta/ventral tegmental SN subregions and midbrain tegmental areas-, possibly also including dorsal raphe and oculomotor nuclei. Parts of the temporal paralimbic, prefrontal and occipito-parietal cortex and, less intensely, insular and cerebellar areas were also involved. In contrast, the striatum, as well as the primary motor and somatosensory fields, were relatively spared. The normally iron-rich cerebellar dentate nucleus (DN) had a susceptibility reduction suggesting a decrease of iron content. No significant changes were found for correlation analysis with the UPDRS-III and Mini Mental Status Examination (MMSE). Guan et al. (2017) analyzed the progressive accumulation of iron in PD patients at different stages of the disease. Forty-five patients with early PD had a Hoehn & Yahr (H&Y) stage of ≤2.5 and 15 patients were defined as late-stage PD with a H&Y stage ≥3. ROI’s were drawn in SN pars reticulata (SNr), SNc, RN, PUT, GP, THA, CD (head) and DN. The SNc showed significantly increased QSM values in the early PD patients compared with the controls. In the late stage of PD regions with increased QSM values extended to the SNr, RN and GP, while the SNc continued to show increased QSM values compared with the controls. Guan et al. (2017) additionally found that the iron content in the SNc and GP was significantly correlated with the H&Y stage, and the SNc was also significantly correlated with the UPDRS-III motor scores. An et al. (2018) subdivided the patients’ group according to clinical scores including the symptom severity (mild, advanced) and parkinsonian subtype [akinetic-rigidic (AR), tremor-dominant (TD) and mixed type (MT)]. In comparison to healthy controls, results redundantly showed significantly increased QSM values in the ROI region SN, whereas patients with more advanced PD showed even higher values. Both subtypes (AR and TD subtype) showed significantly enhanced values compared to controls. The iron content in the SN significantly correlated with the H&Y score, the UPDRS, the Montgomery Asberg Depression Rating Scale (MADRS) and Hamilton Anxiety scale (HAMA). In mildly affected patients, the significant correlation was only with MADRS and HAMA scores. When the disease progressed into advanced severity stage, all these clinical measures (H&Y stage, UPDRS-III, UPDRS total score, HAMA, and MADRS scores) showed a prominent correlation to SN iron content. In the three parkinsonian subtypes (AR, TD, MT), the correlation between iron content and MADRS, HAMA scores was exclusively found in AR subgroups, so that it seems that the AR subgroup was mostly affected by SN iron accumulation.

Next to the analysis of disease-specific Parkinson-related changes and the comparison to healthy controls, Sjöström et al. (2017) retrospectively compared QSM values of 15 patients with progressive supranuclear palsy, 11 multiple system atrophy and 62 PD and 14 healthy controls and found that susceptibility in the RN and GP was higher in progressive supranuclear palsy compared to PD, multiple system atrophy and HC. But susceptibility was higher in multiple system atrophy than in PD and controls and SN susceptibility was increased in PD compared to controls. These findings support that different parkinsonian disorders may have disease-specific topographical patterns of abnormal iron accumulation.

Alkemade et al. (2017) and Liu et al. (2013) could show that the calculation of QSM contrasts contributes to an improved visualization of the entire subthalamic nucleus (STN) and Ide et al. (2015) showed better differentiation between medial and lateral part of the GP and better depiction of medial GP in PD patients. All results are summarized in Supplementary Table S1.

Summing up, four main research questions were part of QSM analyses regarding PD: (1) ROI- analyses of basal ganglia regions (mainly comprising the region of the SN) with correlations to the motor domain; (2) only two studies found correlations with non-motor symptoms (UPDRS-II; MARDS, HAMA); (3) one whole-brain analysis of magnetic susceptibility perturbations in PD exists; (4) QSM is applied for the improved visualization of the STN and the GP.



RESTING STATE NETWORKS IN MAGNETOENCEPHALOGRAPHY

MEG is a non-invasive modality for assessing cortical oscillatory activities with high temporal and spatial resolution; it mirrors the summed up excitatory postsynaptic potentials of neuronal populations (Hämäläinen et al., 1993). Neuronal oscillations can be classified into different frequency bands (delta: 1–3 Herz (Hz); theta: 4–7 Hz; alpha: 8–13 Hz; beta: 14–30 Hz; gamma: 30–80 Hz; fast: 80–200 Hz; ultra fast: 200–600 Hz). Functionally, oscillations are features of neuronal activity and the synchronization of oscillations, reflecting temporally precise interaction, is a likely mechanism for neuronal communication (Schnitzler and Gross, 2005). Under normal conditions in healthy subjects, increased synchrony in the beta frequency range accompanies movement preparation and disappears during the actual execution of movements (Schnitzler and Gross, 2005). In PD, synchronized oscillatory activity at beta frequency (13–30 Hz) in the basal ganglia loop is assumed to be anti-kinetic in nature and patho-physiologically relevant for the development of bradykinesia (Brown, 2006). The tremor-related network featuring oscillatory activity is harmonically related to the frequency of the tremor (Timmermann et al., 2003). Treatment with dopaminergic drugs and deep brain stimulation in the STN support the restoration of cortico-cortical interactions at the beta-frequency domain at rest with a reduction in cortical coupling (Silberstein et al., 2005; Hammond et al., 2007).

Regarding actual resting state analyses, some interesting findings have been described that show a slowing of resting state oscillatory activity. Bosboom et al. (2006) elucidated resting state oscillatory brain dynamics via MEG in PD patients at moderately advanced stages with and without dementia. They found in a spectral power analysis using Fast Fourier Transformation that in non-demented PD patients, relative theta power was diffusely increased and beta power concomitantly decreased, compared to controls. In central and parietal channels Gamma power was decreased. Dementia was associated with a slowing of resting state brain activity, involving delta and alpha bands, as well as a reduction in reactivity to eye-opening. In de novo PD patients compared to healthy controls, Stoffers et al. (2007) could confirm these findings. They applied the synchronization likelihood (SL) method (Montez et al., 2006). This measure is sensitive to both linear and nonlinear interdependencies between signals recorded over distributed brain regions. They further subdivided the alpha band in alpha1 (8–10 Hz) and alpha2 (10–13 Hz). Changes included a widespread increase in theta and low alpha power, as well as a loss of beta power overall but the frontal ROIs and a loss of gamma power overall but the right occipital ROI. Applying again the SL method in MEG, Stoffers et al. (2008a) questioned whether changes in resting-state cortico-cortical FC are a feature of early-stage PD and how functional coupling might evolve over the course of the disease and is related to clinical deficits. They found that drug-naive patients showed an overall increase in alpha1 range compared to controls. With disease progression, neighboring frequency bands were also altered. Alpha2 and beta frequency bands were positively associated with disease duration, whereas the severity of PD was associated with the theta and beta range. They were able to confirm the relationship between beta-band coupling and severity of parkinsonism, specifically bradykinesia, and found some evidence for a similar association between FC in the theta band and motor symptoms, in particular for the symptom tremor. In early-stage PD, cognitive perseveration was positively associated with increased interhemispheric FC in the 8–10 Hz range. They additionally found that the application of dopamine replacement therapy elevated SL in 4–30 Hz range in mild to moderate PD (Stoffers et al., 2008b). A strong motor response was associated with decreases in the local beta-band coupling; these results perfectly complement the findings of Silberstein et al. (2005).

Applying the SL method in MEG, Bosboom et al. (2008) compared 13 demented PD patients with 13 non-demented PD patients. Patients with PD related dementia (PDD) had lower fronto-temporal SL in the alpha range, lower intertemporal SL in delta, theta and alpha1 bands as well as decreased centro-parietal gamma-band synchronization. Moreover, higher parieto-occipital synchronization in the alpha2 and beta bands was found in PDD. Gómez et al. (2011) introduced the Lempel–Ziv complexity (LZC) method. LZC is a complexity measure for finite sequences related to the number of distinct substrings and the rate of their occurrence along the sequence (for further details please see Lempel and Ziv, 1976). They confirmed by this method that PD patients had less complex brain activity in 10 major cortical areas (frontal, central, temporal, parietal and occipital on the right and left hemisphere) and were able to distinguish patients from controls with an accuracy of 81.58%. In line with the above described studies, Pollok et al. (2012) found in an MEG study specifically focussing on S1/M1 region that patients with de novo PD have increased synchronized oscillatory activity within sensori-motor loops at beta frequency (13–30 Hz) during resting state modality as well as during isometric contraction compared to controls. The power of the contralateral hemisphere was significantly suppressed during isometric contraction in healthy controls. By contrast, in de novo patients both hemispheres were equally strongly activated. In medicated patients, the pattern was found to be reversed with a decrease of synchronized oscillatory activity within sensori-motor loops at beta-frequency. Contralateral beta power was significantly correlated with motor impairment during isometric contraction but not during rest. Pollok et al. (2012) suggested that the reduced ability of the primary motor cortex to disengage from increased synchronized beta-band oscillations during the execution of movements is an early marker of PD.

In a longitudinal study analyzing the cognitive decline in PD, Olde Dubbelink et al. (2013a) found that in contrast to healthy controls, PD patients showed a slowing of the dominant peak frequency. Additionally, analysis per frequency band showed an increase in theta power over time, along with decreases in alpha1 and alpha2 power. In PD patients, a decreasing cognitive performance was associated with increases in delta and theta power, as well as decreases in alpha1, alpha2, and gamma power; increasing motor impairment, however, was associated with a theta power increase only.

A limitation of previous MEG studies (Bosboom et al., 2008; Stoffers et al., 2008a) is that the analyses were performed at the sensor level. Relating the functional sensor-based data to its underlying anatomical substrate is problematic, hampering the interpretation of these results. Additionally, FC calculated on sensor level may result in spurious connectivity due to volume conduction (Schoffelen and Gross, 2009). To overcome this problem, Hillebrand et al. (2012) proposed a new analysis technique, projecting sensor-based data onto an atlas-based source space using beamforming, providing a detailed anatomical mapping of cortical rhythms for 68 regions of interest corresponding to Brodmann areas. Additionally, the phase lag index (PLI) was introduced, because effects of volume conduction can be removed in either signal space or source space by estimating FC using the PLI, which is a measure that quantifies the consistency of non-zero phase differences between two signals (Stam et al., 2007). Olde Dubbelink et al. (2013b) implemented this atlas-based source-space method. To longitudinally investigate resting-state patterns FC in PD patients, eight cortical seed regions were selected: parahippocampal, inferior and middle temporal, temporal pole, orbitofrontal, precuneus, anterior cingulate and middle frontal regions. At baseline, early stage, untreated PD patients (n = 12) had lower parahippocampal and temporal delta band connectivity and higher temporal alpha1 band connectivity compared to controls. In a larger patient group (n = 43), longitudinal analyses over a 4-year period uncovered decreases in alpha1 and alpha2 band connectivity for multiple seed regions that were associated with motor or cognitive decline (alpha1: middle temporal cortex; alpha2: parahippocampal, inferior temporal, middle temporal, precuneus). Ponsen et al. (2013) applied the same method and compared 13 patients with PDD with 13 non-demented PD patients. Compared to PD patients, PDD patients had more delta and theta power in parieto-occipital and fronto-parietal areas. The PDD patients had less alpha and beta power in frontal and parieto-temporo-occipital areas. PDD patients had lower mean PLI values in the delta and alpha bands in fronto-temporal and parieto-temporo-occipital areas when compared to PD patients. Additionally, in PDD patients, connectivity between pairs of regions of interest (Brodmann areas) was stronger in the theta band and weaker in the delta, alpha and beta bands.

In order to examine large-scale structures of resting-state brain networks in PD, using concepts from graph theory, Olde Dubbelink et al. (2014) applied MEG measurements in 70 PD patients and 21 healthy controls in a longitudinal analysis over a 4-year period. They showed that impaired local efficiency (i.e., local clustering of connections) and network decentralization are very early features of PD that continue to progress over time, together with reduction of global efficiency (i.e., long-distance connections). By combining resting state MEG measurements with cognitive assessments, Olde Dubbelink et al. (2014) was able to predict dementia in PD better than with one factor alone (hazard factor: 27, 3; p < 0.001). Heinrichs-Graham et al. (2014) examined resting-state neurophysiological activity before and after dopamine replacement therapy in the motor network of patients with PD; they then compared this data to a group of matched controls without neurological diseases. They found that untreated patients with PD exhibited significantly decreased beta oscillations compared to controls in the bilateral motor regions and that this difference is almost normalized following dopamine replacement. Despite decreased beta oscillatory activity in the primary cortices, they found that patients with PD exhibited higher synchronicity between the left and right motor cortex, which was limited to the beta frequency and was partially normalized by dopamine replacement therapy. Boon et al. (2017) analyzed via MEG the pathophysiological mechanisms underlying PD cognitive decline and conversion to PD dementia. Preferential beta band information outflow was significantly higher in PD patients compared to controls for the basal ganglia and fronto-temporal cortical regions, and significantly lower for parieto-occipital regions. Additionally, in patients, low information outflow from occipital regions correlated with poor global cognitive performance. Boon et al. (2017) introduced the hypothesis that in the PD brain, a shift in balance towards a more anterior-to-posterior beta band information flow takes place and is associated with poorer cognitive performance.

But also in DBS resting state MEG becomes more and more applicable. Cao et al. (2015) investigated the effect of STN-DBS on spontaneous cortical oscillations of patients with PD, which were detected non-invasively with whole head MEG. Without surgery, a prominent slowing of resting oscillatory activities compared with healthy controls was found, consistently with previous studies (Bosboom et al., 2006). With STN-DBS switched-on, an improvement of the PD symptoms was found by suppressing the synchronization of alpha rhythm in the somato-motor region. Oswal et al. (2016) performed simultaneously MEG and intracranial local field potential (LFP) recordings and compared differences in STN-cortical coherence topographies at rest and during clinically effective high-frequency stimulation of the STN. Within the STN, DBS suppressed synchronized neuronal activity, preferentially at low beta (13–21 Hz) rather than high beta frequencies (21–30 Hz). Suppression in the low beta band correlated with motor improvement. In contrast, DBS suppressed the coupling of STN to cortical motor regions across the whole beta frequency band; this did not correlate with clinical improvement. The effect of STN DBS on coupling with cortex was spatially selective and restricted to mesial cortical areas, reflecting that coupling mediated predominantly by the hyperdirect and indirect pathways to STN (Alexander and Crutcher, 1990; Nambu et al., 2002). All results are summarized in Supplementary Table S2.

Summing up, three key findings from the MEG literature should be mentioned: (1) In PD, we can find a slowing of resting state oscillatory activity compared to controls, which increases during disease progression and is especially enhanced during cognitive decline. (2) The increased synchronization of beta-band activity is a pathognomic feature for the deficient motor action in PD and administration of dopamine decreases beta-band synchronicity with an improvement of motor output. (3) Methodologically, a combination of whole-head-MEG and basal ganglia LFP recordings are nowadays possible.



RESTING STATE NETWORKS IN FUNCTIONAL MAGNETIC RESONANCE IMAGING

Spontaneous fluctuations in brain activity, as they have been described for rs-fMRI, have been detected via functional MRI (Fox and Raichle, 2007). The blood oxygen level dependent signal (BOLD) is an indirect measure of changes in neuronal activity. Examinations of rs-fMRI provide a non-invasive method that focuses on low-frequency spontaneous fluctuations (i.e., below 0.1 Hz) in the BOLD signal, which occurs when individuals are at rest. Numerous methods have been developed and used to study resting state FC like: (1) seed-based FC; (2) hierarchical clustering; (3) graph theory; (4) independent component analysis (ICA); (5) regional homogeneity (ReHo); (6) amplitude of low frequency fluctuation (ALFF); (7) Granger causality analysis (GCA; for a detailed overview see e.g., Prodoehl et al., 2014). A number of studies have consistently reported the formation of functionally linked resting-state networks during rest; these studies—although using different groups of subjects, different methods (e.g., seed-based FC, ICA and others) and different types of MRI protocols—, showed a large overlap between their results and indicated the robust formation of functionally linked resting state networks in the brain during rest (van den Heuvel and Hulshoff Pol, 2010).

In PD, changes of FC have been reported for different networks. We revise the literature of the most frequent networks: (1) a primary somato-motor network; (2) default mode network (DMN); (3) the left and right parietal-frontal network; (4) the salience network; and (5) a primary visual area and extra-striate visual network.


The Somato-Motor Network

Specific changes in functional neuroimaging for the sensori-motor network of patients with PD have been recently found (Tessitore et al., 2014). Wu et al. (2009) applied graph theory to examine the resting motor network in patients with mild to moderate PD, testing both with and no medication. Patients also performed a finger-tapping task to identify ROIs for the resting state motor network analysis. They found that PD patients after medication withdrawal had significantly decreased FC in supplementary motor area (SMA), left dorsal lateral prefrontal cortex (DLPFC) and left PUT and increased FC in the left cerebellum, left primary motor cortex and left parietal cortex compared to healthy controls. Application of levodopa relatively normalized the pattern of FC in PD patients. This normalization of SMA FC after levodopa administration has also been confirmed by a recent study of Esposito et al. (2013), combining an FC analysis and a spectral frequency analysis. Levodopa stimulated reduced signal fluctuations in the SMA with a selective frequency band of the sensorimotor network. Under dopaminergic therapy, Göttlich et al. (2013) even found increased connectivity within the sensorimotor network and parietal areas besides decreased connectivity in the CD nucleus, orbitofrontal and occipital regions. In another study, Wu et al. (2011) analyzed PD patients after >12 h withdrawal of levodopa compared to healthy controls via FC analysis. They investigated the interplay between the rostral SMA (also known as pre-SMA; mainly involved in motor preparation and initiation) and the primary motor cortex (M1; mainly involved in motor execution) by choosing these two regions as seed regions. Without dopaminergic medication, connectivity within the pre-SMA in patients with PD compared to healthy controls was increased to the right M1 and decreased to the left PUT, right insula, right premotor cortex and left inferior parietal lobule. Stronger connectivity was only found in M1 within its own local region in PD patients compared to controls. In contrast to these findings, Yu et al. (2013) found enhanced connectivity between the PUT and the SMA, although patients were also withdrawn >12 h from dopaminergic medication.

But functional changes have been found not only in cortical regions. Helmich et al. (2010) for example compared the FC profile of the posterior PUT, the anterior PUT and the CD nucleus between 41 patients and 36 matched controls and found that the posterior PUT was uniquely coupled to cortical motor areas (like SMA and M1), the anterior PUT to the pre-SMA and anterior cingulate cortex and the CD nucleus to the DLPFC. PD patients had decreased connectivity between the posterior PUT and the cortex (bilateral M1 and secondary somatosensory cortex, intra-parietal cortex, insula and cingulate motor area) after 12 h dopaminergic withdrawal. Differences between PD and healthy controls were, however, specific to the PUT: although PD patients showed decreased coupling between posterior PUT and the inferior parietal cortex, this region showed increased FC with the anterior PUT, suggesting a (maybe compensatory) modulation of existing functional networks.

In light of the study design of Helmich et al. (2010), Manza et al. (2016) also subdivided the striatum in an anterior, posterior PUT and ventral and posterior CD nucleus in early-stage PD. First, they found that higher motor deficit rating was associated with a weaker coupling between the anterior PUT and midbrain including SN; second, a decline in cognitive function, particularly in the memory and visuo-spatial domains, was associated with stronger coupling between dorsal CD nucleus and rostral anterior cingulate cortex. Following Braak’s theory (Braak et al., 2004), a recent study by Hacker et al. (2012) focussed on changes in functional network integrity regarding the brainstem. They compared 13 patients with PD and 19 age-matched controls and found that the PD group had markedly lower striatal correlations with the THA, midbrain, pons and cerebellum. Comparing PD to controls, focally altered FC was also observed in sensori-motor and visual areas of the cerebral cortex, as well as in the supramarginal gyrus.

By applying a seed-based approach with four ROI’s in each hemisphere (CD, PUT, GP and THA), Agosta et al. (2014) compared cortico-striatal-thalamic network FC in treated and untreated PD patients and controls to study the effect of levodopa on these networks. Patients without dopaminergic stimulation had an increased FC between the left and right basal ganglia and decreased connectivity of the affected CD nucleus and THA with ipsilateral frontal and insular cortices. Compared with healthy controls and untreated PD patients, PD patients under dopaminergic stimulation showed a decreased FC among the striatal and thalamic regions and increased FC between the striatum and temporal cortex and between the THA and several sensori-motor, parietal and occipital regions. Summing up, levodopa in this study was able to facilitate a compensation of functional abnormalities through an increased FC in the THA. In both groups (untreated/treated), patients with a more severe motor disability had an increased striatal and/or thalamic FC with temporal, parietal, occipital and cerebellar regions.

Sharman et al. (2013) found in general reduced sensori-motor circuit connections within the basal ganglia and between basal ganglia and the THA in PD patients without dopaminergic medication compared to healthy controls. The sensori-motor cortex showed reduced connectivity with the THA. The globus pallidus showed reduced connectivity with both the PUT and the THA in PD patients. Connections of the SN were reduced with the globus pallidus, the PUT and THA in PD patients compared to controls. Increased FC was only observed for non-sensori-motor connections between PUT and associative cortex, THA and limbic cortex as well as between the PUT and THA.

Bell et al. (2015) also found impaired striatal interconnectivity in PD without dopaminergic medication with a pathological decoupling of the striatum from the thalamic and sensori-motor networks. The application of dopaminergic medication significantly improved connectivity across striatal subdivisions.

Kwak et al. (2010) applied FC and frequency content analysis to study the modulation in basal ganglia thalamo-cortical networks in six striatal seed regions [(1) inferior; (2) superior ventral striatum; (3) dorsal CD; (4) dorsal caudal; (5) rostral; and (6) ventral rostral PUT]. In apparent contradiction with the results of Kwak et al. (2010), Esposito et al. (2013) reported that levodopa treatments reduce, rather than increase, the amplitude of low-frequency oscillations, thereby restoring the normal oscillations in an otherwise functionally hyperconnected resting brain. Both studies have, however, remarkable methodological differences (drug-naïve PD vs. levodopa withdrawal in chronically treated PD patients; ICA vs. “full variance” voxel-level time course), so these results should be interpreted carefully.

By studying the sensori-motor system, one important nucleus should not be neglected: the STN. Baudrexel et al. (2011) investigated alterations in the FC profile of the STN in a voxel-by-voxel fMRI study by comparing early-stage PD patients (n = 31) after dopaminergic withdrawal with healthy controls (n = 44). The analysis revealed increased FC between the STN and cortical motor areas [primary motor cortex (M1), premotor cortex and SMA] in line with electrophysiological studies. FC analysis in the M1 hand area elucidated that the FC increase was primarily found in the STN area within the BG, suggesting that increased STN-motor cortex synchronicity mediated via the so-called hyperdirect motor cortex-subthalamic pathway might play a crucial role in the pathophysiology of PD. Increased FC between these two areas was also found in early drug-naïve PD patients before application of dopamine (Kurani et al., 2015). Few articles reported FC of STN and motor area in PD patients during the intake of dopaminergic medication. Fernández-Seara et al. (2015) showed an increased FC between the STN and motor cortex just like in PD patients after dopaminergic medication by using arterial spin-labeled perfusion fMRI, whereas Mathys et al. (2016) did not find a change in the FC between the two areas. Shen et al. (2017) compared changes in 31 PD patients under dopaminergic medication with healthy controls and found that, in line with the findings of Braudexel, an increased FC was found between the STN and the sensorimotor cortex, which was related to motor symptom severity in on-medicated patients. All results are summarized in Supplementary Table S3.



The Default Mode Network

The DMN consists of the following brain regions: the precuneus, medial frontal, inferior parietal cortical regions and medial temporal lobe. Studies analyzing changes in the DMN in PD have produced diverse results. Applying ICA, Krajcovicova et al. (2012) found no differences in the DMN between patients and controls, comparing cognitively intact patients and controls; patients were however on dopaminergic medication and were not subdivided by the different phenotypes (AR; TD). Comparing PD cognitively unimpaired patients and controls by applying ICA via resting state MRI, FC have been found to be decreased in the right medial temporal lobe and bilateral inferior parietal cortex within the DMN (Tessitore et al., 2012b). Karunanayaka et al. (2016) again applied ICA and questioned whether PDAR has different FC patterns in the DMN when compared to PDTD and healthy controls; they found that there was a decreased activity in the left inferior parietal cortex and the left posterior cingulate cortex. PD patients were treated with anti-parkinsonian medication, except for two subjects, who had very mild symptoms and were drug-naïve. Due to the fact that dopamine replacement therapy has an influence on resting state networks (Tahmasian et al., 2015), Hou et al. (2017) included cognitively unimpaired and drug-naïve PDAR patients in his study. Still, they found a decline in FC of the posterior DMN and enhanced compensatory FC of the anterior DMN in early-stage drug-naïve PDAR prior to clinical evidence of cognitive impairment. Non-demented PD patients with and without hallucinations showed reduced connectivity during resting state in the DMN compared to healthy controls. Patients with hallucinations had however significantly greater connectivity in the DMN compared to patients without visual hallucinations. The levodopa dosage was controlled for both groups (Yao et al., 2014).

Disbrow et al. (2014) found a dependency between FC in the DMN and the cognitive dysfunction in non-demented PD patients compared to healthy controls. They found that DMN FC was decreased in the PD group, specifically between posterior cingulate, medial prefrontal and inferior parietal nodes. Greater DMN-FC was related to faster processing speed in the PD group.

Amboni et al. (2014) went one step further and investigated whether patients with mild cognitive impairment (MCI) have differences in FC in the DMN compared to patients without MCI. Both groups were then further compared to healthy controls. Again, both PD groups showed a general decrease in the DMN connectivity compared with controls. But PD patients with MCI additionally showed a decreased FC of the bilateral prefrontal cortex within the fronto-parietal network. The decreased prefrontal cortex connectivity correlated with cognitive parameters, but not with clinical variables. Hou et al. (2016) compared drug-naïve patients with MCI with patients with unimpaired cognition and healthy controls in a seed-based approach. They also found reduced FC in the DMN in patients with MCI compared to healthy controls, but also in a set of other regions including the precentral gyrus, middle temporal gyrus, insula, anterior inferior parietal lobule and middle frontal gyrus. In the DMN patients with MCI had decreased FC between the hippocampal formation and inferior frontal gyrus, between the posterior cingulate gyrus and posterior inferior parietal lobule and between the anterior temporal lobe and inferior frontal gyrus compared to controls. In another seed-based approach, Gorges et al. (2015) compared the intrinsic FC in cognitively-unimpaired and cognitively-impaired patients. They found that cognitively- impaired patients compared to healthy controls mainly had decreased FC in the DMN. Patients who were cognitively unimpaired had network expansions with significantly increased intrinsic FC in cortical, limbic and basal-ganglia-thalamic areas; as suggested by the authors this might be an adaptive (compensatory mechanism) by recruiting additional resources to maintain normal cognitive performance. Changes in the DMN associated with cognitive impairment have also been confirmed by a recent study of Lucas-Jiménez et al. (2016). Changes of FC in the DMN have also been related to saccadic performance in PD (Gorges et al., 2013); changes in saccadic performance are described to be associated with cognitive changes (Mosimann et al., 2005).

The interaction of the DMN with other structures in the brain also needs to be considered. Hu et al. (2015), for example, compared 20 depressed with 40 non-depressed PD patients and 43 controls. They found stronger connectivity between the left median cingulate cortex and the DMN in depressed PD patients.



The Fronto-Parietal Network

Via functional activation studies it has been shown that the fronto-parietal network, which consists of the DLPFC and the posterior parietal cortex (PPC) is involved in the “top down” control of executive control (Markett et al., 2014; Gratwicke et al., 2015). Tessitore et al. (2012a) reported in a fMRI resting state paradigm that patients with freezing of gait (FOG) had a different pattern of activation in the executive attentional network e.g., the right fronto-parietal network (right middle frontal gyrus) as well as in visual networks (right occipito-temporal gyrus). Their findings suggested that a disruption of “executive-attention” and visual neural networks is associated with the development of FOG. Regarding the amplitude of low-frequency fluctuation (ALFF), Zang et al. (2007) hypothesized that ALFF measures the amplitude of low-frequency (0.01–0.08 Hz) BOLD signal and can be used as an index of local spontaneous neural activity in resting state. Mi et al. (2017) applied this resting state method in PD patients with FOG and compared resulting ALFF measures to patients without FOG and HC. They found that FOG is associated with a dysfunction within fronto-parietal regions, along with increased inhibitory output from the basal ganglia. Additionally, they reported altered activity of cerebellum, implicating its role in the pathophysiology of FOG. Comparing patients with postural instability and gate disorder to TD patients, the latter group had specific hyper-connectivity between motor cortical areas and the inferior parietal lobule. These findings, correlated with a reduced behavioral impairment, suggest compensatory mechanisms in PD patients with tremor (Vervoort et al., 2016). FOG is frequently associated with depression (Giladi and Hausdorff, 2006) and interestingly also depressive PD patients show increased FC in the left fronto-parietal network in addition to increased FC in basal ganglia and decreased FC in salience network and DMN (Wei et al., 2017). The authors also reported hyper-connectivity between the DMN and the left fronto-parietal network in depressed PD. Boord et al. (2017) examined task activated attentional networks and their possible relationship with FC changes in resting state; they found that a weakened interaction between the default mode and task-positive networks might alter the way in which the executive response is processed in PD. Higher activation was found in patients with PD in four regions of the dorsal attention and fronto-parietal networks, namely right frontal eye field, left and right intraparietal sulcus, and precuneus during increased executive challenges. In three regions, they worked out reduced resting state connectivity to the DMN. Further, whereas higher task activation in the right intraparietal sulcus correlated with reduced resting state connectivity between right intraparietal sulcus and the precuneus in healthy controls, this relationship was absent in PD subjects.



The Salience Network

The salience network is an intrinsically connected large-scale network anchored in the anterior insula (AI) and dorsal anterior cingulate cortex (dACC; Menon and Uddin, 2010). Next to the AI and the dACC, it includes three key subcortical structures: the amygdala, the ventral striatum and the SN/ventral tegmental area. In the past, the insula was thought to be primarily a limbic cortical structure. Nowadays, it has become clearer that this part of the brain is highly involved in integrating somatosensory, autonomic and cognitive-affective information to guide behavior. Thus, it acts as a central hub for processing relevant information related to the state of the body as well as cognitive and mood states. According to Braak’s staging hypothesis of PD progression, alpha-synuclein is highly deposited in the insula when Braak’s stage 5 is reached (Braak et al., 2006). An involvement of the insula in the generation of non-motor symptoms in PD seems likely (Christopher et al., 2014).

Nowadays, apart from pure task-related activations in fMRI, resting state analysis allows the measurement of FC in the salience network at rest. Wu et al. (2011) for example found that the right mid-AI has reduced FC to the pre-SMA in PD compared with healthy controls (Wu et al., 2011). In addition to motor symptoms, non-motor symptoms, as they are frequently present in PD, should also be considered: fatigue might be explained by a dysfunction of the salience network (Li et al., 2017; Zhang et al., 2017). But also a role in the cognitive decline in PD has been found for the salience network. Especially the coordination of switching between different networks (like DMN, central executive or dorsal attention network) in cognitive tasks seems to be regulated by e.g., the AI and the ACC (Sridharan et al., 2008; Baggio et al., 2015). The central executive network (CEN) is a fronto-parietal network that is crucial to working memory and cognitive control of thought, emotion and behavior (Menon, 2011). Regarding impulsive control behaviors (ICB), the presence of ICB symptoms was associated with increased connectivity in the salience network and the DMN, as well as with decreased connectivity within the CEN (Tessitore et al., 2017b). Drug-naïve PD patients who develop ICB in a 36 months observation time period showed at baseline a decreased connectivity in the DMN and CEN and increased connectivity in the salience network. These results suggest that these cognitive and limbic connectivity changes are predictive for the development of ICB in PD (Tessitore et al., 2017a).



Visual Network

Visual hallucinations are the most common manifestation of psychosis in PD and are predictive of a rapid cognitive decline. Rektorova et al. (2012) compared patients with Parkinson’s disease dementia (PDD) with patients without dementia and controls via seed-based fMRI. Using the Cd nucleus as a seed for the extra-striatal visual resting state network, they found significant decreases of connectivity in the left and right inferior occipital gyrus in PDD as compared to HC, in addition to connectivity changes within the DMN.

Summing up, in rs-MRI analyses, patients with PD present with multiple network changes like: (1) abnormal signaling in the SMA; (2) decreased functional connectivity between the striatum and cortical regions; (3) abnormal STN-motor-cortex synchronicity resulting in motor impairment, like bradykinesia. Functional connectivity changes in the (4) DMN are frequently found not only in cognitively impaired PD patients, but also in patients with FOG and depression. Fatigue, but also cognitive decline, are caused by impaired functional connectivity of the; (5) salience network. In addition to connectivity changes within the DMN, significant decreases of connectivity; and (6) in the left and right inferior occipital gyrus appear in patients with PDD (Rektorova et al., 2012).



Limitations of Functional rs-fMRI

It is important to note that we only referred to articles about “functional connectivity” (FC) in this review article. FC only refers to the statistical interdependence of the signal from different areas (for an overview see e.g., Friston, 2011). In addition, other possibilities to measure connectivity exist in neuroimaging: (i) structural connectivity or so-called anatomical connectivity, which refers to the existence and structural integrity of tracts connecting different brain areas (Jbabdi et al., 2015); (ii) effective connectivity, which brings the element of causation into the connection analysis, that means that activity in one area causally affects activity in another area (for further details see Friston, 2011).

The rs-fMRI for functional connectome, to which we referred to in this review, has obvious limitations, as it is neither able to give information about the underlying structure nor the direction and how different areas are influenced by each other. Therefore, our proposal of combining different methodological approaches (QSM, rs-fMRI, MEG) should be seen as an idea/starting point but does still not tell the whole truth of the underlying network. The interpretation of combinations between the different connectome analyses are challenging and are part of actual discussions, see e.g., Uddin (2013), Wang and Liu (2015) and Stam et al. (2016). To characterize brain networks properly, structural and effective connectivity analyses should also be part of combination studies in order to adequately elucidate pathological network changes in e.g., neurodegenerative diseases to classify parkinsonian phenotypes.




DISCUSSION

In this review article, we present three different imaging entities, which enable a view into structural and functional abnormalities in PD patients: (1) QSM imaging; (2) MEG; and (3) rs-fMRI. All described methods have a high potential to analyze pathophysiological changes in PD networks with a different accentuation of network changes in both the motor and non-motor domain, as summed up exemplary in Supplementary Tables S1–S3.

As can be seen in the different tables, the most challenging factor for the prediction of the parkinsonian phenotype is a proper control of the heterogeneity of parkinsonian symptoms. In all studies we found: (i) PD-independent factors (e.g., age, handedness, gender); (ii) PD-characteristic factors like the existence of (a) non-motor symptoms (cognitive functioning, obstipation, hallucinations e.g. Wu et al., 2017); (b) motor symptoms (tremor, rigor, akinesia, postural instability e.g., Obeso et al., 2017). Additionally, (c) symptom onset; (d) disease duration; and (e) duration of dopaminergic treatment with dopaminergic agonists or levodopa and the (f) treatment response to dopamine were important to characterize the individual PD phenotype. All these symptoms and characteristics can appear simultaneously in one patient; but some patients solely have one single symptom. This heterogeneity makes a prediction of a single course of the disease challenging and methods are needed to better understand the pathophysiological background of differences in the development of the clinical phenotype. This knowledge could help to potentially modulate the disease course of each patient individually.

Despite these challenges, a combination of structural (QSM) and functional data (rs-MRI, MEG) might allow a further classification and a possible prediction of the parkinsonian phenotypes as exemplarily proposed for the impaired motor network in Figure 1 and cognitively-impaired/demented patients in Figure 2: (1) whereas the key knowledge in QSM imaging in PD lies at the actual time point in the ROI-analysis at subcortical level (specifically in the SN) and correlation analyses with disease-specific changes regarding the motor domain; (2) MEG studies predominantly investigate the influence of network changes explaining motor symptoms (e.g., via changes in the beta band) and non-motor symptoms (e.g., via the increase of slowing of brain activity specifically in demented PD patients) at cortical level. The whole-brain analyses of (3) rs-fMRI build a bridge between QSM imaging and MEG to combine subcortical and cortical network changes. Rs-fMRI, as already mentioned above, has a high impact to improve our understanding of global network changes, especially for the non-motor domain; but, it has also obvious limitations, as it is neither able to give information about the underlying structure nor the direction, how different areas are influenced by each other. Due to its importance, we point to the section “Limitations of Functional rsMRI” (see above), which should not be neglected in the context of rs-fMRI network analyses.
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FIGURE 1. Key results of the motor phenotype. For all three techniques [Quantitative susceptibility mapping (QSM), resting state magnetic resonance imaging (rsMRI), and magnetoencephalography (MEG)], we summarized the most important regions and frequency changes typical for the individual phenotype. FC, functional connectivity; SMA, supplementary motor area; DLPFC, dorsolateral prefrontal cortex; Cb, cerebellum; PMC, premotor cortex; STN, subthalamic nucleus; SN: substantia nigra; RN, red nucleus; GP, globus pallidus.
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FIGURE 2. Key results of patients with cognitive decline/dementia. For all three techniques (QSM, rsMRI, and MEG), we summarized the most important regions and frequency changes typical for the individual phenotype. FC, functional connectivity; Cb, cerebellum; PMC, premotor cortex.



One additional fact has to be mentioned: whereas MEG has the ability to measure activity changes in different networks with a high temporal resolution (but low spatial resolution), rs-fMRI shows changes in different brain networks with a high spatial resolution (as here exemplary described for the somato-motor, DMN, frontal-parietal, salience and visual network). However, despite this very high spatial resolution, it measures BOLD changes, which are the hemodynamic, indirect, answers to brain activity; hence the temporal resolution of rs-fMRI is low. Herewith the combination of rs-fMRI and MEG analyses seems reasonable to close the gap between temporal and spatial resolution in order to capture the full disease pathology. QSM imaging might herewith give an additional answer of the structural disease pathology underlying these functional changes (Wang et al., 2016).

Central to the pathophysiology of PD is the oxidative stress and a pathological protein aggregation, which leads to the degeneration of neurons (Dias et al., 2013; Hwang, 2013); specifically dopaminergic neurons are affected in PD. A number of mechanisms for the generation of reactive oxygen species exist, including the metabolism of dopamine itself, mitochondrial dysfunction, iron, neuro-inflammatory cells, calcium, and aging (Medeiros et al., 2016). QSM imaging enables the analysis of intrinsic tissue property with a mapping of iron (Haacke et al., 2015) and herewith QSM imaging delivers a new method to get basic information about the disease pathology in PD and should be integrated with studies about non-motor symptoms in PD. The accumulation of α-synuclein is a key neuro-pathological finding in parkinsonian brains. It is a small soluble protein and the primary structural component of Lewy bodies (Spillantini et al., 1997). Hence, Rietdijk et al. (2017) postulated a distribution of Lewy bodies throughout the whole brain, although the predictive value for disease stage of PD has been re-evaluated critically (Burke et al., 2008). It has been found that the interactions between α-synuclein and iron are closely related and the appearance of each other yields to a vicious circle, in which higher levels of α-synuclein evoke increased iron accumulation. This iron accumulation hence triggers the aggregation of α-synuclein (Lingor et al., 2017) and increases the oxidative stress with a destruction of neurons (Sian-Hülsmann et al., 2011); therefore QSM imaging, measuring the impaired iron distribution in the parkinsonian brain, might give the neuropathological answer to dysfunctional neuronal networks (measured by MEG and rs-fMRI) in PD.

Although QSM imaging has a strong impact on the imaging of subcortical levels (especially of the SN), the role of QSM at the cortical level for non-motor symptom studies is still questionable. In most of the QSM imaging studies using the regularization method [except for Calculation of susceptibility through multiple orientation sampling, COSMOS (Liu et al., 2015), which is not practical, but can obtain the gold-standard map through QSM imaging in various directions] discussions exists of how to overcome the artificial errors in cortical levels. Problems exist especially in overcoming the inverse problem of QSM imaging due to the missing discrimination of iron at cortical levels, their relations between QSM value and the aggregation of α-synuclein (Wang and Liu, 2015). The complex underlying physics raises the question “of how the signal is influenced in QSM imaging” (Acosta-Cabronero et al., 2016): (i) excessive background susceptibility effects, imperfect QSM inversion, registration errors; (ii) signal changes due to individual parameters (e.g., age, symptom onset); (iii) other paramagnetic metals (e.g., copper, manganese). All these factors require a careful handling and make the interpretation of whole-brain QSM imaging challenging. The new whole-brain approach of Acosta-Cabronero et al. (2017) should, from our point of view, be integrated in future QSM analyses to enable a pathophysiological interpretation of functional changes also in the non-motor domain. In line with this, the feasibility of integration of whole-brain QSM analyses in the non-motor domain has been recently shown for cognitive decline in patients with PD, showing that a higher iron load in the bilateral hippocampus is present in PDD patients (Li et al., 2018). The on-going development of new QSM imaging schemes (Jang et al., 2019) and higher field strengths in QSM imaging (e.g., 7T; Deistung et al., 2013) opens the additional possibility for in vivo histology and might herewith yield to a better comprehension of the development of parkinsonian phenotypes and their relationship to the iron metabolism.



CONCLUSION

QSM imaging is a new method that is applicable to detect pathophysiological changes in the parkinsonian brain, which rely on iron accumulation indirectly interfering with the α-synuclein pathology. Together with functional measurements (like rsMRI and MEG) QSM imaging might open the possibility to better classify different parkinsonian phenotypes (including both the motor and non-motor domain) via a combination of structure and function. The further classification of parkinsonian phenotypes could provide insights into different disease patterns and courses, which might open the way to new therapeutic strategies to reduce parkinsonian symptoms.
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Primate studies indicate that the pyramidal tract (PyT) could originate from Brodmann area (BA) 6. However, in humans, the accurate origin of PyT from BA 6 is still uncertain owing to difficulties in visualizing anatomical features such as the fanning shape at the corona radiata and multiple crossings at the semioval centrum. High angular-resolution diffusion imaging (HARDI) could reliably replicate these anatomical features. We explored the origin of the human PyT from BA 6 using HARDI. With HARDI data of 30 adults from the Massachusetts General Hospital-Human Connectome Project (MGH-HCP) database and the HCP 1021 template (average of 1021 HCP diffusion data), we visualized the PyT at the 30-averaged group level and the 1021 large-sample level and validated the observations in each of the individuals. Endpoints of the fibers within each subregion were quantified. PyT fibers originating from the BA 6 were consistently visualized in all images. Specifically, the bilateral supplementary motor area (SMA) and dorsal premotor area (dPMA) were consistently found to contribute to the PyT. PyT fibers from BA 6 and those from BA 4 exhibited a twisting topology. The PyT contains fibers originating from the SMA and dPMA in BA 6. Infarction of these regions or aging would result in incomplete provision of information to the PyT and concomitant decreases in motor planning and coordination abilities.

Keywords: supplementary motor area, dorsal premotor area, high angular resolution diffusion imaging, pyramidal tract, human connectome project


INTRODUCTION

The pyramidal tract (PyT) is a longitudinal pathway that delivers information regarding voluntary motor behavior. It is constituted of the corticospinal tract and the corticobulbar tract (Rea, 2015). According to experiments using non-human primates, beside the primary motor area, the PyT could still originate from Brodmann area (BA) 6. Specifically, in the BA 6, the PyT predominately derives from the supplementary motor area (SMA), dorsal premotor area (dPMA), and cingulate cortex (Dum and Strick, 1991; Galea and Darian-Smith, 1994). In humans, diffusion tensor imaging (DTI) has been introduced to visualize the PyT (Kumar et al., 2009; Zolal et al., 2012; George et al., 2014). As the DTI technique cannot discriminate fanning or crossing fibers, or flipped angles (Fernandez-Miranda et al., 2012), it cannot decode either the fanning shape of the corona radiate (Rea, 2015) or the multiple crossing fibers at the semioval centrum (Fernandez-Miranda et al., 2012). A failure to visualize these anatomical features means that the origin of the PyT from regions other than BA 4 (e.g., fibers from BA 6) remains unknown in humans (Archer et al., 2018; Chenot et al., 2019).

With the introduction of multi-band techniques (Moeller et al., 2010), many diffusion directions and multiple b-values became available. Consequently, high angular resolution acquisition techniques, such as diffusion spectrum imaging (DSI) and high angular-resolution diffusion imaging (HARDI) have been developed to solve the aforementioned shortcomings of DTI. Besides, high angular resolution acquisition approaches could determine both the origin and termination with accuracy compared with traditional DTI, specifically, the accurate termination could even outline the shape of cortical gyrus (Fernandez-Miranda et al., 2012). In addition to the scanning technique, quantitative anisotropy (QA)-based deterministic tracking methods (Yeh et al., 2013) were also developed with specific focus on high angular-resolution data. This algorithm can interpolate multiple orientations directly to a single voxel by considering the anisotropy of different b-vectors and the trajectory, and can reliably present anatomical features such as fanning, crossing, and angular-flipping fibers, and fiber terminations (Fernandez-Miranda et al., 2012; Yoshino et al., 2016; Wei et al., 2017). In addition to the high angular resolution techniques, high magnetic gradient strength could shorten the diffusion encoding time enormously and decrease the signal loss owing to T2 decay (Fan Q. et al., 2016). The advantages of the high magnetic gradient have been validated by the comparison of tractographies under different gradients of 300 mT/m, 80 mT/m and 40 mT/m (Chamberland et al., 2018). Thus, constraints that previously hindered explorations of the termination of the PyT have largely been eliminated. Accordingly, in the present study, we explored projections from BA 6 to the PyT using these high angular-resolution diffusion techniques and high magnetic gradient data.



MATERIALS AND METHODS

In the present study, 30 groups of the Massachusetts General Hospital-Human Connectome Project (MGH-HCP) individual diffusion data from the HCP were used1. This dataset was acquired at the MGH, using the Siemens 3T connectome scanner, which has 300 mT/m maximum gradient strength (McNab et al., 2013; Setsompop et al., 2013). High gradient strength can improve the angular resolution of the diffusion image (Fan Q. et al., 2016). First, the 30 individual datasets were averaged to the same Montreal Neurological Institute (MNI) space to create a 30-subjects-averaged template which was created by ourselves. Fiber tracking was performed for this template. Then, we performed the fiber tracking using another open source template2, which consisted of 1,021 healthy young adults from the HCP (Q1-Q4, 2017) and did not need data preprocessing. Finally, fiber tracking was performed for the 30 participants at the individual level in individual space to validate the findings from the two templates. For each type of data or template, the fiber tracking process was divided into two stages. In the first stage, we performed fiber tracking to test whether the fanning shape of the corona radiata and multiple crossings could be reliably presented, as this constituted the basis of exploring the origin of the PyT. In the second stage, we quantified the effective connectivity of the projections from BA6 and its relationship with BA4. Thus, these two stages were performed at the individual level, group level (30-subjects-averaged template), and the large population level (HCP 1021 template). Parameters of the scanning protocol are available at: http://protocols.humanconnectome.org/HCP/3T/imaging-protocols.html and http://protocols.humanconnectome.org/HCP/MGH/. The study was reviewed and approved by Xuanwu Ethical Committee.


Data Preprocessing

We used the open access software DSI-studio3 to analyze the data. First, we reconstructed the spin distribution function (SDF) of each participant and simultaneously warped the SDF to the MNI space, using the q-space diffeomorphic reconstruction method (Yeh and Tseng, 2011). A value of 1.1 was used as the diffusion sampling length ratio. All these 30 groups of SDFs were averaged to the same MNI space to create the 30-subjects-averaged template. Then fiber tracking was performed with this template.

For the preprocessing in the individual space, the SDF was reconstructed using the generalized q-sampling imaging method. The following parameters were used: diffusion sampling length ratio 1:1, 20-fold SDF tessellation, 10 resolved fibers. The SDF was used to conduct further fiber tracking in the individual space to validate the findings.



Fiber Tracking

Fiber tracking was performed for the 30 individuals, the 30-subjects-averaged template, and the HCP 1021 template. To track the multiple crossing fibers, we first visualized the left-right oriented fibers that extended from the corpus callosum by drawing a region of interest (ROI) at the corpus callosum and lateral side of the semioval centrum in sagittal slices. The frontal-posterior oriented fibers of the arcuate fasciculus were visualized by setting the superior temporal gyrus and premotor cortex as ROIs. The superior temporal gyrus and the premotor cortex were defined by the non-liner registration of the automatic anatomical labeling (AAL) atlas and Brodmann atlas, respectively, to the individual space within the DSI-studio software. The superior-inferior oriented fibers of the pyramidal tract were visualized as follows: to track the potential PyT fibers issuing from BA 4 (PyT4) and 6 (PyT6), we introduced the Brainnetome Atlas4, which is a structural connectome based template (Fan L. et al., 2016) in which BA 6 was parceled into the caudal dorsolateral region (A6cdl), caudal ventrolateral region (A6cvl), dorsolateral region (A6dl, or dPMA), ventrolateral region (A6vl), and medial region (A6m, or SMA), while BA 4 was parceled into the head and face region (A4hf), upper-limb region (A4ul), trunk region (A4t), tongue and larynx region (A4tl), and lower limb region (A4ll). During fiber tracking, these cortical regions were used as seed regions. Additionally, ROIs in the white matter included the cerebral peduncle (imported from the JHU white-matter tractography atlas, which is embedded in the DSI-studio software) and the pyramid (drawn by a neurologist with 10 years of experience). In each round of fiber tracking, one cortical seed region was paired simultaneously with the cerebral peduncle and pyramid to visualize the PyT.

Most of the ROIs within the present study were imported to the native space by non-linear registration using open access atlas, the whole processes were performed without subjective manipulations. For the pyramid, it is an obvious anatomical structure which was bordered medially by the anterior median fissure and laterally by the anterolateral sulcus. Therefore, the repeatability of defining the regions was also guaranteed.

The QA threshold was set at the optimal threshold such that the orientation distribution signal best fit the brain tissue in the SDF map, with the least amount of the orientation signal falling outside the pial boundary or into the ventricle. Here, values of the QA thresholds ranged from 0.05 to 0.1 for the individual data, while the value was 0.15 for the 30-subjects-averaged template and 0.1 for the HCP 1021 template. Other tracking parameters were as follows: angular threshold = 90, step size = 0.5, smoothing = 0.8, min length = 5.0 mm, max length = 300.0 mm, trilinear algorithm, and streamlined. The tracking process was set to terminate if the seed number reached 50,000.



Connectome Evaluation

To evaluate whether a given region within BA 6 is an effective region that constituted the PyT, we defined the effective index (EI) as the number of endpoints that fell within the region divided by the number of voxels in the region; this reflects the average fiber distribution within the region. Calculation of the EI was performed for the 30-subjects-averaged template and HCP 1021 template, to estimate the composition of the PyT at the group or population level. Here, 0.5 was chosen as the EI threshold; that is, if more than half of the total voxels within a certain region had at least one endpoint, we considered this region to reliably contribute fibers to the PyT. Origin analysis (EI), shape, and course of the fiber tracts were observed for the 30-subjects-averaged template and HCP 1021 template, and verified in 30 of the MGH-HCP individuals.




RESULTS

In the 30-subjects-averaged template, HCP 1021 template, and all 30 individuals, fibers of BA 6 were consistently observed to contribute to the PyT. Additionally, the trajectory and shape of the PyT were also visualized at individual, group, and population levels.


Fanning Shape and Triple Cross of the PyT

We first checked whether an inability to reconstruct the fanning shape and triple cross, which would prevent visualization of the endpoints of the PyT, were present for the templates and individual-level data. Fanning shapes were present in most of the data (Figures 1, 2). Additionally, triple crossings were visualized at the semioval centrum, which consisted of fibers of the corpus callosum in a left-right direction; arcuate fasciculus in the anterior-posterior direction; and PyT in the superior-inferior direction (Figure 2).


[image: image]

FIGURE 1. The fanning shape of pyramidal tract (PyT) visualized in individual level. On the left panel (A), the fanning shape of PyT was visualized in the directional view. On the right panel (B), PyT4 and PyT6 are shown in green and orange, respectively, together with top and lateral views.
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FIGURE 2. Triple crossings and fanning shape in Human Connectome Project (HCP) 1021. Triple crossings at the semioval centrum, PyT, corpus callosum, and arcuate fasciculus are shown in the left panel (A). The fanning shape is shown in the right panel (B), with color-code indicating the quantitative anisotropy (QA) value. The QA values were observed to be higher in white matters and lower within the gray matters.





Quantitative Evaluation of PyT Distribution in BA 6

For the 30-subjects-averaged template and HCP 1021 template, we calculated the EI according to subregions of BA 6 (Figure 3). For the former template, subregions where EI was larger than 0.5 were bilateral A6dl and A6m, as well as the right A6cvl. On the latter template, these areas were bilateral A6dl and A6m. Notably, subregions with consistent effective distributions between templates were bilateral A6dl and A6m. These findings were further verified in the individuals; we observed that the subregions of bilateral A6dl, A6m, and right A6cvl, had relatively high frequencies of being areas with effective distribution to the PyT (Figure 3). Details of the fiber tractography that originated from A6dl and A6m is shown in Figure 4.


[image: image]

FIGURE 3. Effective index (EI) in HCP 1021, 30-subjects-averaged template and across 30 individuals. On the left panel (A), subregions where EI was larger than 0.5 were bilateral A6dl and A6m, as well as the right A6cvl for the 30-subjects-averaged template. For the HCP template, these areas were bilateral A6dl and A6m. On the right panel (B), bilateral A6dl and A6m, as well as the right A6cvl were the most frequently observed to be effectively contributed to the PyT across 30 individuals. Effective distributions are shown in yellow background.
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FIGURE 4. Details of the fiber tractography originating from A6dl and A6m in HCP 1021 template. The left side shows bilateral fibers that originated from A6dl and A6m, together with all subregions in Brodmann area (BA) 4 in gray. The right side shows details of fiber tractography origins from left A6dl and A6m. Left A6dl is shown in orange and left A6m in green.





Twisting Relationship Between PyT6 and PyT4

In both the 30-subjects-averaged template and HCP 1021 template (Figure 5), PyT6 was typically located anterior and medial to PyT4. Specifically, from the level of the cortex to the semioval centrum, PyT6 predominately coursed in front of PyT4. When descending into the internal capsule and the cerebral peduncle, PyT6 was located at the anteromedial side of PyT4. After further descending into the pons, PyT6 was located at the medial side of PyT4. At the level of the foramen magnum, PyT6 rotated to the medial posterior side of PyT4. These observations also applied to individual participants.
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FIGURE 5. PyT6 and PyT4 in 30-subjects-averaged template. (A) Fibers distributed in a fanning shape ranged from the medial wall of the frontal lobe to the opercula region. (B) PyT4 and PyT6 are shown in green and orange, respectively. (C) PyT4 and PyT6 at layers of subcortex, semioval centrum, internal capsule, cerebral peduncle, pons, and foramen magnum region.






DISCUSSION

Using the large population data of the HCP and high magnet gradient HARDI data, we found the existence of PyT6 in humans. Specifically, A6dl, or the dPMA, and A6m, or the SMA, have consistently contributed to the PyT. To the best of our knowledge, there is a lack of extant literature that explores the distribution of fibers from BA 6 to the PyT in human beings.

Currently, most knowledge regarding the origin of the PyT was obtained from axonal tracing studies of non-human primates. These animal studies revealed that besides the primary motor cortex, the remaining projections originated from the SMA, arcuate premotor area, and caudal cingulate motor areas (Dum and Strick, 1991; Galea and Darian-Smith, 1994). Concerning the PyT in humans, although five decades ago postmortem observation of the human brain observed the PyT had origins other than the precentral gyrus (Jane et al., 1967), the definite origin of the PyT in humans remains to be defined (Archer et al., 2018; Chenot et al., 2019). Several DTI studies have explored the PyT (Kumar et al., 2009; Zolal et al., 2012; George et al., 2014); however, due to angular resolution limits, the fanning shape of the PyT and multiple crossings of the semioval centrum have been barriers to reliably evaluating the origin and course of the PyT. Additionally, most of these previous studies primarily focused on the precentral area. With respect to BA 6 projections to the PyT in humans, Seo and Jang (2013) investigated different diffusion indices of the SMA and dPMA, recognizing that the origin of the PyT at the SMA and dPMA was chosen by default in animal studies, rather than by defining explicitly which subregions project to the PyT (Seo and Jang, 2013). In a more recent study, Chenot et al. (2019) used DTI to create a PyT template. They observed the origin of the PyT as the premotor area; nevertheless, they also mentioned that the distribution to the PyT from the premotor area in humans remains to be defined (Chenot et al., 2019).

In the present study, the triple crossing fibers at the semioval centrum and the fanning shape of the PyT were visualized successfully, indicating that prior barriers that prevented visualization of the terminations had been removed. The QA values were observed to be slightly lower in the gray matter than in the white matter (Figure 2). This was due to white matter typically consists of axons in a certain direction, therefore, the diffusional movement of the water molecules are directive within the membrane (Alexander et al., 2007), and this resulted in a higher QA value. However, when approaching the gray matter, different layers of cytoarchitecture (Fatterpekar et al., 2002) typically decreased the water diffusion, thus, the QA value exhibited a reduction at regions of gray matter.

By using different subregions from the BN atlas that fully covered the entire BA 6, and by introducing EI as a quantitative evaluation of the effective distribution, we observed that the dPMA and SMA consistently contributed to the PyT; these observations are consistent with previous studies of non-human primates. According to the literature, the dPMA is primarily concerned with addressing external cues and adjusting movement plans (Paus, 2001; Hartwigsen et al., 2012). Additionally, the dPMA plays a role in the recovery of motor paresis after stroke (Watson et al., 1986; Seitz et al., 1998; Di Pino et al., 2014); injury to the dPMA can be accompanied by limb-kinetic apraxia (Freund and Hummelsheim, 1985; Jang and Seo, 2016). In contrast, the SMA is involved in self-initiated movements (Passingham et al., 2010), action monitoring (Bonini et al., 2014), and sequencing (Tanji, 2001). Infarction of the SMA can result in apraxia of the extremities (Marchetti and Della Sala, 1997; Chang and Chun, 2015). Watson et al. (1986) reported two patients with left mesial hemisphere infarctions that included the SMA who had bilateral apraxia for lower limb movements. Ito et al. (2013) reported a patient who was unable to move his left leg intentionally either by verbal command or by imitation after the SMA injury. Chang and Chun (2015) reported a patient with SMA infarction who presented lower limb apraxia and even noted that this apraxia might accompany disruption of the PyT. Therefore, this study might still have important clinical meanings.

Regarding organization of the PyT at different descending levels, we found that the PyT4 and PyT6 exhibited a twisting relationship from the level of cortex to the level of the medulla oblongata. The twisting organization of the PyT from the cortex to the internal capsule has been observed in previous studies (Park et al., 2008; Pan et al., 2012; Chenot et al., 2019), most of which focused on discussing the somatopology of the primary motor area in the internal capsule. Studies that explicitly assess the relationship between PyT6 and PyT4 are lacking.

There are limitations to the present study. First, it was previously reported that the PyT contains fibers from the cingulate cortex in non-human primates. However, in the present study, we did not find these projections after tracking all data carefully, even though the diffusion data we used in the present study is of high angular resolution. Thus, it remains to be elucidated whether the cingulate cortex is an origin of the PyT in humans. Next, in addition to the consistent regions of A6m and A6dl, other regions were variable and could not be defined meaningfully in the current study. Furthermore, there is only one modality and a lack of functional experiments exists in this study. Thus, the present study focused on discussing the structural basis of the PyT6. Future studies are also needed to explore the functional aspects of the fibers.



CONCLUSION

Using HARDI images, our findings indicated that the PyT contains fibers originating from BA 6, most probably from the SMA and dPMA. Injury to the SMA and dPMA (e.g., infarction, aging) would result in incomplete receipt of information by the PyT, and further decrease motor planning and coordination abilities.
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Recent evidence suggests that the cerebellum is related to motor and non-motor cognitive functions, and that several coupled cerebro-cerebellar networks exist, including links with the limbic network. Since several limbic structures are affected by Alzheimer pathology, even in the preclinical stages of Alzheimer’s disease (AD), we aimed to investigate the cerebral limbic network activity from the perspective of the cerebellum. Twenty patients with mild cognitive impairment (MCI), 18 patients with AD, and 26 healthy controls (HC) were recruited to acquire Resting-state functional MRI (rs-fMRI). We used seed-based approach to construct the cerebro-cerebellar limbic network. Two-sample t-tests were carried out to explore the differences of the cerebellar limbic network connectivity. The first result, a sub-scale network including the bilateral posterior part of the orbitofrontal cortex (POFC) extending to the anterior insular cortex (AIC) and left inferior parietal lobule (L-IPL), showed greater functional connectivity in MCI than in HC and less functional connectivity in AD than in MCI. The location of this sub-scale network was in accordance with components of the ventral attention network. Second, there was decreased functional connectivity to the right mid-cingulate cortex (MCC) in the AD and MCI patient groups relative to the HC group. As the cerebellum is not compromised by Alzheimer pathology in the prodromal stage of AD, this pattern indicates that the sub-scale ventral attention network may play a pivotal role in functional compensation through the coupled cerebro-cerebellar limbic network in MCI, and the cerebellum may be a key node in the modulation of social cognition.

Keywords: mild cognitive impairment, Alzheimer’s disease, cerebro-cerebellar connectivity, limbic network, resting-state functional MRI, compensation


INTRODUCTION

The most prominent feature of Alzheimer’s disease (AD) is the compromise of episodic memory, even in its prodromal stage that is referred to as mild cognitive impairment (MCI). It is natural that the pathogenesis of the impairment of memory became a focus on the research of AD. Although it is also involved in memory function, the limbic system has attracted little attention in AD-related research (Rolls, 2015). However, the common neuropsychiatric symptoms (NPS) of AD, including agitation and aggression, can result in potential harm that affects the patients and their caregivers and may become a much more serious burden on the family than the amnesia (Craig et al., 2005). For most psychiatric conditions, dysfunction of the limbic structures affects emotion regulation, social interaction, and other behaviors. Understanding the limbic network would be meaningful for deeply probing brain functions, such as memory, and for clarifying the pathogenesis of psychiatric disorders, such as depression (Bennett, 2011), bipolar disorder (Leow et al., 2013), and psychosocial stress (Pruessner et al., 2008). To date, very few reports have focused on the significance of the limbic network in the evaluation of the biological underpinnings of AD (Trzepacz et al., 2013).

A series of clinical studies exploring NPS in patients with MCI and AD indicated that greater agitation was correlated with decreased gray matter (GM) density in the left insula and bilateral anterior cingulate (Bruen et al., 2008) and the left inferior frontal, insular, and bilateral retrosplenial cortices (Hu et al., 2015). Similarly, Trzepacz et al. (2013) reported that agitation and aggression severity was positively correlated to frontolimbic atrophy. Limbic dysfunction mainly includes the entorhinal cortex extending to the parietal cortex (Khan et al., 2014) and inferior frontal areas. Several limbic structures are involved by tau pathology even in AD patients (Spires-Jones and Hyman, 2014). With combined positron emission tomography (PET) and magnetic resonance imaging (MRI), severe reductions of metabolism were observed throughout a network of limbic structures, including the hippocampus, medial thalamus, and posterior cingulate cortex (PCC) in mild AD patients; the same pattern was seen in amnestic MCI to a lesser degree (Nestor et al., 2003).

Resting-state functional MRI (rs-fMRI) can be used to evaluate the functional connectivity and large-scale functional network such as the default mode network (DMN) and limbic network. A typical finding is impairment of DMN activity, which is considered to be the origin of episodic memory damage in MCI and AD (Greicius et al., 2004; Li et al., 2015). Rs-fMRI may be particularly useful in the early detection of pathological change, due to neural function alterations may precede neuronal atrophy. Since the structure of the limbic system is compromised in MCI and AD, it is reasonable to hypothesize that functional changes of the limbic system occur in AD, even in the prodromal stages. A resting-state magnetoencephalography study on patients with MCI due to AD showed that patients with phosphorylated tau pathology had decreased functional connectivity such as the PCC, orbitofrontal cortex (OFC), and paracentral lobule, which could affect the limbic structures (Canuet et al., 2015).

The cerebellum has long been considered as mainly being involved in motor function; recently, it was also found to contribute to some non-motor cognitive functions. In other words, in addition to sensorimotor function, cognition, emotion, and autonomic functions can also be localized to the cerebellum, just like with the cerebrum. The cognitive/limbic cerebellum is found to be located in the cerebellar posterior lobe, which has been connected to cerebral cortex association areas. Moreover, lesions in the cerebellar posterior lobe lead to the cerebellar cognitive affective syndrome (CCAS). New evidence regarding cerebellar organization and functional connections have been provided by rs-fMRI studies in humans that have found distributed cerebral networks that underlie movement, attention, and limbic valence, as well as frontoparietal and default systems concerned with multiple different functions map onto the cerebellum with topographic specificity (Habas et al., 2009; O’Reilly et al., 2010). Patients with focal infarcts to the hemipons, present disrupted functional coupling between the cerebrum and contralateral cerebellum (Lu et al., 2011). Buckner et al. (2011) proposed an rs-fMRI-based approach to comprehensively explore the organization of cerebro-cerebellar circuits in the human brain. Seven networks, including the limbic network, within the cerebellum were observed to connect to the associated cerebral networks.

Because cerebellum plays crucial roles in higher cortical functions through a cerebro-cerebellar circuit, and it is not compromised by AD-related pathology in the early stages (Braak and Braak, 1991), here, we wanted to evaluate the pattern of cerebral limbic network activity of the AD spectrum through the coupled cerebro-cerebellar network.



MATERIALS AND METHODS


Participants Recruitment

Twenty patients with MCI, 18 patients with AD, and 26 healthy controls (HC) were recruited in the study. The MCI and AD participants were recruited from the memory clinic of the Department of Neurology in hospital. HC were enrolled through volunteer posters from a community-based epidemiological study. Participants all provided written informed consent in accordance with the guidelines set by the Medical Research Ethics Committee of Beijing Xuanwu Hospital.



Clinical Examination

For each subject, clinical examination was composed of medical history, neurological examination, informant interview, and neuropsychological assessment including the Mini-Mental State Examination (MMSE) and Clinical Dementia Rating (CDR). Potential participants with a history of stroke, drug abuse, moderate to serious hypertension, psychiatric diseases, or other systemic diseases were excluded from the study.

HC did not have any subjective or reported cognitive impairments, and a CDR score of 0 and MMSE score ≥28. The inclusion criteria for MCI patients were based on previous studies (Winblad et al., 2004; Zhang et al., 2017) and were as follows: had a subjective cognitive complaint (corroborated by an informant), episodic memory deficit on neuropsychological testing (CDR score = 0.5 and MMSE score >24), and could complete daily living independently. AD patients met both the DSM-IV criteria for dementia and the National Institute of Neurological and Communicative Diseases and Stroke/AD and Related Disorders Association criteria for probable AD dementia.

The demographic and neuropsychological findings of the AD, MCI, and HC groups are summarized in Table 1. Age, gender ratio, and years of education were matched across the three groups. The age of participants was similar between the three diagnostic groups (one-way ANOVA, F = 0.590, p = 0.559) with similar medians and ranges, whereas the MMSE scores were significantly different between the three groups (one-way ANOVA, F = 78.552, p < 0.0001).

TABLE 1. Demographics of Alzheimer’s disease (AD) and mild cognitive impairment (MCI) patients, and healthy controls (HC).
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MRI Data Acquisition

All MRI data were acquired using a 3-T Siemens Trio system. Participants’ heads were positioned within a 12-channel head coil. Foam padding was provided for comfort and to minimize head movement. During the rs-fMRI scanning, all participants were informed to close their eyes and to restrain from initiating attention-demanding activity. Functional images were collected using a gradient echo sequence [echo time (TE) = 40 ms, repetition time (TR) = 2,000 ms, flip angle = 90°, field of view (FoV) = 256 mm2, matrix = 64 × 64, 28 slices, slice thickness = 4 mm, and 0 mm inter-slice gap] for a period of 8 min and 4 s, resulting in a total of 239 imaging volumes. A T1-weighted anatomical image was also obtained using a magnetization-prepared rapid acquisition gradient echo sequence [TE = 2.2 ms, TR = 1,900 ms, inversion time (TI) = 900 ms, flip angle = 9°, FoV = 256 mm2, matrix = 224 × 256, 176 slices, and 1 mm3 voxel]. 3D T1 structural images were collected for anatomical co-registration.



MR Image Preprocessing and Individual Limbic Network Mapping

We preprocessed all MRI data using the Connectome Computation System pipeline consisting of anatomical and functional image processing steps (Xu et al., 2015). The anatomical preprocessing firstly denoised individual MRI structural images with a spatially adaptive non-local means filter (Xing et al., 2011). It stripped the skull of the denoised image and integrated manual edits to achieve a better brain extraction and segmented the brain volume into cerebrospinal fluid (CSF), white matter (WM), and GM tissues across both cerebral cortex and cerebellum. Individual pial (GM/CSF boundary) and white (GM/WM boundary) surfaces were subsequently generated and spatially normalized to match a group-level template surface in Montreal Neurological Institute (MNI) space. The subsequent functional preprocessing removed the first five volumes (10 s), detected and fixed temporal spikes by interpolation, corrected temporal acquisition difference in slice order and spatial head motion across volumes and performed intensity normalization on the 4D global mean intensity of 10,000. This pipeline uses individual white surfaces to complete a boundary-based registration (BBR) for building spatial matching between multimodal (functional vs. anatomical) images in a single individual. Friston’s 24-parameter motion curves, WM and CSF mean time series, as well as linear and quadratic trends were regressed out from the individual rs-fMRI time series using multiple linear regressions. As the final step in the CCS, the rs-fMRI time series were transferred into a 1-mm MNI surface grid and down-sampled to the 4-mm MNI surface grid (fsaverage5).

Seed-based method was employed to construct a cerebro-cerebellar limbic network. In this study, seed was chosen following these steps: first, cerebellar limbic network template was chosen from the 7-network parcellation of the cerebellum using 1,500 subjects (Buckner et al., 2011); second, the average time sequence of all the vertex in the template was extracted. Pearson’s correlation coefficient between the individual mean time series of the cerebellar limbic network and preprocessed rs-fMRI time series of each vertex on the fsaverage5 was calculated and further converted into Fisher-z value to quantify the limbic functional connectivity. This resulted in individual surface mapping of the limbic network connectivity for subsequent statistical tests across the three groups.



Correlational Analysis

Two-sample t-tests were applied to explore cerebellar limbic network connectivity differences between each pair of the three groups. Vertex-wise statistical cortical surface maps were corrected for multiple comparisons with cluster-level random field theory of family-wise errors (corrected p < 0.05). Correlations between MMSE score and mean cerebellar limbic network connectivity across all vertices within each cluster exhibiting significant differences in functional connectivity were performed.




RESULTS


Cerebral Areas Showing Significant Functional Connectivity to Cerebellar Limbic Network

In HC, a set of distributed areas showed positive functional connectivity to the cerebellar limbic network, including the frontal lobe, parietal lobe, and temporal lobe, mainly in the medial part of the hemispheres. Some areas also showed negative functional connectivity to the cerebellar limbic network, distributing in the convexity of the hemispheres (see Figure 1A). In the MCI group, fewer cerebral areas showed positive functional connectivity to the cerebellar limbic network than in HC; however, the t-values were higher in some areas on visual inspection, mainly in the frontoparietal lobes (see Figure 1B). Many fewer areas exhibited positive functional connectivity to the cerebellar limbic network in AD than in MCI and HC; these areas were mostly distributed in the frontal and temporal pole (see Figure 1C). At the same time, the number of areas showing negative functional connectivity to the cerebellar limbic network was higher in MCI and AD groups than in the HC. These areas showing functional connectivity to the cerebellar limbic network were nearly symmetrically distributed in bilateral hemispheres.
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FIGURE 1. Cerebral areas showing significant functional connectivity to the cerebellar limbic network in (A) healthy controls (HC), (B) mild cognitive impairment (MCI), and (C) Alzheimer’s disease (AD) groups.





Significant Differences of the Functional Connectivity Between Cerebellar Limbic Network and Cerebral Cortex Between HC, MCI, and AD Groups

HC vs. AD: HC present increased functional connectivity in the right mid-cingulate cortex (MCC), right lingual gyrus to the cerebellar limbic network and decreased functional connectivity in the left temporal pole to cerebellar limbic network in comparison with AD (see Figure 2A).
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FIGURE 2. Significant differences in the functional connectivity to the cerebellar limbic network between (A) HC, (B) MCI and (C) AD groups.



HC vs. MCI: compared with MCI, HC show increased functional connectivity in the left paracentral lobule, right paracentral lobule extending to the right MCC to the cerebellar limbic network and decreased functional connectivity in the bilateral posterior part of the orbitofrontal cortex (POFC) extending to the anterior insular cortex (AIC), left inferior parietal lobule (L-IPL), and right fusiform gyrus to the cerebellar limbic network (see Figure 2B).

MCI vs. AD: increased functional connectivity between the bilateral POFC extending to the AIC (POFC-AIC), L-IPL and the cerebellar limbic network were found in MCI patients. No decreased functional connectivity was observed in MCI relative to AD (see Figure 2C).

Table 2 illustrated Talairach coordinates of clusters showing significant differences in functional connectivity with the cerebellar limbic network between HC, MCI, and AD groups.

TABLE 2. Talairach coordinates of clusters showing significant differences in functional connectivity with the cerebellar limbic network between HC, MCI, and AD groups.
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Relationships Between Functional Connectivity and MMSE Score

A Pearson correlation was calculated between MMSE score and significant clusters. Among these clusters, the right MCC (HC vs. AD), right lingual gyrus (HC vs. AD), bilateral posterior part of orbital-frontal cortex extending to the AIC (MCI vs. AD), and left inferior parietal lobule (MCI vs. AD) showed positive correlations with the MMSE score (p < 0.05). Negative correlation was observed between the left temporal pole (HC vs. AD) and MMSE score (p < 0.01; see Table 3). Clusters showing positive or negative correlation with the MMSE score are those with a significant difference in HC vs. AD, and MCI vs. AD. No significant correlations were observed between MMSE score and clusters showing significant differences between HC and MCI patients.

TABLE 3. Significant correlations between the MMSE score and functional connectivity of brain regions.
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DISCUSSION

The current study evaluated changes in the cerebral limbic network in MCI and AD from the perspective of cerebro-cerebellar functional connectivity because regions of the cerebellum are functionally coupled to specific cerebral networks (Buckner et al., 2011). In other words, we aimed to study the cerebral areas showing significant functional connectivity to the cerebellar limbic network and discriminate differences between HC, MCI, and AD groups. The pattern of the cerebral areas showing functional connectivity to the cerebellar limbic network, which was nearly symmetrically distributed in bilateral hemispheres, was similar in the three groups. The significant differences between the three group indicated that: (1) a sub-scale network, including the bilateral POFC-AIC and left IPL, showed greater functional connectivity in MCI relative to HC and lower connectivity in AD relative to MCI; (2) decreased functional connectivity in the left paracentral lobule and right paracentral lobule extending to right MCC in MCI relative to HC and decreased functional connectivity in the right MCC in AD relative to HC and (3) decreased functional connectivity in the left temporal pole in HC relative to AD and in the right fusiform gyrus in HC relative to MCI, increased functional connectivity in the right lingual gyrus in HC relative to AD. The dual change of the cerebral limbic network in the current study is consistent with a previous study on MCI due to AD patients (Canuet et al., 2015). They found patients with abnormal CSF p-tau and Aβ42 levels showed both decreased and increased functional connectivity affecting limbic structures, with resting-state magnetoencephalography.

The limbic network was proposed by Papez (1995) to be a system involved in emotion and memory. It is well known that AD is characterized by impairment of episodic memory. However, since NPS was verified to occur in AD and MCI (Bruen et al., 2008; Trzepacz et al., 2013), and several previous studies have reported GM atrophy in the limbic network in AD and MCI (Bruen et al., 2008; Trzepacz et al., 2013; Hu et al., 2015), it is reasonable to consider that the limbic network is compromised in AD spectrum disorders.

Although the cerebellum has long been considered to be mainly involved in motor control, evidence has been accumulating that the cerebellum also contributes to higher cognitive function (Buckner, 2013; Bernard and Seidler, 2014; Sokolov et al., 2017; Schmahmann, 2019). Patients with left-sided lesions showed deficits in visuo-spatial processing while patients with right-sided lesions had verbal memory defects, indicating dysfunction of the contralateral cerebral hemispheres (Hokkanen et al., 2006). Other studies related to ADHD (Tomasi and Volkow, 2012), depression (Alalade et al., 2011), and aging (Bernard et al., 2013) without visible parenchymal lesions also revealed that cerebellar function might change accordingly. Moreover, a recent multi-study analysis showed that cerebellar activity during domain-specific mentalizing functionality is strongly connected with a corresponding mentalizing network in the cerebrum (Van Overwalle and Mariën, 2016). However, in the AD spectrum, the cerebellum was considered to be free from Alzheimer pathology until the severe phase of the disease, and always a normal reference in the evaluation of cerebral metabolism (Ni et al., 2013). Bai et al. (2011) reported that longitudinal functional connectivity between the hippocampus subregion and cerebellum may be a valuable biomarker to classify aMCI converters from aMCI non-converters. Similarly, in a recent report (Delli Pizzi et al., 2019), hippocampal/entorhinal functional connectivity were evaluated in individuals with MCI those who did not convert to AD or show the presence of AD pathological load compared to those who converted to AD or showed presence of AD pathological load, increased functional connectivity to the selected regions, especially the cerebellum, were considered to be the strategy in maintaining the cognitive reserve. According to the MMSE and CDR score, AD patients in our study were classified as mild to moderate. It is feasible to illuminate the role of the cerebellum in the evaluation of the limbic network in the AD spectrum by examining coupled cerebro-cerebellar functional connectivity.


POFC-AIC and IPL

In the current study, the bilateral POFC-AIC, together with the left IPL, formed a sub-scale network that showed a dual pattern in MCI and AD patients. Increased functional connectivity between the sub-scale network and cerebellar limbic network was observed in MCI relative to HC and decreased functional connectivity was observed in AD relative to MCI. The result provided support for a nonlinear trajectory of this sub-scale network activity in the evolution from MCI to AD, similar to the pattern of memory-related neural activity reported by Celone et al. (2006). The OFC and other regions of the prefrontal cortex have been considered important in personality and social behavior. The lateral part of the OFC, which is also a component of limbic cortices, is mainly involved in behavioral inhibition, response inhibition, selective responses, and emotional cognitive adjustment. The OFC is not an area of onset for AD pathology in the brain; however, a large number of neurofibrillary tangles (NFTs) can be observed in the OFC in AD. The density of NFTs in the OFC was only secondary to that of the medial temporal lobe (MTL) even in healthy elderly with normal aging and MCI (Guillozet et al., 2003). These tangles may lead to the changes in OFC activity seen in AD. The anterior insula is an important hub in the emotional limbic system, with the ventral part of anterior insula, just ventral to the primary taste cortex, a part of the limbic system. The ventral anterior insula, together with the anterior cingulate cortex (ACC) and MCC, form the visceromotor limbic cortices. Most researches on the insula have concentrated on its influence on affective disorders. In individuals with depression, task-induced fMRI study showed hypoactivation of the right insula in response to negative affective pictures (Lee et al., 2007), and resting-state fMRI showed decreased Regional Homogeneity (ReHo) in the right insula, which was positively correlated with anxiety severity (Yao et al., 2009). The ventral anterior insular region has strong projections to the OFC and receives inputs from the OFC and ACC (Price, 2007), involving in decoding and representing reward and punishment signals that produce autonomic/visceral responses.

The IPL is not a component of the limbic system and was considered to exhibit strong evidence of a direct role in episodic memory retrieval. Vilberg and Rugg (2008) speculated that the IPL is involved in the maintenance or representation of retrieved information in something like the episodic buffer. In a study of focal lateral parietal damage, Davidson et al. (2008) showed evidence of disrupted recollection in an anterograde memory task. Since some links from the emotional system to the memory system are present, we would like to speculate that the IPL might play a role in limbic activity from the connected network.

The bilateral POFC-AIC and left IPL showed a more positive correlation with the MMSE score in MCI than in AD (p < 0.05), whereas no significant difference in correlation was observed between HC and MCI. This indicates that this sub-scale network activity was correlated with Alzheimer pathology, and may be a key biomarker in limbic activity. Moreover, the difference between HC and MCI was much less than that between MCI and AD. Compensatory activity is thought to occur during the progression of AD, especially in individuals at risk of AD (Bookheimer et al., 2000). That is to say, normal-appearing brain areas may be recruited for cognitive activity compensation in the progression of AD (Celone et al., 2006). In Yeo’s Atlas (Yeo et al., 2011), the locations of bilateral POFC-AIC and left IPL are consistent with components of the ventral attention network, so we may speculate that limbic network activity compensation can be verified in MCI through a sub-scale ventral attention network, in addition to decompensation in AD. This coincides with the progress of Alzheimer pathology.



Paracentral Lobule and MCC

The paracentral lobule and MCC showed a consistent change in MCI and AD relative to HC. The left paracentral lobule and right paracentral lobule extending to right MCC showed compromised functional connectivity to the cerebellar limbic network in MCI, and right MCC in AD. Structural connectivity also showed shorter fibers in the cingulum connecting the MCC with adjacent areas, such as the paracentral lobule, and lingual and fusiform gyri. Generally, the sensorimotor function is spared until severe disease; therefore, the paracentral lobule was not considered to be involved in AD patients in the current study. However, recent reports showed some functional changes in this area, such as increased ReHo index in MCI (Wang et al., 2015), and a significant increase in the nodal centrality in APOE ɛ4 carriers relative to APOE ɛ4 non-carriers based on a graph theory brain network analysis (Yao et al., 2015). Unlike the results of previous reports, the paracentral lobule showed decreased functional connectivity in MCI in this study. The MCC is one part of the limbic cortex, belonging to the hippocampal-centric division, and is also part of the posterior part of the medial DMN. The Pearson correlation indicated that the right MCC showed a more positive correlation with the MMSE score in HC than in AD (p < 0.05). No difference in correlation was observed between the right MCC and MMSE scores between HC and MCI, which is analogous to the pattern observed in the POFC-AIC and IPL.



Fusiform and Lingual Gyri, and Temporal Lobe

The fusiform gyrus is not a component of the cerebral limbic cortices, unlike the lingual gyrus. However, they both participate in mediating the perception of face identity (Hoffman and Haxby, 2000). The fusiform gyrus was also activated in a memory task. With associative encoding of novel picture-word pairs task, MCI subjects showed greater fMRI responses in the fusiform regions, which was believed to be a compensatory change due to the incipient atrophy in the anterior MTL (Hämäläinen et al., 2007). In the present study, the right fusiform showed increased functional connectivity in MCI relative to HC, which was consistent with previous reports. Both the lingual gyrus and temporal pole are parts of the olfactocentric division of the limbic network (Catani et al., 2013). In the comparison between AD and HC, the right lingual gyrus showed decreased while the temporal pole showed increased functional connectivity in AD. However, the correlation analysis showed that a positive correlation with MMSE score was observed in the right lingual gyrus and a negative correlation observed in the right temporal pole. To some degree, the negative correlation between the left temporal pole and MMSE score may indicate that the lower MMSE score in AD patients corresponds to stronger functional activity in this area. Mesulam (1998) has theorized that the temporal poles act as “transmodal epicenters” where information from the multiple sensory modalities is combined to form complex, symbolic, personalized representations. This area was always focused in the study of frontotemporal dementia, especially in the behavioral variant frontotemporal dementia (Hornberger et al., 2011). Zahn et al. (2009) showed that OFC and temporal pole atrophy was associated with disinhibited social behavior. The interaction of the OFC with temporal regions via the uncinate fasciculus might be crucial in maintaining normal behavior (Green et al., 2010). A large-scale functional connectivity study showed that the medial part of the left temporal pole is connected to paralimbic structures (Pascual et al., 2015). We should consider that the temporal pole is also a pivotal area in the evaluation of AD and deserves to be studied further.




CONCLUSION

The current study investigated the pattern of limbic network activity in the AD spectrum by examining the cerebro-cerebellar functional connectivity as the cerebellum is involved in the modulation of cognitive function. Functional connectivity to the cerebellar limbic network was significantly more compromised in AD than in MCI patients. This coincides with the progress of Alzheimer pathology. However, the dual pattern of the sub-scale ventral attention network, increased in MCI vs. HC and decreased in AD vs. MCI, indicating a compensatory mechanism in the MCI period, may be significant in the illumination of the limbic network in the AD spectrum. And this is consistent with Delli’s report (Delli Pizzi et al., 2019) that increased functional connectivity between the hippocampus and the cerebellar functional associated regions, including the limbic system, was observed in individuals with MCI those who did not convert to AD compared to those who converted to AD. In Skouras’ report (Skouras et al., 2019), cerebellum showed increased functional connectivity to PCC in asymptomatic preclinical AD and to MCC in MCI, these were also considered as functional compensation. Considering that the cerebellum was spared in the early stages of the AD, it is reasonable to believe that the cerebellum is crucial in this process. In addition, the change in left temporal pole activity supports the notion that more attention should be paid to this area in the limbic network in AD.



LIMITATION

Although this is a pilot study, we think it was meaningful to investigate the cerebral limbic network activity from the perspective of coupled cerebro-cerebellar functional connectivity. Nonetheless, there were some limitations in this study. The first was the small sample in each group. The second item may be the incomplete neuropsychological study without the use of the Neuropsychiatric Inventory (NPI). Third, we believe it would be more helpful to take the DMN into consideration and analyze the interrelationship between them.
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R-MCC R-LG L-POFC-AIC L-IPL R-POFC-AIC L-TP

Correlation coefficient 0.366 0.366 0.341 0.325 0.313 —0.439
P-value 0.017 0.017 0.027 0.036 0.043 0.004

Note: R-MCC, right mic-cingulate cortex; R-LG, right lingual gyrus; L-POFC-AIC, left posterior part of orbital-fronto cortex and anterior part of insular cortex; L-IPL, left inferior parietal
lobule; R-POFC-AIC, right posterior part of orbital-fronto cortex and anterior part of insular cortex: L-TP. left temporal pole.
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511 —11 -7 63 6 Left paracentral lobule 1.929
1,021 13 —18 36 24 Right mid-cingulate cortex/paracentral lobule 3376
639 -85 47 30 40 Left inferior parietal lobule —1.915
559 39 22 8 Right posterior part of orbital-fronto cortex and anterior part of insular cortex ~ —2.554
499 T —23 20 Right fusiform gyrus —2.038
679 —28 25 5 Left posterior part of orbital-fronto cortex and anterior part of insular cortex —2.988
HC-AD
624 13 18 36 24 Right mid-cingulate cortex 2471
845 13 64 1 Right lingual gyrus 1.851
539 31 -6 -2 20 Left temporal pole —2.022
MCI-AD
1,814 47 12 17 Left posterior part of orbital-fronto cortex and anterior part of insular cortex 5.043
703 —49  —45 43 40 Leftinferior parietal lobule 2192
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Age Female/Male Education (year) MMSE CDR
AD patients (1 = 20) 784 +67 1179 10.5+£06 17.5+0.1 1
MCI patients (1 = 18) 705+63 10/8 123+ 1 26106 05
Healthy controls (n = 26) 71.3+68 1214 11+£09 283+05 [

No significant difference (p > 0.05) was observed in age, sex, or years of education between the three groups. Significant differences in Mini-Mental State Examination (MMSE) scores

were seen between the three groups (p < 0.0007).
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Patients with mild TBI

Control subjects

Characteristic Male (n = 27)

Female (n = 27)

P value (Cohen's d)

Male (1 = 27)

Female (1 = 27)

Pvalue (Cohen’s d)

Demographic

Age (years) 364 % 97 (19-54)

Education (years) 94 + 35 (3-15)
Clinical assessments
RPCS 84 + 58(1-23)
DSC 347 + 13.7 (14-60)
VF 174 + 4.8(9-27)
ISl 59 + 45(0-17)

35.6 + 9.4 (21-54)
9.5 + 4.3 (0-16)

11.4 + 6.4 (3-25)
36.7 £ 141 (9-60)
15.6 + 4.8 (9-26)
88 + 7.1 (1-24)

0.996 (-0.012)
0.945 (-0.019)
0.073 (-0.507)
0.593 (-0.149)
0.242 (0.328)

0.072 (-0.509)

32.8 + 10.1(22-53)
10.7 £ 51 (1-17)

13 £18(0-7)
50.7 + 15.4 (14-60)
20.8 + 6.7 (9-32)
1.2 £ 26 (0-11)

33.1 + 10.7 (20-54)
1.1 £ 4.8(0-17)

24 +25(0-9)
48.8 + 15.7 (16-60)
19.1 £ 6.3 (8-31)
1.8 +2.2(0-8)

0.948 (-0.023)
0.837 (-0.073)
0.166 (—0.502)
0.726 (0.125)
0.450 (0.270)
0.441 (-0.276)

Notes: DSC, WAIS-Il Digit Symbol Coding score; VF; Verbal Fluency Test; RPCS, the Fivermead Post-Concussion Symptom Questiornaire; IS1, Insomiia Severity Index; In 2nd, 3rd, 5, 6th column, numbers in parentheses are ranges.
In 4th, 7th column, numbers in parentheses are for the Cohen’s d effect size. P < 0.05 was considered statistically significant in all the tests.
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Male participants

Female participants

Characteristic Mild TBI group (n = 27)

Control group (n = 17)

Pvalue (Cohen’s d)

Mild TBI group (1 = 27)

Control group (n = 17)

P value (Cohen’s d)

Demographic

Age (years) 354 % 97 (19-54)

Education (years) 9.4 % 35 (3-15)
Clinical assessments
RPCS 8.4 + 58(1-29)
DSC 347 + 13.7 (14-60)
VF 174 & 48 (@-27)
ISl 59 + 45 (0-17)

32.8 + 10.1 (22-53)
10.7 £ 51 (1-17)

13 £18(0-7)
50.7 + 15.4 (14-60)
20.8 + 6.7 (9-32)
1.2 £ 26(0-11)

0.394 (0.272)
0.322 (-0.305)

< 0.001 (1.669)
0.001 (—1.130)
0.042 (-0.641)

< 0.001 (1.307)

35.6 + 9.4 (21-54)
9.5 + 4.3(0-16)

1.4 + 6.4(3-25)
36.7 + 14.1 (9-60)
15.6 + 4.8(9-26)

88 + 7.1 (1-24)

33.1 + 10.7 (20-54)
114 + 4.8 (0-17)

24 + 2509
48.8 + 15.7 (16-60)
194 + 63 (8-31)
18 £22(0-8

0.421 (0.254)
0.270 (-0.351)

< 0.001 (1.915)
0.011 (-0.833)
0.043 (—0.642)

< 0.001 (1.357)

Notes: DSC, WAIS-Il Digit Symbol Coding score; VF; Verbal Fluency Test; RPCS, the Fivermead Post-Concussion Symptom Questiornaire; IS1, Insomiia Severity Index; In 2nd, 3rd, 5, 6t column, numbers in parentheses are ranges.

In 4th, 7th column, numbers in parentheses are for the Cohen'’s d effect size. P < 0.05 was considered statistically significant in all the tests.
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Cluster Peak P-value Cohen’s Talairach coordinates

Cluster Size t-Value (FDR-cor) d X, ¥, Z (mm)

Fusiform_R 848 5.26 0.015 1.29 45, -5, —30
Parahippocampus_R 575 4.95 0.015 1.22 23, —36, -9
Parahippocampus_L 872 4.86 0.015 1.20 -20, —42, —12
Parietal_Sup_R 137 4.58 0.015 1.13 42, —52, 57
Fusiform_L 601 4.33 0.015 1.07 —47, -57, =20
Thalamus_R 78 4.00 0.015 0.98 18, —22, 16
Occipital_Sup_R 57 4.00 0.015 0.98 26, —81, 27
Cuneus_L 88 3.94 0.015 0.97 -15, -81,4
Temporal_Sup_R 56 3.86 0.016 0.95 54, -4, -0
Prefrontal_medial_R 107 3.86 0.016 0.95 2,39, 42
Postcentral gyrus_L 121 3.77 0.016 0.93 -56, —28, 37
Middle occipital Gyrus_L 62 3.75 0.016 0.92 -35, =79, —17
Putamen_L 51 3.63 0.018 0.89 -21,18, -8

GMV, gray matter volume; L, left; R, right; Sup, superior; FDR-cor, corrected for multiple comparisons with false discovery rate.
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Characteristic

Age (years)

Q-verbal

Q-performance

Q-full scale

Birth weight (Kg)

Height (cm)

Weight (kg)

Family income (10000 yuan/year)

Education of primary care givers (years)
Separation time (years)

Age at parental departure (months)
Reunion time (days/year)
Communication time (minutes/week)
HAMA

HAMD

Gender

Girl

Boy

Delivery

Labor

Cesarean
Special interest
Singing/dancing
Football/Soccer

Group

LBC Non-LBC
Mean SD Mean SD P
9.60 1.80 10.00 1.95 0.40
89.63 12.86 93.67 15.74 0.25
97.39 13.14 99.00 14.53 0.64
92.76 13.05 95.67 14.70 0.39
3.37 0.47 3.41 0.46 0.78
140.34 12.18 139.53 12.80 0.79
35.85 9.88 35.62 12.51 0.93
16.50 9.96 15.33 9.09 0.62
4.26 2.45 7.92 3.26 0.01
7.00 217
22.53 28.32
26.7 16.4
24.3 25.4
0.3 (range 0~3) 0.8 - -
0 0 — —
N % N % P
17 44.7 11 36.7 0.50
21 55.3 19 63.3 0.50
35 92.10 23 76.70 0.15
3 7.90 7 23.30 0.15
20 52.60 16 53.30 0.95
18 47.40 14 46.70 0.95

LBC, left-behind children; IQ, intelligence quotient; SD, standard deviation.
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mTBI mean (SD) Controls mean (SD) mTBI vs. controls P-value (Cohen’s d)

Demographic

Age 37.7(13.6) 37.5(12.2) 0.96(0.01)
Gender (M/F) 21/12 22/9 0.36(0.16)
Education 8.1(4.1) 10.5(5.9) 0.083( - 0.49)
Neuropsychology

TMTA 64.1(31.7) 55.1(37.0) 0.30(0.26)
RPCs 11.0(7.3) 2.8(2.7) < 0.001(1.48)
PCL-C 23.9(6.0) 17.0(0.0) < 0.001(1.64)
DCS 31.8(15.0) 42.7(17.6) 0.010( - 0.67)
FDS 7.6(1.7) 8.0(1.5) 0.34(-0.24)
BDS 3.6(1.4) 3.8(1.3) 0.56(—0.14)
VFT 17.3(6.1) 18.0(6.7) 0.62(-0.12)
Beck 4.4(4.7) 0.1(0.2) < 0.001(1.31)
Fss 10.4(4.2) 9.0(0.0) 0.07(0.48)
&l 7.3(6.0) 2.7(3.7) 0.001(0.92)

mTBI, mild traumatic brain injury; TMT-A, Trail-making test part A; RPCS, Rivermead post-concussion symptoms questionnaire; PCL-C, Posttraumatic Stress Disorder
checkiist - Civillan version; DSC, Wechsler Adult Inteligence Scale WAIS-IIl Digit Symbol Coding score; FDS and BDS, forward digit span and backward digit span of
the Wechsler Adult Intelligence Scale WAIS-lI; VFT, Verbal fluency test; Beck, Beck Depression Inventory 2nd edition BDI-Ii: FSS, Fatigue Severity Scale; IS, Insomnia
Severity Index. The results are thresholded at P < 0.05.
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Region Side MNI coordinate Voxel z value

X y z

Lentiform L —-22 10 -10 90 —-3.99
R 28 0 -6 122 —4.82

Caudate L -12 —6 18 32 —4.038
R 12 20 6 50 —4.05

Thalamus R 10 -4 14 21 —3.51
Ceneus L —-14 -82 6 —-3.96 —-3.96
DLPFC (9) L —36 12 30 33 3.78
DLPFC (46) R 42 32 20 21 3.81

FCS, functional connectivity strength; DLPFC, dorsolateral prefrontal cortex.
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WD (N = 27) HC (N = 27)

Gender (male/female) 15/12 15/12

Age (years) 18-28 (22.42 £ 3.66) 19-31 (23.51 £ 2.67)
Education (years) 8-14 (10.21 £ 1.23) 9-15(12.32 + 2.55)
Handedness 27 right-handed 27 right-handed
WD duration (years) 4-10 (6.76 £ 1.38)

WD types Neurologic

The KF ring 27 WD with the KF ring

24-h urinary Cu (nmol/day) 1-6 (2.52 £+ 1.44)

CP (mg/dl) 3.562-13.24 (6.28 £ 2.40)

WD, Wilson’s disease; HC, healthy controls; N, number, KF, KayserFleischer, Cu,
copper, CR, ceruloplasmin.
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Region Side MNI coordinate Voxel z value

X y z

VLPFC (45) L -50 22 18 330 —4.88
MITG L —54 24 —-12 83 3.94
PrG L —40 -18 54 109 —-4.13
MCC R 2 -2 42 89 —4.41
CRB R 50 —46 -32 55 —4.12
Insular L -30 12 -16 95 —4.29
R 42 —4 -4 145 —5.45

Caudate L -8 8 6 51 —4.30
R 10 8 12 50 —4.23

Thalamus R 2 -16 8 52 —414

CBF, cerebral blood flow; VLPFC, ventrolateral prefrontal cortex; MiTG, middle
temporal gyrus; PrG, precentral gyrus;, MCC, middle cingulate cortex; CRB,
cerebellum; L, left; R, right.
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ltems HC LA-NC LA-MCI LA-VD

Age (years) 54.3+9.6 60.1+£5.3 62.0+ 11.4 59.9+12.8
Gender (WF) 119 6/8 13/14 6/6
Education (years) 133+830 120+28 11.0+3.2 111 +31
MMSE 289415 201 +£1.0 272424 233+34
CDR 0 0 0.5 =1

CDR, clinical dementia rating; F, female; HC, healthy controls; LA, leukoaraiosis; M, male; MCI, mild cognitive impairment: MMSE, Mini Mental State Exam; VD, vascular dementia.
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mTBI Controls P-value

patients
Demographic
Age 245+138  854+120 0.462

(14-63) (14-60)

Gender (WF) 27/25 22/25 0258
Education 93+44 114£57 0.062
a-syn 536941524 517.2+86.3 0470
Neuropsychological test
T™T A 605+435  46.3+832 0073
FOS 81+16 85+15 <0.001*
BDS 41£15 46+1.9 0.458
LF 17.3+£54 18.9+59 0.280
DSC 37.9+162  47.2+169 0.007*
Self-report measures
PCS 106£7.1 21+26 <0.001*
PCL-C 250463 17.0£00 <0.001*
Fss 104£57 9.0+00 0.054
BDI 47487 01+02 <0.001*
= 69+62 1.9+84 <0.001*
mTBI severity (N%)
GCS =15 52 (100%)
GCS =13, 14 0(0%)
Causes for mild TBI (N%)
Motor vehicle accident 30 (58%)
Assallts 13 (25%)
Fall 9(17%)

TMT A, Trail-Making Test Part A; FDS, Forward Digit Span Task; BDS, Backward Digit
Span Task; LF; Language Fluency; DSG, Digit Symbol Coding; PCS, Posteoncussive
Symptoms Scale; PCL-C, Post-Traumatic Stress Disorder Checkiist Civiar; FSS, Fatigue
Severity Scale; BD, Beck Depression Inventory; IS, Insomnia Severity Index; GCS,
Glasgow Coma Scale. *p < 0.05.
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Patient-A Patient-B P-value

Demographic

Age 339+187 35,0+ 182 0479
(17-60) (14-62)

Gender (M/F) 1213 15/12 0586

Education 94+42 92+46 0941

a-syn 401.3+663  6625+961  <0.001*

Neuropsychological test

TMT A 620494  46.3+382 0679

FDS 82+16 85+15 0718

BDS 42£15 46+19 0652

LF 16859 18959 0877

DSC 380+145 472169 0762

Self-report measures

PCS 13.4+83 21+26 0012+

PCL-C 256+7.9 17.0£0.0 0612

FSS 12.0£80 9.0+£00 0.026*

BDI 56+4.2 0.1£02 0096

sl 80+67 1.9+84 0161

mTBI severity (N%)

GCS =15 25 (100%) 27 (100%)

GOS =18, 14 0(0%) 0(0%)

Causes for mild TBI (N%)

Motor vehicle accident 14 (56%) 16 (59%)

Assalts 4(16%) 9(33%)

Fall 7 (28%) 2 (8%)

TMT A, Trail-Meking Test Part A; FDS, Forward Digit Span Task; BDS, Backward Digit
Span Task; LF, Language Fluency; DSC, Digit Symbol Coding; PGS, Postconcussive
Symptoms Scale; PCL-C, Post-Traumatic Stress Disorder Checkist Civiian; FSS, Fatigue
Severity Scale; BDI, Beck Depression Inventory; ISI, Insommia Severity Index; GCS,
Glasgow Coma Scale. *p < 0.05.





OPS/images/fncir-13-00026/fncir-13-00026-g002.gif
>

Postconcussive Symptoms Scale

B
B Patient-A 1000,
= Patient-B
== Control 800
; 600f
i
3 400

patient-A  patient-B

@ patient-B
@ patient-A
&8 control





