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Editorial on the Research Topic
 The Use of Routine Health Data in Low- and Middle-Income Countries



In most high income countries, routinely collected health data are regularly used to inform policy, and provide real-time updates of health concerns. Techniques and applications have been developed for a wide range of data, both aggregated data and for individual patient data. However, in low and middle income countries (LMIC) routinely collected data have not been used quite as much, partly because the data are not so easily available, and partly due to the dearth of data professionals to analyse the data (1). There have been several initiatives to increase the numbers of data professionals in sub-Saharan Africa (SSA), and to improve their skills. This topic aimed to explore the extent to which routine data for health are being used across LMIC and how this was being led by African researchers.

One area where the analysis of routine health has produced beneficial results is through electronic health records (EHR). In SSA there has been a lot of investment in EHR for HIV services, and we anticipated papers that used anonymized records of people living with HIV (PLHIV) and the impact of HIV treatment on survival and quality of life (2). Two papers in this collection identified ways to model HIV disease progression using routinely collected data from HIV clinics. From Ethiopia a Poisson-Gamma-Normal model was used to account for overdispersion of the data and correlation within subjects, while from Zimbabwe multistate Markov models were used to identify factors that were associated with disease progression (Andualem and Ayele; Matsena Zingoni et al.). Two other papers, both from Tanzania, used the HIV EHR to look at TB infections, with one paper reporting that 96% of clinic visits by PLHIV included screening for TB, and the other giving the incidence of TB among PLHIV as 2 per 1000 person-years (Mollel et al.). This experience demonstrate that routinely collected, openly-accessible health data from many countries promotes a wealth of analyses and papers, which feed into the wider picture for the impact of improved HIV services.

A different use for routine data came from the development of tools to get more accurate estimates of disease. In many countries of Africa, there is a dependence on surveys to provide measures of prevalence and incidence of disease (3). However, smaller scale estimates are needed to inform health services for communities and routine data from health facilities can be used to obtain those hybrid estimates (4). A paper from South Africa used spatial interpolation to develop tools to bring routinely collected health data in order to provide more accurate estimates of HIV prevalence at national and sub-national levels (Wabiri et al.). This is an inspiration to others working the field to generate new methods to anneal data in this way.

Another use of routine data is to improve health services. This can be done by using the data to show areas where more effort is needed, and by comparing different services using the data they generate. Several papers in this topic showed how health services can be improved through judicious use of the data they generate every month. This ranged from ways to improve the linkage between HIV testing and HIV care (Harklerode et al.) to highlighting the misreporting of patient outcomes if those to follow up are not properly accounted for (Etoori et al.). Routine health has its problems in assessing the impact of interventions in hospitals, not least because of missing data that has not been properly recorded. Gachau et al. showed that the use of missing data methods need to account for the hierarchical nature of the data, in order to correctly assess the impact of an audit and feedback intervention.

Health services for infants are of particular concern as there is often a need to link health records of children with those of their mother. In Tanzania, PATH are starting with immunization records to build the requirement for an electronic immunization registry (EIR), showing this needs to operate on different software platforms (Seymour et al.). In Zambia an increasing number of HIV-infected pregnant women are already on antiretroviral therapy (ART) when they first attend antenatal care (Gumede-Moyo et al.). SmartCare data in Zambia were used to assess the impact of the Option B+ program on subsequent HIV transmission and the impact of ART on the survival of children born with HIV infection (Muyunda et al.; Munthali et al.).

The importance of advanced statistical methods was evident in all the papers. One paper used survival techniques to study marital formation and dissolution in South Africa (Batidzirai et al.). This showed that with advanced statistical methods you can get a more accurate picture of the real risks for life events such as marital formation and dissolution. Another paper showed that time-varying covariates are needed to properly understand the survival of patients given a kidney transplant (Achilonu et al.).

All papers used some interesting advanced statistical methods, These ranged from Bayesian methods to model disease progression, through clustering of effects in hierarchical data, time-varying covariates in survival analyses, and adjusting for missing data. The application of these methods in LMIC, and in sub-Saharan Africa in particular, are crucial to the future analyses of routinely collected health data. These papers represent the first steps of African statisticians to come to grips with the complexity of analysis, and the exploration of Big Data related to the health of the African continent.
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Introduction: Accurate estimates of coverage of prevention of mother-to-child (PMTCT) services among HIV-infected pregnant women are vital for monitoring progress toward HIV elimination targets. The achievement of high coverage and uptake of services along the PMTCT cascade is crucial for national and international mother-to child transmission (MTCT) elimination goals. In eastern and southern Africa, MTCT rate fell from 18% of infants born to mothers living with HIV in 2010 to 6% in 2015. This paper describes the degree to which World Health Organization (WHO) guidelines for PMTCT services were implemented in Zambia between 2010 and 2015.

Method: The study used routinely collected data from all pregnant women attending antenatal clinics (ANC) in SmartCare health facilities from January 2010 to December 2015. Categorical variables were summarized using proportions while continuous variables were summarized using medians and interquartile ranges.

Results: There were 104,155 pregnant women who attended ANC services in SmartCare facilities during the study period. Of these, 9% tested HIV-positive during ANC visits whilst 43% had missing HIV test result records. Almost half (47%) of pregnant women who tested HIV-positive in their ANC visit were recorded in 2010. Among HIV-positive women, there was an increase in those already on ART at first ANC visit from 9% in 2011 to 74% in 2015. The overall mean time lag between starting ANC care and ART initiation was 7 months, over the 6 year period, but there were notable variations between provinces and years.

Conclusion: The implementation of the WHO post 2010 PMTCT guidelines has resulted in an increase in the proportion of HIV-infected pregnant women attending ANC who are already on ART. However, the variability in HIV infection rates, missing data, and time to initiation of ART suggests there are some underlying health service or database issues which require attention.

Keywords: ANC, PMTCT, ART, pregnant, HIV-infected, coverage


INTRODUCTION

The Joint United Nations Programme on HIV/AIDS super-fast-track framework of ending the AIDS epidemic by 2030 set to reach and sustain 95% of pregnant women living with HIV with lifelong HIV treatment by 2018 globally (1). The achievement of high coverage and uptake of services along the prevention of mother-to-child (PMTCT) cascade is crucial for national and international mother-to-child transmission (MTCT) elimination goals (2). Twenty-two countries in sub-Saharan Africa with a high burden of MTCT were identified as priority countries for intensified support to achieve the UNAIDS HIV elimination goal (2, 3), which included Zambia. A commonly used surrogate marker for programme effectiveness is programme coverage. For PMTCT this would be the proportion of HIV-infected women and exposed infants in a population that access the different components of the PMTCT programmatic cascade (4). Estimates of coverage with PMTCT services among all HIV-infected pregnant women are vital to monitor progress relative to targets, and to secure donor funding for PMTCT programmes (5).

As a result of increased coverage and improved regimens, rates of HIV transmission from mothers to infants during pregnancy and breastfeeding have decreased around the world (6). The largest decline was in eastern and southern Africa, where it fell from 18% of infants born to mothers living with HIV in 2010 to 6% in 2015 (7). In 2017, 210,000 new infections were averted due to PMTCT (8). Some countries in the SSA like South Africa are approaching the very low MTCT rates achieved in high- income countries, but several others such as Zambia, Angola, DRC, Nigeria, Lesotho, and Kenya lag far behind at the moment (9). In Zambia coverage of pregnant women living with HIV accessing antiretroviral medicines was 92% [78–>95] in 2017, a decrease from 95% in 2015 (8).

This paper describes trends in the coverage of PMTCT services from 2010 to 2015 using the SmartCare database of routine clinical information collected in Zambia. This is the first study to have evaluated the effectiveness of implementing post 2010 PMTCT interventions nationwide using SmartCare routine data.



METHODS


Study Design

This was a retrospective cohort study using routinely collected data. The study population was all pregnant women attending antenatal care (ANC) from January 2010 to December 2015 in health facilities using the SmartCare database.

In Zambia over 90% of pregnant women attend ANC services at least once during their pregnancy, but only 47% deliver at health facilities (10). Thus, it is difficult to ensure that eligible pregnant women receive the complete treatment to prevent transmission of HIV to their babies. Although more than 75% of the ANC facilities currently provide PMTCT services, the majority of these facilities are along the country's main rail line and in urban centers, resulting in geographical inequity (10).



Data Sources

The study retrospectively analyzed the Ministry of Health electronic SmartCare database, using routinely collected data from all pregnant women attending ANC from January 2010 to December 2015. SmartCare is a Zambian Ministry of Health-led project funded from the United States Centre for Disease Control and Prevention (CDC) (11). The SmartCare database was developed to improve continuity of care and provide timely data on maternal and child health, HIV/AIDS, tuberculosis, and malaria interventions for public health purposes. Since 2005, the SmartCare database has been deployed in over 800 health facilities, which represents 40% of all facilities in Zambia, including the biggest and busiest health facilities. These results come from 886 health facilities from all provinces in Zambia. The Southern province had the most number of facilities (254/886) represented in the dataset, followed by the Copperbelt (187/886), and Eastern (166/886) provinces. Muchinga and Northern provinces had the least number of facilities, 10 and 26, in the analyzed dataset.



Data Extraction

The data was extracted into Excel, without names, but with the unique identity (ID) number, and then transferred to Stata 13 for cleaning and analysis. All women enrolled in a facility using SmartCare have an electronic health record about their ANC visits which includes information collected in each visit. Records are updated at every point of clinical service. SmartCare is organized into comprehensive modules and sub-modules. The information from various modules is linked through the unique ID number. For this study, the ANC data was linked to the HIV Client Summary module and the ARV Eligibility Interaction Module to identify HIV-positive women. Data from the Obstetric History Module was then used to segregate PMTCT clients from general ART clients. The oldest date of HIV testing and ANC visit date were used to determine whether women had known their HIV status before the ANC visit. The final data were stratified by province using the geography file from the Central Statistical Office (CSO) which has a list of all the districts and provinces.

The first step in data cleaning was to remove duplicate data for repeat visits in the same pregnancy (based on parity and gravid status). This was done by keeping the first visit date of each pregnancy then populating any empty fields with information captured at later visits in the same pregnancy. Records for all the mothers <15 years and those above 49 years of age were dropped from the sample making our target group to be those between 15 and 49 years (reproductive age group). The data flow chart is illustrated in Figure 1. Age groups were categorized as 15–24, 25–34, and 35–49 years. Marital status was grouped into single, married, divorced, widowed, and missing. The education status groups were no education, primary education, junior secondary, secondary, and tertiary education.
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FIGURE 1. The data flow chart represents the flow chart of participants eligible for inclusion in the analysis.





Statistical Analysis

The data were used to estimate the proportion of HIV-positive pregnant women attending ANC by province and year. The study population was divided into three strata: pregnant women with a new HIV test result documented in ANC clinic, pregnant women with known status but not on ART, and pregnant women who were already on ART. Among the total number of pregnant women presenting to ANC clinic in each calendar year; the percentages in each group were calculated.

The STrengthening the Reporting of OBservational studies in Epidemiology (STROBE) guidelines were used to conduct and report on the findings of this study (12).



Ethics

Ethical approval was granted from Zambia Biomedical Research Ethic Committee (Ref 101-04-16) and the LSHTM Research Ethics Committee (Ref 12086). Permission to use SmartCare data was granted by the Zambia Ministry of Health. The Ethics Committees that approved the study waived the need for written informed consent to be obtained as this was a secondary analysis of previously collected data and the authors had access only to de-identifiable information.




RESULTS


Demographics

There were a total of 327,368 visits to antenatal clinics by 172,517 pregnant women in the SmartCare database (Figure 1). However, 64,620 were before 2010, and 2,524 were after 2015. A further 1,052 were under 15 years of age, and 166 were over 49 years of age, leaving104, 155 pregnant women in the final study sample (Table 1) with 33% recorded in 2010. Most women were from Copperbelt (27%), Southern (21%), and Eastern (21%) provinces whilst the fewest where from Luapula and North-western provinces. The majority (51%) were between 15 and 24 years and 82% were married. A high proportion had attained primary level (34%) and secondary level (39%) education, however, educational level attainment data was missing for 20% of pregnant women.



Table 1. Demographic characteristics of pregnant women attending ANC in Zambia (2010–2015).
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HIV Test Results

Overall during the study period 9% of pregnant women tested HIV-positive (Table 2) at ANC visits whilst 43% had missing HIV test result records. In addition, 34% of the missing HIV test results were in 2014, whereas only 2% were in 2011. More so, over 60% of HIV test results were missing in Lusaka and Muchinga provinces.



Table 2. HIV test result for of pregnant women attending ANC in Zambia (2010–2015).
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The overall percentage of HIV-positive pregnant women, who tested for the first time at the ANC decreased from 13% in 2010 to 5% in 2013 and then to 0.15% in 2015. The percentage with missing HIV test results increased from 11% in 2010 to 65% in 2013 and then to 98.8% in 2015 (Table 2).



ART Initiation

Almost half (47%) of the pregnant women who tested HIV-positive in their ANC visit were recorded in 2010 (Figure 2). More women knew their HIV-positive status in 2015 (30%) than in 2011 (9%). There was a large increase in the proportion of HIV-positive women who were already on ART from 9% of the HIV-positive women seen in 2011 to 74% of the HIV-positive women seen in 2015.
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FIGURE 2. HIV-positive not started on ART refers to women who first tested HIV-positive in this pregnancy but were known HIV not started on ART because they were pregnant when Option A was in place. Started ART refers to women who first tested positive during ANC for this pregnancy and were started on ART. Already on ART refers to pregnant women who were already on ART before seeking ANC services for this pregnancy. Known HIV-positive status refers to women with known HIV-positive status before ANC for this pregnancy so were not tested again but were not started on ART because they were on Option A.



The overall mean time difference between HIV-positive diagnosis at the first ANC visit and ART initiation was 7 months. If a woman was diagnosed at 14 weeks the analysis suggests that most women were not started on ART until after delivery (7–9 months). However, there are notable variations between visit years (Figure 3). There were also large differences between provinces; for example, in 2010 pregnant women in Luapula province took an average of 37 months from diagnosis to treatment whereas in the Copperbelt it took <1 month.
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FIGURE 3. Time to ART initiation is the number of months calculated from the time a women was diagnosed HIV positive to the time they were initiated on ART.






DISCUSSION

Zambia initiated the PMTC programme in 1999 to address the burden of vertical transmission of HIV and to integrate PMTCT in all maternal, newborn, and child health services throughout the country (13). The results of this study show that, although there is a high rate of engagement with PMTCT services, the variability in HIV infection rates, missing data, and time to initiation of ART suggests there are some underlying health service or database issues which require attention.

Our results indicate a progressive increase in the proportion of women who were already on ART before registering for ANC in their visit year (from 3% in 2010 to 74% in 2015). This is likely to be attributable to the introduction of Option B+ for those women with repeat pregnancies and adoption in 2013 of WHO Test and Treat guidelines that recommend anyone who tests positive for HIV should be started on treatment, regardless of their CD4 count. However, the UNAIDS Prevention Gap Report indicated a decline in pregnant women living with HIV who received effective ART from 96% in 2013 to 87% in 2015 (6). In a systematic review of literature on the effectiveness of implementing post 2010 PMTCT guidelines, we concluded that many HIV-infected women who are engaged in care during pregnancy are lost to follow-up during the postpartum period (14).

The increased volume of patients initiating ART due to test-and-treat and Option B+ could have threatened programme performance and negatively affected the HIV continuum of care for all HIV–infected patients (15). Mathematical modeling using the Lifelong ART tool indicated that the probability of HIV-infected pregnant women initiating ART would increase by 80%. It was also suggested that while the shift would generate higher PMTCT costs, it would be cost-saving in the long term as it spares future treatment costs by preventing infections in infants and partners (16).

Other studies from Africa have shown that the uptake of PMTCT services could be influenced by health system or structural issues such as staffing level, availability, and cost of ART, capacity of health personnel to prescribe appropriate regimens, shortage of supplies in facilities, failure to follow up mothers' or infants' status, and giving wrong information or suboptimal quality of counseling leading to loss or dropout from the PMTCT cascade (17–22). In Zambia lack of human resources remains a serious impediment to addressing HIV, so that even when physical resources are available, there is often not the healthcare personnel to administer them (23). However, knowledge around PMTCT is high: the Zambia Demographic Health Survey (ZDHS) 2013–14, reported that 82% of women and 66% of men were aware of the risk of MTCT and that it can be reduced by taking special drugs during pregnancy (24).

In our study 65% (983/1501) of the women who were initiated on ART after testing HIV-positive during their ANC were documented after the adoption of Option B+ (2013–15). However, increasing ART initiation coverage does not always translate to programme effectiveness: for example, in a surveillance exercise conducted in Lusaka in 2003, 32% of HIV-infected women reported not to actually ingest the NVP tablet given to them in ANC (25). In addition, the risk of being lost to follow up was higher in ‘B+ pregnant' compared to women on ART for their own health in Mozambique (26). In Malawi where Option B+ was first piloted, default, and incomplete adherence were more common with Option B+ than with Option A (27). Hence more efforts must be directed to postnatal programs that ensure retention in care so that women who are initiated on ART do not disengage.

The SmartCare database offers real time data which can enable the Zambian health policy makers to act on urgent PMTCT interventions and improve health care quality and outcomes of mothers and their infants. However, current data are not available for analyses, as there are delays in uploading data to the central database, cleaning, and verifying data, and making the data safe for extraction and this analysis was based on data that were more than 4 years old. SmartCare is a facility-based approach which is unable to account for individuals who do not access ANC services; hence it's possible that we might overestimate PMTCT effectiveness (4). The ANC SmartCare database sample was likely to be biased toward the generally better outcomes of those who receive ANC services. However, with over 90% pregnant women attending ANC services at least once during their pregnancy (24), the results could be a good indicator of program performance.

These results come from more than 800 health facilities from all provinces in Zambia, and hence representative of the population of pregnant women in Zambia, although some provinces, such as Lusaka, may be under represented due to data quality. The level of missing data on HIV test results indicate that this data must be viewed with caution and hence prevents us making meaningful conclusions in the later years (2014–15) where the missing data HIV test results is almost 99%. This was despite the efforts of PEPFAR and the Ministry of Community Development, Mother and Child Health to strengthen the Health Management Information Systems (HMIS) and linkages with the national electronic health record system (28). The main efforts were supposed to be directed toward supporting partners to utilize the capability of SmartCare to electronically populate the HMIS. In contrast, our study found that the SmartCare database has not been mined and data quality has been deteriorating due to the lack of utilization of the data and its findings. We are conducting qualitative research to investigate the problems with using the SmartCare system and how to improve them.

Our study shows that there are major problems in both the completeness of the collection and reporting of data that tracks PMTCT service delivery. The data quality challenges were similar to other studies from the region using routinely collected data (5, 15, 29, 30). Despite tremendous progress and many country-driven successes achieved during the Global Plan, operational challenges in data use, monitoring, and evaluation for PMTCT persist. Collecting longitudinal data on mother–baby pairs throughout the PMTCT cascade is challenging but necessary to optimize maternal and infant outcomes. However, the Global Plan priority countries (which include Zambia) health records are not properly completed, hence the need to scale up electronic data systems (31) such as the SmartCare.



LIMITATIONS

SmartCare data collection is implemented parallel to the main line Ministry of Health HMIS, which also collects HIV test results. This has caused high levels of missing HIV test results data in the SmartCare as clinicians prefer to enter the information in the HMIS forms compared to SmartCare forms which are longer (5–6 pages per interaction). It also means the data take time to be processed and may take 2 years or more before it can be available for analysis.

Due to data security and confidentiality from data custodians, we were not able to get the exact date of birth and the national identity numbers for individuals in the SmartCare database. As a result we could not match records of the same individuals in cases where they are double registered through change of name, or facility. A commonly used surrogate marker for programme effectiveness is programme coverage, i.e., the proportion of HIV-infected/exposed mother/infant pairs in a population that receive a PMTCT intervention (4). In our study the infant-mother pairs could not be linked as infants are registered as separate individuals with unique numbers.

The decrease in the number of records for over 30,000 in 2010 to 10,000 in 2015 is likely to have introduced bias and hence affects the external validity of our study. The findings could have been triangulated against HMIS data as this could provide an opportunity to identify omissions and errors in the dataset.

The data was mainly collected for administrative purposes without research intentions; for example, breastfeeding is part of the PMTCT cascade but the database contains no infant feeding information.



CONCLUSION

The implementation of the WHO post 2010 PMTCT guidelines has resulted in an increase in the proportion of HIV-infected pregnant women attending ANC who are already on ART. The SmartCaredatabase could enable Zambian health policy makers to act on urgent PMTCT interventions and improve health care quality and outcomes of mothers and their infants. However, there is a need first to improve procedures for data collection and entry. The missing data observations indicated the need for further qualitative research to determine why it was such a problem.



AUTHOR CONTRIBUTIONS

SG-M analyzed the data and wrote the initial draft of the manuscript with guidance from SF and JT. AS, PM, and JT provided advice on cohort datasets and statistical analyses. All authors contributed to subsequent drafts of the manuscript and approved the final version.



FUNDING

The study was supported by the SEARCH (Sustainable Evaluation through Analysis of Routinely Collected HIV data) Project funded by the Bill & Melinda Gates Foundation grant number OPP1084472.



ACKNOWLEDGMENTS

We also thank the Ministry of Health, Department of Policy and Planning for granting us permission to access the SmartCare database.



REFERENCES

 1. UNAIDS. A Super-fast-track Framework for Ending AIDS Among Children, Adolescent and Young Women by 2020. (2015). Available online at: https://free.unaids.org/ (accessed May 3, 2019)

 2. UNAIDS. Countdown to Zero: Global Plan Towards the Elimination of new HIV Infections among Children by 2015 and Keeping their Mothers Alive 2011–2015. Geneva (2011). Available online at: http://www.unaids.org/sites/default/files/media_asset/20110609_JC2137_Global-Plan-Elimination-HIV-Children_en_1.pdf (accessed August 15, 2018).

 3. UNAIDS. Global HIV/AIDS Response Epidemic Update and Health Sector Progress Towards Universal Access. (2011). Available online at: http://apps.who.int/iris/bitstream/handle/10665/44787/9789241502986_eng.pdf?sequence=1 (accessed September 2, 2018).

 4. Stringer EM, Chi BH, Chintu N, Creek TL, Ekouevi DK, Coetzee D, et al. Monitoring effectiveness of programmes to prevent mother-to-child HIV. Bull World Health Organ. (2008) 86:57–62. doi: 10.2471/BLT.07.043117

 5. Gourlay A, Wringe A, Todd J, Michael D, Reniers G, Urassa M. Challenges with routine data sources for PMTCT programme monitoring in east Africa: insights from Tanzania. Glob Health Action. (2015) 8:29987. doi: 10.3402/gha.v8.29987

 6. UNAIDS. Prevention Gap Report. (2016). Available online at: http://www.aidsdatahub.org/sites/default/files/publication/UNAIDS-2016-prevention-gap-report_en.pdf (accessed August 4, 2018).

 7. UNAIDS. HIV/AIDS Fact Sheet. (2017). Available online at: http://www.unaids.org/sites/default/files/media_asset/UNAIDS_FactSheet_en.pdf (accessed August 16, 2018).

 8. UNAIDS. AIDSInfo: UNAIDS. (2018). Available online at: http://aidsinfo.unaids.org/ (accessed September 20, 2018).

 9. World Health Organisation. Focus on Innovations in Africa Executive Summary of the Report on the Global Health Sector Response to HIV, 2000−2015. Geneva: UNAIDS Library (2015).

 10. UNICEF. UNICEF Zambia Fact Sheet. UNICEF Available online at: https://www.unicef.org/zambia/5109_8456.html (accessed December 10, 2017)

 11. Muyunda G. Zambia Leads the Way in Smartcare Electronic Health records System, a Benefit to Both Providers and Patients. SmartCare (2011). Available online at: https://www.jhpiego.org/success-story/zambia-leads-the-way-in-smartcare-electronic-health-records-system-a-benefit-to-both-providers-and-patients/ (accessed June 5, 2016)

 12. Benchimol EI, Smeeth L, Guttmann A, Harron K, Hemkens LG, Moher D, et al. The Reporting of studies conducted using observational routinely-collected health data (RECORD) statement. Z Evid Fortbild Qual Gesundhwes. (2016) 115–116:33–48. doi: 10.1371/journal.pmed.1001885

 13. Zambia Ministry of Health. Zambia National PMTCT Protocol Guidelines. Lusaka: Ministry of Health (2010).

 14. Gumede-Moyo S, Filteau S, Munthali T, Todd J, Musonda P. Implementation effectiveness of revised (post-2010) World Health Organization guidelines on prevention of mother-to-child transmission of HIV using routinely collected data in sub-Saharan Africa: a systematic literature review. Medicine. (2017) 96: e8055. doi: 10.1097/MD.0000000000008055

 15. Chung NC, Bolton-Moore C, Chilengi R, Kasaro MP, Stringer JSA, Chi BH. Patient engagement in HIV care and treatment in Zambia, 2004–2014. Trop Med Int Health. (2017) 22:332–9. doi: 10.1111/tmi.12832

 16. Ishikawa NST, Miyano S, Sikazwe I, Mwango A, Ghidinelli M. N, Syakantu G,. Health outcomes and cost impact of the new WHO 2013 guidelines on prevention of mother-to-child transmission of HIV in Zambia. PLoS ONE. (2014) 9:e90991. doi: 10.1371/journal.pone.0090991

 17. Urban M, Chersich M. Acceptability and utilisation of voluntary HIV testing and nevirapine to reduce mother-to-child transmission of HIV-1 integrated into routine clinical care. S Afr Med J. (2004) 94:362–6. 

 18. Kinuthia J, Kiarie JN, Farquhar C, Richardson BA, Nduati R, Mbori-Ngacha D, et al. Uptake of prevention of mother to child transmission interventions in Kenya: health systems are more influential than stigma. J Int AIDS Soc. (2011) 14:61. doi: 10.1186/1758-2652-14-61

 19. Uwimana J, Zarowsky C, Hausler H, Jackson D. Engagement of non-government organisations and community care workers in collaborative TB/HIV activities including prevention of mother to child transmission in South Africa: opportunities and challenges. BMC Health Serv Res. (2012) 12:233. doi: 10.1186/1472-6963-12-233

 20. Peltzer K, Mlambo G. Factors determining HIV viral testing of infants in the context of mother-to-child transmission. Acta paediatr. (2010) 99:590–6. doi: 10.1111/j.1651-2227.2009.01670.x

 21. Woldesenbet S, Jackson D, Lombard C, Dinh TH, Puren A, Sherman G, et al. Missed opportunities along the prevention of mother-to-child transmission services cascade in South Africa: uptake, determinants, and attributable risk (the SAPMTCTE). PLoS ONE. (2015) 10:e0132425. doi: 10.1371/journal.pone.0132425

 22. Torpey K, Mandala J, Kasonde P, Bryan-Mofya G, Bweupe M, Mukundu J, et al. Analysis of HIV early infant diagnosis data to estimate rates of perinatal HIV transmission in Zambia. PLoS ONE. (2012) 7:e42859. doi: 10.1371/journal.pone.0042859

 23. Zambia National AIDS Council. GARPR Zambia Country Report 2013. Lusaka: National AIDS Council (2014).

 24. Central Statistical Office. Zambia Demographic and Health Survey−2013–14. Lusaka: Zambia (2014).

 25. Stringer JS, Sinkala M, Maclean CC, Levy J, Kankasa C, Degroot A, et al. Effectiveness of a city-wide program to prevent mother-to-child HIV transmission in Lusaka, Zambia. AIDS. (2005) 19:1309–15. doi: 10.1097/01.aids.0000180102.88511.7d

 26. Llenas-Garcia J, Wikman-Jorgensen P, Hobbins M, Mussa MA, Ehmer J, Keiser O, et al. Retention in care of HIV-infected pregnant and lactating women starting ART under option B+ in rural Mozambique. Trop Med Int Health. (2016) 21:1003–12. doi: 10.1111/tmi.12728

 27. Kamuyango AA, Hirschhorn LR, Wang W, Jansen P, Hoffman RM. One-year outcomes of women started on antiretroviral therapy during pregnancy before and after the implementation of option B+ in Malawi: a retrospective chart review. World J AIDS. (2014) 4:332–7. doi: 10.4236/wja.2014.43039

 28. PEPFAR. Zambia Country Operational Plan FY 2014. Lusaka: USAID (2015).

 29. Mate KS, Bennett B, Mphatswe W, Barker P, Rollins N. Challenges for routine health system data management in a large public programme to prevent mother-to-child HIV transmission in South Africa. PLoS ONE. (2009) 4:e5483. doi: 10.1371/journal.pone.0005483

 30. Gourlay A, Wringe A, Todd J, Cawley C, Michael D, Machemba R, et al. Uptake of services for prevention of mother-to-child transmission of HIV in a community cohort in rural Tanzania from 2005 to 2012. BMC Health Serv Res. (2016) 16:1249–5. doi: 10.1186/s12913-015-1249-6

 31. The Interagency Task Team on the Prevention and Treatment of HIV Infection in Pregnant Women Mothers and Children (IATT). B + Monitoring & Evaluation Framework Dissemination and Country Consultation: Technical Synthesis. Kampala (2015).

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Gumede-Moyo, Todd, Schaap, Mee and Filteau. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 16 July 2019
doi: 10.3389/fpubh.2019.00198






[image: image2]

Analysis of Hierarchical Routine Data With Covariate Missingness: Effects of Audit & Feedback on Clinicians' Prescribed Pediatric Pneumonia Care in Kenyan Hospitals


Susan Gachau1,2*, Nelson Owuor2, Edmund Njeru Njagi3, Philip Ayieko4 and Mike English1,5


1Health Services Unit, Kenya Medical Research Institute-Wellcome Trust Research Programme, Nairobi, Kenya

2School of Mathematics, University of Nairobi, Nairobi, Kenya

3Department of Non-Communicable Disease Epidemiology, London School of Hygiene and Tropical Medicine, London, United Kingdom

4Department of Infectious Disease Epidemiology, London School of Hygiene and Tropical Medicine, London, United Kingdom

5Nuffield Department of Medicine, University of Oxford, Oxford, United Kingdom

Edited by:
Jim Todd, London School of Hygiene and Tropical Medicine (LSHTM), United Kingdom

Reviewed by:
Charles Opondo, University of Oxford, United Kingdom
 Andrew Max Abaasa, Medical Research Council, Uganda

*Correspondence: Susan Gachau, sgachau@kemri-wellcome.org

Specialty section: This article was submitted to Digital Health, a section of the journal Frontiers in Public Health

Received: 02 February 2019
 Accepted: 02 July 2019
 Published: 16 July 2019

Citation: Gachau S, Owuor N, Njagi EN, Ayieko P and English M (2019) Analysis of Hierarchical Routine Data With Covariate Missingness: Effects of Audit & Feedback on Clinicians' Prescribed Pediatric Pneumonia Care in Kenyan Hospitals. Front. Public Health 7:198. doi: 10.3389/fpubh.2019.00198



Background: Routine clinical data are widely used in many countries to monitor quality of care. A limitation of routine data is missing information which occurs due to lack of documentation of care processes by health care providers, poor record keeping, or limited health care technology at facility level. Our objective was to address missing covariates while properly accounting for hierarchical structure in routine pediatric pneumonia care.

Methods: We analyzed routine data collected during a cluster randomized trial to investigating the effect of audit and feedback (A&F) over time on inpatient pneumonia care among children admitted in 12 Kenyan hospitals between March and November 2016. Six hospitals in the intervention arm received enhance A&F on classification and treatment of pneumonia cases in addition to a standard A&F report on general inpatient pediatric care. The remaining six in control arm received standard A&F alone. We derived and analyzed a composite outcome known as Pediatric Admission Quality of Care (PAQC) score. In our analysis, we adjusted for patients, clinician and hospital level factors. Missing data occurred in patient and clinician level variables. We did multiple imputation of missing covariates within the joint model imputation framework. We fitted proportion odds random effects model and generalized estimating equation (GEE) models to the data before and after multilevel multiple imputation.

Results: Overall, 2,299 children aged 2 to 59 months were admitted with childhood pneumonia in 12 hospitals during the trial period. 2,127 (92%) of the children (level 1) were admitted by 378 clinicians across the 12 hospitals. Enhanced A&F led to improved inpatient pediatric pneumonia care over time compared to standard A&F. Female clinicians and hospitals with low admission workload were associated with higher uptake of the new pneumonia guidelines during the trial period. In both random effects and marginal model, parameter estimates were biased and inefficient under complete case analysis.

Conclusions: Enhanced A&F improved the uptake of WHO recommended pediatric pneumonia guidelines over time compared to standard audit and feedback. When imputing missing data, it is important to account for the hierarchical structure to ensure compatibility with analysis models of interest to alleviate bias.

Keywords: missing data, multiple imputation, PAQC score, routine data, audit and feedback, pediatrics


INTRODUCTION

Routine data are widely used in many countries to monitor quality of care and to inform intervention programmes for better patients' health outcomes (1).

Routine data can also be used to highlight areas of concern in clinical performance thus prompting actions and strategies to improve practice at individual or institutional levels (2). Prior studies show that quality of care vary across place and time in spite of standard clinical guidelines (3). These variations can be attributed to multiple factors including changes in clinical guidelines, degree of task complexity, and patient's characteristics, clinician characteristics in addition to organizational and contextual factors at hospital level (3–5). Between 2013 and 2014, the Kenya Medical Research Institute-Wellcome Trust Research Programme in collaboration with the Ministry of Health, the Kenya Pediatric Association and 14 county-level hospitals initiated a partnership known as the Clinical Information Network (CIN). The main aim of CIN is to collect and use routine pediatric data to promote adoption and adherence to recommended clinical practices through audit and feedback (A&F) cycles (3, 5–7). While such data from multiple sites enhance generalization of results to wider population, it leads to complex hierarchical data structures, for instance, patients clustered within clinicians, who are then clustered within hospitals.

Besides complex structures, routine data are subject to missing information at any level of hierarchy. Missing information may occur due to lack of documentation of care processes by health care providers, poor record keeping, or limited health care technology at facility level (1, 8, 9). In the occurrence of missing data, appropriate missing data methods at analysis stage are recommended to avoid biased results (10) informing clinical policies and ultimately leading to poor patients care and outcomes (11).

In the recent past, there has been an increase in literature on quality of care among children admitted with common childhood illnesses in low and middle income countries (3, 12–15). However, majority of the studies account for variation at patient and hospital levels ignoring variation due to clinicians characteristics in spite of their critical role in delivery of routine care (16). Besides, missing data is a common problem across these studies. Majority of the studies report using complete case analysis (13, 17, 18) and multiple imputation (15, 19, 20). A major limitation of complete case records is biased and inefficient parameter estimates due to information loss. In studies where multiple imputation is used to handle missing data, the nature and details of the imputation model are rarely reported posing uncertainty about conclusions and barriers for replicate analyzes. Furthermore, when missing data occur in multilevel data context, incompatibility between the imputation model and the analysis models potentially leads to biased estimates, underestimated cluster level variances, and overestimated individual level variances (10, 21–23). For example, incompatibilities occur when the imputation model assumes data are single level (i.e., ignoring multilevel structure) while the analysis model of interest is multilevel.

In this study, we aim to address missing covariates while properly accounting for hierarchical structure in inpatient routine data set, that is, patients nested within clinicians who are then nested within hospitals. Specifically, we analyze data from a cluster randomized trial investigating the effect of enhanced audit and feedback on clinicians' prescribed pediatric pneumonia care in Kenyan hospitals. To achieve this objective, we construct and analyze pneumonia Pediatric Admission Quality of Care (PAQC) score adapted to new WHO recommendations on assessment and treatment of inpatient pediatric pneumonia cases. PAQC score is a newly developed ordered composite measure used to benchmark quality of care among children admitted with common childhood illnesses in low and middle income settings.

The remainder of this paper is structured as follows: In the Methods section we present a description of pneumonia trial data followed by statistical analysis methods for cluster correlated and missing data methods, respectively. Thereafter, we present results before and after multiple imputation and conclude with a discussion.



METHODS


Study Design

In this study we analyzed data from a cluster randomized trial conducted by KEMRI-Wellcome Trust Research programme between March 2016 and November 2016. Details of the trial and the study population are described in full elsewhere (5, 24). In summary, the trial was embedded within the larger CIN study (ongoing) (6, 7, 25). The primary goal of the trial was to investigate whether enhanced audit and feedback improved quality of inpatient pediatrics pneumonia care (i.e., assessment, diagnosis, and treatment of childhood pneumonia) in Kenyan hospitals following new pneumonia guidelines recommended by the World Health Organization (WHO) in 2013 (26). Six hospitals were randomized to receive a standard audit and feedback report on general inpatient pediatric care (control arm). The remaining six hospitals received a standard audit and feedback report in addition to an enhanced audit and feedback targeting assessment, classification and treatment of pneumonia cases (intervention arm) (5, 24). Trained data clerks abstracted routine data from the medical records into Research Electronic Data Capture (REDCap) tool after patient's discharge from general pediatric wards. Data abstraction process was guided by a standard operational procedure manual (5). Patients' data spanned history of illness, physical examination, diagnosis, laboratory investigations, treatments, and discharge plans (5, 24). Details of admitting clinician including sex and professional qualification were also recorded into a separate database linked to the patients' database by a unique clinician code.

Data quality assurance (DQA) exercises were conducted by CIN research assistants in each hospital every 3 months to check consistencies with data clerk's entries. The Kenya Ministry of Health and Kenya Medical Research Institute's Scientific and Ethical Review Unit approved data collection without individual patient's consent (5).



Outcome: Pneumonia Pediatric Admission Quality of Care Score

Our outcome of interest was pneumonia PAQC score adapted to 2013 WHO pediatric pneumonia treatment guidelines. As earlier mentioned, PAQC score is a summary measure spanning three quality of care domains namely, assessment, clinical diagnosis, and treatment of common childhood illnesses including pneumonia, malaria, diarrhea, and dehydration. Details on PAQC score construction and validation are described in full elsewhere (12, 27). With regard to pneumonia PAQC, there are three binary subcomponents in the assessment domain. The first subcomponent represents assessment and documentation of two primary signs and symptoms required for pneumonia identification (i.e., presence of cough or difficulty in breathing). The value 1 in the binary indicator denotes documentation of both cough and difficulty in breathing as either present or absent while 0 denotes lack of documentation of least one primary sign and symptom in a patient's medical record.

The second binary indicator represents assessment and documentation of secondary signs and symptoms required for pneumonia severity classification (i.e., chest indrawing, respiratory rate, grunting, central cyanosis, oxygen saturation, ability to drink, or altered level of alertness). The value 1 in the binary indicator denotes documentation of all secondary signs and symptoms, respectively, while 0 denotes lack of documentation of least one secondary signs and symptom. The third binary indicator of the assessment domain corresponds to 1 when primary and secondary pneumonia signs and symptoms (all primary and secondary signs and symptoms combined) are documented and 0 otherwise (26).

The second PAQC score domain entails integration of information on presenting signs and symptoms by admitting clinician to correctly diagnose and classify pneumonia severity (i.e., severe pneumonia or pneumonia). For example, pneumonia was the correct diagnosis for a child who, in addition to cough and/or difficult breathing (primary signs), presented with lower chest indrawing or respiratory rate >50 for patients aged 2–11 months (or respiratory rate <40 for patients aged 12–59 months) in the absence of all other secondary signs and symptoms. In this study, a binary indicator was created with value 1 representing correct pneumonia severity classification (i.e., is, pneumonia severity documented in the medical record by the admitting clinician was in line with severity implied by presenting signs and symptoms) and 0 representing misclassified pneumonia severity.

The third PAQC score domain consists of two binary indicators. The first binary variable indicates whether oral amoxicillin was prescribed for pneumonia cases (denoted by 1) or not (denoted by 0). The second binary variable indicates whether oral amoxicillin was prescribed according to guideline recommended doses (26). In order to determine correctness of the dose, we created a new variable “dose per kilo body weight” using actual dose given at point of care, patient's weight, and frequency of administration. Among pediatric pneumonia cases, the recommended oral amoxicillin dose should range between 32 and 48 international units per kilogram (IU/Kg) every 12 h. The new variable was then transformed into a binary variable with 1 representing correct dose (that is, dose per kilo body weight and frequencies of administration are in line with guidelines recommendations) and 0 representing incorrect dose (incorrect in either dose per kilo body weight or frequency of administration) or missing dose. Subsequently, we summed all the six binary components across domains to obtain PAQC score; an ordinal outcome on a 7-point scale. We constructed pneumonia PAQC score at patient level. A minimum score of zero corresponded to inappropriate pneumonia care and maximum score of six represented complete adherence to new pneumonia guidelines across domains of care. To assess performance in terms of adherence to pediatric pneumonia guidelines during the trial period, we calculated and plotted the LOESS smoothing curves and the corresponding 95% confidence bands for the mean monthly PAQC score for each intervention arm.



Covariates

The covariates of interest were intervention arm, follow up time in months with their interaction, hospital malaria prevalence status, and hospital admission workload. At clinician level, gender, and cadre were considered (here cadre refers to clinician's level of training that is, clinical officers with diploma-level training and medical officers with a bachelor's degree level training). At patient level, we considered sex, number of comorbid illnesses, and age at admission. Prior to analysis, we converted age for all the patients into months before categorizing them into two age groups that is, patients aged 2–11 months and patients aged 12–59 months. With regard to comorbidities, we determined the total number of clinical diagnoses documented in patient's medical records. The diagnoses of interest included malaria, malnutrition, HIV, Asthma, Tuberculosis (TB), rickets, anemia, diarrhea, and dehydration. For each patient, we created separate binary variables for the diagnosis above with value 1 denoting the presence of a disease and 0 denoting absence of a disease. We then summed the binary indicators and categorized patients into four groups, that is those with 0, 1, 2, 3 or more comorbidities, respectively.



Missing Data Concepts

In the analysis of partially observed data, assumptions were made about the missingness mechanism generating the data (10). Suppose Y (representing both response and independent variables) is an N × p matrix denoting a hypothetical data set containing p variables (j = 1,…,p) for the ith study subject, (i = 1,2,3,…,N). For each study subject, Yi can be partitioned into observed and missing components denoted by [image: image] and [image: image], respectively. Further letting a missingness indicator Ri take the value 1 if Yi is observed and 0 if Yi is missing. Then according to Rubin (28) data are said to be missing completely at random (MCAR) when the probability of missing values in variable is independent of the variable itself or any other observed variable in the data set that is, [image: image]. When the probability of missing values in a variable does not depend on the variable of interest but are conditionally dependent on other observed variables in the data set, then data are said to be missing at random (MAR) and denoted by [image: image]. When MAR assumption does not hold, then data are said to be Missing Not at Random (MNAR). MNAR mechanism occurs when the missingness depends on the actual value of the missed observation (10).



Investigating the Missing Data Mechanism

Before analyzing partially observed data, it was important to investigate plausible missing data mechanisms (10, 29). In this study we generated binary missingness indicators (Ri) for partially observed variables in the pneumonia trial data set. The binary missingness indicators were analyzed separately using a logistic regression model below

[image: image]

where Xi is a vector of fully observed variables for the ith subject. The vector β denotes fixed regression parameters to be estimated. When the probability of missingness is independent on fully observed variables (P-values for the regression coefficients > 0.05), a variable is said to be MCAR. On the other hand, when the probability of missingness is dependent on fully observed variables (P-values for the regression coefficients <0.05), then MAR assumptions holds and restricting analysis to complete observations yields bias and inefficient estimates (10, 29, 30). Similarly, when the probability of missingness is dependent on fully observed covariates but independent of the response variable, then covariate dependent MAR assumptions holds and restricting analysis to complete observations yields unbiased but inefficient estimates due to information loss (10, 29, 30). We also used graphical methods to investigate missing data patterns underlying pneumonia trial data (Figure A1 in Supplementary Material).



Multiple Imputation

Multiple imputation (MI) involves substituting each missing value with a set of plausible values given the observed data and an imputation model (10, 31). MI is commonly used assuming a MAR mechanism but can also be used when data are MNAR. Multiple imputed data sets are then analyzed using standard methods and results pooled into a single inference using Rubin's Rule (32). Multiple imputation is preferred over other missing data methods such as list wise or pairwise deletion because uncertainty about the missing values is taken into account (10, 23, 30, 31, 33). Additionally, MI separates imputation phase from analysis phase therefore allowing inclusion of auxiliary variables in the imputation model that are predictive of missing variables and the missingness mechanism (10, 23, 27, 33–35).

In this study, we imputed missing level 1 and level 2 variables within the joint modeling framework where replacement values are drawn from a multivariate normal distribution in a single step. Multilevel MI was implemented in the newly developed jomo and mitmil packages in R (version 3.4.3) which allows imputation of categorical variables with more than two levels in the second and higher levels of the multilevel structure (36). For the ith patient nested within jth clinician in hospital l, we defined a two level JM imputation model corresponding to

[image: image]

where [image: image] and [image: image] are vectors of partially observed level 1 variables (patient's sex) and level 2 variables (clinician's sex and cadre), respectively. Predictor variables ([image: image]) of missing patient's sex included fully observed follow-up time interacted with feedback arm, hospital admission workload and hospital malaria prevalence status, patient's PAQC score, patient's age and number of comorbid illnesses. Level 2 predictors ([image: image]) for missing clinicians' sex and cadre included follow-up time interacted with feedback arm, hospital admission workload, and hospital malaria prevalence status. Column vectors β1 and β2 denote level 1 and level 2 fixed effects, respectively. A clinician random intercept (bj, l) was included to account for clustering at clinicians' level and to ensure compatibility with substantive models of interests. A burn-in of 1,000 updates and a 1,000 iterations between each of the 30 imputations were considered. We used trace plots to assess convergence (37). Final estimates were pooled according Rubin's rules.



Statistical Analysis

We considered two model families to analyze pneumonia trial data, that is, generalized estimating equations (GEE) and random effects models. The random effects and GEE models differ in terms of estimation and interpretation of parameter estimates (30). We considered both models in order to assess the stability of inferences and conclusions within and across the two methods before and after multiple imputation.

Generalized Estimating Equations (GEE) Model

Generalized estimating equations (GEE) proposed by Liang and Zeger (38) is a quasi-likelihood method for modeling correlated responses within the marginal (population averaged) family of models (29, 30). In GEE model a working correlation structure is adopted. However, the parameter estimates in GEE model are consistent even when the association structure is misspecified (29, 39). A GEE model is given by

[image: image]

where the link function h−1(•) is a known function, Xi is a design matrix for the fixed effects and β is the vector of unknown regression parameters. The vector of regression parameters is interpreted in terms of average response over the population rather than prediction of the effect of changing covariates on a given study subject (29).

When the responses are ordered and the proportional odds assumptions of parallel logits hold, the cumulative logits (proportional odds) model is considered (40). For instance, considering ordered pneumonia PAQC score (outcome) for the ith patient nested within jth clinician in hospital l, the proportional odds GEE model of interest corresponds to

[image: image]

where αk, k = 1,2,3,4,5,6 are PAQC score intercepts and β′s are regression coefficients common across all k−1 cumulative logits.

Random Effects Model

In contrast to population-averaged models, random effects models are useful when drawing inferences with respect to the subject-specific parameters. Given the covariates and random effects, the responses are assumed to be conditionally independent in this model (29, 30). A random effects model is denoted by

[image: image]

where h−1(•) is a known link function, Xi and Zi are design matrices for the fixed effects and random effects while β and bi are vectors of fixed and random parameters, respectively. The vector biis assumed to be sampled from a multivariate normal distribution with mean vector 0 and covariance matrix Σ. The vector of regression parameters (β) has subject specific interpretation in terms of the transformed mean response for in individual. Considering pneumonia trial data with ordinal PAQC score as above, proportional odds random intercepts model of interest corresponds to

[image: image]

where αk, k = 1,2,3,4,5,6 are PAQC score specific intercepts, β′s are estimated regression coefficients (common across all k−1 cumulative logits) and bj, l are clinician's random intercepts. Hospital level random effects were not considered in these analyses due to the few number of clusters.

Statistical Tests for Multiple Parameters

We used Wald tests and likelihood-ratio tests to determine covariates with statistically significant effect on pneumonia PAQC score. The likelihood-ratio tests was used to test for statistical significance of covariates in the random effects models (10, 41, 42). On the other hand, Wald tests suggested by Rubin (10, 41) was used for the GEE model. The full (saturated) models contained all the covariates while the reduced (null) models dropped one covariate at a time. The tests were conducted on complete case records and after multiple imputation. Details on multi-parameter hypothesis tests after MI using Wald tests and likelihood-ratio tests are available in Carpenter and Kenward (10, p. 53–54) and Van Buuren (42, p. 157–158). All analyses were conducted in R version 3.4.3. A 5% level of significance was considered under complete case analysis and after MI of missing covariates.




RESULTS


Descriptive Summaries

In total, 2,299 children aged 2–59 months were admitted in general pediatric wards with childhood pneumonia in 12 CIN hospitals during the trial period. We linked patients and clinicians' databases using unique clinician code present in both databases with a success rate of 92.5% (2,127/2,299) after exclusion of 172/2,299 case records lacking admitting clinician's information. This resulted to three levels of clustering i.e., 2,127 patients admitted by 378 clinicians in 12 hospitals. Of the 2,127 pneumonia cases, 953/2,127 (44.8%) were admitted in six hospitals assigned to enhanced A&F (intervention) arm. The number of pneumonia cases varied across hospitals with a range of 42–356 patients (Table 1).



Table 1. Descriptive characteristics of hospitals, clinicians and patients in pneumonia trial data.
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Five out of 12 hospitals were drawn from high malaria endemic regions (three control and two intervention hospitals) while the remaining seven hospitals (four control and three intervention hospitals) were drawn from low malaria regions in Kenya (25). Furthermore, four in 12 hospitals were high admission workload hospitals that is, more than 1,000 pediatric admissions per annum (three control and one intervention hospitals) while 8/12 were low admission workload hospitals i.e., <1,000 pediatric admissions per annum (three control and five intervention hospitals) irrespective of admission diagnosis. On average, there were 32 clinicians per hospital with a standard deviation of nine clinicians. The number of patients per clinician ranged between 3 and 46. Majority of the admitting clinicians were clinical officer interns at 48.7% (185/378) followed by Medical officer interns at 26.2% (99/378). Clinical officer and medical officers accounted for 1.6% (6/378) each. Approximately, 21.9% (83/378) and 21.7% (82/378) clinicians had missing gender and cadre, respectively (Table 1). In subsequent analyses we grouped clinicians into two cadres from the initial four. That is, clinical officers (CO) combining clinical officers and clinical officer interns and medical officers (MO) combining medical officers and medical officer interns, respectively. Approximately, 42% (903/2,127) of patients were aged between 2 and 11 months and 45% (950/2,127) were females. Patient's sex was missing in 0.7% (17/2,127) of case records (Table 1).

Examining pneumonia PAQC score over time graphically, hospitals in the standard A&F arm (red curve) exhibited a higher mean PAQC score at baseline with no significant fluctuations over time (Figure 1). On the other hand, hospitals assigned to enhanced A&F arm (blue curve) had a lower mean PAQC score at baseline which rapidly improved toward higher score in the first 6 months of follow-up. Although enhanced A&F arm's trend line surpassed that of standard A&F arm after 6 months of follow-up, the 95% confidence bands of the two intervention arms overlapped substantially (Figure 1).
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FIGURE 1. Mean PAQC score and 95% confidence bands for six hospitals in the standard A&F arm and six hospitals in the enhance A&F arm.



An assessment of missing data patterns suggested a multivariate missing data pattern (Figure A1 in Supplementary Material). The missing data pattern further revealed similarities between of missing clinician's cadre and sex. That is, nearly all clinicians with missing sex had missing cadre as well. Further investigations into missing data patterns showed that missing clinicians' cadre and sex only occurred in six out of 12 hospitals (Figure 2).
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FIGURE 2. Proportion of missing clinicians' cadre and sex at hospital level and across all hospitals combined.



Logistic regression results on plausible mechanisms underlying pneumonia trial data indicated that the probability of missing patient's sex was neither dependent on the outcome (PAQC score) nor fully observed covariates (interaction between intervention arm and follow up time in months, hospital admission workload, and malaria prevalence, patient's age group, and the number of presenting comorbid illnesses). That is, the P-values were >0.05 suggesting a MCAR mechanism (Table A1 in Supplementary Material). On the other hand, the probabilities of missing clinician's cadre and gender were dependent on both the outcome and fully observed covariates suggesting evidence against MCAR (Table A1 in Supplementary Material). Therefore, we imputed missing data assuming a MAR mechanism. MI diagnostic test indicated satisfactory convergence (Figure A2 in Supplementary Material).



Random Effects and GEE Model Results

Test for proportional odds assumption was not statistically significant at 5% level (P = 0.17). Therefore, we assumed parallel logits and fitted proportional odds models to complete case records and imputed datasets. In Table 2, we present the likelihood ratio test and Wald test results for proportional odds random effects and GEE model, respectively. After MI of missing covariates, we observed consistent results between the random effects model and the GEE model in terms of statistical significance of covariates of interest (Table 2). Specifically, we found statistically significant interaction effect between intervention arm and follow-up time. Similarly, admission workload at hospital level was significant at 5% level. At patients' level, age and the number of comorbidities were statistically significant while at clinicians' level, sex showed significant effect on pneumonia PAQC score (Table 2).



Table 2. Likelihood ratio test and Wald test statistics for random effects model and GEE model under complete case analysis and after multilevel multiple imputation of missing covariates.
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In Table 3, we present proportional odds ratios and the corresponding 95% confidence interval obtained after fitting the random intercepts model and GEE models before and after multilevel multiple imputation. Standard errors before and after MI are presented in Table A2 (Supplementary Material). For the GEE model, we reported robust (empirically corrected) standard errors which were in agreement with model based (naive) standard errors (Table A2 in Supplementary Material). Under complete case analysis, only 1,619/2,127 (76.1%) case records were considered.



Table 3. Odds ratios (95% confidence intervals) estimated under complete case analysis and after multilevel multiple imputation of missing covariates.
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This loss information led to larger standard errors comparison to those obtained after MI of missing covariates in both random effects and GEE model families. Furthermore, the proportional odds ratios were consistently smaller under complete case analyses compared to those obtained after MI (Table 3). These results were an indication of bias and inefficiency of parameters estimated under complete case analysis. The six PAQC score intercepts presented in Table 3 denote thresholds (cut points) differentiating adjacent levels of the response variable. For example, intercept 1 in Table 3 denote the odds of PAQC score = 1 vs. PAQC score ≥ 2 for a female patient aged 2–11 months admitted with no comorbidities admitted by a male medical officer in a high workload hospitals located in high malaria prevalence region. The individual fixed effect parameters are the proportional odds ratios of individual variables on PAQC score holding all other variables in the model constant.

From study results, enhanced audit and feedback led to improve uptake of new pneumonia pediatric guideline over time. For instance, considering a patient admitted in an intervention hospital (enhanced audit and feedback arm), the odds of PAQC score = 1 vs. PAQC score ≥ 2 were 1.16 (95% CI: 1.02–1.308) times higher the odds of a patients admitted in a control hospital, for a unit increase in follow-up time and holding other variables at reference levels. Likewise, for a patient admitted in an intervention hospital, the odds of PAQC score = 1 vs. PAQC score ≥ 2 were 1.29 (95% CI: 1.17–1.482) times higher the odds of a patients admitted in a control hospital, for a unit increase in follow-up month (GEE model after MI). These interpretations hold for all other response (PAQC score) levels.

The study results also exhibited shifts in statistical significance before and after multiple imputation for selected variable. Specifically, adjusting for other variables, complete cases analysis lead to insignificant difference between low and high admission workload hospitals on levels of PAQC score in both random effects model and GEE model where the 95% CI confidence intervals contained the value 1. But after MI, the odds of higher pneumonia PAQC score in low workload hospitals were 1.12 (95% CI: 1.08–1.372) and 1.40 (95% CI: 1.103–2.063) times higher than for high workload hospitals for the random intercepts and GEE model, respectively (Table 3).

With regard to random effects model, the variance component between clinicians and the corresponding standard error were inflated under complete cases analysis. A possible explanation for this results is that clinicians with missing cadre and sex were discarded under complete case analysis resulting to fewer number of clinicians (clusters) hence inflated clinicians' variability. On the other hand, all clinicians were retained after MI hence lower variability between clinicians.




DISCUSSION

This study sought to investigate the effect of enhanced A&F on routine pediatric pneumonia care in 12 Kenyan hospitals during a cluster randomized trial. In the analysis we adjusted for patients, clinicians, and hospital levels factors while accounting for covariate missingness across the three levels of hierarchy. The number of pneumonia admissions varied widely across hospitals during the trial period. The outcome of interest (pneumonia PAQC score) is a composite measure representing multiple aspects of pediatric pneumonia care on a 7-point ordinal scale. The advantage of using composite outcomes over individual performance measures is increased statistical efficiency (43–47). Although we reported and analyzed a fully observed outcome, we note that variations in pneumonia PAQC on the 7-point ordinal scale was attributable to missing data in some of the subcomponents in addition to inappropriate pneumonia care across domains of care (12). Specifically, missing components and those corresponding to inappropriate care were scored zero. Among covariates, clinician variables exhibited the highest proportions of missingness. Approximately 21% of all admitting clinicians had missing sex and cadre, respectively. These observations were consistent with previous results of a cluster randomized trial evaluating the effectiveness of a multifaceted intervention to improve admission pediatric care in eight Kenyan hospitals (10, 48). In the said study, 14 and 20% of the clinicians had missing sex and years of experience, respectively.

In contrast, patient level variables were fully observed except patient's sex which had <1% missingness. The sharp contrast missingness between clinicians and patients level variables could be due the fact that continued CIN audit and feedback reports focus on the documentation of patient level variables rather than documentation of clinicians' characteristics. Through preliminary investigations, we established that missing clinicians' characteristics occurred in six out of 12 hospitals participating in the trial. The patterns of missingness in the two clinicians level variables was highly correlated. That is, clinicians who did not document their sex were also likely not to document their cadre and vice versa.

To alleviate bias and inefficiency, we used multiple imputation within the joint modeling (JM) imputation framework assuming a MAR mechanism (10, 30, 31). Although JM imputation framework does not address the full range of complexities that are typical of multilevel data (22, 23), it was preferred due to its flexibility coupled with recent statistical software developments in handling categorical variables with more than two levels in second and higher levels of hierarchy (36).

Consistent with our expectations, results demonstrated that multilevel imputation led to more precise parameter estimates compared to complete case analyses in both random effects and GEE models. Adjusting for patients, clinicians and hospital level factors, enhanced A&F improved uptake and adherence to recommended pediatric pneumonia guidelines over time among children aged 2–59 months admitted in six CIN hospitals during the trial period compared to standard A&F on general inpatient pediatric care. The significant difference in the uptake of the pneumonia guidelines between the intervention arms could be due to difference in baseline performance observed in the Loess curves. That is, control hospitals exhibited high baseline performance (on average) thus leaving smaller room for improvement compared to low baseline performance in the enhanced A&F arm hence larger room for improvement over time. These results were consistent with those of the primary analysis (24).

A key difference between our study and that primary analysis is that whereas we analyzed a composite outcome spanning three quality of care domain, Ayieko et al. (24) considered proportion of patients with correct pneumonia classification and treatment, respectively. Furthermore, our study accounted for clinicians' characteristics in addition to patients and hospitals level characteristics accounted for in the primary analysis. From results, the quality of pneumonia care differed between male and female clinicians. It was also evident that junior clinicians (medical officers and clinical officer interns) were responsible for much care during the trial period. However, the quality of care provided did not differ between the cadres. The high number of interns is an indication that hospitals in the trial were teaching and referral hospitals.


Strengths and Implications of the Study

In this study, we investigated plausible missing data mechanism underlying pneumonia trial data. Though often ignored, this step is important in assessing and understanding the implications of missingness in a given data set under analysis. That is, inefficient estimates or both biased and inefficient estimates. In addition to missing data mechanism, we evaluated missing data patterns underlying the trial data set. This was useful in revealing trends and gaps in the quality of routine care. Insight into such information is useful when designing cost effective follow-up or new interventions programmes for optimal and efficient utilization of already stretched resources (49). For instance, based on our study results, a follow up intervention programme aimed at improving documentation and reporting of clinician characteristics should be directed to specific hospitals low documentation of clinicians' level data while resources in hospitals with good documentation practices should be directed elsewhere.

To address missing data, we employed recent statistical software tools to impute missing variables in routine pediatric data. Our choice of imputation tools and method was in consideration of the hierarchical structure of the data and type of variables in the data set. This ensured compatibility between imputation and analysis models of interest thus minimizing bias in parameter estimates (10, 23). Further, our choice of proportion odds models to analyze the ordinal outcome was ascertained through formal test further enhancing the validity of our study results. In instances when the proportional odds assumptions are violated, multinomial logistic regression model is recommended (40). In contrast to previous studies reporting quality of inpatient pediatric routine care in CIN hospitals (3, 13, 15), our study accounted for clinicians who are essential for the delivery of health intervention (16). Ignoring variation at clinician level may lead to biased estimates, overestimation or underestimation of variations in other levels of clustering (50).




LIMITATIONS

A limitation of this study is that we relied on data collected after patient discharge. Therefore, we are unable to ascertain if patients received pneumonia care as documented by health workers (24). We imputed missing data assuming MAR mechanism. Therefore, sensitivity analyses will be undertaken to explore the robustness of the inferences to MAR assumptions.



CONCLUSION

Adjusting for hospitals, admitting clinicians, and patient level factors, enhanced audit, and feedback improved uptake of WHO recommended pediatric pneumonia guidelines compared to standard audit and feedback. Additionally, female clinicians and hospitals with low admission workload were associated with higher uptake of the new pediatric pneumonia guidelines during the trial period. In both random effects and marginal model, parameter estimates were biased and inefficient under complete case analysis. Therefore, multiple imputation is recommended. When analyzing partially observed data with more than one level of clustering, it is paramount to accounts for the hierarchical structure in the imputation model to ensure compatibility with analysis models of interest and hence alleviate bias.
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Objectives: Patients' characteristics that could influence graft survival may also exhibit non-constant effects over time; therefore, violating the important assumption of the Cox proportional hazard (PH) model. We describe the effects of covariates on the hazard of graft failure in the presence of long follow-ups.

Study Design and Settings: We studied 915 adult patients that received kidney transplant between 1984 and 2000, using Cox PH, a variation of the Aalen additive hazard and Accelerated failure time (AFT) models. Selection of important predictors was based on the purposeful method of variable selection.

Results: Out of 915 patients under study, 43% had graft failure by the end of the study. The graft survival rate is 81, 66, and 50% at 1, 5, and 10 years, respectively. Our models indicate that donor type, recipient age, donor-recipient gender match, delayed graft function, diabetes and recipient ethnicity are significant predictors of graft survival. However, only the recipient age and donor-recipient gender match exhibit constant effects in the models.

Conclusion: Conclusion made about predictors of graft survival in the Cox PH model without adequate assessment of the model fit could over-estimate significant effects. The additive hazard and AFT models offer more flexibility in understanding covariates with non-constant effects on graft survival. Our results suggest that the period of follow-up in this study is long to support the proportionality assumption. Modeling graft survival at different time points may restrain the possibility of important covariates showing time-variant effects in the Cox PH model.

Keywords: graft survival, time varying covariate effect, Cox PH model, purposeful selection, additive hazard models


1. INTRODUCTION

The incidence and prevalence of end-stage kidney disease (ESKD) have significantly increased in developing countries, such as South Africa (1). Patients with ESKD have an increased risk of premature death on chronic dialysis therapy and for long term survival, kidney transplantation is the treatment of choice (2). A successful kidney transplant increases the life-expectancy and quality of life of a patient with ESKD. Despite advances in the use of immunosuppressants, recipient and donor factors still compromise the efficacy of a kidney transplant outcome, especially for long-term survival (3, 4). This has brought increased interest in identifying these factors using statistical methods, such as survival analysis. In kidney transplant studies, time-to-graft failure or patient death is usually the event of interest.

Beyond the Kaplan-Meier (KM) estimator, most kidney transplant studies employ the Cox Proportional hazard (PH) model to analyse whether individual patients or donor's characteristics influence the probability of Graft survival (GS) or graft failure (GF). The framework of proportional hazard assumption under the Cox PH model states that factors under study act multiplicatively on the baseline hazard function and either increase or decrease the baseline function at a constant rate (5). This fundamental assumption may not be tenable in kidney transplant studies because the effect of recipient age may impose a strong effect immediately after kidney transplant but gradually fades with time. In this situation, a hazard ratio (HR) does not suggest the same magnitude or size on the survival time. Therefore, the variable is said to have a time-varying effect on survival. Assessing the PH assumption should be the fundamental aspect in the use of the Cox PH model because violation of this assumption could lead to misleading of the resulting parameter interpretation (6). However, if the assumption of PH is violated for any covariate, a more flexible model which does not condition on constant proportional could offer more insight about the relationship between graft survival and the risk factors.

One of these models is the Aalen's additive hazard model (7), which specifies how the covariates impact additively on the hazard, but the effects of the covariates are allowed to vary freely over time. As, however, the closest version of an additive hazard model which is analog to the Cox hazard model is the Lin and Ying (8) model. It assumes the covariates act additively upon an unknown baseline hazard and their effects are constant. Conversely, the effects of the covariates in the model may be constant or time-varying. McKeague and Sasieni (9) proposed a version of the additive model that accommodates both constant and time-varying covariates effects. Although several authors advocated and used the additive hazard models for survival time data, however, the additive hazard model is rarely used in survival data analysis, more especially in kidney transplant research due to lack of familiarities with the model (10, 11). Similarly, the parametric accelerated failure time (AFT) models accommodate time-varying covariates effects. The effect of covariates in an AFT model is constant and act multiplicatively on the survival times (12), and the covariates accelerate or decelerate the occurrence of events of interest i.e., a predictor effect acting to either accelerate or decelerate graft survival time. The formulation of these models allows the estimation of a time ratio (TR) and the regression coefficients are estimated with the method of full maximum likelihood. Parametric survival models were considered by Hashemian et al. (13), in analyzing survival after kidney transplant and noted that parametric survival models provide a more suitable description of the survival data compared with the Cox PH model.

This study is motivated by previous studies on the statistical analysis of kidney transplants done in South Africa (14–16). These studies focused on the comparison of patients and GS or identification of factors that influence survival using the KM estimator and standard Cox PH model. As an extension to these previous studies, this study aims to use a more rational and methodical approach to (i) identify factors that influence long-term GS using purposeful model building strategy, (ii) affirm the importance of assessing the PH assumption in Cox PH model, and finally (iii) show the need to consider additive hazard and AFT models as a complement to the Cox model when the PH assumption is not tenable.



2. PATIENTS AND METHOD

We studied patients ≥18 years that underwent their first kidney transplant at Charlotte Maxeke Johannesburg Academic Hospital between 1984 and 2000. This is a retrospective cohort study, which involves 915 adult patients. Patients were followed-up after transplant, and information detailing patients, donors and transplant characteristics were recorded. GS was defined as the period from transplant to GF, loss to follow-up or end of the study. That is patients were right-censored if the graft did not fail by the end of the study or the patients were lost to follow-up (graft failure: 1, censored or alive: 0). Deaths with functioning grafts were not captured in this study. GF rates were computed as the ratio of the number of failed grafts to patient-years (PY) of follow-up and expressed as failure rates per 1,000 PY. Predictor variables or covariates for inclusion in this study were identified from literature using factors shown to significantly influence graft survival (16–18).

The covariates considered in this study are not time-dependent because they were only measured at the beginning of the study. There is no relationship between each variable missingness and the values of the variable or other variables in the study. Nonetheless, we numerically verified the assumption of missing completely at random using the Little's test of MCAR (19). MissForest based imputation method (20) was used to replace the missing data with reasonable values. MissForest is a non-parametric imputation method that can simultaneously impute different types of variables and its algorithm is based on random forest. There is no need to specify the tweaking parameter or the distribution of the data in the algorithm. For each variable with missing observation, the algorithm fits a random forest model using the rest of the variables in the dataset and then predict the missing values for that variable. The imputation procedure continuously run interactively and performance between iterations are assessed until a stopping criterion is reached. This is done in a repeated approach for all the variables with missing value in the dataset. For the continuous variable (donor age) with missing value, we assessed the performance of the imputation algorithm using the normalized root mean square error and for the categorical variables with missing, we used the proportion of falsely classified entries (21). The data were summarized and relevant information available for the patients were extracted. The analysis steps are described in Figure 1.


[image: image]

FIGURE 1. Flowchart of data extraction and study design.





3. SURVIVAL ANALYSIS METHODS

Let Ti be a random variable that represents GF time for patient i with characteristics Xi, a p-dimensional covariate vector. Suppose Ci denotes right censoring times, the distribution of Ci is independent of Ti such that min(Ti, Ci) is observed. Typically, a survival dataset [image: image] consists of m i.i.d. representative observations (Ti, δi, Xi), i = 1, …, n and δi = I[Ti ≤ Ci, δ = 1 or Ti > Ci, δ = 0] is defined as censoring indicator.


3.1. Cox Proportional Hazard Model

The Cox PH model was used to analyse the effect of the study predictors on GS. The purposeful method of variable selection employed in this study was based on the Cox PH model (5). First, the effects of all the study covariates on graft survival were assessed univariately with the Cox PH model (22). If Ti follows the Cox PH model, then the hazard function for Ti at time t > 0 conditional on Xi is given by

[image: image]

where h0(t) is arbitrary, the unspecified non-negative function of time known as baseline hazard. It corresponds to the hazard when all predictor variables are equal to zero. β denotes the vector of the regression coefficients, which is estimated using the partial likelihood method. The term exp(X′β) depends on covariates, but not time. Significant variables at a 25% level of significance in the univariable analysis were included in the multivariable Cox PH model as applied by Hosmer et al. (5) and Bursac et al. (23). Variables were excluded from the model sequentially if they were neither significant predictor of graft survival nor confounders. The procedure for the purposeful method of variable selection is detailed in Hosmer and Lemeshow (5). Under the Cox PH model, a continuous covariate is assumed to have a log-linear functional form. Sometimes the effect of a covariate may not be in a linear association with the log-hazard. Hence, assuming a linear effect when a non-linear effect is applicable results in misspecification, which definitely affects the estimated coefficients and standard errors. The functional form of the continuous covariates was assessed using the plot of martingale residual from a null model and cumulative sums of martingale residual plot (24–26).

One restrictive assumption of the Cox PH model is the PH assumption. The hazard of two individuals with covariates X1 and X2 is said to be proportional when the hazard ratio is constant over time. That is, [image: image]. This implies that the ratio of the two hazards remains proportional or constant over time. When the hazard ratio (HR) of a variable is not constant over time, the covariate is said to have a non-proportional or time-varying effect on survival, which suggests that the effect of the covariate changes over time. Test and graphical methods based on scaled Schoenfeld residuals ([image: image]) and technique based on cumulative sums of martingale residuals ([image: image]) (25, 27) were used to verify the validity of proportionality for each selected covariate in the final model. The scaled Schoenfeld residuals vs. time were plotted for each covariate. Under common definition, these residuals are expected to randomly distribute around the zero line slope if proportionality is valid. Also, the observed processes plotted along with 50 simulated processes under the null hypothesis of no model misspecification were compared. The non-proportional hazard assumption for any covariate is revealed if the observed processes are atypical of the simulated processes. A clear lack of fit could be concluded for the Cox PH model due to time-varying covariates effects in the model, which violates the PH assumption.



3.2. Additive Hazard Model

To circumvent PH assumption and characterize the nature of the time-varying covariates effects through the cumulative regression function plots, we employed the Aalen additive hazard model, given by

[image: image]

Similar to model 1, h0 and γ represent the baseline hazard function and vector of time-varying regression coefficients, which may change in magnitude and even sign over time. The flexibility of the Aalen additive hazard is tempered due to the difficulty indirect estimation of the coefficients function. Hence, the cumulative regression coefficients version is estimated based on the least square estimation of the integrated coefficients [image: image]. These effects are graphed against time to investigate if the covariates in model 1 have time-varying or constant effects over time. The more beta is from 0, the higher the impact the coefficients has had on the hazard of graft failure over the period of follow-up. As well, a positive and a negative slope with an increase in covariates indicate an increase and a decrease in hazard, respectively. For a covariate with significant effect, the confidence bands are likely not to include the zero line. Both the Kolmogorov-Smirnov and Cramer Von Mises tests (28) were used to assess the time-invariant effects of the covariates. The cumulative martingale residual was used to assess the fit of the covariates in the Aalen additive hazard model. To further assess the nature of these covariates, we fitted a variation of model 2, given by

[image: image]

In this version of the additive model, γb(t) and γa represent a vector of covariates with time-varying and constant effects, respectively. A successive test was done to compare the result of this model and that of the previous models.



3.3. Accelerated Failure Time Models

All the significant variables from the Cox PH model were also used to fit AFT models. We used the shape of the hazard function to select the appropriate AFT models, as reported by Khanal et al. (29). The baseline hazard function profile (Figure S1) displays a monotone decreasing hazard, which is closer to log-logistic (when k ≤ 1), log-normal (when σ > 1) and Weibull distributions (when γ < 1) (12). The survival functions of the selected distributions are [image: image], S(t) = {1+eθtk}−1 and S(t) = exp(−λtγ). The distributions are characterized by the location or scale (μ, θ, λ) and shape (σ, k, γ) parameters. In the AFT model, the effect of covariates is constant and act multiplicatively on survival times. The log-linear relationship between the variables and the log of survival time is given by

[image: image]

where μ is the model intercept, α is a vector of regression coefficients quantitatively expressing the impact of each explanatory variable on the survival time. A negative value of α indicates that survival time increases with decreasing value of the explanatory variable and vice versa. The exp(α′X) is usually referred to as the acceleration factor. σ is the scale parameter and ϵ is the error term, which is assumed to have a specific distribution, such as a logistics or normal distribution. The deviation of logT from linearity is modeled by the error term. The distribution T is based on the probability distribution of ϵ, and the survival function for T can be obtained from the survival function of the distribution of ϵ. The Akaike information criterion defined by AIC = −2l + 2k (30), where l is the log-likelihood of the model and k is the total number of parameters in the model, was used to compare the fit of the AFT models. The best performing model was used to compare the results of the Cox PH and Additive hazard models. To draw valid inferences from the best-performing models, Deviance residuals were used to assess the adequacy of the selected model (5). The deviance residual is express as

[image: image]

where the quantity rMi is the martingale residual. The sign function defined by sign(.) takes the value −1 or +1 if its argument is negative or positive, respectively. The deviance residuals are normalized transformations of the martingale residuals and have a mean of zero. If the model is valid, the rDi are more symmetrically distributed around zero compared to rMi. The R codes used to perform the analysis is included in the Supplementary Material.




4. RESULTS


4.1. Descriptive Statistics

The descriptive information available for the 915 patients in this study is summarized in Table 1. Majority of the patients (85%) received a kidney from cadaveric donors, and white patients accounted for 56% of the total patients in the study. The unadjusted graft failure rates for the study variable categories are also listed in Table 1. Most transplant cases concentrated before 1992, which is the midpoint of kidney transplantation in this study (Figure 2A). We observed 43% cases of graft failure by the end of the study; hence, the censoring rate is about 58%. Graft survival at 1, 5, 10 and 15 years are 81% (95% CI: 78–84%), 66% (95% CI: 63–70%), 50% (95% CI: 47–55%), and 37% (95% CI: 32–42%), respectively. The median follow-up was ~10 years, about 17% grafts failed after the 1st year of follow-up and this period has the highest hazard rate of GF (Figures 2B–D). 18% of the cases have missing observations in their records and there are no missing values in the time variables. The Little's MCAR results show that these observations are missing completely at random (p-value = 0.206). MissForest method of imputation was used to address the issue of missing data in this study and the reliability of the method was assessed. The out-of-bag errors estimated by missForest for the continuous variable and categorical variables are 0.02 and 0.14, respectively. This shows good performance of missForest in imputing missing data because the values are close to zero than 1.



Table 1. Characteristics of kidney transplant recipient in CMJAH from 1984 to 2000 and partial likelihood ratio test p-value for all the study covariates.
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FIGURE 2. Exploratory data analysis of the transplant data showing (A) barplot of years of kidney transplantation, (B) histogram plot of graft survival time variable, (C) KM plot of graft survival, (+) indicates censoring, and (D) Smoothed graft failure rate per 1,000 PY.





4.2. Result From the Cox Proportional Hazard Model

The first step considered in the model building procedure was to explore the relationship between each covariate and graft survival time, univariately. At 25% level of significance, evidence of association with GS is suggested for some variables (Table 1). These variables were deemed candidate for inclusion in the multivariable model.

The multivariable model containing all the significant covariates in the univariable analysis was fitted (Table S1). In order to simplify the model, p-values of the covariates based on the partial likelihood test were examined. “Donor age” has the largest p-value (p = 0.654), which is not statistically significant. Omitting this covariate and refitting the model results in the likelihood ratio (LR) test of 0.202 (Table 2). This is not significant (p = 0.653) at 5% level, indicating no improvement over the full model. Furthermore, the change in coefficients [image: image] for each covariate remaining in the model was compared with the original model, the result (Table 2) shows that donor age is neither a significant predictor of graft survival nor a confounder. Next, “Histological acute rejection” and “Urological ESKD” were subsequently removed from the model. The LR tests with p-values of 0.349 and 0.227, respectively, show that the model without these covariates is not statistically different from the model with these covariates (Table 2). However, the removal of “Urological ESKD” influenced the coefficients of “Renal disease ESKD” and “Hypertension” by more than 15%. “Urological ESKD” would have been retained in the model if “Renal disease ESKD” and “Hypertension” were significant predictors of graft survival at 10% level of significance. Therefore, we considered “Urological ESKD” as an unimportant confounder and exclude the three variables from the model.



Table 2. Partial likelihood ratio test indicating the effect of deleting covariates that are not significant in the multivariable analysis and their highest impact in coefficient change for other covariates.

[image: image]




There is no significant change in the value of [image: image] on deleting “inherited ESKD” and “Hypertension” from model 2, sequentially (p-value = 0.169 and 0.145). The deletion did not confound the relationship of any covariate remaining in the model and graft survival. The final covariates in the multivariate model at this stage is shown in Model 3 (Table S1).

In the next stage, “Donor recipient-gender match,” “Donor-recipient blood group match,” and “Clinical acute rejection” that were not significant in the univariable analysis were sequentially added in the multivariable Model 2). Only “Donor-recipient gender” shows a significant relationship with graft survival, with LR test of 4.908 (p =< 0.027). Hence, we re-consider this variable at this stage of model building (Model 4; Table 2). The summary of Model 4 is shown in Table S1. We compared the variables selected in the final model with an automated method of variable selection, such as stepwise and best-subset (Table S3). We observed that automated methods are susceptible to selecting more variables, which are not significantly related to GS at 5–10% significant levels.

4.2.1. Assessment of Linearity Assumption

The next step was to assess the functional form of “Recipient age,” as the only continuous variable in the final model (Model 4, Table S1). Figure 3 shows a plot of the martingale residual from a null model and the cumulative martingale residual. The smoothing spline fit shows evidence of linearity for this variable. It is also obvious that the observed processes for this variable are more typical with the 20 simulated realizations from the null distribution with a complimentary p-value of 0.100. This indicates that a linear term is needed for “Recipient age” in the model.


[image: image]

FIGURE 3. Linearity assumption assessment. (A) Smoothed martingale residual plot from a null Cox PH model vs. recipient age. (B) Cumulative martingale residuals plot vs. recipient age (p = 0.095).



4.2.2. Assessment of PH Assumption and Overall Goodness-of-Fit

There was no significant two-way interaction between the covariates in the model at 5% level of significance. We assessed the assumption of the Cox PH model to confirm if the covariates interpreted above only shift the baseline hazard up or down, but does not change over the lifetime of a graft. Figure S2 shows evidence of time-varying effects for some covariates in the model, given that the curves seem not to drift apart steadily, as should be expected in the case of constant effects. Table 3 shows the p-values of tests based on the scaled Schoenfeld and cumulative residuals for non-proportional hazard assessment. The results of the two tests support evidence of deviation from the proportionality assumption as shown in Table 3. The results are graphically illustrated for each covariate in the Cox PH model (Figures S3, S4). These figures suggest non-constant effects over time for the aforementioned variables. However, when these covariates interacted with time in the extended Cox PH model, only recipient ethnicity shows a non-constant effect (Table S2). The non-constant effect of these covariates indicate a lack of fit in the Cox PH model, which could lead to misleading parameter interpretation.



Table 3. Non-proportionality test in the Cox PH model, p-values for scaled Schoenfeld residuals and cumulative residuals (*) tests.
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4.3. Result From Additive Hazard Models

The covariates in model 4 (Table S1) were used to fit the Aalen additive hazard model. The result is comparable to the Cox PH model in identifying the risk factors of graft survival (Table 4). However, the Kolmogorov-Smirnov test shows some evidence of time-varying effect for Donor type and recipient ethnicity in this table (p-values < 0.05), this is supported by Von Cramer Mises test (result not included). The plot of the cumulative regression coefficients for the Aalen model is shown in Figure 4. There is a linear increase in the hazard of graft failure with an increase in the recipient age and its confidence interval does not include the zero line, indicating that age has a significant effect on the hazard of graft failure over the years of follow-up. The 95% confidence interval for other plots include the zero line at some time point, indicating covariates with early (e.g., Delayed graft function) and late (donor type) significant effects on graft survival. Only the plot for donor type has a negative effect on graft survival, the effect at some points flattens before it steeply decreases linearly, which by the test is an indication of a time-varying effect. The cumulative plot for recipient ethnicity shows a curvilinear pattern, it displays a steep increase at the beginning of the follow-up and shows a roughly zero slope after the first 10 years. The plot suggests a time-varying effect for recipient ethnicity and also that this covariate may not have a late significant effect on graft survival.



Table 4. Tests for non-significant and time-varying effects of the covariates in the Aalen additive hazard model.
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FIGURE 4. Estimates of cumulative hazard risk with a 95% pointwise confidence interval based on Aalen's additive model.



The cumulative martingale residual together with 50 simulated processes (Figure 5) under the Aalen model shows that the covariates' behavior is more typical with the model (p-values > 0.05), indicating a good fit of Aalen model. The result of the semi-parametric version of the Aalen model is shown in Table 5, all the covariates as previously reported shows significant effects on graft survival. For the covariates with constant effects as suggested by the Aalen model, their estimates are shown in Table 5.


[image: image]

FIGURE 5. Plot of cumulative martingale residual from Aalen additive model.





Table 5. Analysis of risk factors based on the Cox PH, McKeague and Sasieni hazard, and Weibull AFT models.
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4.4. Result From Parametric AFT Models

The AIC values of the models are 2,444, 2,492, and 2,471 for Weibull, lognormal, and log-logistic models, respectively. The rule is that any model that conforms to the observed data should adequately lead to a smaller AIC. Based on this, the Weibull model is the best-performing model. The distribution of the deviance residuals from the Weibull model is mostly within the range of ±3 except three observations that are slightly outside this bound (Figure 6). The result of the Weibull model is similar to that of the Additive hazard models in detecting the significant predictors of graft survival and their directional effects (positive or negative effect), although, the interpretations are not the same. For instance, in Table 5, the semi-parametric additive hazard model shows that female patients that received a kidney from female donors had an increase in the hazard of 0.0327 compared with male patients that received a kidney from male donors. Conversely, the Weibull model shows that female recipients of a kidney from female donors had 44% lower graft survival in comparison to male patients that received from male donors. The Weibull models show that the influence of all the predictors except donor type, decelerate graft survival time. Every additional increase in age, on the average age of the recipients, is associated with 5% decrease in graft survival, this indicates that the older the patient, the higher the hazard of graft failure. This is similar to what is observed in the additive hazard model. Also, the results show that graft survival is prolonged (more than twice) among patients that received live kidney transplant compared with those that received a cadaveric kidney transplant.


[image: image]

FIGURE 6. Assessment of goodness-of-fit using the plots of the deviance residuals.






5. DISCUSSION

In this study, 915 adult patients that underwent a kidney transplant at Charlotte Maxeke Academic Hospital Johannesburg, South Africa were analyzed. This study attempts to appropriately employ more statistically justifiable strategies in selecting the best combination of predictors that influence long-term GS post-kidney transplantation. The method of imputation used in this study has been shown (in studies using different biological and medical datasets) to outperform imputation methods, such as multivariate imputation by the chained equation, nearest neighbor and mean imputation (20, 31). The Cox PH model is the most attractive survival model when a set of covariates are of interest in modeling time to graft failure. Fitting a large number of variables in this model could add noise to the estimated quantities, resulting in collinearity among variables and increase the cost of modeling unnecessary predictors. The purposeful variable selection method based on the Cox PH model becomes more complex when there are too many predictors in the data. However, this procedure of model building involves a combination of science, statistical method, experience and common sense (32). The purposeful method has been applied in previous studies (5, 23, 32). These studies comparatively showed that purposeful variable selection method leads to significant variables, confounding factors and a richer model compared with other selection methods; when prediction and identification of risk factors are of interest.

Evaluating the PH assumption for all predictors in the Cox PH model should be a fundamental aspect of the modeling process when using the Cox PH model. Including variable(s) not satisfying the PH assumption leads to an inferior fit of a Cox model i.e., the power of tests is reduced for both variables with constant and non-constant HR in the model. Our results provide evidence of time-varying effects for the covariates in the Cox PH model. This shows that it is necessary to assess this assumption based on the fact that clinical variables effects are rarely constant over time.

The Cox PH, additive hazard and AFT models are used in survival to study the association between risk factors and the event of interest in failure time data. The appropriateness of the individual model may not be known in advance for a specific application. The models may capture the risk process equally or sometimes give a different result (10, 29, 33). For many application in public health, the additive hazard may be plausible since the result gives differences in hazard, rather than a hazard ratio. The same applies to the straightforward interpretation of TR as compared to HR. These models may be compared with regards to the p-values of the covariates in the model, since the greatness of p-value shows the power to reject the null hypothesis (10).

We identified that factors, such as “donor age” and “acute rejections” previously shown to be important risk factors of GS (34–36) are neither significant nor confounders in this study. The difference between the findings of this present study and these previous studies could be linked to differences in sample size (number of graft failures observed), year of transplant, duration of follow-up and method of data analysis. Nevertheless, it is noteworthy that the significant predictors of GS observed in this study are in agreement with previous studies (11, 16–18, 34, 35, 37, 38).

Prognostic assessment with the Cox PH model is generally based on patients/donors characteristics at the time of evaluation. These characteristics have a greater tendency to change, following a long period of study. We have shown in this study that when long-term follow-up is of interest, survival prediction may be discordant with the Cox PH model. We have statistically shown that the Cox PH model did not capture all the significant aspects of the data analysis and did not provide adequate fit in this study. We were able to investigate the time-varying covariate effects with the Aalen additive model and fully estimates the effects of the covariate with the AFT model. The need to explore beyond the Cox PH model is revealed in the Aalen plot, the plot can aide a nephrologist to understand the pattern by which the covariates influence graft survival after transplantation. Considering censored quantile regression model could be alternatives when the PH assumption is not valid in the Cox PH model.

This study has several important strengths. We have used a rational approach in analyzing the kidney transplant data generated from a South African transplant cohort study. The results of this historical data analysis could help to understand long-term performance and progress of kidney transplant outcome in this region, and how the risk factors influence the survival of the graft after kidney transplant. The analysis involves a combination of both recipients of a cadaveric and living donor kidney transplant, focusing on graft failure because maximizing graft is paramount important to the recipient of a new kidney and transplant unit. We found in this study that predictors of graft survival may exhibit time-varying effects.

On the other hand, this study also has some methodological limitations. We found that multicollinearity is a problem in using the purposeful method of variable selection, especially when the covariates are highly related. Specifically, we noticed that dropping any of the causes of ESKD influences the coefficients of others. Taking a decision on which variable to add or retain some times is challenging. However, because the procedure is governed by a specific rule at each step, the choice or decision to drop or retain any variable was critically assessed to avoid multicollinearity in the final model. In addition, 57% censoring observed is another limitation in this study.



6. CONCLUSION

Additive hazard and AFT models are yet to receive more deserving attention in modeling GS after a kidney transplant. When covariate effects involve certain patterns of heterogeneity in kidney transplant studies, additive hazard and AFT models could offer great flexibility in modeling GS time. The models used in this study describe different features of the relationship between the risk factors and graft failure. Hence, it appears necessary to use these models complementarily to gain a more comprehensive understanding of GS after a kidney transplant.
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As part of the work the Better Immunization Data (BID) Initiative undertook starting in 2013 to improve countries' collection, quality, and use of immunization data, PATH partnered with countries to identify the critical requirements for an electronic immunization registry (EIR). An EIR became the core intervention to address the data challenges that countries faced but also presented complexities during the development process to ensure that it met the core needs of the users. The work began with collecting common system requirements from 10 sub-Saharan African countries; these requirements represented the countries' vision of an ideal system to track individual child vaccination schedules and elements of supply chain. Through iterative development processes in both Tanzania and Zambia, the common requirements were modified and adapted to better fit the country contexts and users' needs, as well as to be developed with the technology available at the time. This process happened across four different software platforms. This paper outlines the process undertaken and analyzes similarities and differences across the iterations of the EIR in both countries, culminating in the development of a registry in Zambia that includes the most critical aspects required for initially deploying the registry and embodies what could be considered the minimum viable product for an EIR.
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INTRODUCTION

Led by PATH and funded by the Bill & Melinda Gates Foundation, the Better Immunization Data (BID) Initiative is grounded in the belief that better data plus better decisions lead to better health outcomes. The Initiative was designed in partnership with countries to create an environment where reliable, easily accessed, and actionable data can be used to improve health service delivery.

The BID Initiative has partnered with two countries, Tanzania and Zambia, over 4 years to develop, test, and roll out a package of data quality and use interventions. The governments of Tanzania and Zambia identified the most critical data-related challenges with immunization service delivery in each country, many of which were shared challenges:

• incomplete or untimely data

• inaccurate or uncertain target population for calculating immunization rates

• difficulty of uniquely identifying infants who do not start immunization or who drop out (defaulter tracing)

• lack of unique identifiers for infants

• poor data visibility at the facility level to district-level data and stock

• complex data collection forms and tools

• insufficient supply chains and logistics management

• inadequate capacity across the health system for data management and use.

Both countries formed user advisory groups made up of health workers from all levels of the health system (including community health workers, facility staff, district and provincial managers, and national-level staff) to develop a suite of interventions to address these data-related challenges. An iterative, evolutionary approach to developing the solutions was taken, building on existing systems when possible. Although interventions were designed and tested in the regions identified for initial implementation, close collaboration with government employees and agencies at the national-level focused on creating solutions that would be sustainable, that could scale beyond the initial regions, and that could be used in multiple countries with little additional development effort. Among the solutions in the suite of interventions, the most intricate to develop was the electronic immunization registry (EIR), which gives health workers access to immunization data that can be used for decision-making to improve the effectiveness and efficiency of delivering immunization services.

electronic immunization registries (EIRs) have been used in high-income countries for many years and over the past 10 years or so the movement has grown to introduce them in low and middle-income countries. EIR have been shown to improve the quality (1–3), availability, and accessibility to routine immunization data and reporting (4, 5), and provide critical information to help strengthen program performance such as identifying defaulters, increase coverage rates and timeliness of vaccination (6), and help improve stock management. As mobile technology has improved, the ability to extend such systems to low-resource settings has become a reality (7). This growing body of experiences and knowledge led to the decision to incorporate an EIR into the suite of interventions to address the challenges being faced by the two countries.

Although it was not the original intent, the requirements documented by Tanzania and Zambia for the EIR have proven to be on the cutting edge of technology for electronic immunization registries. Initially, it was assumed that existing systems would be readily found that would meet the requirements for an immunization registry. However, this was not the case and the Initiative invested in four different software platforms in the work with Tanzania and Zambia to finally arrive at the two solutions now used in both countries. The software-development work done across the four different platforms has allowed a comparison of the shared and unique requirements between countries, as well as the minimum set of requirements needed to have a usable EIR.

Throughout this process, several best practices were identified, and lessons learned were documented in planning for technology development, working with software developers and country ministries of health, and implementing new technologies successfully. These experiences can serve as a valuable resource for other countries that want to introduce an electronic immunization (or other health service) registry.



METHODS

In October 2013, the BID Initiative brought together representatives from the ICT and immunization departments of 10 sub-Saharan African countries (including Tanzania and Zambia) to develop a common set of requirements addressing their shared immunization challenges. To inform this process, the Collaborative Requirements Development Methodology (CRDM) was applied (8). The CRDM, created in 2009 by the Public Health Informatics Institute in conjunction with PATH, is used to collect and document business-process workflows and define requirements for the information systems that support those workflows. The initial set of requirements for a national EIR were compiled in the Product Vision for the BID Initiative in 2013 (9).

These documented requirements showed that countries had a forward-looking vision, especially when compared to the functionality of open source systems available at the time. The requirements demonstrated a desire for solutions that could be easily used and adapted in places where there are challenges with infrastructure, Internet connectivity, and electricity, for example. Solutions should function on mobile devices, such as tablets and phones, and meet best practices in data security and privacy. This vision represented a shift from desktop and laptop devices, which constrained nurses to desks and data entry as a separate process, to mobile devices that enabled nurses to collect data while they were performing other immunization processes and use the data on the devices to make decisions. Multiple nurses could also access and use a single shared device, and ultimately the system would be interoperable with other existing systems in the country (especially the national-level health information management system).

These initial requirements were grouped into functional and system requirements. Functional requirements describe what the system should do, and system requirements describe how the system should perform. Examples of functional requirements include registering a new child, searching for a child already registered in the system, and printing reports. System requirements include functionality such as audit logs, data backups, and user-password recovery.

Tanzania used the common requirements collected from the 10 countries in the Product Vision for the BID Initiative to develop country-specific requirements for its EIR in 2014, with the involvement of immunization, ICT, and monitoring and evaluation staff from the Ministry of Health. The Tanzania EIR requirements were then shared in a request for proposal for the software development. Tanzania initially selected the Generic Immunization Information System (GIIS) platform for its EIR, which became known as the Tanzania Immunization Information System (TIIS).

Challenges with the system led to a revised set of requirements based on lessons learned and user feedback in Arusha region where the system was tested and piloted, and a subsequent search for a different platform in 2015. Challenges encountered included synchronizing data between the two devices used in the same facility as well as with the central database, design decisions that increased the cost and ease of maintaining the source code, and projected cost of extending and replicating the system to other countries. Only the Arusha region of Tanzania continued to use TIIS once improvements were made for several more months before making the transition to a new system was underway.

In 2016, a new platform, Open Immunize (OpenIZ), was selected that would address the modified list of requirements that emerged from lessons learned with TIIS. This second system is called the Tanzania Immunization Registry (TImR) (10). TImR was used in three additional regions of Tanzania during the grant period and later replaced TIIS in Arusha region.

Zambia completed the CRDM process to develop and document country-specific requirements for its EIR (with similar involvement of stakeholders from across the ministry), and the first registry began development in 2015 on the District Health Information Software (DHIS2) Patient Tracker platform using the Patient Tracker application. Challenges adapting the software to meet some of the cutting-edge requirements, such as functionality on Android devices, ability to access and update records in offline mode, and support for multiple users per device led to stopping developing on this platform in 2016 (11). As in Tanzania, Zambia refined the requirements for their EIR based on lessons learned to a minimal set that could be adapted and deployed quickly. In 2017, Zambia selected the Open Smart Registry Platform (OpenSRP) for the second version of their EIR, which was called the Zambia Electronic Immunization Registry (ZEIR) (12) (see Figure 1 for full timeline).
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FIGURE 1. BID Initiative EIR timeline. Timeline that depicts the development of the four EIR platforms in both Tanzania and Zambia.





RESULTS

The initial Product Vision requirements were refined to a modified set during the CRDM process for the first versions of the EIR in each country and further refined in the second round of development. In this iterative manner, systems were developed focusing on practical operations that would meet key workflows in the immunization process.

Tanzania has deployed the second version of its EIR, the TImR, in four regions (Arusha, Tanga, Kilimanjaro, and Dodoma) covering 1,273 facilities, and deployment to remaining regions is slated for 2019–2020. Zambia has deployed the second version of its EIR, ZEIR, in 291 facilities in Southern Province and is actively seeking funds to support maturing its use in the province, as well as scaling to other provinces.

The 5 years of experience developing EIRs in Tanzania and Zambia under the BID Initiative contributed to important lessons in system development, which were documented and disseminated (13, 14). These lessons include how to work effectively with partners, how to create a culture of data use, the importance of change management to support the transition to and adoption of a new system, and how to train health care workers efficiently in using the new tools. Specific to the EIRs, countries were forward-thinking in envisioning the technical functionality necessary to make the registry a successful tool in improving data quality and use. Through the development process, this advanced set of requirements was narrowed to those most critical for the successful initial deployment of an EIR.

In Tanzania and Zambia, the requirements were modified to reflect the collective input of immunization stakeholders across the entire health system. The modified requirements across the EIRs fell into five thematic areas of functionality in immunization service delivery (see Table 1).



Table 1. Common functionality groupings of requirements across EIRs.
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Registration and Search Requirements

This theme includes uniquely identifying each child to ensure that the right child receives the right dose of a vaccine at the right time. Unique identification also enables a country to identify a true denominator of the target population that needs routine vaccines and forecast and plan for the appropriate level of stock. Other examples of registration and search functionality include registering a child in a maternity ward or immunization clinic with minimal information (e.g., no given name yet); entering the mother's or caregiver's information, including telephone number and residence; searching with partial information; and searching for a child using a bar code.



Vaccine Administration Requirements

One key user request was the ability to display the immunization schedule of each child. Vaccine administration includes requirements for generating initial vaccine schedules based on the child's date of birth, as well as identifying children who are due and overdue for vaccines and allowing an authorized user to set the immunization schedule at the national level.



Client Management Requirements

Client management covers the ability of the registry to identify and consolidate duplicate records and to warn if a child with the same given name, last name, date of birth, and gender already exists in the system. This functionality complements the unique identification of each child, so that nurses can validate that the right child is receiving the right vaccine dose. It also improves forecasting by providing an accurate number of children in the catchment area and birth cohort. This functionality enables the user to update client information, such as entering the child's name or the mother's mobile number.



Stock Management Requirements

The EIRs enable health facilities to update and view their vaccine stock data. Stock management requirements include adjusting the stock balance based on a number of reasons including expiration dates, breakage, or doses reported in the EIR, alerting when stock levels are low or have expired, and aggregating vaccine-consumption tracking in terms of doses per vaccine type per time period at the service delivery point.



Reports

Reports are needed for monitoring the performance of service delivery from the facility to the national level. Since many reports can be generated from individual records, data can be analyzed in multiple ways. Reports need to show vaccination coverage as the percentage of children living in a certain area who were born in a certain timeframe and were vaccinated with a certain dose. Reports should also categorize defaulter information by location and community health worker and report cases of adverse events. Ideally, reports are both automated and simplified, and they are submitted electronically to the district on a monthly basis.



Minimum Viable Product

As the two countries' requirements were mapped across the four platforms, similarities and differences emerged between the initial Product Vision and the two rounds of system development. These similarities and differences highlighted requirements that could define the functionality of a minimum viable product (MVP) for an EIR that could be used to improve immunization service delivery, deployed to scale in a country, and adapted for use in other countries. By MVP we mean a product with just enough features to satisfy early users, meet the minimal functionalities, and to provide feedback for future releases of the product. The differences in the number of requirements between those initially defined in the Product Vision and those used for the different versions of the EIRs developed in Tanzania and Zambia are noted in Table 2. In addition, Supplementary Table A-1 outlines the requirements outlined in the RFP processes across the various platforms and in the final products of TImR and ZEIR.



Table 2. Total number of functional and system requirements across the Product Vision and four EIR platforms.
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In the first-round TIIS used or validated 57 requirements (16.6%) of the Product Vision requirements as needed for the Tanzania context. The Patient Tracker used or validated 55 requirements (16.1%) of the Product Vision requirements as needed for the Zambia context. Across all three (Product Vision, TIIS, and Patient Tracker), 54 requirements remained the same. Some of these included uniquely identifying every person, entering the vaccine vial monitor status, displaying availability of vaccine stock, and producing a report that identified all children due for a vaccination within the next month.

Some of the requirements for the second round of EIR development carried over from the first systems, but several were modified based on lessons learned from testing and deploying the initial EIRs in health facilities. In Tanzania, the TImR used or validated 35 requirements (10.2%) from the initial Product Vision but overlapped more with the TIIS: 55 requirements were the same between the two versions. In Zambia, the requirements for the ZEIR were compiled with CRDM, as well as from lessons learned from testing the Patient Tracker in health facilities. The ZEIR used or validated 29 requirements (8.5%) of the requirements from the Product Vision but overlapped more with Patient Tracker: 73 requirements were the same between the two systems (see Box 1 for current state of Patient Tracker).


Box 1. Patient Tracker evolution.

The experience with DHIS2 Tracker took place during 2016. In the 2 years since, The University of Oslo has invested significant time and energy to redesign the application based upon feedback from the larger community and a variety of projects such as the work conducted in Zambia with the BID Initiative. The new Android application (called DHIS2 Android Capture App) is fully integrated with the DHIS2 platform, and replaces not only the Tracker app, but also Event and Data Capture. Many key areas have been strengthened and new ones have been added, including improved performance, increased security features, and improved user experience. A new SDK was also developed, allowing for the creation of custom apps on top of DHIS2. The updated version of DHIS2 for Android was released in September 2018, and the SDK will be released by May 2019. You can find more information at www.dhis2.org/Android.



These comparisons showed that the Product Vision for the BID Initiative represented a larger vision for an EIR with more advanced requirements than what was ultimately deployed in both countries. Modifying the requirements throughout the development process narrowed the requirements to the most critical aspects needed for initial deployment of the EIRs. Areas where requirements were reduced or simplified were in stock management, facility management, complex system management, and complex reporting that was not country specific. These “dream” requirements can be applied to future versions of the EIR, especially as the system is used more frequently and scaled.




DISCUSSION

An EIR is a critical component of interventions to address data collection, storage, and use challenges in immunization service delivery, but such a system can be complex to design and deploy successfully. A comprehensive understanding of system requirements early in the design process is critical for ensuring that the EIR works well and is embraced by its intended users. These requirements provide the building blocks and define the capabilities of the system.

Both Tanzania and Zambia plan to scale their EIRs nationally and to integrate them with other health information systems in use in those countries, in particular the national-level health information management system which is DHIS2 in both countries. The BID Initiative also seeks opportunities to expand these solutions and to continue to learn from their development, including ways to integrate with solutions beyond immunization and routine data collection, such as supply-chain management. In addition, the Initiative's experiences refining the EIR system requirements can lead to more efficient registry development and deployment in countries that would like to put similar systems into use as well as expand to modules that cover health domains like maternal health.

The similarities and differences in requirements, as well as the groupings of common functionalities, were analyzed across the EIRs in use to understand what an MVP could look like for an EIR. This EIR should include the minimal functionality necessary to be used successfully in the health system, provide health workers with the data needed for decision-making, produce key reports for monitoring, and be scalable nationwide, as well as to other countries.

An MVP should also include international standards in the following areas:

• care guidelines [e.g., the published immunization schedules set by the World Health Organization (15)]

• content guidelines, or the equivalent of “fields” on a paper form [e.g., Health Level Seven clinical document architecture templates, such as the Immunization Content specification (16)]

• coding standards, or the standards that would apply to a specific field on a paper form [e.g., the child's sex according to the International Organization for Standardization's ISO 5218:2004 specification: 0 = unknown, 1 = male, 2 = female, and 9 = not applicable (17)]

• interoperability standards governing exchange between information systems [e.g., IHE's cross-enterprise document-sharing XDS specification (18)]

• privacy standards for personal health information [e.g., health-specific profiles such as the IHE Basic Patient Privacy and Consents specification (19)]

• security standards (e.g., cross-industry standards for authentication, encryption, and secure communication).

The process undergone in Zambia to arrive at the concise minimum set of requirements for the development of the ZEIR on the OpenSRP platform outlines what could be considered an MVP. The experience in Zambia leads to the conclusion that the 85 requirements defined for ZEIR can meet that definition of an MVP for an EIR (see Supplementary Table A-2 for the full set of requirements). The International Training and Education Centre for Health in Kenya has since adopted and adapted this system, and many other countries and implementing partners have demonstrated and shared it.
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Objectives: The main objective of this study was to compare results from two approaches for estimating the effect of different factors on the risk of HIV infection and determine the best fitting model.

Study design: We performed secondary data analysis on cross-sectional data which was collected from the Zimbabwe Demographic Health Survey (ZDHS) from 2005 to 2015.

Methods: Survey and cluster adjusted logistic regression was used to determine variables for use in survival analysis with HIV status as the outcome variable. Covariates found significant in the logistic regression were used in survival analysis to determine the factors associated with HIV infection over the 10 years. The data for the survival analysis were modeled assuming age at survey imputation (Model 1) and interval-censoring (Model 2).

Results: Model goodness of fit test based on the Cox-Snell residuals against the cumulative hazard indicated that Model 1 was the best model. On the contrary, the Akaike Information Criterion (AIC) indicated that Model 2 was the best model. Factors associated with a high risk of HIV infection were being female, number of sexual partners, and having had an STI in the past year prior to the survey.

Conclusion: The difference between the results from the Cox-Snell residuals graphical method and the model estimates and AIC value maybe due to the lack of adequate methods to test the goodness-of -fit of interval-censored data. We concluded that Model 2 with interval-censoring gave better estimates due to its consistency with the published results from literature. Even though we consider the interval-censoring model as the superior model with regards to our specific data, the method had its own set of limitations.
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INTRODUCTION

The 90–90–90 targets was launched by the Joint United Nations Programme on HIV/AIDS (UNAIDS) and partners with the aim to diagnose 90% of all HIV positive persons, provide antiretroviral therapy (ART) for 90% of those diagnosed, and achieve viral suppression for 90% of those treated by 2020 (1).

In Zimbabwe, a population based survey carried out in 2016 reported that 74.2% of people living with HIV (PLHIV) aged 15–64 years knew their HIV status. Amoung the PLHIV who knew their status, 86.8% self-reported current use of Antiretroviral treatment (ART), with 86.5% of those who self-reported, are virally suppressed (2). In order for these 90–90–90 targets to be met, prevalence, and incidence rates estimates are crucial in understanding the current status of the HIV epidemic and determine whether the trends are improving in a manner which can facilitate to achieve the 2020 target.

The gold standard for estimating the HIV incidence is to test uninfected individuals for new infections periodically, however this method is feasible though costly and time-consuming. In addition, even if an HIV negative cohort is followed over-time, the exact date of infection is rarely observed (3). In this scenario, an interval can be determined between the latest negative and the earliest positive test dates. Taking into consideration the issue of cost and time, cohort analysis for estimating the HIV incidence rate in a general epidemic will not produce estimates which are representative of the whole population. Due to these reasons, sentinel surveillance systems have been set up to monitor the spread of the pandemic (4). In addition, population-based surveys, in which HIV tests are performed, are carried after every 5-years in Zimbabwe. The advantage of the population-based survey is that, data is more representative of the population than a cohort. On the other hand, the same data does not provide the exact date of the infection but rather provide what is called “current status data.”

Current status data occurs when an individual is observed at one single point, and the only information obtained is whether the event of interest has occurred (5). An example of current status data includes information collected during a demographic health survey, in which an individual is tested whether they are HIV positive or negative. If an individual were found to be HIV positive, the individual was recorded as left censored at the time the test was done. If an individual were HIV negative, they were recorded to be right censored. Sometimes current status data can be referred to as case interval-censored data, with case II interval-censored data referred to as the general case (6). Interval censoring takes into account the range, that is, an interval inside of which one can say the outcome of interest has occurred (7). Given that we would want to determine the factors associated with the hazard of infection using data from these surveys, then survival analysis can be implemented.

In the setting of standard survival analysis, modeling the hazard rate of HIV infection can be achieved by imputing the time-to-onset of disease as the time at diagnostic visit (3). Modeling current status data using the mentioned two approaches may overestimate the hazard rate. However, analyzing this type of data using interval censoring will be a better approach. Although they are documented advantages of interval censoring compared to the standard cause-specific survival model, the superiority of the interval-censoring remains unclear in estimating the effect of different exposures on the risk of HIV infection. With this argument in mind, the main objective of this study was to compare results from these different approaches for estimating the effect of different factors on the risk of HIV infection and determine the best fitting model.



MATERIALS AND METHODS


Study Design and Area

This study used data from Zimbabwe, a landlocked country, bordered by Mozambique on the East, South Africa on the South, Botswana on the West, and Zambia on the North and Northwest. Zimbabwe is sub-divided into 10 Provinces which are: Matabeleland South, Matabeleland North, Mashonaland East, Mashonaland Central, Mashonaland West, Midlands, Masvingo, Manicaland, Harare, and Bulawayo. Each province is subdivided into districts, and each district is made up of wards. The designs for the three 5 yearly surveys were cross-sectional.



Zimbabwe Demographic Health Survey Data and Sampling

Demographic and Health Surveys (DHS) are nationally-representative household surveys that have been implemented in approximately 70 countries since 1984 (8–10). They provide data for a wide range of monitoring and impact evaluation in the areas of population, health and nutrition. Data used for the analysis were obtained from 2005–06, 2010–11, and 2015 ZDHS and were retrieved from the DHS programme website (https://dhsprogram.com) (11). A representative probability sample of 10,800, 10,828, and 11,196 households were selected for the 2005–06, 2010–11 and 2015 ZDHS, respectively. A two-stage cluster sampling technique was used to select the households. The first stage selected 400, 406, and 400 enumeration areas (EAs) for 2005–06, 2010–11, and 2015 ZDHS, respectively. At the second stage, using a complete listing of households in the selected EAs, a fixed number of households were randomly chosen. This allowed the use of EAs specific weights to be assigned in the design (8–10).



Measurement of the Outcome (HIV Status) and Explanatory Variables

With consent from the respondent or parent/guardian (for minors), blood samples were collected in all households for HIV testing in the laboratory for females aged 0–49 and males aged 0–54. Blood spots were collected on filter paper from a finger prick and transported to a laboratory for testing. An initial ELISA test was performed, and then retesting of all positive and 5–10 % of the negative tests with a second ELISA was done. If they were discordant results on the two ELISA tests, a new ELISA or a Western Blot was performed. The data used for this study was obtained from the DHS Data Archives (11) and only included individuals aged 15–49 years. The following explanatory variables were extracted from the dataset: sex, marital status, education level, religion, currently employed, place of residence, STI treatment in the past 12 months and number of sexual partners (8–10).



Ethical Considerations

The ZDHS HIV testing protocol for all the three surveys was reviewed and approved by the ethical review boards Medical Research Council of Zimbabwe (MRCZ) in Harare, Zimbabwe; the ORC Macro Institutional Review Board in Calverton, Maryland, USA; and the Centers for Diseases Control (CDC) in Atlanta, Georgia, USA (8–10). This work was granted ethical clearance by the University of Witwatersrand's Human Research Ethics Committee (Medical) (No. M151154). The dataset used in this study was obtained through an application made to Measure DHS program, which was approved on the 16th of May 2017. The DHS Program is authorized to distribute, at no cost, unrestricted survey data files for legitimate academic research. Registration was required for access to data.



Statistical Methodology
 
Application to Zimbabwe Demographic Health Survey

The socio-demographic datasets for men and women records were appended to provide a single analysis dataset for all the three surveys. The appended dataset was then merged using the unique combination of the individual line number, household line number, and cluster (EA) number to the HIV prevalence dataset. All individuals without an HIV test result, never been sexually active, and individuals who did not have an age at first intercourse were excluded from the analysis. In the case of individuals who were HIV positive when the survey was conducted, the age at HIV infection was defined as age at survey date and for individuals who were HIV negative, the age at HIV infection was right-censored at the date of survey in Models 1 (Figure 1). Accounting for interval-censoring, the age at HIV infection was interval-censored between age at first sexual intercourse and age at date of survey, but right-censored at the age at survey, for individuals who were HIV negative for Model 2. All the models assumed a parametric Weibull distribution for the baseline hazard λ0(t) which allowed estimation of β which is the vector of regression coefficient. Model Specification for all the models, refer to Supplementary Data.


[image: image]

FIGURE 1. Illustration of different modeling strategies when investigating the factors associated with HIV infection.





Statistical Analysis

In this study, the outcome or response variable was the HIV status, a binary variable. The study investigated the socio-cultural, socio-economic, behavioral, and demographic factors, which are associated with HIV. Trends in HIV prevalence were assessed using the non-parametric trend test in STATA. A stepwise logistic regression approach was adopted in STATA SE version 15.1 statistical software (12) using the command svy: swaic (13) on some selected explanatory variables highlighted earlier. Factors that were significantly associated with HIV from the stepwise survey logistic regression were then considered for the parametric survival analysis. The most suitable baseline hazard function was investigated using the package icenReg (14) in R software. The data were modeled assuming age at survey imputation and interval-censoring (Figure 1). The model goodness-of-fit (GOF) test was assessed using the Akaike Information Criterion (AIC) and two graphical methods which included the Cox-Snell residuals. All analysis were performed in STATA SE version 15.1 and R statistical software.




RESULTS

The 2005–06 ZDHS database had 10,800 households in which 42,698 records were retrieved. Of the 42,698 records, 16,082 records were for individuals aged 15–49 years with 7,175 (44.6%) males and 8,097 (55.4%) females. The 2010–11 ZDHS database had 10,828 households in which 41,946 records were retrieved. Of the 41,946 records, 16,651 records were for individuals aged 15–49 years with 7,480 (44.9%) males, and 9,171 (55.1%) females. The 2015 ZDHS database had 11,196 households in which 43,706 records were retrieved. Of the 43,706 records, 18,351 records were for individuals aged 15–49 years with 8,396 (45.8%) males and 9,955 (54.2%) females. The above information is represented in Figure 2.
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FIGURE 2. Flowchart of records in the 2005–06, 2010–11, and 2015 ZDHS.



Nationally, the non-parametric trend test (p < 0.001) showed a significant decline of HIV prevalence from 22.4 to 19.6 to 17.7% for 2005–06, 2010–11, and 2015 ZDHS, respectively (see Table 1). A similar decline trend was observed for gender, marital status, place of residence, education level, current employment status, STI in the past year preceding the survey and number of sexual partners.



Table 1. HIV prevalence in Zimbabwe and changes in HIV prevalence (weighted) from the Zimbabwe DHS surveys 2005–06, 2010–11, and 2015.
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The mean survival time for age at HIV infection for Model 1 was 41.1 years for females, 42.8 years for males in 2005/06 ZDHS; 41.9 years for females, 43.4 years for males in 2010/11 ZDHS and 42 years for females, 44 years for males in 2015 ZDHS. The mean survival time for age at HIV infection for Model 2 was 24.9 years for females, 28.3 years for males in 2005/06 ZDHS; 25.7 years for females, 29.4 years for males in 2010/11 ZDHS and 26.5 years for females, 30.5 years for males in 2015 ZDHS. According to the survival times, Model 2 produced lower times of survival before HIV infection.

The parametric Weibull distribution was used to investigate the factors associated with HIV infection. The Weibull parametric function was suitable to model the baseline hazard distribution, as shown in Figure 4. Model goodness of fit test indicated that Model 2 was the best model based on the Akaike Information Criterion (AIC) presented in Table 2. A graphical goodness of fit test was performed, where the semi-parametric model was compared to the parametric model. According to the results in Figure 3, Model 1 fits the data better than Model 1 and Model 2. Based on Figure 3, Model 1 overestimates the survival rates between 15 and 35 years and underestimates the survival rates between 35 and 49 years. However, Figure 4 with the Cox-Snell residuals shows that Model 1 is better than Model 2 as the estimated cumulative hazards are close to the reference line which is formed by the Cox-Snell residuals. Furthermore, dot charts depicting the importance of variables in the three models were plotted (Figure 5). Place of residence was the least important variable for all the three models, while marital status and sex where the most important variables for Model 1 and Model, respectively (Figure 5).



Table 2. Akaike information criterion and bayesian information criterion values.
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FIGURE 3. Goodness-of-fit tests for the Zimbabwe DHS 2005–06 (left column), 2010–11 (middle column), and 2015 (right column). Model 1 (top row) and Model 2 (bottom row).
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FIGURE 4. Cox-Snell residual against cumulative hazard goodness-of-fit tests for the Zimbabwe DHS 2005–06 (left column), 2010–11 (middle column) and 2015 (right column). Model 1 (top row) and Model 2 (bottom row).




[image: image]

FIGURE 5. Dot chart showing relative importance of covariates for the Zimbabwe DHS 2005–06 (left column), 2010–11 (middle column), and 2015 (right column). Model 1 (top row) and Model 2 (bottom row).



The risk of HIV infection was lower in males than females, as shown in Table 3 for all the models. The risk for HIV infection had a slight decrease from 2005–06 to 2010–11 to 2015 (HR = 0.26, 95% CI: 0.23, 0.31), (HR = 0.25, 95% CI:0.21,0.29), (HR = 0.22, 95% CI:0.19,0.26), respectively with reference to Model 2. Individuals who were married or cohabiting had a lower risk of HIV infection as compared to those who were single. These results were consistent for all three models. However, the risk of HIV infection for all the survey years was lower in individuals who were separated/divorced/widowed in reference to Model 1, but Model 2 results indicated that the risk was higher for that particular group of individuals as compared to those who were single (Table 3). According to the results in Model 1, the risk of HIV infection was almost the same for those who had one or more than two sexual partners, as compared to those who did not have any sexual partners in the past 12 months prior to the survey. However, Model 2, the risk was more than four times for those who had more than two sexual partners, as compared to those who did not have any sexual partners in the past 12 months prior to the survey. Of interest, the risk of HIV infection for those who had more than two sexual partners increased over time for Model 2, with Model 1 having a decreasing trend (Table 3).



Table 3. Estimated effects of covariates at baseline on the risk of HIV infection based on different survival models, Zimbabwe Demographic Health Survey (ZDHS) 2005/06, 2010/11, and 2015.
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DISCUSSION

Frequently, researchers are interested in using standard survival models in determining the failure times, however interval censoring has become increasingly common. The purpose of this study was to identify risk factors for HIV infection using three different models and determine the best fitting model. To identify the best fitting model, we utilized the Akaike Information Criterion (AIC), where the model with the least AIC value was the best fitting model. We also used graphical methods to ascertain the best fitting model, however graphical goodness-of-fit test for interval-censored data is rare with the available methods are still lacking in implementation (15–18). We managed to check the goodness-of-fit for all the models by overlaying the semi-parametric model with the fitted parametric model of the survival function and also plotting the Cox-Snell residuals against the cumulative hazard.

The model with interval censored data resulted in better estimates of the risk of HIV infection as compared to the standard survival model i.e., Models 1 based on the AIC value and Figure 3. The superiority of Model 2 was due to the ability to precisely mimic some of the results in literature from previous studies which also used population-based HIV surveys or specific cohorts in Zimbabwe. For example, a study in Zimbabwe conducted between 1999 and 2001 reported that they observed an increasing trend of HIV incidence among the educated individuals, which was rather unexpected; however, this might have been due to a higher socio-economic status, a factor reported to be associated with HIV infection in the region of Africa (19, 20). However, a systematic review which explored time trends in the association between educational attainment and risk of HIV infection in sub-Saharan Africa, reported a shift in the HIV epidemic from educated to the uneducated (21). According to a study in which they used the 2005/06 Zimbabwe Demographic Health Survey (ZDHS) to determine the relationship between HIV status and the demographic and socio-economic characteristics among adults in Zimbabwe by construction the risk profile of the average adult, they concluded that there was a significant negative association between HIV infection and education (22). They further clarified that an extra year of schooling to an average of 8 years (i.e., secondary education and above) was associated with a 0.5 percent point decrease in the probability of HIV infection for Zimbabwe (22). Another study which used the 2010/11 ZDHS also reported a lower risk of HIV infection of individuals with secondary level education and above (23). Based on these findings from literature, and the trend observed, the model with interval-censoring was consistent with the reported results, however, the other two models reported a higher risk of HIV infection for individuals with secondary level education, which was contrary to the findings from literature. according to an in-depth analysis of the 2005/06 ZDHS on the risk factors associated with HIV infection, it was reported that individuals who never had any sexually transmitted infection 12 months prior the survey were significantly associated with a 0.437 times lower risk of HIV infection compared with their counterparts who had a sexually transmitted infection during the same period (24). This result was close to the results obtained for the hazard of HIV infection in the model with interval-censoring. Another example was a study of the analysis of 2005/06 ZDHS, which reported that the likelihood of being HIV infected increased with the number of sexual partners and decreased with the level of faithfulness to a spousal partner. In the same study, it was reported that the odds of being HIV infected were 3 to 4 times greater among those who had two more sexual partner (25). These results were again consistent with results from the model with interval-censoring rather than the other two models for the 2005/06 ZDHS. On a general note, a 2013 study noted that having a large number of life partners increased HIV infection in a cohort from Manicaland (26).

Comparisons of the three models used in this study reveal a consistent match on the factors associated with HIV infection estimated from ZDHS data and the results obtained from previous studies using population-based HIV surveys or specific cohorts in Zimbabwe. For example, in all the three models, and based on all the three surveys, i.e., ZDHS 2005/06, 2010/11 and 2015, females were more at risk of HIV infection than men. Similarly, studies which determined the factors associated with HIV infection using the 2005/06 and 2010/11 ZDHS reported the same findings (22–24). However, though the surveys were the same, they did not use the same analytical methods to reach the same conclusions. Results suggest that marriage was associated with a lower risk of infection based on all the models. This is further supported by a study which analyzed the 2005/06 and 2010/11 ZDHS data (23). The study reported that marital union was positively associated with the decline of HIV infection for both men and women (23). Another study to determine the baseline predictions of HIV-1 acquisition among women reported that being unmarried was the strongest risk factor for HIV-1 acquisition (27). Results from these studies are again consistent with what all the models in our studies. Even though the models reported results similar to what had already been reported in literature, the precision of the model with interval-censoring in explaining some of the covariates is what stood out the most. However, the Cox-Snell residuals clearly showed that Model 1 was the best fitting model. The difference between the Cox-Snell residuals graphical method and the model estimates maybe due to the lack of adequate methods to test the goodness-of -fit of interval-censored data as cited by other authors (15–18).

The main strength of this study dependent on the quality of the data obtained from the surveys. These data were derived from population-based surveys, which in reality provides more reliable and robust data. Another strength of this study was due to the fact that we did not restrict our analysis to one method, however, we had the opportunity to determine the best model to fit the hazard of infection by comparing two different scenarios. For instance, if the median survival time for HIV infection was 5 years given the type of data we had, and the intervals were about 3 to 6 months wide, then we would have no reason to complicate the analysis by considering interval censoring. On the other hand, if the intervals were about 1 year or longer, then accounting for uncertainty in the analysis was necessary, which we did when we implemented the interval-censoring approach. Another reason for concluding that interval-censoring gave better estimates was due to its consistency with the published results from literature. Even though we consider the interval-censoring model as the superior model with regards to our specific data, the method had its own set of limitations. These limitations included the wide range of intervals used, which could have underestimated or overestimated the effect of other factors on the risk of HIV infection. Inclusion of competing risks factors in the model would have greatly improved the modeling approach. Further studies can be done on imputation models, which imputes an estimated time of HIV infection based on the data.
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Background: HIV and tuberculosis (TB) are leading infectious diseases, with a high risk of co-infection. The risk of TB in people living with HIV (PLHIV) is high soon after sero-conversion and increases as the CD4 counts are depleted.

Methodology: We used routinely collected data from Care and Treatment Clinics (CTCs) in three regions in northern Tanzania. All PLHIV attending CTCs between January 2012 to December 2017 were included in the analysis. TB incidence was defined as cases started on anti-TB medications divided by the person-years of follow-up. Poisson regression with frailty models were used to determine incidence rate ratios (IRR) and 95% confidence intervals (95% CI) for predictors of TB incidences among HIV positive patients.

Results: Among 78,748 PLHIV, 405 patients developed TB over 195,296 person-years of follow-up, giving an overall TB incidence rate of 2.08 per 1,000 person-years. There was an increased risk of TB incidence, 3.35 per 1,000 person-years, in hospitals compared to lower level health facilities. Compared to CD4 counts of <350 cells/μl, a high CD4 count was associated with lower TB incidence, 81% lower for a CD4 count of 350–500 cells/μl (IRR 0.19, 95% CI 0.04–0.08) and 85% lower for those with a CD4 count above 500 cells/μl (IRR 0.15, 95% CI 0.04–0.64). Independently, those taking ART had 66% lower TB incidences (IRR 0.34, 95% CI 0.15–0.79) compared to those not taking ART. Poor nutritional status and CTC enrollment between 2008 and 2012 were associated with higher TB incidences IRR 9.27 (95% CI 2.15–39.95) and IRR 2.97 (95% CI 1.05–8.43), respectively.

Discussion: There has been a decline in TB incidence since 2012, with exception of the year 2017 whereby there was higher TB incidence probably due to better diagnosis of TB following a national initiative. Among HIV positive patients attending CTCs, poor nutritional status, low CD4 counts and not taking ART treatment were associated with higher TB incidence, highlighting the need to get PLHIV on treatment early, and the need for close monitoring of CD4 counts. Data from routinely collected and available health services can be used to provide evidence of the epidemiological risk of TB.
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INTRODUCTION

Tuberculosis (TB) is a disease caused by Mycobacteria tuberculosis, which can be latent in humans for a long time without clinical symptoms. Active TB can present as Pulmonary Tuberculosis (PTB) or Extra-Pulmonary Tuberculosis (EPTB), with cardinal features of fever, productive cough, hemoptysis, and weight loss, though the presentation among HIV infected individuals is often atypical. Several factors have been associated with an increased risk of TB incidence, such as poverty, malnutrition, and overcrowding, but the risk of active TB is 16–27 times higher in people living with HIV (PLHIV) compared to those who are HIV negative (1). This is due to the impaired and lowered innate and passive immunity against TB among PLHIV (2), increasing the risk of getting a new TB infection (3) and of progression from latent TB to active TB (3). New TB infections, rather than reactivation, account for 88% of new TB cases among PLHIV (4).

The risk of TB for PLHIV is high soon after sero-conversion (5), and continues to increase with depletion of CD4 count (6). The CD4 count is a diagnostic and/or prognostic marker that normally measures the number of CD4 expressing T-cells (also known as T helper cells). But the risk of TB among PLHIV decreases after starting anti-retroviral therapy (ART) (53).

TB incidence has been falling since 2013, by 2% globally and by 4% in Africa. However, in 2017, 10 million (range 9–11.1 million) new cases of TB were reported worldwide, of which 25% occurred in Africa and 87% in 30 high TB burden countries (Tanzania included) (7). Of the cases, 90% were >15 years of age, 64% were males and 9% were HIV positive (7). The reported cases include only 51% of the estimated 920,000 new TB cases among PLHIV. Of the 1.5 million people enrolled at Care and Treatment Clinics (CTCs) in 2017, 8% were diagnosed with TB in the same year. Africa accounted for 72% of all HIV associated TB cases in 2017 (7). The End TB Strategy has set a reduction target of 80% in TB incidence (new cases per 100,000 population per year), compared to the level in 2015 (7). Tanzania is one of the High TB Burden Countries, and one of the High TB/HIV Burden Countries. In Tanzania, it is estimated that of 154,000 (range 73,000–266,000) new cases of TB in 2017, 31% (48,000 [31,000–69,000]) were also HIV positive (7). But with only 93% of TB patients in Tanzania having test results for HIV, of which 36% were co-infected with HIV, the true burden of TB among HIV positive people could be underestimated. TB has been the leading cause of death among HIV positive individuals (7), so a close monitoring of its occurrence in this subgroup of people is extremely important.

Several factors have been associated with TB incidence among HIV positive individuals including limited functional status, very low CD4 count (<50 cells/μl) (53), anemia, inappropriate vaccinations, cigarette smoking, households with a family size of 3 to 4 people, a lower social class, non-adherence to drugs and severe immunosuppression (8).

Several interventions have been implemented to try to reduce the incidence of TB in Tanzania's general population and among HIV positive individuals. As some patients may present with subclinical TB (9), WHO recommended active TB screening (intensified case finding) for all PLHIV, and infection control (10). In 2010, a gradual implementation of Genexpert MTB/RIF for the early diagnosis of TB among all TB suspects started, and was scaled up in 2013 (11). This test was initially only for HIV positive patients or for those with recurring TB. In 2011, the country introduced Isoniaziad Preventive Therapy (IPT) among PLHIV (12), which appears to be effective at reducing TB incidence (13). Recently, WHO is recommending a “test and treat” policy which requires all individuals being diagnosed as HIV positive to be put on ARVs immediately (14). Data from CTCs in Northern Tanzania provides an opportunity to track the incidence of TB among HIV patients through this spectrum of different intervention programs.

It is important to study TB incidence rates among PLHIV in Tanzania and compare it with the estimated global TB incidence rate that has been calculated by WHO (7). This can guide clinicians and policy makers on interventions and practices to improve health outcomes, and help to develop preventive measures to reduce the magnitude of the problem. This study determined the predictors and TB incidences among HIV positive patients since enrolment at Care and Treatment Centers (CTCs) after a follow up period of 6 years (January 2012 to December 2017), in the Northern part of Tanzania. Hence providing a big picture of the effects of several interventions that have been implemented over the years.



METHODOLOGY


Study Design and Settings

This was a retrospective cohort study which included data which have been routinely collected from patients attending CTCs from 1st January 2012 to 31st December 2017 in the Arusha, Kilimanjaro and Tanga regions. Both public and private CTCs were included, categorized as hospitals (at district level and above), health centers and dispensaries. At every visit, all HIV patients attending a CTC have a regular check-up, and a screening for opportunistic infections. The screening for TB follows WHO recommendations through the assessment of symptoms and signs. All these positive on the screening symptoms (either showing a productive cough, persistent low grade fever, night sweats, or weight loss) have to undergo further testing. This can be done using Genexpert MTB/RIF, or sputum microscopy at centers that have no Genexpert MTB/RIF. Genexpert MTB/RIF is a molecular diagnostic tool used for diagnosis of M. tuberculosis (MTB) and Resistance of these strains to Rifampicin (RIF). Sputum from the patient is mixed with Genexpert MTB/RIF buffer solution and is shaken and incubated for 5–10 min, before being pipetted into cartridge of Genexpert MTB/RIF for computer assisted diagnosis. Those diagnosed with TB are given anti-TB medication.



Study Population and Data Definitions

All patients (above 15 years of age) who were HIV positive and attended one of 489 CTCs in the regions of Arusha, Kilimanjaro, and Tanga during the period of 1st January 2012 to 31st December 2017 were included in this study. Those who already had a TB diagnosis and/or were on TB treatment at the time of their first visit to the CTC were excluded, whilst those treated for TB before the start of the study duration were not excluded. The start time was taken to be 1st January 2012, or the date of first enrollment at the CTC if enrollment was after 1st January 2012. End time was defined as whichever came first among the following; the date there were last seen at a CTC, the date of death, the date of the first TB incidence, or 31st December 2017. A TB diagnosis was defined as being started on anti-TB medications after being screened for TB during a visit to a CTC, regardless of the method used to confirm a TB diagnosis. The following predictor variables were collected; age, sex, marital status, geographical location, baseline weight, baseline HIV WHO clinical stage, use of ARV, use of IPT, functional status, ARV adherence status, CTC enrollment year, type of ARV regimen, and baseline CD4 counts.



Data Analysis

Data were de-identified and analyzed using a statistical software package, STATA 15. After data cleaning, categorical data were summarized as frequencies and percentages. Continuous variables were summarized using their median and interquartile range (IQR) or by using their mean and standard deviation.

Incidence rates, and 95% confidence intervals (95%CI), for each level of independent variable were determined, as the number of newly diagnosed TB cases over the person-years at risk. Health facilities were used as a cluster variable, and Analysis of Variance (ANOVA) was used to compare aggregate rates of TB incidences by: health facility levels, health facility types (dispensaries, health centers, and hospitals), health facility ownership (private and public ownership) and regions (Arusha, Kilimanjaro, and Tanga). A Poisson regression model with frailty to adjust for the clustering at health facilities was used to obtain incidence rate ratios (IRR) for TB, and 95% CI for socio-demographic and clinical characteristics of the patients. Crude incidence rate ratios were then adjusted for other independent factors for TB.



Ethical Clearance

Ethical clearance was obtained from Kilimanjaro Christian Medical University College Research and Ethical Committee (Ethical clearance certificate number 2286). Permission from the Ministry of Health—Tanzania and NACP (National AIDS Control Program) authority to conduct the study was obtained. All patients' privacy and confidentiality were strictly observed throughout the study.




RESULTS

The study included 78,748 HIV-positive patients who were followed up for 195,296 person-years, with 405 patients recorded as having had a new episode of TB during the follow up, giving an incidence of TB of 2.08 (95% CI 1.88–2.29) per 1,000 person-years (Table 1). Looking at ages, the highest incidence rates for TB, 2.45 per 1,000 person-years (95% CI 2.01–2.99), were in patients aged 35–44 years of age. The TB incidence in males (Incidence = 3.70 per 1,000 person-years, 95% CI 3.21–4.27) was higher than in females (Incidence = 1.50 per 1,000 person-years, 95% CI 1.31–1.72). Those who were divorced and those from Arusha region had higher TB incidences with incidence of 2.58 (95% CI 1.95–3.41) and 2.30 (95% CI of 1.74–3.12) per 1,000 person-years, respectively, than others (Table 1).


Table 1. Incidence rates for TB by socio-demographic characteristics at enrolment into HIV services in 78,748 patients in three regions of Tanzania.
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HIV patients with markers of lower immunity or advanced disease (HIV stage 3&4, CD4 < 350 cells/μl, lower weight and poorer nutritional status) had higher TB incidence than others (Table 2). Patients with a severely poor nutritional status had a TB incidence rate of 47.74 per 1,000 person-years (95% CI 26.44–86.21), while those with a moderately poor nutritional status had a TB incidence rate of 9.53 per 1,000 person-years (95% CI 7.12–12.77), and those with an adequate nutritional status had a TB incidence rate of 1.73 per 1,000 person-years (95% CI 1.54–1.95) (Table 2). Higher TB incidence rates was found in those who were bedridden (Incidence = 32.20 per 1,000 person-years, 95% CI 24.89–41.65) and those who were ambulatory (Incidence = 31.06 per 1,000 person-years, 95% CI 18.99–54.14), compared to those who were working (Incidence = 1.73 per 1,000 person-years, 95% CI 1.55–1.93) (Table 1).


Table 2. Incidence rates for TB by clinical characteristics at enrolment into HIV services in 78,748 patients in three regions of Tanzania.
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Analysis of Variance (ANOVA) was used to compare rates of TB incidences across the following cluster variables: facility types (dispensaries, health centers and hospitals), facility ownership (private and public ownership) and regions (Arusha, Kilimanjaro, and Tanga). There was a significant increased risk of TB incidence in hospitals (3.35 per 1,000 person-years) compared to TB incidences in the health centers (1.28 per 1,000 person-years) and dispensaries (1.36 per 1,000 person-years), p-value 0.0306. There were no statistically significant differences in TB incidences for the cluster variables of facility ownership and region (Table 3).


Table 3. Comparison of cluster level's TB rates per 1,000 person-years.
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After performing a multilevel analysis and controlling for health facilities as clusters, several factors were significantly related to an increased TB incidence among HIV positive patients such as the year of enrollment at a CTC, those enrolled between 2008 and 2012 had an IRR of 1.51 (95% CI 1.12–2.03) while those enrolled between 2013 and 2017 had an IRR of 4.05 (95% CI 3.04–5.39). Moderate and severe nutritional status were also significantly associated with TB incidence among HIV patients, with an IRR of 6.94 (95% CI 4.92–9.80) and 28.05 (95% CI 15.09–52.16), respectively. The use of second line ARVs had an IRR of 1.75 (95% CI 1.04–2.97). The study found that several factors were protective against developing new TB among HIV patients, including being female and having CD4 count between 350 cells/μl to 500 cells/μl both of which were protective by 58%, with IRRs of 0.42 (95% CI 0.34–0.50) and 0.42 (95% CI 0.21–0.87), respectively. Using ARVs was protective by 57%, IRR 0.43 (95% CI 0.33–0.55). CD4 counts above 500 cells/μl was protective by 84%, IRR 0.16 (95% CI 0.07–0.42) and having a working functional status, were even more protective, by 95%, IRR 0.05 (95% CI 0.04–0.07) (Table 4).


Table 4. Poisson regression with multilevel analysis of the determinants of TB incidence in Northern Tanzania.
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After adjusting for both health facility type clusters and other important factors, only two factors were found to be significantly positively-related to incidence of TB, which are severe malnutrition, IRR 9.27 (95% CI 2.15–39.95), and being enrolled at a CTC between the years 2008 and 2012, IRR 2.97 (95% CI 1.05–8.43), compared to being enrolled in the years 2003 to 2007. The following factors remained as significantly protective against TB incidence among HIV patients after doing multilevel analysis. Having CD4 counts above 350 cells/μl with IRRs of 0.19 (95% CI 0.04–0.80) and 0.15 (95% CI 0.04–0.64) for CD4 counts between 350 and 500 cells/μl and above 500 cells/μl, respectively. Use of ART was protective by 66%, IRR 0.34 (95% CI 0.15–0.79), while a working functional status was protective against TB incidence by 85%, IRR 0.15 (95% CI 0.05–0.47) (Table 4). In this multilevel model and controlling for health facility types as variable clusters, the intercept variability across facilities was 0.78 (95% CI 0.23–2.73), with standard error (SE) of 0.5.



DISCUSSION

In this population of PLHIV attending CTCs for the years 2012 to 2017, in Northern Tanzania, the incidence rate of TB was 2.08 per 1,000 person-years, which is higher than the general TB incidence rate of 1.29 per 1,000 Tanzanian general population, for the year 2016, as reported by the Tanzania National TB and Leprosy Program (NTLP), but lower than the WHO TB incidence estimation of 2.7 per 1,000 population, in the year 2017 (7). But this number is within the estimated range of 1.5–4 new cases per 1,000 in most of the 30 high TB burden countries among the general population. Our estimated incidence rate is lower than other studies done in Tanzania, which showed an incidence of TB among HIV patients to be in the range of 8–17 per 1,000 person-years (15), but this was between the years of 2008 to 2010 for patients who were not on ART and before the introduction of IPT. Another study done in a major city in Tanzania, Dar es Salaam, found the incidence rate to be 27 per 1,000 person-years (13). The city is highly crowded, has a high TB diagnostic capacity and according to NTLP has the highest TB case notification rate in the country. In Nigeria, TB incidence was 5.7 per 1,000 person-years, among HIV patients on ARVs for the period of 2004 to 2012 (16). Higher incidences were found in South Africa (17) and Ethiopia (18) with TB incidences of 44 per 1,000 person-years and 86 per 1,000 person-years, respectively. According to WHO incidence rates need to be falling by 4–5% per year up to 2020, in order to reach the End TB Strategy milestone.

A study in Nigeria (16) and another in South Africa (17), found males to have higher TB incidence than females. Age is also associated with TB incidence with patients aged 25–34 years having the highest incidence, while those aged 15–24 years having the lowest incidence trend (Figure 1). This agrees with other studies performed in Ethiopia (18) and Nigeria (16). Age and sex differences in TB incidence could be due to cultural factors and economical reasons, whereby men and those in the most economically productive age group are less likely to have time to attend clinics and to receive appropriate care, including Isoniazid Preventive Therapy, hence are more likely to be diagnosed with TB (Figure 2). Other studies have shown that males have an increased TB prevalence than females (especially in low- and middle-income countries) due to the fact that men are disadvantaged in seeking and/or accessing TB care in many settings (19). The same pattern has also been observed in Europe (20).


[image: Figure 1]
FIGURE 1. Cumulative hazard estimates (TB incidences) for age categories.



[image: Figure 2]
FIGURE 2. Cumulative hazard estimates (TB incidences) for sex.


The three regions of Arusha, Kilimanjaro, and Tanga had essentially similar TB incidence rates, and there were no significant differences between public and private facilities. All health facilities in this dataset had at least one TB case, and PLHIV seen at the hospitals for care and treatment had higher TB occurrence than those attending lower level facilities. This may be due to the fact that many lower level facilities have poor or inadequate availability of diagnostic equipment, and have low skilled health care workers. Hence leading to a reduced capacity for diagnosing TB as these co-infected patients tend to present with atypical TB manifestations which are difficult to diagnose. However, this could also have been due to the referral mechanisms, whereby most PLHIV with more advanced HIV and probably with active TB tend to be referred to hospitals for advanced care and treatment. In addition, most of these lower level facilities do not hospitalize their patients. This observation was more pronounced in the later years of the study, after the increased roll out of Genexpert MTB/RIF machines to many higher level facilities (Figure 3).


[image: Figure 3]
FIGURE 3. Cumulative hazard estimates (TB incidences) for health facility types.


Severe malnutrition was found to be associated with an increased risk of TB among HIV patients in our study. Similar findings have been observed in other settings, especially among children (21) where malnutrition accounts for 26% of incident TB (22). It is also positively associated with TB progression (23), poor treatment outcomes (21) and delayed recovery (24). This is because it deteriorates the cell mediated and humoral immunity (21). Though most of the studies have focused on children, malnutrition is common among adult TB patients (25), as well as MDRTB patients (26) and in patients with other infections (27). Strategies to manage malnutrition should incorporate routine TB and HIV screening (28), and modifications to TB treatment (29), though some studies have found that these additional strategies are not yet effective (22) and that there is no significant association between nutritional status and TB severity (30). Even though this is controversial, but if implemented effectively, these strategies might prevent TB incidence and increase the probability of being cured (21, 31), and decrease the risk of TB mortality especially among children (32).

Incident TB increased almost three times for those enrolled in CTCs between 2008 and 2017 compared to those enrolled between 2003 and 2007, the reason for which could be that most of those enrolled between 2003 and 2007 were already on ARVs for some time when we started following up in 2012. In general TB incidence among HIV patients has been declining since 2012, with the exception being during 2017. This decline is congruent with the recent global and African data on TB epidemiological burden, that there has been a consistent decline in TB over the last decade, as well as in the most affected areas of Sub Saharan Africa (7). Success can be attributed to an improved health system; increased use of Isoniazid preventive therapy; increased HIV prevention and awareness (33); early TB diagnosis (11) and treatment; all of which reduces the risk of TB transmission, whilst also strengthening the collaboration between HIV and TB control activities when combined with other diseases. For the year 2017, which had a higher incidence of 3.54 per 1,000 person-years (Table 1), this could be attributed to the increased roll out of Genexpert MTB/RIF and that probability that most hospitals had these molecular tests installed.

Our findings have shown that a CD4 count above 350 cells/μl, or being on ARVs, was protective against the development of incident TB. HIV increases TB risk through increasing the risk of acquiring TB (3), or through reactivation of latent TB (2). Immunity against other infections including TB is compromised by HIV infection (34). The risk doubles after sero-conversion (5) and remains high within the first 3 years after enrollment at CTCs (18). TB risk is five times higher in the African region (1), and especially for those with a history of previous TB disease (15), and with a decreasing CD4 count (6), similar to our findings. As found in other studies (35), the risk of TB incidence is there even among HIV patients who are on IPT. The risk decreases with the use of ARVs (33) as our study has found but can still remain 5 times higher compared to HIV uninfected persons (36) despite an increase in their CD4 count. ART benefits are more pronounced in preventing TB in patients with a lower CD4 count (37), this is because ARVs in general restore immunity and so protect against developing TB, but this is controversial as other studies have found that ART use does not reduce TB incidence (38). Even so, this ART protection seems to be lost when one is on second line ARVs (39) as was also found in this study. Others have suggested controlling for hemoglobin levels as low hemoglobin can be used as a predictor of TB among these patients on ARVs (40).

Working functional status was significantly protective against TB incidence as found in other studies (53). Other studies found the risk factors for TB among HIV patients to be low hemoglobin (40), increased HIV viral load (41), genetics (42), WHO HIV stage 3, not taking Isoniazid (43), smoking, diabetes, alcohol use, crowded living, poverty (44), variation in compliance to taking ARTs (45), as well as social inequality in access to sanitation and health expenditure per capita. Other studies have shown that the following subpopulations have an increased risk of TB incidence: prisoners (46), migrants (47), health care workers (48), miners (4), and contacts of indexed TB cases (49). Other studies have found that other protective factors against TB incidence include the use of IPT (13, 50), cash transfers (51), as well as early TB detection and treatment initiation (52).

This study's strengths include the use of routinely collected data from a large number of patients and the inclusion of all health facilities providing electronic data for HIV care and treatment across the three regions. It has also assessed and adjusted for the differences between health facilities that might affect TB incidence. The study was limited in that only HIV positive patients who were identified to have a definitive diagnosis of TB, or to have started TB medications, during follow up were considered as TB incidence. The analysis has included all new cases of TB, including those with no microbiological TB confirmation. However, there could be an underestimation of new TB cases among HIV patients if there were no diagnostic tools available for presumptive TB cases (especially in lower level health facilities), or if there was a delay or gap between the diagnosis of TB and starting anti-TB medications. We recommend future studies on determining the mechanisms of nutritional effects on TB incidence and progression; the association between second line ARVs and TB incidence; and determining why the risk of TB remains higher even after improving the CD4 count of HIV patients on ART. We also recommend further analysis of the TB diagnosis cascade to see how effective the system is for TB diagnosis.



CONCLUSION

Despite the prolonged decline of TB burden in most of the African countries, in the last decade TB is still a public health problem especially among HIV patients. Poor nutritional status and being enrolled at the CTCs after 2007 were significantly associated with TB incidence among HIV patients attending CTCs since 2003 in Tanzania. So there needs to be effective collaborative TB control strategies encompassing other diseases including HIV, and a continuing improvement of health system including the CTCs. Having a working functional status, a high CD4 count (above 350 cells/μl), and using ART were protective against TB incidence among HIV positive patients, though the use of second line ARVs was found to be a risk factor for developing TB. So all patients should be put on ARVs as soon as possible, and close monitoring of all patients with a CD4 count <350 cells/μl.



DATA AVAILABILITY STATEMENT

Study's data can be accessed from EM after permission and approval from the NACP and the Government of Tanzania.



AUTHOR CONTRIBUTIONS

EM, JT, MM, and SM designed the study and wrote the manuscript. EM, JT, and WM retrieved the data. EM and JT analyzed the data. All authors approved the final version of the manuscript.



FUNDING

EM received funding through the SEARCH Project for his PhD studies under which this analysis was conducted. The SEARCH project was funded by the Bill and Melinda Gates Foundation (OPP1084472).



ACKNOWLEDGMENTS

Thanks to all staff of Kilimanjaro Christian Medical University College and National AIDS Control Program for their inputs and support in making this work complete. EM is a PhD student, and this work is part of the PhD project that was funded by the SEARCH PROJECT (Sustainable Evaluation through Analysis of Routinely Collected HIV data), a collaboration between the London School of Hygiene and Tropical Medicine and the Ministry of Health in Tanzania, and is funded by Bill and Melinda Gates Foundation entitled Using routinely collected public facility data for program improvement in Tanzania, Malawi and Zambia (OPP1084472).



REFERENCES

 1. Harries AD, Zachariah R, Corbett EL, Lawn SD. The HIV- associated tuberculosis epidemic—when will we act? Lancet. (2010) 375:1906–19. doi: 10.1016/S0140-6736(10)60409-6

 2. Selwyn PA, Hartel D, Lewis VA, Schoenbaum EE, Vermund SH, Klein RS, et al. A prospective study of the risk of tuberculosis among intravenous drug users with human immunodeficiency virus infection. N Engl J Med. (1989) 320:545–50. doi: 10.1056/NEJM198903023200901

 3. Corbett EL, Charalambous S, Moloi VM, Fielding K, Grant AD, Dye C, et al. Human immunodeficiency virus and the prevalence of undiagnosed tuberculosis in African gold miners. Am J Resp Crit Care Med. (2004) 170:673–9. doi: 10.1164/rccm.200405-590OC

 4. Charalambous S, Grant AD, Moloi V, Warren R, Day JH, van Helden P, et al. Contribution of re-infection to reccurent tuberculosis in South African gold miners. Int J Tuberc Lung Dis. (2008) 12:942–8.

 5. Sonnenberg P, Glynn JR, Fielding K, Murray J, Godfrey-Faussett P, Shearer S. How soon after infection with HIV does the risk of tuberculosis start to increase? A retrospective cohort study in South African gold miners. J Infect Dis. (2005) 191:150–8. doi: 10.1086/426827

 6. Lawn SD, Myer L, Edwards D, Bekker LG, Wood R. Short-term and long-term risk of tuberculosis associated with CD4 cell recovery during antiretroviral therapy in South Africa. AIDS. (2009) 23:1717–25. doi: 10.1097/QAD.0b013e32832d3b6d

 7. WHO (2018). Global Tuberculosis Report 2018. World Health Organization (2018).

 8. Iroezindu MO, Ofondu EO, Mbata GC, van Wyk B, Hausler HP, Dh A, et al. Factors associated with prevalent tuberculosis among patients receiving highly active antiretroviral therapy in a Nigerian Tertiary Hospital. Ann Med Health Sci Res. (2016) 120–8. doi: 10.4103/2141-9248.181837

 9. Mtei L, Matee M, Herfort O, Bakari M, Horsburgh CR, Waddell R, et al. High rates of clinical and subclinical tuberculosis among HIV-infected ambulatory subjects in Tanzania. Clin Infect Dis. (2005) 40:1500–7. doi: 10.1086/429825

 10. WHO. WHO policy on collaborative TB/HIV activities: guidelines for national programmes and other stakeholders. In: WHO Policy on Collaborative TB/HIV Activities: Guidelines for National Programmes and Other Stakeholders. WHO (2012).

 11. Mollel E, Lekule I, Lynen L, Decroo T. Effect of reliance on Xpert MTB/RIF on time to treatment and multidrug-resistant tuberculosis treatment outcomes in Tanzania: a retrospective cohort study. Int Health. (2019) 11:ihz005. doi: 10.1093/inthealth/ihz005

 12. Ramadhani A, Josiah RM, Rwebembera A, Msuya EL, Swai R, Urassa P, et al. National Guidelines for the Management of HIV and AIDS. NACP, Ministry of Health and Social Welfare (2013).

 13. Sabasaba A, Mwambi H, Somi G, Ramadhani A, Mahande MJ. Effect of Isoniazid Preventive Therapy on tuberculosis incidence and associated factors among HIV infected adults in Tanzania: a retrospective cohort study. BMC Infect Dis. (2019) 19:62. doi: 10.1186/s12879-019-3696-x

 14. WHO. Prevent HIV, Test and Treat All - WHO Support for Country Impact. Progress Report 2016 (2016).

 15. Said K, Verver S, Kalingonji A, Lwilla F, Mkopi A, Charalambous S, et al. Tuberculosis among HIV-infected population: incidence and risk factors in rural Tanzania. Afr Health Sci. (2017) 17:208–15. doi: 10.4314/ahs.v17i1.26

 16. Pathmanathan I, Dokubo EK, Shiraishi RW, Agolory SG, Auld AF, Onotu D, et al. Incidence and predictors of tuberculosis among HIV-infected adults after initiation of antiretroviral therapy in Nigeria, 2004-2012. PLoS ONE. (2017) 12:e0173309. doi: 10.1371/journal.pone.0173309

 17. Bock P, Jennings K, Vermaak R, Cox H, Meintjes G, Fatti G, et al. Incidence of tuberculosis amongst HIV positive individulas initiating antiretroviral treatment at higher CD4 counts in the HPTN 071(popART) trial in South Africa. J Acquir Immune Defic Syndr. (2018) 77:93–101. doi: 10.1097/QAI.0000000000001560

 18. Ahmed A, Mekonnen D, Shiferaw AM, Belayneh F, Yenit MK. Incidence and determinants of tuberculosis among adult patients with HIV attending HIV care in north-east Ethiopia; a retrospective cohort study. BMJ Open. (2018) 8:e016961. doi: 10.1136/bmjopen-2017-016961

 19. Horton KC, MacPherson P, Houben RM, White RG, Corbett EL. Sex differences in tuberculosis burden and notifications in low- and middle-income countries: a systematic review and meta-analysis. PLoS Med. (2016) 13:e10021119. doi: 10.1371/journal.pmed.1002119

 20. Marcoa R, Ribeiro AI, Zão I, Duarte R. Tuberculosis and gender –risk factors influencing the risk of tuberculosis among men and women by age group. Pulmonology. (2018) 24:199–202. doi: 10.1016/j.pulmoe.2018.03.004

 21. Jaganath D, Mupere E. Childhood Tuberculosis and Malnutrition. JID. (2012) 206:1809–15. doi: 10.1093/infdis/jis608

 22. Bhat PG, Kumar AMV, Naik B, Satyanarayana S, Deepak KG, Nair SA, et al. Intensified Tuberculosis Case finding among malnourished children in nutritional rehabilitation centers of Karnataka, India: Missed opportunities. PLoS ONE. (2013) 8:e84255. doi: 10.1371/journal.pone.0084255

 23. Matteelli A, Rendon A, Tiberi S, Al-Abri S, Voniatis C, Carvalho ACC, et al. Tuberculosis elimination: where are we now? Eur Respir Rev. (2018) 27:180035. doi: 10.1183/16000617.0035-2018

 24. Gupta KB, Gupta R, Atreja A, Verma M, Vishvkarm S. Tuberculosis and Nutrition. Lung India. (2009) 26:9–16. doi: 10.4103/0970-2113.45198

 25. Das S, Sen S, Debnath A, Basuthakur S, Saha PK, Biswas C, et al. A study of nutritional assessment of newly diagnosed tuberculosis patients in a tertiary care hospital of Tripura, India. Int J Res Med Sci. (2018) 6:1382–7. doi: 10.18203/2320-6012.ijrms20181301

 26. Nyaki FS, Taksdal M, Mbuya AW, Sariko M, Lekule IA, Kisonga RM, et al. Predictors of nutritional status in patients treated for multidrug-resistant tuberculosis at a referral hospital in Tanzania. J Clin Infect Dis Pract. (2016) 1:115. doi: 10.4172/2476-213X.1000115

 27. Jones KDJ, Berkley JA. Severe acute malnutrition and infection. Paediatr Int Child Health. (2014) 34(Suppl. 1):S1–29. doi: 10.1179/2046904714Z.000000000218

 28. De Maayer T, Saloojee H. Clinical outcomes of severe malnutrition in a high tuberculosis and HIV setting. Arch Dis Child. (2011) 96:560–4. doi: 10.1136/adc.2010.205039

 29. Oshikoya KA, Senbanjo IO. Caution when treating tuberculosis in malnourished children. Arch Dis Child. (2018) 103:1101–3. doi: 10.1136/archdischild-2018-314972

 30. Hoyt K. Effect of malnutrition on tuberculosis microbiologic severity in India (theses and dissertations). Boston: Boston University (2015).

 31. Leveri TH, Lekule I, Mollel E, Lyamuya F, Kilonzo K. Predictors of Treatment outcomes among multidrug resistant tuberculosis patients in Tanzania. Tubercul Res Treat. (2019) 2019:3569018. doi: 10.1155/2019/3569018

 32. Munthali T, Chabala C, Chama E, Mugode R, Kapata N, Musonda P, et al. Tuberculosis caseload in children with severe acute malnutrition related with high hospital based mortality in Lusaka, Zambia. BMC Res Notes. (2017) 10:206. doi: 10.1186/s13104-017-2529-5

 33. Surie D, Borgdorff MW, Cain KP, Click ES, DeCock KM, Yuen CM. Assessing the impact of antiretroviral therapy on tuberculosis notification rates among people with HIV: a descriptive analysis of 23 countries in sub-Saharan Africa, 2010–2015. BMC Infect Dis. (2018) 18:481. doi: 10.1186/s12879-018-3387-z

 34. Diedrich CR, Flynn JL. HIV-1/Mycobacterium tuberculosis co-infection immunology: how does HIV-1 exacerbate tuberculosis? Infect Immun. (2011) 79:1407–17. doi: 10.1128/IAI.01126-10

 35. Yirdaw KD, Teklu AM, Mamuye AT, Zewdu S. Breakthrough tuberculosis disease among people with HIV-Should we be worried? A retrospective longitudinal study. PLoS ONE. (2019) 14:e0211688. doi: 10.1371/journal.pone.0211688

 36. Naidoo K, Karim QA, Bhushan A, Naidoo K, Yende-Zuma N, McHunu PK, et al. High rates of tuberculosis in patients accessing HAART in rural South Africa. J Acquir Immune Defic Syndr. (2014) 65:438–46. doi: 10.1097/QAI.0000000000000060

 37. Stöhr W, Back D, Dunn D, Sabin C, Winston A, Gilson R, et al. Factors influencing efavirenz and nevirapine plasma concentration: effect of ethnicity, weight and co-medication. Antivir Ther. (2008) 13:675–85.

 38. Zeldow B, Kim S, McSherry G, Cotton MF, Jean-Philippe P, Violari A, et al. Use of antiretrovirals in HIV- infected child in a tuberculosis prevention trial: IMPAACT P1041. Int J Tuberc Dis. (2017) 21:38–45. doi: 10.5588/ijtld.16.0149

 39. Mave V, Kadam D, Salvi S, Basavaraj A, Chandanwale A, Joshi S, et al. High TB Risk in HIV- Positive Patients On Second Line Antiretrovirals in Pune, India. The Foundation for AIDS Research, as a part of the International Epidemiologic Databases to Evaluate AIDS. Boston, MA (2016).

 40. Kerkhoff AD, Wood R, Cobelens FG, Gupta-Wright A, Bekker LG, Lawn SD. The predictive value of current haemoglobin levels for incident tuberculosis and/or mortality during long-term antiretroviral therapy in South Africa; a cohort study. BMC Med. (2015) 13:70. doi: 10.1186/s12916-015-0320-9

 41. Fenner L, Atkinson A, Boulle A, Fox MP, Prozesky H, Zürcher K, et al. HIV viral load as an independent risk factor for tuberculosis in South Africa: collaborative analysis of cohort studies. J Int AIDS Soc. (2017) 20:21327. doi: 10.7448/IAS.20.1.21327

 42. Raghavan S, Alagarasu K, Selvaraj P. Immunogenetics of HIV and HIV associated tuberculosis. Tuberculosis. (2012) 92:18–30. doi: 10.1016/j.tube.2011.08.004

 43. Negussie A, Debalke D, Belachew T, Tadesse F. Tuberculosis co-infection and its associated factors among people living with HIV/AIDS attending antiretroviral therapy clinic in southern Ethiopia: a facility based retrospective study. BMC Res Notes. (2018) 11:417. doi: 10.1186/s13104-018-3530-3

 44. Hoy D, Kienene T, Reiher B, Roth A, Tira T, McKenzie J, et al. Battling tuberculosis in an island context with a high burden of communicable and non-communicable diseases; epidemiology, progress, and lessons learned in Kiribati, 2000 to 2012. Int J Infect Dis. (2015) 30:135–41. doi: 10.1016/j.ijid.2014.11.025

 45. Auld AF, Blain M, Ekra KA, Kouakou JS, Ettiègne-Traoré V, Tuho MZ, et al. Wide variations in compliance with tuberculosis screening guidelines and tuberculosis incidence between antiretroviral therapy facilities-Cote d'Ivore. PLoS ONE. (2016) 11:e0157059. doi: 10.1371/journal.pone.0157059

 46. McDaniel CJ, Chitnis AS, Barry PM, Shah N. Tuberculosis trends in California correctional facilities, 1993-2013. Int J Tuberc Lung Dis. (2017) 21:922–9. doi: 10.5588/ijtld.16.0855

 47. Tavares AM, Fronteira I, Couto I, Machado D, Viveiros M, Abecasis AB, et al. HIV and tuberculosis co-infection among migrants in Europe: a systematic review on the prevalence, incidence and mortality. PLoS ONE. (2017) 12:e0185526. doi: 10.1371/journal.pone.0185526

 48. Tudor C, Van der Walt M, Margot B, Dorman SE, Pan WK, Yenokyan G, et al. Tuberculosis among health care workers in Kwazulu-Natal, South Africa: a retrospective cohort analysis. BMC Public Health. (2014) 14:891. doi: 10.1186/1471-2458-14-891

 49. van der Walt wC, Variava E, Shapiro AE, Rakgokong M, Masonoke K, Lebina L, et al. Incidence of TB and HIV in prospectively followed household contacts of TB index patients in South Africa. PLoS ONE. (2014) 9:e95372. doi: 10.1371/journal.pone.0095372

 50. Mueller Y, Mpala Q, Kerschberger B, Rusch B, Mchunu G, Mazibuko S, et al. Adherence, tolerability, and outcome after 36 months of isoniazid preventive therapy in 2 rural clinics of Swaziland: a prospective observational feasibiltiy study. Medicine. (2017) 96:35. doi: 10.1097/MD.0000000000007740

 51. Rudgard WE, Carter DJ, Scuffell J, Cluver LD, Fraser-Hurt N, Boccia D. Cash transfers to enhance tuberculosis control; lessons from the HIV response. BMC Public Health. (2018) 18:1052. doi: 10.1186/s12889-018-5962-z

 52. Knight GM, Dodd PJ, Grant AD, Fielding KL, Churchyard GJ, White RG. Tuberculosis prevention in South Africa. PLoS ONE. (2015) 10:e0122514. doi: 10.1371/journal.pone.0122514

 53. Alene KA, Nega A, Taye BW. Incidence and predictors of tuberculosis among adult people living with human immunodeficiency virus at the University of Gondar Referral Hospital, Northwest Ethiopia. BMJ Open. (2013) 13:292. doi: 10.1186/1471-2334-13-292

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Mollel, Maokola, Todd, Msuya and Mahande. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 12 November 2019
doi: 10.3389/fpubh.2019.00335






[image: image2]

The Arts and Tools for Using Routine Health Data to Establish HIV High Burden Areas: The Pilot Case of KwaZulu-Natal South Africa

Njeri Wabiri1*, Inbarani Naidoo1, Esther Mungai2, Candice Samuel3 and Tryphinah Ngwenya2


1Social Aspects of Public Health Research, Human Sciences Research Council, Pretoria, South Africa

2Kwa-Zulu Natal (KZN) Provincial Treasury Global Fund Supported Programme, Pietermaritzburg, South Africa

3KZN Provincial Department of Health-GIS Directorate, Pietermaritzburg, South Africa

Edited by:
Jim Todd, University of London, United Kingdom

Reviewed by:
David Gathara, KEMRI Wellcome Trust Research Programme, Kenya
 Joseph Ouma, University of the Witwatersrand, South Africa

*Correspondence: Njeri Wabiri, nwabiri@hsrc.ac.za

Specialty section: This article was submitted to Digital Public Health, a section of the journal Frontiers in Public Health

Received: 15 July 2019
 Accepted: 25 October 2019
 Published: 12 November 2019

Citation: Wabiri N, Naidoo I, Mungai E, Samuel C and Ngwenya T (2019) The Arts and Tools for Using Routine Health Data to Establish HIV High Burden Areas: The Pilot Case of KwaZulu-Natal South Africa. Front. Public Health 7:335. doi: 10.3389/fpubh.2019.00335



Background: To optimally allocate limited health resources in responding to the HIV epidemic, South Africa has undertaken to generate local epidemiological profiles identifying high disease burden areas. Central to achieving this, is the need for readily available quality health data linked to both large and small geographic areas. South Africa has relied on national population-based surveys: the Household HIV Survey and the National Antenatal Sentinel HIV and Syphilis Prevalence Survey (ANC) amongst others for such data for informing policy decisions. However, these surveys are conducted approximately every 2 and 3 years creating a gap in data and evidence required for policy. At subnational levels, timely decisions are required with frequent course corrections in the interim. Routinely collected HIV testing data at public health facilities have the potential to provide this much needed information, as a proxy measure of HIV prevalence in the population, when survey data is not available. The South African District health information system (DHIS) contains aggregated routine health data from public health facilities which is used in this article.

Methods: Using spatial interpolation methods we combine three “types” of data: (1) 2015 gridded high-resolution population data, (2) age-structure data as defined in South Africa mid-year population estimates, 2015; and (3) georeferenced health facilities HIV-testing data from DHIS for individuals (15–49 years old) who tested in health care facilities in the district in 2015 to delineate high HIV disease burden areas using density surface of either HIV positivity and/or number of people living with HIV (PLHIV). For validation, we extracted interpolated values at the facility locations and compared with the real observed values calculating the residuals. Lower residuals means the Inverse Weighted Distance (IDW) interpolator provided reliable prediction at unknown locations. Results were adjusted to provincial published HIV estimates and aggregated to municipalities. Uncertainty measures map at municipalities is provided. Data on major cities and roads networks was only included for orientation and better visualization of the high burden areas.

Results: Results shows the HIV burden at local municipality level, with high disease burden in municipalities in eThekwini, iLembe and uMngundgudlovu; and around major cities and national routes.

Conclusion: The methods provide accurate estimates of the local HIV burden at the municipality level. Areas with high population density have high numbers of PLHIV. The analysis puts into the hand of decision makers a tool that they can use to generate evidence for HIV programming. The method allows decision makers to routinely update and use facility level data in understanding the local epidemic.

Keywords: routine health facility data, Africa, HIV, “Hotpots”, Big Data, spatial interpolation


INTRODUCTION

The HIV epidemic in South Africa is complex with diverse factors driving the epidemic regardless of spatial boundaries. The epidemic is also heterogeneously distributed in different geographic areas (1). The urgent need to better understand subnational variations in HIV epidemiology is key to programme planning. It is therefore important to conduct HIV epidemic appraisals across different geographic areas to help better characterize the drivers of the epidemic and ensure that HIV intervention programmes match the local epidemic context, with resources allocated to interventions that have the greatest impact locally. Central to achieving this, is the need for readily available quality health data linked to both large and small geographic areas. Over the years, South Africa has relied on national population based surveys such as the Household HIV Survey (2) and the National Antenatal Sentinel HIV and Syphilis Prevalence Survey (ANC) (3) amongst others, to provide data for informing policy decisions. However, these surveys are conducted approximately every 2 and 3 years creating a gap in data availability and evidence required for decisions at provincial, districts, and municipalities levels. At these administrative levels, timely decisions are required with frequent course corrections in the interim. Actions emanating from policy directives require information from various sources to be streamlined sometimes at a rapid pace to be used effectively (4). Hence, there is a need to use whatever health information is at hand, in the best possible way to inform such decisions. The South African District Health Information System (DHIS) contains aggregated routine health data from public health facilities, and can be used to close this gap. The DHIS was developed to collect aggregated routine data from all public health facilities, intended to support decentralized decision making and health service management (5). It is used in several other low and medium income countries (LMIC) (6). The DHIS data can be integrated with high resolution population data to, for example, generate estimates of HIV disease burden by estimating the number of PLHIV at any geographic level. Availability of such estimates at low geographic areas is a powerful tool for decision makers who need to prioritize allocation of limited health resources (4) and can also be used as case studies for ongoing epidemic monitoring. The study is a collaboration between the Human Sciences Research Council spatial analysts, the KwaZulu-Natal (KZN) Provincial Treasury Global Fund Supported Programme, and the KZN Department of health including decision makers at district and municipality levels.

The purpose of this study is to describe the methodology used to produce the estimates of HIV disease burden at a 100 m resolution to municipality and district level using routine facilities HIV testing data to support local decision making. We outline step-by-step approach for the decision makers to follow to produce estimates for guidance in decision making.



MATERIALS AND METHODS


Data

The study combine three types of data.


Age-Structure Data

We obtained the age–structured data as defined in the South Africa Census 2011 and the Mid-year population estimates, 2015 from the Statistics South Africa (StaSSA) (7).



DHIS HIV Data for 15–49 Years Old Clients'

The DHIS HIV data describes quality checked totals for confirmed HIV tests at public health facilities. The data used in the study consist of a total of 887 public health facilities including mobile unit services each with recorded geographic coordinates (longitude/latitude), from 51 local municipalities including the metros, obtained from the KZN Provincial Department of Health DHIS for the reporting period 2015/16. Twenty three facilities did not have positivity rates data and were excluded. The data for the 2015/16 reporting period was the most complete to undertake the spatial analysis, as at the time the DHIS team was updating the DHIS data collection forms for the following reporting years. The mobile facilities (183), though in some cases were located in close vicinity to the main hospitals or clinics, had their own unique 1st test cases and hence were treated as unique data points in the analysis. In terms of age, the DHIS data records three age categories, 0–14, 15–49, and 50 years and above, and data is not disaggregated by sex, which is one of the key limitations of the data. For this study the details of included data indicator, level of aggregation, data sources, and facilities inclusion criteria are provided as Supplementary Material. The HIV positivity indicator represents the proportion of clients 15–49 years on whom an HIV test was done who tested positive for the first time at public health facilities as aggregated annually in the DHIS. The following calculation was applied to generate HIV positivity at facility level:

[image: image]

The data does not include self-reported positives which is noted as a limitation in using HIV positivity rate as a proxy for prevalence.



Gridded-High Resolution Population Data

For the population data we used the Worldpop gridded high resolution (100 m grid cell) population data from https://www.worldpop.org, WorldPop Data Repository (8). The gridded population data is based on well-tested models incorporating population density, land cover, and urban/rural disaggregation. In addition, the data are validated and calibrated using national census data. The WorldPop data has also been used widely in modeling disease burdens across the world including generation of the HIVE-Map model supported by UNAIDS (9). There is generally good agreement in results derived from different methods including the HIVE-Map, disaggregation of Spectrum projections, and small-area estimation. This gives us confidence in using the World population data in this study to generate a raster surface of the population aged 15–49 years at 100 m resolution.





METHODS

All analyses were performed using the Arc-GIS10.0 Ver 2.18.24 (10) software which is also available in the KZN Department of Health data source platform making it easier for decision makers to use the tool with updated routine data. The analysis can also be done with open sources geographical information system (QGIS) (11). To establish the high HIV burden areas, the study provides a step by step approach that can be easily replicated by the local decision makers with updated data.


Step 1

Combine 2015 South Africa high resolution (100 m) gridded population and 2015 South Africa mid-year population age-structure data estimates, to generate a raster surface of the number of people aged 15–49 years old in KZN at 100 m resolution (population15–49).



Step 2

Use the health facilities HIV positivity rates among 15–49 years old to conduct hot spots analysis as a first step to identify areas that are statistically significant hotpots (i.e., locations of health facilities with a significantly high number of HIV positive cases) and vis-versa (cold spots) (12). Then apply the inverse weighted distance [IDW, (12)] interpolation method on health facility positivity rate data for 15–49 years olds individuals to generate unadjusted HIV positivity raster surface at 100 m resolution (positivity15to49_unadjusted). The IDW is a deterministic technique; exact interpolator, which means theoretically we produced the exact value given at a sample point. The IDW approach generates a continuous smooth HIV positivity surface from point based data by calculating the parameter values at an unmeasured point using a distance-weighted average of data points. The IDW uses only the values of the known sample points to estimate unknown points of interest. For the study we used 100 data points and the squared distance to reduce the number of calculations making the IDW approach effective for reducing the amount of computation needed to produce an estimate. Selection of the 100 data points for estimation around unknown locations was done using the adaptive approach, which is more relevant in health in order to get a closer match of the spatial distribution of the population and thus reduce the smoothing of information. Also, an adaptive bandwidth of equal number of points makes it possible to achieve a smoothing effect that adapts to the high irregularity of spatial distribution among the facility locations, selecting the facility locations according to the observed population distribution. Surface generated is more accurate for densely populated areas (as more observations are available) and strongly smoothed in sparsely surveyed areas.



Step 3

Use ArcGIS spatial analyst map algebra to combine the gridded surface map for 15–49 years population group (population15-49) and HIV positivity surface map (positivity15to49_unadjusted) to get the unweighted surface map of PLHIV (plhiv15-49_unadjusted), which is then proportionately rescaled to the Provincial and National South Africa‘s published HIV estimates to generate the adjusted surface of 15–49 years olds PLHIV at 100 m resolution. For local decision making, results are then aggregated to required administrative units (i.e., districts, municipalities) by adding pixels of the surfaces to find the total number of people PLHIV per unit. Aggregate total population per unit can also similarly be calculated from the population surface map. Further, dividing PLHIV per unit by total population per unit provides adjusted HIV positivity surface per unit for the 15–49 years old population group. We also estimated an error surface per administrative unit to show the quality of the estimate. To assess uncertainty of the estimates at administrative unit, we adopted Larmarange and Bendaud approach (13), and for each administrative unit compared the number of observations(obs) in each unit and the number of points (N) used in the spatial estimation of the positivity surface, and define estimates as “uncertain” if 0 < obs < N/2 (estimates are mostly based on observations from neighboring units), “moderately good” if N/2 < obs < N (estimates are partially based on observations from the same unit), and “good” obs is at least N (estimates are based on observations from the same unit).

Other methods that have been used to generate local level estimates include kernel density estimation with adaptive bandwidths, Bayesian modeling and small area estimation (14–19). All these methods have been mostly applied using national household HIV surveys and the Antenatal Care Sentinel Surveillance datasets rather than routinely corrected health facility data. Our study demonstrates the use of routine data and spatial interpolation methods in estimating high disease burden areas and can be rolled out to other regions in South Africa and also to other LMIC countries with available routine health data.




RESULTS

Figure 1, left shows the “hotpots” with high HIV positivity rates surrounded by other facilities with high values. The cold spots (green) have low HIV positivity and are surrounded by other facilities with low values. This map identifies locations of health facilities with a significantly high number of HIV positive cases. The “hotspots” are clearly identified in eThekwini, uMgungundlovu, iLembe, uThungulu and uMkhanyakude. From the map of interpolated HIV positivity surface (Figure 1, right), the main “hotspots” areas are in eThekwini, iLembe and uMngundgudlovu. Overlaying the major cities and national routes show high burden areas (hotspots) around major cities and routes (Figure 1, right).


[image: Figure 1]
FIGURE 1. Estimation of HIV disease burden based on positivity rates data DHIS 2015/16. Left-HIV positivity at health facilities, 2015/16; Right-population unweighted HIV positivity surface at 100 m resolution.


An additional approach of estimating the disease burden is the surface map of the number of PLHIV at grid level (Figure 2A) and estimates of number of PLHIV aggregated at selected administrative unit (Municipality, Figure 2B) for decision making Based on these maps, they major hotspots (red) are eThekwini municipality and a municipality in uMgungundlovu identified as carrying the highest HIV disease burden with high number of PLHIV. The rest of municipalities are yellow-green. Due to the effect of the area population size, areas with high population, mostly the major urban areas, have high absolute numbers of PLHIV, over areas with low population size, even when they both have same HIV positivity rates. All these maps shows complementary pictures of the burden of HIV in KwaZulu Natal.


[image: Figure 2]
FIGURE 2. Estimation of HIV disease burden based on number of PLHIV. (A) PLHIV at 100 m gird resolution, (B) PLHIV at municipality, KwaZulu Natal, South Africa.


Figure 3 shows estimates of measure of uncertainty at municipality level, with estimates being uncertain in ~16 out of 51 municipalities. These were mostly the areas where estimates were based on samples data or observations from neighboring areas.


[image: Figure 3]
FIGURE 3. Measure of uncertainty for estimates of PLHIV at municipality.




DISCUSSION

In a constrained funding environment, identifying areas of high disease burden allows decision-makers to target resources for the greatest impact. We provide a step-by-step approach that can allow local decision makers to use routinely updated facilities data autonomously to reproduce estimates at subnational levels to guide efficient allocation of resources. The study results have identified municipalities with high HIV disease burden using public health routine facility data for 15–49 years old. The high burden areas are around the major urban centres including municipalities in UMgungundlovu, eThekwini; places near major road networks; and along the coastal belt, observed by overlaying layers of road networks and cities. The findings parallel those of recent studies (1, 20, 21) that have provide subnational HIV prevalence estimates, but using survey data. Wanyeki et al. (20) study used routine facility-level Prevention of Mother to Child Transmission (PMTCT) data to indicate high burden areas at district level, showing that the HIV burden is concentrated in main urban centers similar to findings in this study. Dwyer-Lindgren et al. (1) study explored within-country variation at a 5 × 5-km resolution revealing substantial within-country variation in the prevalence of HIV among adults (aged 15–49 years) across sub-Saharan Africa 2000–2017, and similarly Gutreuter et al. (21), using Antenatal surveillance survey (ANC) as a covariate provided substantially improved precision in many district-level estimates of HIV prevalence in the general population using national survey data.

Our study shows different but complementary pattern of disease burden based on HIV positivity surface and the PLHIV surface map which can be attributed to large effect of area population size on numbers of PLHIV. Gutreuter made similar observations on his work on district prevalence estimates. The concentration of population in urban centers including eThekwini means a high number of PLHIV around the urban centers, with lesser number of PLHIV in the rural and remote areas. Accessibility also mean we have a high number of people using facilities selected areas near major access routes. Similarly, a study by Tanser et al. (19) showed that HIV is localized in areas neighboring major routes. All these studies used sero-prevalence and/or ANC to map HIV prevalence at subnational levels. The current study focused on modeling and mapping geographical areas with high HIV disease burden using routine facility data. With ability to delineate high disease burden areas, with readily available tables for different administrative levels, the local decision makers can then generate the associated risk profiles to guide decision making.

Few peer reviewed research articles have used routine facility level data to model the disease burden for decision making. The method applied in this study is readily applicable in other settings including other low and medium income countries (LMIC), but will involve working together with the data custodians in those countries. Working with data custodians will also help to improve the data systems by identifying data gaps and improving on tools for data collection providing rich data for better analysis and local planning. The analysis did not take into account contribution of associated risks including male urethral syndrome (MUS), other sexually transmitted infections, and teenage pregnancies. Further research will entail application of spatial multi-criteria decision making (22) approaches for incorporating risk factors in a bid to further define potential high-risk areas. It is also important to explore data on HIV service coverage as tremendous value can be derived from linking health facility data to community research datasets to generate population-level estimates of coverage with HIV services, which is at the heart of the South Africa National Strategic Plan (NSP) strategy to “focus for impact” (23).



STUDY LIMITATIONS

There are limits to using available routine health data for spatial modeling. First, data on HIV testing are routinely collected in public health care facilities using paper-based registers corresponding to distinct HIV care and treatment service spectrum. The data are aggregated per health facility and fed DHIS. The manual data entry has the potential of introducing data capture errors in the system. A role out of web-based systems of data capture entry, currently underway in some regions will help eliminate some of these problems as the users can directly capture the information at the source. But this will also mean availability of good internet connectivity.

Second, routine data has the inherent limitation with respect to maintaining and accurately recording unique identifiers that can link patients across the different facilities. This also poses challenges when compiling aggregate data due to possible double counting for patients who visit multiple facilities. For this study, we only used first test cases to avoid double counting of individuals. An improvement to the overall DHIS system should include the use unique identification to help track individuals across the health facilities making them easily identifiable, while maintaining individuals' confidentiality. In addition, the fact that individuals tested at health facilities self-select, means that those who do not access services at public health facilities are not part of the analysis.

Third, the routine health facility testing data does not include self-report cases, which despite the bias associated with self-reported measurements can be used to complement the reported HIV positivity rates as a good proxy measure of HIV prevalence (23). The routine health facility indicators data age breakdown is limited to only three age categories, 0–14, 15–49, and 50 plus years; does not capture sexual risk data; and sex and gender breakdown data. This means for example, no key population specific data can be segregated from available routine datasets. This is a serious limitation in available routine data sets. Excluded from the analysis include data from prisons and data on preferences for service utilization since they are not part of the routinely collected data. We also focused on all adults 15–49 years excluding antenatal data.

Fourth, in terms of the spatial interpolation approach, assumptions made including (i) taking the age-structure of population to be the same across all administrative units (i.e., the spatial distribution of individuals 15–49 years is the same as the spatial distribution of the overall population as estimated by Worldpop); (ii) assuming available data are up to date and data quality rules are applied uniformly and consistently across the health facilities; (iii) assuming all populations have equal HIV risk, which is a concern as this could mask key and vulnerable populations; and finally (iv) assuming that neighborhood areas tend to have similar HIV positivity [Tobler's first law (TFL) of geography (24)] also need to be noted. Additionally, because the mobile clinic data is geographically mapped to the same coordinate points of its parent facility (point where mobile is working from) and not mapped according to service delivery routes, this is likely to skew the outcome when data is projected geospatially.

The study is based on one time point and future analysis should include more time periods to establish trends.
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Background: Antiretroviral therapy (ART) impact has prolonged survival of people living with HIV. We evaluated HIV disease progression among ART patients using routinely collected patient-level data between 2004 and 2017 in Zimbabwe.

Methods: We partitioned HIV disease progression into four transient CD4 cell counts states: state 1 (CD4 ≥ 500 cells/μl), state 2 (350 cells/μl ≤ CD4 < 500 cells/μl), state 3 (200 cells/μl ≤ CD4 < 350 cells/μl), state 4 (CD4 < 200 cells/μl), and the absorbing state death (state 5). We proposed a semiparametric time-homogenous multistate Markov model to estimate bidirectional transition rates. Covariate effects (age, gender, ART initiation period, and health facility level) on the transition rates were assessed.

Results: We analyzed 204,289 clinic visits by 63,422 patients. There were 24,325 (38.4%) patients in state 4 (CD4 < 200) at ART initiation, and 7,995 (12.6%) deaths occurred by December 2017. The overall mortality rate was 3.9 per 100 person-years. The highest mortality rate of 5.7 per 100 person-years (4,541 deaths) was from state 4 (CD4 < 200) compared to other states. Mortality rates decreased with increase in time since ART initiation. Health facility type was the strongest predictor for immune recovery. Provincial or central hospital patients showed a diminishing dose–response effect on immune recovery by state from a hazard ratio (HR) of 8.30 [95% confidence interval (95% CI), 6.64–10.36] (state 4 to 3) to HR of 3.12 (95% CI, 2.54–4.36) (state 2 to 1) compared to primary healthcare facilities. Immune system for male patients was more likely to deteriorate, and they had a 32% increased mortality risk (HR, 1.32; 95% CI, 1.23–1.42) compared to female patients. Elderly patients (45+ years) were more likely to immune deteriorate compared to 25–34 years age group: HR, 1.35; 95% CI, 1.18–1.54; HR, 1.56; 95% CI, 1.34–1.81 and HR, 1.53; 95% CI, 1.32–1.79 for states 1 to 2, state 2 to 3, and states 3 to 4, respectively.

Conclusion: Immune recovery was pronounced among provincial or central hospitals. Male patients with lower CD4 cell counts were at a higher risk of immune deterioration and mortality, while elderly patients were more likely to immune deteriorate. Early therapeutic interventions when the immune system is relatively stable across gender and age may contain mortality and increase survival outcomes. Interventions which strengthen ART services in primary healthcare facilities are essential.

Keywords: antiretroviral therapy, disease progression, human immunodeficiency virus, mortality, multistate Markov models, Zimbabwe


INTRODUCTION

Over the last 15 years, remarkable strides have been made to tackle the human immunodeficiency virus (HIV) pandemic globally. The Sub-Saharan Africa (SSA) region is disproportionately affected by the pandemic, accounting for more than 50% of people living with HIV (PLHIV) (1, 2). Antiretroviral therapy (ART) treatment remains the backbone of HIV treatment and prevention. Globally, it was estimated that 59% of PLHIV were receiving ART in 2017 (2).

Zimbabwe is one of the countries in SSA affected by HIV infection. The country had an estimated 1.3 million PLHIV and an adult prevalence of 13.3% in 2017 (3). The country's ART coverage was estimated at 84% for adult patients in the same year (3). There has been a reduction in the number of new HIV infections and HIV-related deaths between 2010 and 2016 (4), and this can be attributed to ART as the main driver. ART drugs help boost the immune system of the PLHIV (5), which leads to viral load suppression, and an increase in CD4 cell counts. Both CD4 cell counts and viral load are key prognostic markers in measuring HIV disease progression (6). The World Health Organization (WHO) recommends the use of viral load in monitoring HIV disease progression among ART patients. Viral load suppression has been incorporated as one of the ultimate indicators in the UNAIDS 90-90-90 fast track targets (7). However, over the years, CD4 cell counts have been extensively used as a marker for HIV disease progression.

Disease progression and immune recovery can be evaluated using either time homogenous or time inhomogenous semiparametric multistate Markov models using CD4 cell counts (8). Application of these models in the assessment of HIV progression has been used in the past decades (9), and many studies have recently employed them (9–14). The use of CD4 cell counts as a prognostic marker for HIV disease progression has been well-documented (11, 12, 15–17). However, across studies, there is variation in terms of the number of discrete multistate model states, the cutoff points defining each state, the type of transitions which can either be reversible or irreversible, and the number of transitions to be estimated.

In this new era of “test and treat all” regardless of CD4 cell counts, HIV patients are initiated on ART as soon as they are tested positive. However, this does not rule out the possibility of having patients who present late for HIV diagnosis with an advanced immune deterioration. This put forward the importance of understanding the HIV disease progression across all possible disease states since patients are initiated on ART with different immune stages. Once the HIV-infected patients are initiated on ART, they are still exposed to difference factors which may still affect their ART adherences. Therefore, it is important to understand the different trajectories that patients follow in HIV disease progression to inform policy makers on possible interventions to be carried out and encourage the patients on the need to adhere on ART for their own improved health outcomes, all in the quest to achieve zero HIV incidences by 2030 (18).

Zimbabwe adopted the WHO recommendation on the decentralization of ART services from higher levels of care to primary healthcare (PHC) facilities to increase ART coverage, access and uptake to those in need, and increase ART patient retention. This approach resulted in lessening the work burden in the higher levels of care (19) through task shifting of HIV management and ART service cascading down to PHC facilities (20–23). As a result, the ART sites in Zimbabwe increased from 282 in 2008 to 1,556 in 2017 (3). However, in primary health care, patient turnaround time is increased, there is lack of resources and skilled personnel, which may compromise the quality of service delivery; consequently, ART outcomes are compromised. Therefore, there is a gap to understand HIV progression patterns among ART patients after ART decentralization since the health facility type that a patient is enrolled in may influence their progression or recovery patterns.

This study aims to describe HIV disease progression and immune recovery implementing the multistate model approach based on CD4 cell counts intermediate states among adult patients on ART in Zimbabwe using patient-level data adjusting for the health facility type. The multistate model provides an in-depth understanding on the general immune deterioration (decrease in CD4 cell count) patterns, immune recovery (increase in CD4 cell count) patterns, and death outcome. Unique to this study is the inclusion of the health facility type in the analysis to account for ART services decentralization effect on transition rates.



MATERIALS AND METHODS

The study was carried out in Zimbabwe, a country with eight provinces and two metropolitans. The country is land-locked bordered by South Africa, Botswana, Mozambique, and Zambia. We conducted a retrospective analysis of cohort data from a sample of PLHIV receiving ART under the Zimbabwe national ART program. We used individual records from 538 health facilities linked to the electronic patient management system (ePMS) (3). From patients attending these health facilities, all routine clinic visits with CD4 count data were used from 1st January 2004 to 31st December 2017 in this analysis.

We included patients aged 15 years and above at ART initiation (baseline) with complete ART initiation dates, gender, and subsequent follow-up information from the dataset. We excluded patients with no information on CD4 cell counts and patients with baseline CD4 measurements only. We also excluded patients who were classified as lost to follow-up or who transferred to other health facilities to reduce the complexity of the multistate model. The patients who were alive at the end of the study were right censored at their last clinic visit before 31st December 2017.

We extracted demographic characteristics such as age (15–24, 25–34, 35–44, and 45+ years), gender, and education level (none, primary, secondary, tertiary). We also extracted data on health facility type (primary health care, district, provincial, or central hospitals) and time of ART initiation (2004–2007, 2008–2012, and 2013–2017). Clinical characteristics included for analysis were regimen type (first line, second line), WHO clinical staging (WHO I/II, WHO III/IV), tuberculosis status (negative, positive, not assessed) from the routine monitoring records of each visit to the clinic by the patients. HIV disease progression was defined using the WHO-based CD4 cell counts bands of HIV-related immunodeficiency: the no significant immunodeficiency (CD4 ≥ 500 cells/μl) as state 1, the mild immunodeficiency (350 cells/μl ≤ CD4 < 500 cells/μl) as state 2, the advanced immunodeficiency (200 cells/μl ≤ CD4 < 350 cells/μl) as state 3, the severe immunodeficiency (CD4 < 200 cells/μl) as state 4, and the absorbing state death as state 5.


Statistical Analysis

The patient's retrieved data were cleaned and managed in Stata 15.1 (24). All the preliminary analyses were conducted in Stata software. After data argumentation, the five-staged semiparametric time homogenous multistate Markov model was fitted in R software (25) using the msm package. We fitted a model with reversible transitions (26); therefore, states 1–4 were transient states, while state 5 was non-transient as depicted in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic presentation of the five-staged reversible multistate Markov model with the states of HIV defined as the ranges of CD4 cell counts (cells/μl) and the corresponding individual transition intensities (λjkwhere j = 1,2,3,4 and k = 1,2,3,4,5).


The fitted model was adjusted for demographic factors (sex, health facility type, and ART initiation period). The semiparametric time homogenous multistate Markov estimated transition intensities (transition rates or hazard rates), transition probabilities (survival function) between the defined CD4 cell count states, mean sojourn time, and the total length of stay in states before making any transitions. Time-varying mortality rates were estimated using time inhomogenous model, which assumes that the transitions change with time, and this reflect the reality in infectious disease progression models; hence, this is normally the preferred model. These models usually assume the Markovian process that the transition intensity depends only on the current time and state occupied, i.e., it is independent of the previous transitions. In other terms, these models were assumed to have “memory loss.” We used the markovchain library in R to test if the Markov assumption is satisfied. The null hypothesis of this test is that the Markov property holds. We randomly selected patients' sequences to be tested and we obtained p > 0.05; therefore, we failed to reject the null hypothesis that the sequences are Markovian.



The Multistate Markov Model

A multistate process is a stochastic process [X(t), t ∈ T] with finite state spaceS = {1, 2, 3, 4, 5} where T = [0, τ] τ < ∞ is the period of observation (27). These models can either be discrete-time Markov chains (transitions occur at fixed points in time) or continuous-time Markov chains (transitions occur at any point in time) (28). For a continuous time Markovian process, the transition intensity (instantaneous incidence rate), λjk(t), of a patient from state X(t) = j at time t to state k at time t + δt is defined as:

[image: image]

where pjk is the probability from state j to k, δt is the change in time. For example, in our case, the transition intensities in Equation (1) form the (j, k) entry of the transition rate matrix, denoted by Q(t):

[image: image]

whose rows sum to 0, that is[image: image], and the diagonal entries (interpreted as changes in transition probability) are defined by conversion as [image: image]. These transition intensities under the Markov process can be calculated as the product of the flow rate μj and the conditional probability of a transition to statek, given that a transition is madej ≠ k(ρjk). From the Q(t) values, we can calculate the probability that the next state after state j is statek, for each j and k calculated as (pjk = −λjk/λj▪). Once the transition intensity matrix is obtained, the transition probability matrix can be obtained using the Chapman–Kolmogorov forward differential equations. The detailed explanation is provided in Appendix. The probability matrix can be computed from the estimated transition intensities using P(t) = exp[Q(t)] where [P(t)] is the transition probability matrix defined as:

[image: image]

The probability (πjk) that a patient in state j at time t will be in state k at time t + δt is given by:

[image: image]

wheres, t ∈ T, and s ≤ t. These transition probabilities satisfy the following conditions:

(i)[image: image] for all t ≥ 0, s ≥ 0 and j, k ∈ S;

(ii)[image: image] and

(iii) πjk(t) ≥ 0 for all j, k ∈ S and t ≥ 0.

The maximum likelihood procedures (8, 29) can be used to estimate these transition intensities as a product of probabilities of transition between observed states, overall individuals i = 1, 2, .., M and observation times rwhich are observed n times, as shown below:

[image: image]

Each component Li, r is the entry of the transition probability matrix and the [image: image] row and the [image: image] column, evaluated at a pair of consecutive observed state at timestr andtr+1. This likelihood function, L(Q), is maximum in terms of log(λjk)to compute the estimates ofλjk, using the standard optimization algorithms which make use of the derivatives of the likelihood. This likelihood assumes that the sampling times are ignorable (non-informative).



The Total Length of Stay and Mean Sojourn Time

The mean sojourn time is defined as the mean expected holding time or the average time a patient spends in each state in a single stay before making any transition to other states. The average length of stay in a single state before making any transitions to either lower or higher CD4 cell count states is estimated by a negative inverse of the jth diagonal entry of Q(t), that is (−1/λjj). The total length of stay, Lk, in each of the four states excluding death is defined as the anticipated exposure time spent by an individual in each state during the study period before death. This time is estimated as time spent in state k between two successive time points (t1, t2) given by:

[image: image]

where j is the initial state which usually is equal to one and is useful in the presence of reversible transitions.



Semiparametric Regression Model

To adjust for the effects of the covariates on the transition rates, we proposed a semiparametric Cox proportional hazard regression model. The transition rates depend on the covariates vector matrix Z, that is,

[image: image]

where [image: image] is a vector of the regression coefficients associated with vector Z (t) for the transition from state j to state k. The baseline hazard function is denoted byλjk0. In this study, we assumed time-independent covariates. Parameter estimation was based on the maximization of the hazard function (the transitional intensities). We fitted eight models in total [starting with a no covariates (unadjusted) model, followed by four univariate models and three with at least two covariates]. The additional covariates after the univariate models were added sequentially and only covariates without missing information were considered in the adjusted model.



Model Diagnostics

Selection of model of best fit with covariates was performed using a likelihood ratio test define as [image: image], where [image: image] is the likelihood of the reduced (no covariate) model [image: image] and is the likelihood of the full (with covariates) model, which follows a chi-square distribution with n degrees of freedom. Significance was set at 5% level of significance. The aim was to get a parsimonious model that explains best the model.



Ethical Considerations

We used data with no personal identification; however, we used the individual unique identifier for the analysis. We sort permission to use the dataset from the Ministry of Health and Child Care, Zimbabwe, and this study was granted ethical approval by the University of Witwatersrand's Human Research Ethics Committee (Medical) (Clearance Certificate No. M170673).




RESULTS


Descriptive Characteristics of Patients and Total Transitions Observed

From the 538 clinics, a total of 390,771 patients were seen between 1st January 2004 and 31st December 2017. Of these total patients, we excluded 197,618 (50.6%) patients with no CD4 cell counts and 129,731 (33.2%) patients with one CD4 cell count measurement. The remaining 63,422 patients of whom 65.4% were female contributed 205,711 years of total analysis time at risk and under observation from 491 health facilities form part of the analysis. The descriptive characteristics are shown in Table 1. Most patients were enrolled in district or mission hospitals (45.7%) and from facilities in the rural areas (74.7%). There was an overwhelming significant difference in the baseline characteristics by CD4 count states in this cohort, p < 0.05. The median follow-up time was 2.63 [interquartile range (IQR), 1.14–4.94] years, median duration between visits was 0.63 (IQR, 0.25–1.88) years, and the median number of visit was 3 (IQR, 2–4) visits. Most patients were classified in WHO clinical stage III/IV (58.6%, n = 36,626).


Table 1. Sociodemographic and clinical baseline characteristics at antiretroviral therapy (ART) initiation of all study participants from the Zimbabwe national ART program, 2004–2017.

[image: Table 1]



Observed Transitions Between States

As displayed in Table 2, the 63,422 patients contributed 140,867 transitions between the follow-up period of which 12.6% (n = 7,995) were mortalities. The highest contribution of the observed transitions of 114,561 (81.3%) came from those patients who remained in the same state over time without making any transition to other states. At baseline, majority of the patients were in state 4 (CD4 < 200) (38.4%, n = 24,325) and state 3 (200 ≤ CD4 < 350) (29.1%, n = 18,437). Similarly, this was the picture at the end of the study; however, relative to baseline numbers, there was a non-significant decline in the total number of patients in state 3 (200 ≤ CD4 < 350) (p = 0.2621), while a significant decline was observed in state 4 (p = 0.0478). Majority of the deaths at the end of the study came from state 4 (CD4 < 200) and state 3 [200 ≤ CD4 < 350], which accounted for 27.6% (n = 2,208) and 56.8% (n = 4,541), respectively.


Table 2. Number of the total observed patients' transitions between the five states, the total number of patients at antiretroviral therapy (ART) initiation (“beginning state”) and the total number of patients at 31st December 2017 (and the “end state”) among ART patients in Zimbabwe national ART from 2004 to 2017.

[image: Table 2]

Immune recovery is observed when a patient makes a transition from lower CD4 cell counts states to higher CD4 cell counts states (particularly 350 ≤ CD4 < 500 state to CD4 ≥ 500 state, 200 ≤ CD4 < 350 state to 350 ≤ CD4 < 500 state and CD4 < 200 state 4 to 200 ≤ CD4 < 350 state), while immune deterioration is experienced if a patient makes a transition from higher CD4 cell count states to lower CD4 cell count states (particularly CD4 ≥ 500 state to 350 ≤ CD4 < 500 state, 350 ≤ CD4 < 500 state to 200 ≤ CD4 < 350 state, and 200 ≤ CD4 < 350 state to CD4 < 200 state). There were more transitions (n = 8,031) from lower CD4 cell counts states to higher CD4 cell counts states (state 2 to 1 = 2,493, state 3 to 2 = 2,606, and state 4 to 3 = 2,932) as compared to higher CD4 cell counts states to lower CD4 cell counts states transitions of the corresponding reversible transitions (n = 5,425). This result is an indication of immune recovery in this cohort.



Time Homogenous Transition Rates and Probabilities

The transition rates and probabilities were estimated using the time-homogenous multistate Markov model incorporating the semiparametric Cox survival function, and results are displayed in Table 3. Generally, there were higher transition rates from lower CD4 cell count states to lower CD4 cell counts states compared to the reversible corresponding transitions. Results show that moving from state 2 (350 ≤ CD4 < 500) to state 1 (CD4 ≥ 500) was 1.49 (0.16085/0.10783) times more likely than moving from state 1 (CD4 ≥ 500) to 2 (350 ≤ CD4 < 500); hence, a high probability of immune recovery. Patients in state 2 (350 ≤ CD4 < 500) were 1.38 (0.11264/0.08188) times more likely to move to state 3 (200 ≤ CD4 < 350) compared to moving from state 3 (200 ≤ CD4 < 350) to state 2 (350 ≤ CD4 < 500). This finding was a clear indication of immune deterioration between the two states. Transition rate from state 4 (CD4 < 200) to state 3 (200 ≤ CD4 < 350) was 1.02 (0.05261/0.05147) times more likely compared to the transition from state 3 (200 ≤ CD4 < 350) to state 4 (CD4 < 200) indicating immune recovery from state 4 (CD4 < 200), but this was not statistically significant.


Table 3. Estimates of transition rates (intensities) per person-years and probability matrices and 95% confidence intervals (CI) for the time-homogenous multistate Markov model among antiretroviral therapy (ART) patients in Zimbabwe national ART from 2004 to 2017.
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We estimated the probabilities for which state is next after the currently occupied state. The results show that an individual in state 1 (CD4 ≥ 500) had a probability of 41.2% to move to state 2 (350 ≤ CD4 < 500); an individual in state 2 (350 ≤ CD4 < 500) had a 45.7% probability to move to state 1 (CD4 ≥ 500); an individual in state 3 (200 ≤ CD4 < 350) had 35.3% probability to move to state 1 (CD4 ≥ 500); and an individual in state 4 (CD4 < 200) had 28.1% probability of death. The cumulative probability of moving from higher CD4 cell counts states to lower CD4 cell counts states increased over time. The probability of moving from state 1 (CD4 ≥ 500) to state 2 (350 ≤ CD4 < 500) changed from 8.3% at 1 year to 16.2% at 6 years; state 2 (350 ≤ CD4 < 500) to state 3 (200 ≤ CD4 < 350) transition changed from 9.2% at 1 year to 20.2% at 6 years and state 3 (200 ≤ CD4 < 350) to state 4 (CD4 < 200) transition changed from 4.7% at 1 year to 15.3% at 6 years. Similarly, the probabilities of moving from lower CD4 cell counts states to higher CD4 cell counts states increased over time. The probability of moving from state 2 (350 ≤ CD4 < 500) to state 1 (CD4 ≥ 500) changed from 13.6% at 1 year to 26.2% at 6 years; state 3 (200 ≤ CD4 < 350) to state 2 (350 ≤ CD4 < 500) transition changed from 6.8% at 1 year to 14.7% at 6 years and state 4 (CD4 < 200) to state 3 (200 ≤ CD4 < 350) transition changed from 4.5% at 1 year to 14.5% at 6 years.



Time Inhomogenous Mortality Rates

The transition rates for mortality were also estimated, and results are shown in Table 4. The overall mortality rate in this cohort was 3.9 (95% CI, 3.8–4.0) per 100 person-year. Stratifying by the CD4 states, the mortality rates per 100 person-years increased with a decrease in CD4 cell counts: state 1 (CD4 ≥ 500) (rate = 1.8; 95% CI, 1.1–2.1), state 2 (350 ≤ CD4 < 500) (rate = 2.7; 95% CI, 2.4–3.1), state 3 (200 ≤ CD4 < 350) (rate = 3.3; 95% CI, 3.1–3.8), and state 4 (CD4 < 200) (rate = 5.9; 95% CI, 5.7–6.1). Hence, the mortality burden was highest in state 4 (CD4 < 200) compared to other states, and these mortality rates were significantly different (log rank test p < 0.001). The Kaplan–Meier curve further confirmed the survival probabilities of this cohort stratified by state, that mortality risk increases with a decrease in CD4 cell count (Figure 2). However, the fundamental difference was between the mortality in state 3 (200 ≤ CD4 < 350) and state 4 (CD4 < 200) vs. the mortality in state 1 (CD4 ≥ 500), and state 2 (350 ≤ CD4 < 500).


Table 4. Estimated time-varying mortality rates per person-years and 95% confidence intervals for the time-inhomogenous multistate Markov model among ART patients in Zimbabwe national ART from 2004 to 2017.
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FIGURE 2. The survival plot of ART patients from the Zimbabwe national ART program stratified by CD4 cell counts states, 2004–2017.


In general, the time-varying mortality rates decrease with an increase in time since ART. The cohort experienced high mortality rates in the first year of ART initiation averaging at 3.5 (95% CI, 3.4–3.7) per 100 person-years. There was a sharp drop (seven-fold) in mortality rate from first to the second year [hazard ratio (HR) = 6.95(0.3512/0.0505); 95% CI, 6.78–7.14]. Gradually, the mortality rates further decrease over time by the end of the follow-up period. Mortality patterns across states followed this similar trend to the overall pattern. In the first 3 years, mortality rates had an inverse relationship with the CD4 cell counts, and there was an overwhelming difference in these rates between the states.

This study forecasted the total length spent in each of the CD4 states by HIV patients on ART before death and estimated the mean sojourn (holding) time for each state as shown in Table 5. The results show that, when an individual enters state 4 (CD4 < 200), the time he or she spends in this state for a single stay before moving to another state was estimated to be 4.74 (4.64–4.83) years on average. This result could be linked to the time taken by a patient in this state to respond to ART and subsequently boost immunity since this is the worst state in our HIV progression model. Since the holding times for all states are relatively long, therefore, HIV disease progression in this cohort was relatively slow.


Table 5. Estimates of mean sojourn time and the total length of stay for the time-homogenous multistate Markov model among antiretroviral therapy (ART) patients in Zimbabwe national ART from 2004 to 2017.
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It was also of interest to forecast the total length of stay for states 1–4 before death, which is and quite informative in the presence of reversible transitions. The results show that an individual will stay 11.3 years in state 1 (CD4 ≥ 500), 5.5 years in state 2 (350 ≤ CD4 < 500), 7.2 years in state 3 (200 ≤ CD4 < 350) and 6.9 years in state 4 (CD4 < 200) before death. In general, these results reflected that an HIV patient on ART is expected to spend more time in the highest CD4 cell counts state compared to other states.



Covariates Effects on Immune Recovery and Deterioration Transition Rates

We further included time-independent covariates (health facility level, ART initiation period, and sex) and age in the multistate Cox proportional hazard model, and the results are displayed in Table 6. This model was a better fit using a likelihood ratio test compared to the model without covariates (p < 0.001). Adjusting for other covariates, the higher levels of health facility are more likely to have patients moved from lower to higher CD4 cell count states. Provincial or central hospital individuals were predominantly more likely to move from state 4 (CD4 < 200) to state 3 (200 ≤ CD4 < 350) (HR = 8.30; 95% CI, 6.64–10.36) followed by the state 3 (200 ≤ CD4 < 350) to state 2 (350 ≤ CD4 < 500) transition (HR = 8.04; 95% CI, 6.41–10.10) compared to PHC patients. This means that patients at the provincial or central hospital had a high probability of immune deterioration once they are on ART compared to PHC patients. For district or mission hospital patients, state 3 (200 ≤ CD4 < 350) to state 2 (350 ≤ CD4 < 500) was the predominant transition (HR = 4.41; 95% CI, 3.96–4.87), followed by the state 4 (CD4 < 200) to state 3 (200 ≤ CD4 < 350) transition (HR = 3.97; 95% CI, 3.61–4.37), compared to PHC patients. Similarly, this was a positive indication of immune recovery for patients in district or mission hospital compared to PHC patients.


Table 6. Multiple variable estimates of the hazard ratios and 95% confidence intervals from the time-homogenous multistate Cox proportional hazard model among antiretroviral therapy (ART) patients in Zimbabwe national ART from 2004 to 2017.
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Adjusting for other covariates, age was generally associated with immune deterioration transitions (CD4 ≥ 500 state to 350 ≤ CD4 < 500 state, 350 ≤ CD4 < 500 state to 200 ≤ CD4 < 350 state, and 200 ≤ CD4 < 350 state to CD4 < 200 state). Compared to the 25–34 years age group, there was no significant difference in immune deterioration transitions. However, the results showed that the older the patient, the more likely he or she is to become immune deteriorated. This result was observed in elderly patients (45+ years) with a pronounced risk of immune deterioration across age groups. With reference to 25–34 years age group, both the 35–44 years and the 45+ years age groups were predominantly more likely to move from state 2 (350 ≤ CD4 < 500) to state 3 (200 ≤ CD4 < 350) transition (HR = 1.31; 95% CI, 1.14–1.51) and (HR = 1.56; 95% CI, 1.34–1.81), respectively. Holding other covariates constant, sex was significantly associated with immune deterioration transitions. Male patients had an increased risk of immune deterioration compared to female patients: state 1 (CD4 ≥ 500) to state 2 (350 ≤ CD4 < 500) (HR = 1.15; 95% CI, 1.01–1.28), state 2 (350 ≤ CD4 < 500) to state 3 (200 ≤ CD4 < 350) (HR = 1.23; 95% CI, 1.10–1.38) and state 3 (200 ≤ CD4 < 350) to state 4 (CD4 < 200) (HR = 1.67; 95% CI, 1.49–1.86). Moving from state 3 (200 ≤ CD4 < 350) to state 4 (CD4 < 200) was predominant in male compared to female patients.



Covariates Effects on Mortality Rates

In overall, mortality was high among patients in state 4 (CD4 < 200) in this cohort. The mortality risk was pronounced among patients in provincial or central hospitals than those in district hospitals if in state 1 (CD4 ≥ 500) (HR = 1.89; 95% CI, 1.32–2.67), state 2 (350 ≤ CD4 < 500) (HR = 3.36; 95% CI, 2.05–5.52), state 3 (200 ≤ CD4 < 350) (HR = 1.25; 95% CI, 0.73–2.16), and state 4 (CD4 < 200) (HR = 2.23; 95% CI, 1.80–2.74). State 2 (350 ≤ CD4 < 500) mortality risk was predominant in the provincial or central hospitals. This means that PHC facilities had a low risk of mortality in this cohort compared to both a higher level of care facilities. Interestingly, the mortality risk was much more pronounced among the 15–25 years age groups than other age groups. The mortality risk for state 1 (CD4 ≥ 500) was 3.71 (95% CI, 2.90–4.76), state 2 (350 ≤ CD4 < 500) (HR = 1.66; 95% CI, 1.09–2.53), state 3 (200 ≤ CD4 < 350) (HR = 1.71; 95% CI, 1.32–2.21, and state 4 (CD4 < 200) (HR = 1.71; 95% CI, 1.47–1.98). Patients who were aged 45 years and above were more likely to immune deteriorate compared to 25–34 years age group: HR, 1.35; 95% CI, 1.18–1.54; HR, 1.56; 95% CI, 1.34–1.81, and HR, 1.53; 95% CI, 1.32–1.79 for state 1 to 2, state 2 to 3, and state 3 to 4, respectively. Male patients were more likely to die compared to female patients: state 1–5 (HR = 1.56; 95% CI, 1.26–1.92), state 3–5 (HR = 1.32; 95% CI, 1.15–1.51), and state 4 to 5 (HR = 1.32; 95% CI, 1.23–1.42). Considering the ART initiation period, mortality risks were pronounced among patients who initiated ART in 2013–2017: state 2 (350 ≤ CD4 < 500) (HR = 4.89; 95% CI, 2.22–10.79), state 3 (200 ≤ CD4 < 350) (HR = 4.14; 95% CI, 2.47–6.96), and state 4 (CD4 < 200) (HR = 9.15: 95% CI, 7.12–11.79).




DISCUSSION

This study's objective was to describe HIV disease progression (immune deterioration) and immune recovery among adult patients on ART in Zimbabwe using patient-level data after ART decentralization. This study made use of semiparametric time homogenous and time inhomogenous multistate Markov models based on four CD4 cell counts intermediate transient states and mortality as the absorbing state. This study was a quantitative secondary data analysis of the routinely collected patient-level data through ePMS among HIV-infected patients on ART in Zimbabwe between 2004 and 2017. The study findings were comparable to other earlier studies and indicated a poor immune recovery in PHC facilities compared to higher levels of care facilities. This study observed significant findings to evaluate HIV disease progression and immune recovery based on CD4 cell counts among ART patients between 2004 and 2017 in Zimbabwe after the decentralization of ART services. The estimated mortality rate of 3.9 per 100 person-years is low and patients in state 4 (CD4 < 200) had the highest risk of death (5.9 per 100 person-years on average) compared to other states. This finding was evident throughout in the time-varying analysis of rates. The high rates in state 4 (CD4 < 200) were consistent over time; however, there was a sharp drop by seven-fold from 1 to 2 years since ART initiation. There finding of high rates in lower CD4 cell count states is comparable to finding from previous work in India and South Africa (13, 14). Immune deterioration pronounced in patients aged 45 years and above, provincial or central hospital levels of care and male patients. However, immune recovery was also observed in this cohort since there were higher transitions and transition rates from lower CD4 cell counts states to higher CD4 cell counts states. Moreover, patients in the high levels of care (district and provincial or central hospitals) had an increased probability of immune recovery compared to PHC facilities; however, mortality was high in the high levels of care. Male patients had an increased risk of mortality compared to female patients in this cohort.

Generally, there was a gradual improvement in CD4 cell count after ART initiation. This result was evident by the higher immune recovery rates compared to immune deterioration rates. This is an indication of effective ART treatment to HIV infected individuals and that if ART is initiated at early phases of HIV infection (with baseline CD4 cell count at least 350), immune recovery and reduced progression can be achieved since the immune system is intact. This matches the findings reported in South Africa in a similar population (17). This study also found out that a patient in state 1 (CD4 ≥ 500) is estimated to spend 11.3 years in higher CD4 cell count state before death, which is similar to other findings (11). This means that if individuals have a good immunity which can be attributed to the ART regimen efficacy, they tend to live longer than those with weak immunity. This study further found that the probability of mortality increases with a decrease in CD4 cell count, which concurs with findings from similar settings (17, 30). This is explained by the fact that being in an AIDS-defining stage leads to the highest probability of mortality. The highest mean sojourn time was in state 4 (CD4 < 200) compared to other states. This finding can be explained by the fact that patients with deteriorated immunity (low CD4 cell count) take a longer time to respond to treatment and boost their immunity before moving to lower states (31). Research has shown that CD4 cell count may remain unchanged despite the suppressed viral load due to weak CD4cell recovery in other patients (32). This is the limitation of using CD4 cell count; hence, use of viral load in monitoring the efficacy of ART treatment is recommended (33).

We found that the higher the level of care, the better the probability of immune recovery. Patients enrolled in either provincial or central hospitals and district facilities had an increased probability of immune recovery relative to those in PHC. The risk of immune recovery increased with an increase in care regardless of the immune status of the patient. This result can be supported by high resources through government channels or donor-funded and skilled personnel at the high levels of care (21). As much as patients prefer PHC facility for ART services because of reduced transport cost, easy to access (20), they are most likely understaffed. In addition, PHC are at times overburdened resulting in a high patient care turnaround time (34–37). Surprisingly, we observed relatively high mortality rates among patients enrolled in higher levels of care since one would anticipate the opposite to occur. However, this finding could be explained by either the referral system of patients within the patient care cascade or “silent-transfer” of patients from one health facility to another seeking better care (38–40). This means that the tertiary health facilities were more likely to receive patients who are more seriously ill and with a greater likelihood of death (38, 41, 42).

As we accounted for interindividual variability effects to get more insight on HIV disease progression in this cohort, we found that HIV patients who were aged 15–24 years at ART initiation tend to have a higher mortality than patients aged 25–34 years, and the progression to death was much more pronounced if a patient was coming from state 1 (CD4 ≥ 500) or state 2 (350 ≤ CD4 < 500). This finding supports other earlier studies which showed that adolescents are heavily burdened by chronic complications; hence, require high level of patients management (43). In addition, this group is prone to stigma, vulnerable, and prone to various chronic comorbidities as well as being and the transitional stage of becoming independent without much parental care. Intensifying community-based support for caregivers can help reduce poor health outcomes in adolescence (44). However, more research is required to further confirm this observed association in our study. Patients aged 45 years and above showed a higher risk of immune deterioration compared to younger patients (25–34 years), which was similar to other studies which reported that younger people have a higher probability of immune recovery than the elderly (11, 12). In addition, this could be explained by the immune response in older patients is weak compared to young people, that is, the capacity to generate CD4 cell counts and suppress viral load is reduced in elderly patients (45). Moreover, this could be explained by the fact that this age group is highly associated with of non-communicable diseases like hypertension and diabetes. Managing an HIV patient with multiple comorbidities is known to be complex and also intake of different drugs results in overlapping drug toxicity and lowering of the ART drug effect (35). As a result, most patients with comorbidities (communicable or non-communicable diseases) may either default ART treatment or ART drug becomes less effective due to the presents of other medications an individual is on; therefore, these patients subsequently get worse. These results confirm the need for test and treat regardless of disease stage and age which have much positive influence in patients aged 45 years and above (46, 47).

In our study, we found that male patients had higher rates of immune deterioration. This was quite pronounced on the transition from state 3 (200 ≤ CD4 < 350) to state 4 (CD4 < 200). In addition to this, we also observed poor survival outcomes among male patients. This finding is consistent with other results from Shoko and Chikobvu (17) who found out that men were six times more likely to move to higher CD4 cell count state. Another study which supports this result reported that male patients gain fewer CD4 cell counts as compared to female patients, and they have an increased immunological non-response than female patients (48). However, this finding contradicts other earlier studies which documented that gender difference does not exhibit any significant differences in HIV disease progression (11, 12). The participants in this study were predominantly female, and this could mirror the fact that female patients have better involvement in HIV issues and their health-seeking behavior compared to male patients. Female patients have multiple entry points in HIV care like efficient linkage of ART treatment in antenatal clinics and prevention-of-mother-to-child programs which results are better immune recovery than male patients (48). Male involvement in HIV care strategies needs to be enhanced to compliment female role in HIV prevention (49–53). Therefore, there is a need to scale up HIV testing rate among men and intensify repeated testing and increasing acceptance of HIV care linkages. With the critical societal role played by men, they improve decision making within a household and society at large if they are fully involved in HIV programs (54). There is need to intensify existing strategies like male circumcision, self-testing, HIV programs at workplaces, and recreational places and also come up with flexible clinic hours and conditions which accommodate men like shortening clinic turnaround time and increase privacy (48).

Our results should be viewed in light of some limitations. The dataset used had incomplete information especially in the clinical parameters which resulted in dropping off a considerable portion of the data. In addition, this study could not adjust for ART adherence, which is an important issue in HIV disease progression since it directly associated with the probability of moving to a lower CD4 cell count state if a patient fails to adhere to treatment. This study also considered patients from ART centers linked to the ePMS; this might have caused overestimation or underestimation of the transition intensities reported in this study. The analysis was solely based on the time homogenous assumption which is much more useful in the presence of heavy right censoring. Earlier studies have shown that, if a patient on ART is virally suppressed, if there is no treatment uptake violation, that patient is likely to continue recovering well. However, this violates the Markov and memory loss properties of these models, and this limitation affects the time-homogenous Markov process models. Other assumptions like non-Markovian, semi-Markovian, or hidden Markovian can be explored incorporating interval censoring and assuming time-varying effects. This model could not account for frailty terms to explain unobserved individual heterogeneity and spatial effects to show regions with an increased likelihood for a particular transition.

Moreover, this study covers the period in which ART initiation guidelines were changed three times; hence, there could be some bias in the estimates. In addition, the period covered is mainly when the country was conducting targeted differential monitoring, whereby most of the patients who had their CD4 measurement taken were mostly those carried out on the discretion of the physician. Authors acknowledge the measurement error (55) associated with CD4 cell counts in ART monitoring since a patient's measurement may indicate a lower CD4 when in fact the patients had recovered, hence the switch to use viral load in ART monitoring.

There could be possible participant inclusion bias in this study since we excluded those who were lost to follow-up (LTFU) ending up with a subsample. The exclusion of this group was to have a less complicated model with fewer states since this group would be a stand-alone compartment. However, this may have impacted in the generalizability of our research findings in that the model used is not a complete picture of the transition patterns in an ART program as some of the exit points have been excluded. Majority of the patients who became LTFU were mainly those who were very sick (with a CD4 < 200) and if tracked there could be a possibility that some of them would have died (56). The implications of such a LTFU pattern normally lead to data missing not at random in longitudinal time to event studies. Had we included the LTFU group and right censored them in their last observed states, this would have caused an upward bias of the Kaplan–Meier curve, which at times may affect the generalizability of the findings (57). In future studies, it would be essential to include the LTFU and withdrawals states in the model to have detailed transition patterns of these outcomes in an ART program. Our data could not allow us to estimate transitions to AIDS since the information was not available and exhaustively adjust for comorbidities which might be linked to the observed transition patterns in this cohort other than tuberculosis. However, tuberculosis was not included as a covariate because of the highly computational intensive of this reasonably huge dataset if many covariates are added. Hence, we restricted our analysis to demographic covariate so that we attain convergence. A notable limitation in this study is the low mortality rate of which most deaths were for those patients who initiated ART in the 2013–2017-year period. The plausible explanation for this could be an issue of a biased dataset in terms of capturing patient's information. It is most likely that the majority of the deaths that occurred earlier may have been lost during data capturing from patients files to the electronic database since this was a retrospective exercise. Thus, we are most likely to have the long-term survivors from the early period.



CONCLUSION

Multistate models are crucial in providing the general disease trajectories through intermediates states to alert program response before an adverse event occurs. Our findings have significant implication in the continuum of HIV care. It is prudent to target early ART treatment initiation to prevent subsequent immune deterioration. Once this is achieved, survival outcomes and quality of life can be improved with the subsequent reduction in opportunistic infections. Strengthening of PHC facilities in ART is imperative in decentralization environment. More aggressive male involvement strategies should be enhanced to strengthen male involvement in HIV care, and adolescents/young adult management has to be upscaled to prevent ART defaulting and avert poor health outcomes.
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Background: Mother to child transmission of HIV (MTCT) is a global challenge affecting many countries especially in sub-Saharan Africa. In 2009 about 370,000 infants were infected with HIV mainly through MTCT and most of them in sub-Saharan Africa. We aimed to determine the effectiveness of Option B+ compared to other options in reducing rates of early MTCT of HIV infections in Zambia.

Methods: This was a retrospective cohort study based on routinely collected data using SmartCare in Zambia. Survival analysis with Cox Proportional Hazard regression was used to determine association between MTCT and regimen type of mothers. Kaplan-Meier (K-M) curves were used to compare MTCT for infants born to mothers option B+ to those on other options, and Wilcoxon (Breslow) test was used to establish statistical significance.

Results: Overall (n = 1,444), mother-baby pairs with complete data were included in the analysis, with the median age of mothers being 33 (28–38) years; and 57% of these women were on Option B+. MTCT rate was estimated at 5% (73/1,444) [P = 0.025]. A Kaplan-Meier estimate showed that HIV Exposed Infants (HEI) of mothers on Option B+ had lower MTCT rate than those who were on other MTCT prevention interventions [Wilcoxon test; chi2 = 4.97; P = 0.025]. Furthermore, The Nelson Aalen cumulative hazard estimates indicated similar evidence of option B+ being more effective than other options with some statistical significance [HR = 0.63, P = 0.068]. HEI of option B+ mothers had 50% reduced risk of having HIV infection compared to option A/B [adjusted HR = 0.4; 95% CI = 0.28–0.84; P = 0.010]. HEI to women who were married had an increased risk 50% of getting infected compared to those not married [adjusted HR = 1.5; 95% CI = 3.43–6.30; P < 0.001]. Exposed infants whose mothers had assisted delivery had 3 times increased risk of getting infected compared to those born through normal vaginal delivery [Adjusted HR = 3.2; 95% CI = 0.98–10.21; P = 0.050].

Conclusions: The use of Option B+ as PMTCT intervention was found to be more effective in reducing MTCT of HIV compared to other options. Scaling up access to life-long ART and improving retention for women on treatment can potentially reduce further vertical transmission.

Keywords: PMTCT, pregnant women, option B+, routine data, HEI, Zambia


INTRODUCTION

Mother to child transmission of HIV (MTCT) is a global challenge affecting many countries especially in Sub-Saharan Africa. In 2009 about 370,000 infants were infected with HIV mainly through MTCT with most of them in Sub-Saharan Africa (1). By 2012, the number of newly infected infants globally had come down to 260,000 (2, 3) and by 2015, only 150,000 children were newly infected with HIV at birth [(4); UNGASS]. In Zambia, MTCT is one of the key drivers of HIV epidemic with 10% of all new HIV infections, and 90% of infections in children attributable to MTCT. Without antiretroviral therapy, 15–30% of babies born to HIV positive women are infected during pregnancy and delivery, while a further 5–20% become infected through breastfeeding (4–6). In resource constrained countries, approximately one third of HIV infected children die before 1 year and more than half die before their second year (7–12).

In 2008, 16.4% of women attending antenatal clinic (ANC) in Zambia were HIV positive, putting 80,000 infants at risk of getting infected through MTCT (5, 13). The Zambia ministry of health integrated PMTCT into Maternal and child health (MCH) to help reduce MTCT of HIV and to decrease both maternal and child mortality (4, 6). In an effort to further reduce MTCT of HIV, in 2013 Zambia adopted the World Health Organization (WHO) guidelines and introduced Option B+ as a new strategy within the PMTCT program. In the same year, the national PMTCT program recommended that all infants born to HIV positive mothers had a virological antigen test for HIV within the first 6 weeks and a second test at 6 months of life. HIV rapid antibody tests would only be used at the age of 12 and 18 months to check on the HIV status of the infants (14). Option B+ requires initiation of all HIV positive pregnant and breastfeeding women onto lifelong Antiretroviral therapy (ART), regardless of CD4+ cell count or WHO clinical staging.

Before adopting option B+, the Zambian National Guidelines for PMTCT, updated in 2007–2009, demanded that women eligible for lifelong combination Antiretroviral Therapy (cART), option A/B, were those with absolute CD4 count ≤ 350 cells/mm3 (regardless of clinical stage). Option A regimen included AZT starting at 14 weeks gestation followed by single dose Nevirapine (sd-NVP) and AZT/3TC at delivery for 7 days postpartum for mother and daily NVP from birth until 1 week after breastfeeding cessation or 4–6 weeks if no breastfeeding or mother on triple ART for the infant. On the other hand, Option B included Triple ARV Prophylaxis at 14 weeks gestation and ending at delivery or 1 week after breastfeeding cessation and Daily NVP or twice daily AZT for 4–6 weeks when replacement feeding and daily NVP for 6 weeks when breast feeding. This criteria had a negative impact on the effectiveness of option A/B regimen because of resource constraint challenges that included (1) capacity of health centers to assess CD4 count, (2) availability of CD4 count results at clinics for decision making, and (3) capacity to initiate cART. One study conducted in Zambia showed that test results of 33.5% of blood samples collected for CD4 count were never returned to the clinic. Only a minority of HIV-positive pregnant women were assessed for CD4 count and had their test results available. Among HIV-positive women whose CD4 count results were available, 47% were eligible for cART due to the cell count threshold of ≤ 350 cells/mm3. Frequent breakdown of CD4 count machines, insufficient number of trained laboratory technicians to run CD4 count laboratory equipment, lab fees applied in some facilities for CD4 count, and clerical errors all compounded the problem (4, 5, 15, 16). Women who were not eligible for lifelong ART were given a short course of prophylactic treatment designed to protect the infant from MTCT of HIV (Table 1).


Table 1. Treatment algorithm and transition of PMTCT strategies in Zambia for HIV positive women and their exposed babies.
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Option B+ initiative started in Malawi in 2011 because of the country's high HIV prevalence; short birth intervals (median = 3 years), high fertility (total fertility rate = 5.7), extended breastfeeding and a limited laboratory capacity (14, 17, 18). Zambia shared many of Malawi's characteristics for MTCT of HIV. However, there has been great controversy on the adoption of the option B+ strategy as the best approach to achieving elimination of mother-to-child-transmission from its inception in 2011 in Malawi and its adoption in other resource constraint regions with limited laboratory capacity. This study aimed to establish the effectiveness of option B+ compared to other PMTCT interventions and the factors associated with MTCT. The results will help fill the increasing gap between established policy on PMTCT strategies, particularly option B+ as an effective approach to reduce HIV transmission and the social practices associated with program feasibility, accessibility, uptake, and retention in care.

There is substantial body of literature from elsewhere on the effectiveness of the PMTCT programme in reducing transmission from mother to child, but data from Africa about the operational effectiveness of Option B+ in the PMTCT are sparse (17, 19–27). Particularly in Zambia the effectiveness of option B+ has not been evaluated, as far as we are aware, thereby raising concerns on its effectiveness in the elimination of MTCT. This study measured the MTCT rate of HIV on Option B+ compared to other options in cohorts of mother-baby pairs that were part of the national PMTCT programme.



METHODS


SmartCare Design

SmartCare is an electronic health management record system which stores individual patient information at about 600 government health facilities in Zambia. It can be used for monitoring of patient treatment and outcomes and for reporting health service delivery at district, provincial and national levels across all districts of Zambia (14). SmartCare is a public domain, data system using microchip, touch screen, and solar technologies to improve health records of patient care and to enable public health reporting for persons attending health facilities. It records all patient interactions and subsequent visits to the health facility which includes clinical appointments, laboratory and pharmacy data with a unique identification number. This electronic health record system stores patient information on a computer, as well as a smart card, and easily produces reports at facility, district, provincial or national levels. SmartCare provide greater continuity of clinic based care; and increases the privacy of sensitive medical information in services for Family Planning, sexually transmitted infections and HIV. For pregnant women, SmartCare is used for Ante-natal clinical visits and enrolment into PMTCT services. SmartCare aims to reduce the burden of paperwork on health staff and improve the quality of information and decision support for patients, while providing automated information flow into the government's existing Health Management Information System (ZHMIS) (28).



Option B+ Effectiveness Design
 
Sampling and Setting

This was a retrospective cohort study of HIV-infected women and their infants with data recorded in SmartCare. The Zambia ART programme has opt-out HIV testing for all eligible pregnant women, with all women having a positive HIV test result and those with known positive status be enrolled into the PMTCT programme. In the PMTCT programme they receive a comprehensive intervention to prevent MTCT of HIV. Since 2013, all women enrolled into the PMTCT programme are treated with lifelong ART (option B+) regardless of their CD4 cell count or WHO staging (Zambia Consolidated PMTCT Guidelines) (see Table 1).

All women enrolled in the PMTCT programme with records in the SmartCare database between 2007 and 2017 were included in the study. The outcome was measured in HEI born to women who were HIV positive.




Data Extraction and Management

Data were abstracted from HIV infected pregnant and breastfeeding women who were enrolled into PMTCT and ART registers using SmartCare database between 2007 and 2017. All records of HEI were paired with the HIV-infected women. The extracted data included the demographic characteristics of the pregnant women at enrolment, their entry point through HIV counseling and testing, history of antenatal care for the most recent birth, full birth history on labor and delivery, ART regimen type, mode of delivery, postnatal, and follow up data for both mother and new-born baby; social-economic status; and educational attainment.



Statistical Analysis

All analyses were done using Stata software version 14 (Stata corporation College Station, Texas). Descriptive analysis were used for the characteristics of the pregnant women and their babies. The outcome of interest was time to an HIV positive result in the babies, with those who tested HIV negative censored at the date of the negative test.

Using Kaplan-Meier (K-M), graphs were used to show time to HIV positivity, comparing women with different characteristics. Survival analysis were done to determine and compare the rate of transmission between HIV positive pregnant women on Option B+ compared with those on the other regimen in the PMTCT program. The Wilcoxon (Breslow) test was used to establish statistical significance of the difference in the survival rates between option B+ and other interventions. Both single and multiple Cox proportional hazards regression models were conducted to determine the rate of transmission of HIV and potential confounders of MTCT. The Nelson Aalen cumulative hazard estimates were used to assess the risk of transmission between the two regimen. The validity of the proportional hazard assumptions were assessed using stph-plots for the treatment regimens. Bivariate analysis using Pearson's chi squared test was used to determine the crude associations between Option B+ and infant HIV status. The rate of vertical transmission was used as a proxy to measure effectiveness at a rate of 5% or less according to WHO universal goal (4).



Ethics Consideration

Permission was sought from Zambia Ministry of Health (MOH) and Centers for Disease Control Zambia (CDC) to use SmartCare patient data. A waiver was obtained from the University of Zambia Biomedical Research Ethics Committee (UNZABREC) reference Number 010-04-18 which granted permission to conduct this study on HIV cascade in PMTCT and associated factors. All SmartCare data had personal identifiers removed to maintain confidentiality and anonymity of the participants.




RESULTS


Participation and Distribution

A total of 1,444 mother and their infants were matched to the SmartCare record for their infants and included in the analysis. The mothers were aged 15–50 years with a Median (IQR) age of 33 (28–38) years. Further, 87% (1,185) were married and 56% (660) had attained primary education only. In addition, 50% (710) of the mothers reported a parity of (0–1) whilst 10% (145) had five or more previous births, but normal vaginal delivery was reported by almost all 97% (1,386) women.

The mean baseline CD4+ cell count was 467 cells/ml (SD 246.5). Of the total women, 40% (580) had been enrolled on Option B+, of which only 1.4% (12) reported non-adherent (Table 2).


Table 2. Characteristics of HIV positive women on Lifelong ART (Option B+) from Zambia SmartCare routinely collected data, 2005–2017.
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HEI of positive mothers on option B+ regimen had a reduced transmission rate of 2.9% (17/580) compared to other regimen (P = 0.003). MTCT was higher among the women aged 25–34, accounting for 7% (46/697) (P = 0.034). Furthermore, married women had a higher transmission rate of 12% (6/47) compared to those not married 5% (60/1,125) (P < 0.001). HIV positive mothers who delivered through assisted means had a higher likelihood to transmit the Virus to their infant, 12% (3/25) compared to those with a spontaneous vaginal delivery 5% (70/1,386) or cesarean section 0% (0/18) (P = 0.184) (Table 3).


Table 3. Bivariate analysis of background characteristics and Regimen type of HIV Positive mothers from Zambia SmartCare routinely collected data, 2007–2017.
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Key Predictors for Mother to Child Transmission of HEI

In the survival analysis, overall, a total follow up time of 38,520 months was experienced by 1,444 children born to HIV positive mothers. There were 73 recorded HIV positive tests, giving a MTCT of 5.1 per 100 livebirths. A Kaplan-Meier (K-M) estimate showed that HIV exposed infants of mothers recruited on option B+ had lower MTCT than those recruited on the other options. A Wilcoxon (Breslow) test for equality of survival functions showed statistical significance (chi2 = 4.95, P = 0.025) for the observed difference in HIV survival rates between Option B+ and other PMTCT options. Proportional hazard assumptions were assessed using stph-plots for treatment regimen and were satisfied.

Furthermore, The Nelson Aalen cumulative hazard estimates (HR = 0.63, P = 0.025) and the smooth hazard estimates indicated similar evidence of statistical significance for a difference in transmission of HIV between infants exposed to Option B+ and Option A/B mothers (Figures 1–3).


[image: Figure 1]
FIGURE 1. Comparison of survival estimates between exposed infants of HIV positive mothers on option A/B and Option B+. (a) Zambia introduced lifelong Option B+ for HIV positive mothers mid 2013. (b) Prior to 2013, HIV positive mothers with CD4 count <350 cells/ ml were put on Option A/B.
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FIGURE 2. The Nelson Aalen cumulative hazard estimates for HIV exposed infants by treatment groups.
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FIGURE 3. Smooth hazard estimates for HIV exposed infants by treatment groups.


Exposed infants to HIV positive option B+ mothers had 50% reduced risk of having HIV infection through vertical transmission compared to those exposed to option A/B mothers [adjusted HR = 0.4; 95% CI = 0.28–0.84; P = 0.010]. HEI to option B+ women who were married had an increased risk 50% of getting infected compared to those exposed to mothers not married [adjusted HR = 1.5; 95% CI = 3.43–6.30; P < 0.001]. Furthermore, Exposed infants whose mothers had assisted delivery had 3 times increased risk of getting infected compared to those who had normal vaginal delivery [Adjusted HR = 3.2; 95% CI = 0.98–10.21; P = 0.050] (Table 4).


Table 4. Cox proportional hazard analysis of background characteristics and Regimen type of HIV Positive woman from Zambia SmartCare routinely collected data, 2018.
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DISCUSSION

In 2014, the national HIV vertical transmission rate recorded was at 9% (29). Our current data suggest an HIV transmission rate of 5%. This finding is actually lower than sub-Saharan average rate as observed in one cohort study conducted in Ethiopia and other African countries which showed that out of the 221 live births from HIV positive mothers, MTCT rate was approximately between 8 and 10% (30). The Global eMTCT Plan recommends providing comprehensive PMTCT services to at least 95% of pregnant women and reduce MTCT to <5% by the year 2015 and zero transmission by 2030 (31).

The level of HIV testing uptake among ANC women has substantially increased from the time PMTCT was introduced in Zambia in 1999. However, failure to attend all clinical appointments, adherence to treatment for option B+ mothers contributes to missed opportunities for early infant Diagnosis (EID), and as a result many are not tested until after 24 months as observed in this study. Similar findings were observed in a retrospective follow up study in Sub-Saharan Africa, from 2004 to 2009 on HIV testing of infants ≥18 month, which posed a challenge as only 896 (10.6%) of infants completed the follow up HIV testing, of which 106 infants were found to be positive representing 14.3% vertical transmission rate (30). Among the key challenges faced in the diagnosis of infants are lack of training to collect and handle Dry Blood Sample (DBS), results not collected from central laboratory and misplacement of results within the health facility before reaching the mothers. An infant is presumed HIV uninfected if they had negative DNA PCR assays at 6 and 14 weeks of age. A child is classified as HIV uninfected if both antibody tests are negative at or after 18 months. Its only by addressing these challenges that option B+ benefits can be realized.

Several potential limitations to this study were observed. Firstly, the main limitation was the inability of SmartCare to link mothers to their infants, which was very crucial for this study as it affected the sample size. Secondly, Option B+ (lifelong ART) coverage in Zambia was gradual after its adoption in 2013 and many of the health facilities were still using option A/B and this could have reduced the effect of change. Besides data was available only in facilities that had SmartCare system active and functional. Another limitation is that being routinely collected data, critical variables such as EID, mother-baby pair link, retention patterns, lost to follow up, and heath care utilization including the frequency of a patient's appearance in the ANC records were missing. The frequency of a patient's health care utilization could have been used to adjust for those visiting the heath care facility more often which would have indicated who experienced the event more quickly, and thus bias the time-to-event analysis. Despite these challenges, however, the data provides better estimates on the effectiveness of option B+. Besides, most of the facilities affected with option B+ roll-out were mainly in rural areas. Furthermore, considering that this is one of the first studies, as we are aware, to document the experience of implementing option B+ in Zambia which will help accelerate toward a 2030 ambitious goal of zero HIV transmission, we believe this study is very worthy to be undertaken.

Option B+ regimen for mothers and infants offers significant benefits for transmission prevention, maternal health and public health program delivery. It presents distinct advantages in terms of transmission prevention to uninfected partners and increased simplicity potentially improving program feasibility, access, uptake and cost effectiveness. Despite these benefits, however, concerns have been raised about the safety of ART exposure to fetuses and infants as well as adherence challenges for pregnant and breastfeeding mothers (32). Similar Option B+ benefits were observed in a cohort comparative study of 102 women on ART prior to Option B+ to a cohort of 109 women on Option B+ conducted in Malawi, which showed that women on Option B+ had fewer WHO 3/4 conditions, higher CD4 count and lower mortality compared to those in pre Option B+ (22). This high mortality and poor health of pre option B+ women posed a direct effect on the health and survival of their infants. This is because pregnant women with a high viral load and lower CD4 count are more likely to transmit HIV virus to their new-born babies (33). Furthermore, in another study, women on option B+ had low mortality compared to those on CD4 cell count or WHO clinical stage criterion group. Mortality among the women on option B+ during pregnancy was 0.4% while those enrolled based on CD4 cell count or WHO clinical stage 3/4 criterion recorded mortality of 3% (17).

Another study conducted on retention of pregnant and breastfeeding women in Malawi also observed that most women (83%) starting ART with Option B+, over 17% were lost to follow up in the 6 months period and most of them occurred in the first 3 months of therapy. The results further showed that option B+ women who started therapy during pregnancy were 5 times more likely than pre option B+ women never to return for their next clinical follow up (34). These results indicate that although Option B+ therapy possibly had a better outcome, retention of women in care and lost to follow up especially after delivery was a challenge. The possible explanation could have been that women started on option B+ still enjoyed a good measure of health because of their good immune system, having a high CD4 cell count and low viral copies, and would not follow up their clinical appointments and adhere to therapy potentially increasing the chances of HIV transmission to the infant (22, 33). Universal access to HIV testing in ANC and 100% linkage to care and treatment coupled with strategies to improve retention and adherence to treatment is crucial to further reduce vertical transmission rate.



CONCLUSION

In Zambia Option B+ has been found to be more effective in reducing MTCT rates to lower acceptable levels than any other options thus opening opportunities for scaling up access to life-long ART and improving retention and contribute to potentially reduced vertical transmission sustainably. However, these findings also suggest the need for programmatic efforts to identify other maternal health survival bottlenecks that could hamper universal access to PMTCT interventions for all mother-baby pairs on lifelong ART in poorly accessed groups. This may include strategies to prevent missing of clinical appointments, infant post-natal follow up and eventual non-retention. Lastly but not the least, these findings also indirectly suggest the need for further integration of ANC services to include innovative PMTCT interventions as part of a total service package.



RECOMMENDATIONS

Since Early Infant Diagnosis at recommended time is directly linked to care and treatment, supporting existing Government measures to retain HIV-infected women in eMTCT programme in order to improve access to universal HIV treatment and care among women is key in addressing barriers to increased uptake of PMTCT. Strengthening HIV testing in ANC especially in rural health facilities, encouraging women to adhere to treatment and attend all clinical appointments as well as providing initiatives that seek to overcome barriers to treatment are some of the ways that can help improve maternal and new-born health. Furthermore, health workers should ensure that HIV-infected women, on option B+ are retained in care and bring their babies for clinical appointments and testing at recommended schedules.
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Background: In Tanzania, HIV testing data are reported aggregately for national surveillance, making it difficult to accurately measure the extent to which newly diagnosed persons are entering care, which is a critical step of the HIV care cascade. We assess, at the individual level, linkage of newly diagnosed persons to HIV care.

Methods: An expanded two-part referral form was developed to include additional variables and unique identifiers. The expanded form contained a corresponding number for matching the two-parts between testing and care. Data were prospectively collected at 16 health facilities in the Magu District of Tanzania.

Results: The records of 1,275 unique people testing HIV positive were identified and included in our analysis. Of these, 1,200 (94.1%) responded on previous testing history, with 184 (15.3%) testing twice or more during the pilot, or having had a previous HIV positive test. Three-quarters (932; 73.1%) of persons were linked to care during the pilot timeframe. Health service provision in the facility carrying out the HIV test was the most important factor for linkage to care; poor linkage occurred in facilities where HIV care was not immediately available.

Conclusions: It is critical for persons newly diagnosed with HIV to be linked to care in a timely manner to maximize treatment effectiveness. Our findings show it is feasible to measure linkage to care using routinely collected data arising from an amended national HIV referral form. Our results illustrate the importance of utilizing individual-level data for measuring linkage to care, as repeat testing is common.

Keywords: HIV, surveillance, linkage to care, Tanzania, HIV care cascade


INTRODUCTION

It is vital that persons who are newly diagnosed with HIV are linked to care in a timely manner to maximize treatment effectiveness and the potential of treatment as prevention (1–3). In recognition of this, in 2015 the World Health Organization (WHO) included linkage to care (the number and percentage of people living with HIV who are receiving HIV care) as one of its 10 global indicators to measure progress and drive action toward the United Nations Joint Program on AIDS (UNAIDS) 90-90-90 targets (4, 5).

Timely linkage to care remains an issue in sub-Saharan Africa, including Tanzania (6–10). The prevalence of HIV in Tanzania among adults aged 15–49 years is 5.1% (11), with an estimated 1.4 million people living with HIV (12). In 2016, Tanzania adopted the WHO guidance that antiretroviral therapy (ART) be initiated among all persons diagnosed with HIV regardless of CD4 count (12).

The National AIDS Control Program (NACP) is the coordinating unit for HIV patient monitoring and surveillance in Tanzania. To inform routine program monitoring activities, the NACP maintains aggregate HIV testing services (HTS) data, and anonymized individual level care and treatment clinic (CTC) data. A CTC number (assigned as a patient unique identifier for all treatment within a clinic) facilitates some de-duplication of these individual level data (13). With only aggregate HTS data being reported, it remains difficult to accurately numerate those newly diagnosed with HIV, or to identify persons who have been diagnosed but have not entered care.

A situational assessment was conducted in Tanzania in 2015 to evaluate the feasibility of generating individual-level longitudinal HIV data from point of diagnosis to entry into care and initiation of ART, and to leverage such data in a comprehensive strategic HIV information system, such as case surveillance (14). The WHO recommends HIV case surveillance as an integral step in securing strategic information for public health surveillance (15, 16). The situational assessment identified linkage between HIV testing and entry to care and treatment as a weakness when considering the feasibility of establishing HIV case surveillance in Tanzania (14).

To enhance NACP's capacity to track progress toward the UNAIDS 90-90-90 targets, and potentially act as a precursor for a national HIV case surveillance system, we describe a pilot project where we developed surveillance methodology to routinely collect HIV program data using a standardized referral form to assess and characterize linkage to care among persons newly testing HIV positive.



METHODS

The pilot included 16 health facilities offering HIV testing in the Magu District of the Mwanza region in Tanzania. The Magu district was chosen for the pilot as a similar expanded referral form had been utilized in one district health facility in 2008 (17). The pilot health facilities (all offering HTS) were purposely selected to ensure variation in type and size (health center, dispensary, antenatal clinic (ANC) or standalone testing site), services offered [voluntary counseling and testing (VCT), antenatal care and/or HIV care and treatment], ownership (government or private), and type of community served (rural settlement, fishing village or roadside community). The HTS offered within these facilities included VCT, ANC, laboratories [for provider-initiated testing and counseling (PITC)], and prevention of mother to child transmission of HIV (PMTCT).

Healthcare workers routinely collect data in registers on all persons testing for HIV at health facilities (18). We expanded the standard paper-based NACP referral form into a two-part paper form that included additional variables to be collected from all clients testing HIV positive. In this two-part form, health workers completed 19 questions on both parts of the form, with an additional four questions on the part retained by the health facility. These four question were: other names used by patient, whether they had previously received an HIV positive test result and, if they had, time and place of that test (Table 1). The “other names used” variable was included to facilitate patient follow-up and case matching. Previous positive test was introduced to identify potential duplicate records arising from repeat testing. The expanded form also contained a corresponding form number for matching the two-parts between testing and care.


Table 1. Data availability for the expanded referral form.
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We trained facility staff to collect pilot data prospectively on the referral form from 1st January 2017 to 31st December 2017. Facility staff were provided a small stipend (2,000 TSH ~US$1) for correct completion of each part of the form. Facility staff were instructed to complete both parts of the form; the first part of the form, with the extra questions, was retained, with the second part given to the client who was then instructed to provide it to the CTC at first attendance. Staff at the CTC were instructed to complete the bottom portion of the form (the section on HIV care) when the patient enrolled in HIV-related care.

A pilot fieldworker visited each participating facility once a month to gather completed referral forms and to review completeness. Data from the forms were entered into an Access database. The database was developed by the research team and included inbuilt validation rules to minimize data entry errors (for example, checking the age against year of birth, and the sex and age against pregnancy status), and to facilitate the matching of corresponding form numbers on the two-parts. Records with missing key variables (name, referral form number, sex, or age) were excluded from data analysis. De-duplication of cases was performed using personal identifying information, either using the three given names, sex, and age of the participant, or by matching one of the names, age, and sex with the same residence for exact matches.

Linkage to care was assessed through matching corresponding parts of the two-part referral form based on the form number and review of patient name. For persons who presented at the CTC without their referral form, a probabilistic match, similar to one used in a South Africa study, based on a close match of three out of four variables, name, sex, age, and/or residence, was used to link the CTC attendance to the referral form (19). Our definition of linkage to care is therefore based on evidence (referral form or probabilistic matching) of having presented at a CTC at least once. Time elapsed between testing and linkage to care was measured according to a person's date of HIV diagnosis (initial diagnosis) and date first seen in CTC (as presented on their two-part referral form). To allow follow-up time for linkage to care of those diagnosed toward the end of 2017, the last extraction of data occurred on 24th March 2018.

To assess ART use among persons linked to care, data from participating CTCs were extracted from electronic systems or the paper-based CTC form. A persons CTC number (as presented on their referral form) was used to match data to their CTC record. The records of persons linked to care for whom key variable information was missing, or for whom the CTC file could not be identified, were excluded from this analysis. In receipt of ART was defined as being on ART at any point during the follow-up period.

Ethical approval was obtained from the Tanzanian National Research Ethics Committee (NatREC Ref NIMR/HQ/R.8a/Vol.IX/2097 extended on 9th March 2018 with NIMR/HQ/R.8c/Vol.II/961) and the London School of Hygiene and Tropical Medicine (#11844). Data used in these analyses were password protected and all study coordinators, data abstractors, and analysts signed a confidentiality form.

Analysis was performed in Stata 14 (Stata Corp., USA). Frequencies and cross tabulations were conducted, as was logistic regression to obtain odds ratios and 95% confidence intervals for factors associated with linkage to care. P-values are reported to show statistical compatibility of the data with the null hypothesis.



RESULTS

Between 1st January 2017 and 31st December 2017, 1,312 persons were diagnosed with HIV across the 16 pilot facilities and had their information captured. Data quality activities resulted in the records of 32 (2.4%) people being further investigated. Of these, 13 were excluded from the analysis due to missing sex or age. The records of an additional 24 (1.8%) people were identified as having a duplicate record as a result of repeat testing within the follow-up period. Of these 24, five re-tested within the same facility and 19 re-tested at a different pilot facility. In total, the records of 1,275 unique people testing HIV positive were identified and included in our analysis.

Completeness for most variables exceeded 98%. The exceptions were, name of a person who lived in the same house (1,119; 87.8%), telephone number (708; 55.5%), and the additional question on previous positive HIV test (1,200; 94.1%).


Demographic and Testing Characteristics

Table 2 presents the demographic and testing characteristics. The male to female ratio was 1:1.4, with pregnant women accounting for 21.4% (159) of female participants. Median age at diagnosis was 32 years. A quarter of people (298; 23.4%) came from Kisesa ward (where the main health center in the Magu District is situated), with three other wards contributing 10% each (129 in Bujashi, 137 in Nyanguge, and 127 in Kitongo). The two most common diagnosing HTC types were PITC (556; 43.6%) and VCT (362; 28.4%). Interestingly, Table 2 shows almost one in five men testing HIV positive to have done so through partner testing in ANC/PMTCT.


Table 2. Demographic, testing, and clinical characteristics of persons testing HIV positive*.
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Previous HIV Positive Test

The characteristics of the 1,200 people reporting previous test history are presented in Table 2. In total, 160 (13.3%) people reported having had a previous HIV positive test result. In addition, 24 people tested positive twice during the pilot period, resulting in a total of 184 (15.3%) people having more than one HIV positive test. Females were more likely to report a previous positive test (15.5%; 109) compared to males (10.2%; 51) (p = 0.008).

One in five (28/153; 18.3%) previously tested within 1 year of their current test, with four in five (122/153; 79.7%) previously testing within 4 years. Three quarters (120/158; 75.9%) previously tested positive in a site different to the one they presented at during the pilot.



Linkage to Care

The 1,275 HIV positive people were asked to which facility they wished to be referred (all but two responded). Almost all people (1,223; 95.9%) chose a referral facility included in the pilot, with 80.0% (1,019/1,273) asking to be referred to the CTC situated in the facility in which they had just tested HIV positive.

In total, 932 (73.1%) of people testing HIV positive were successfully linked to care (as identified by a referral form or probabilistic matching) during the pilot period. The majority of persons linked to care were seen at the facility to which they were referred (880; 94.4%), and/or were first seen the same day they received their test result (756; 81.1%). Among those not seen the same day, median time from diagnosis to entering care was 3 days (IQR 2–7 days).

Forty (4.3%) of the 932 people linked to care did not provide their referral form when first attending. Of these, all attended on a different date to that on which they were referred, and 11 (27.5%) attended a different facility to the one in which they were tested.

Table 3 presents rates of, and factors associated with, linkage between testing, and care. In univariate analysis, ward of residence, pregnancy status, and testing facility services type were associated with linkage between testing and care (all p < 0.05). These associations all persisted after multivariate adjustment. In summary, the following groups were those most likely to be linked to care: living within the Magu district or catchment wards; currently pregnant; received HIV positive test in a dispensary facility that offers CTC services.


Table 3. Factors associated with linkage from testing to care.
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Of the 932 patients liked to care, we were able to find a CTC record for 909 (97.5%, 818 through matched CTC number and names on referral form and 91 through probabilistic matching), confirming they were not only linked to, but also enrolled in, care. Of these 909 people, 756 (83.2%) initiated ART (representing 59.3% of total positives), with the remaining 153 (16.8%) being seen only once at the facility. The majority (489; 64.7%) of persons who initiated ART did so on their first visit to the clinic. Among those remaining, median time from entry to care and ART initiation was seven days (IQR 6–13 days).

Based on information on previous positive test, 108 (67.5%) people were determined to have previously attended a CTC. Three (1.9%) were determined to have transferred from another CTC having already been in receipt of ART, and eight (5.0%) had previously been in receipt of ART (all more than a year previously).




DISCUSSION

The pilot findings support the use of an expanded referral form for assessing, at the individual-level, linkage of newly diagnosed persons to HIV care. The system is simple and replicable, providing quality data (variable completeness typically >90%) in a high HIV burden, resource-poor setting. The pilot demonstrated that the paper-based referral system facilitated the collection of key variables necessary to describe and track the demographic and clinical characteristics of persons diagnosed and receiving HIV care, to de-duplicate records in a systematic manner, and to enhance our understanding of the HIV epidemic.

Three in four people diagnosed with HIV subsequently enrolled in care; with the overwhelming majority doing so the same day they tested positive, and at the facility to which they were referred. Factors most strongly associated with being linked to care were being currently pregnant, and being diagnosed positive in a dispensary facility that offers CTC services. Whereas, eight in10 pregnant women diagnosed with HIV were subsequently linked to care (highlighting there is still room for improvement within this highly important group) it is of interest that no significant association between HTC type (which includes ANC and PMTCT) and linkage to care was observed. A possible explanation for this, is that testing in ANC/PMTCT included not only women but also a sizeable number of male partners.

The association with the type of CTC services being offered at the testing facility suggests structural barriers to access of care, which can only be resolved through enhanced service planning. Other studies conducted in Tanzania have found similar associations. A study conducted in the Mbeya region found that people testing positive at a facility with a CTC, were 78% more likely to link to care compared to people testing at mobile/outreach sites (7). Another study in the Tanga region found a significant association between early entry in care and point of diagnosis, level of education and CD4 count (9). A study in the Kilimanjaro region showed that people testing in a community VCT facility were twice as likely to delay care compared to people testing in a hospital outpatient department (10).

Our finding that approximately a quarter of cases did not link to care during the pilot, is similar to the findings of other studies in Tanzania. The study in the Kilimanjaro region found that only 70% had presented to for HIV care within 6 months after receiving a positive HIV test result (10), and in the Mbeya region study, 78% linked to care within 6 months (7). Linkage to care rates vary throughout sub-Saharan Africa. In Kenya, 88% of adults linked to care within three months (20); a field assessment in Mozambique showed 67% linked to care (21); a retrospective cohort study in Cape Town, South Africa identified linkage to care as 63% (22); in Lesotho, a study found linkage to care at a facility to be 43% versus 69% if ART was initiated at home (23); and a systematic review showed linkage to care of newly diagnosed with HIV in sub-Saharan Africa ranged from 10–79% (24). As the expanded referral form includes location information it will be possible for facilities to intervene to locate and engage with persons not immediately linking to care; this important intervention was not assessed during the pilot.

Approximately 15% of people included in the pilot were found to have tested HIV positive more than once, of these 70% were previously linked to care. This finding highlights the importance of obtaining individual-level data on previous HIV test results, and potentially, a need to consider adjusting for such duplicate records in prevalence estimates based on standard aggregate reporting (wider geographically based estimates would be required to inform such an adjustment).

Introducing a form number on both parts of a two-part referral form assisted with matching a persons records between testing and care. We should note, however, that the form number does not help match cases that retest for HIV. De-duplication of these records was conducted, using additional identifiers available on the referral form. It is possible that the provision of a small stipend resulted in high variable completeness which, in turn, contributed to the ability to effectively match records. This process would be more difficult on a larger scale; an algorithm would need to be tested on a larger dataset, as is used in other countries without a national unique identifier (25–27).

The NACP already has a standard referral form and since the majority of data are already routinely collected, the work effort for facility staff to continue to complete the two-part form would be minimal. The additional cost of data entry of the referral forms could also be seen as minimal when compared to the enhanced availability and accuracy of the data. The pilot utilized field staff to gather forms from the facility on a monthly basis. This was feasible at the scale the pilot was conducted but could prove to be a human resource burden at national scale. Additionally, the pilot utilized an Access database, for implementation at national level, data entry and analysis would need to be incorporated into the existing national system. An assessment should be undertaken on alternate strategies for data collection and entry.

Due to practical limitations, the pilot was conducted in only a portion of the facilities in one district. As such, linkage to care could have occurred at a facility outside of the pilot. No hospitals were included, therefore the pilot does not assess the burden the linkage system would have on a larger facility which has more cases of HIV. Despite these limitations, the pilot provides valuable information that is not available elsewhere and that can be used to determine the way forward for linking patients to HIV care and identifying potential duplicate records.

Case matching and de-duplication are of vital importance for accurately assessing the 90-90-90 targets and HIV care cascade, and for moving toward HIV case surveillance. The ability to distinguish between new and previously reported cases increases the quality of the data, and of analyses using these data. The 2017–2022 HIV Strategic Plan in Tanzania calls for strengthening linkage mechanism, and notes that a challenge to achieving this is the lack of reliable referral data (28). To utilize de-duplicated data to monitor the HIV epidemic and ensure linkage from testing to care timely manner, we recommend a two-part referral form be used for all HIV diagnoses. A new initiative by NACP to collect all HTC data in the CTC electronic database may also provide a better understanding of HTC and CTC attendance, although will require rigorous evaluation.
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People Living with HIV (PLHIV) should be screened for tuberculosis (TB) at every visit to the HIV care and treatment clinic (CTC), and those with positive results on screening should undergo further diagnostic investigations. We evaluated the performance of the TB diagnosis cascade among PLHIV attending CTC between January 2012 and December 2016 in three regions of Tanzania: Dar es Salaam, Iringa, and Njombe. We used descriptive epidemiology to evaluate performance and logistic regression to determine odds ratios (OR) for factors associated with TB screening and further TB diagnosis after positive TB screening. We analyzed 169,741 PLHIV who made 2,638,876 visits to CTC between January 2012 and December 2016. We excluded 2,074 (0.80%) visits as these involved PLHIV enrolled in CTC with a prior TB disease diagnosis. Of the 2,636,802 visits, 2,524,494 (95.67%) had TB screening according to national guidelines, of which 88,028 (3.49%) had TB screening positive results. Of the 88,028 visits with a positive TB screening, 27,810 (31.59%) had no records for further TB diagnosis following positive TB screening. Of all visits with positive TB screening, 32,986 (37.50%) had a TB disease diagnosis. On multivariate logistic regression, those who visited with World Health Organization (WHO) clinical stage four (aOR = 3.61, 95% CI 3.48–3.75, P < 0.001), enrolled in health center (aOR = 1.26, 95% CI 1.24–1.29, P < 0.001), enrolled in Iringa region (aOR = 1.54, 95% CI 1.50–1.57, P < 0.001), and enrolled in 2015 (aOR = 1.20, 95% CI 1.18–1.24, P < 0.001) were more likely to have no TB screening. Visits involving those who were of the female sex (aOR = 1.14, 95% CI 1.11–1.18, P < 0.001), enrolled in Njombe region (aOR = 4.36, 95% CI 4.09–4.65, P < 0.001), and enrolled in 2016 (aOR = 2.62, 95% CI 2.49–2.77, P < 0.001) were more likely to have no further TB diagnosis after positive TB screening. The study documented high performance of TB screening for PLHIV in HIV CTCs but a low transition of presumptive TB case undergoing further investigations. Better systems are needed for ensuring presumptive TB cases are diagnosed including using more efficient diagnostic methods like Gene pert.
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INTRODUCTION

Despite wide use of antiretroviral (ARV) drugs, tuberculosis (TB) is still a public health challenge for People Living with HIV (PLHIV) (1). In autopsy studies among PLHIV in Africa, TB was present in 21–54% of people, and TB was the cause of death in 32–45% of the PLHIV in the study (2). The risk of TB is higher among PLHIV; HIV-positive individuals are up to 26 times more likely to have active TB disease compared to HIV negative individuals, and globally at least 30% of PLHIV have latent TB (3). Worldwide, in 2018, 10.0 million TB cases were notified, and of these 24% were from the African continent. TBHIV accounted for 8.6% of the notified TB cases. Of the 1.5 million TB deaths reported in 2018, 17% (251,000) of deaths were HIV positive (1). In Tanzania, which is among 30 high TB-burdened countries, a total of 142,000 TB cases were diagnosed with TB disease in 2018, of which 40,000 (28%) were HIV positive (1).

To reduce TB among PLHIV, the World Health Organization (WHO) recommends Intensified TB case finding (ICF) among PLHIV attending HIV care and treatment clinics (CTC), which entails active TB screening for symptoms and signs using standardized TB screening questions (4). In Tanzania, those who screen positive undergo further TB diagnosis according to the National Guidelines (5). TB screening using symptoms and signs among PLHIV is important to increase TB disease diagnosis, and ICF is thus a gateway to TB management among PLHIV (6, 7). There is an urgency to build better TB prevention in resource-limited settings, but to do so we need to evaluate how well the current cascade is working (8).

TB diagnosis cascade among PLHIV in CTCs faces a number of challenges, including those lost to follow up in the diagnosis cascade (9, 10). A study in Northern Uganda looking at improved TB case notification among both HIV-positive and HIV-negative individuals found a TB positivity rate of 3.5% among the 385 HIV positive who were positive on the screening questions. A prospective study in India found that 30% screened TB positive, and 35% of these were referred for TB diagnostic tests, and 15% had confirmed TB (11). In Kenya, a study reported a high TB screening among 1,020 newly diagnosed PLHIV; 98% of PLHIV were screened, but only 16% of those screened positive underwent further TB diagnosis evaluation, and 26 (2.6%) were eventually diagnosed with TB (12). In Ethiopia, 72% of PLHIV with positive TB screening were linked to sputum microscopy for TB with the remaining PLHIV diagnosed using other methods (13). A study conducted in Ghana also found that sputum for smear microscopy was requested for 58.7% of those who needed (14).

In this paper, we analyzed routine HIV data from PLHIV enrolled in CTC from January 2012 and December 2016. We evaluated the performance of the TB diagnosis cascade for PLHIV attending CTC and determined factors associated with TB screening and further TB diagnosis after positive TB screening. The aim of the paper was to provide evidence to the Tanzanian Ministry of Health Community Development, Gender, Elderly and Children (MoHCDGE) on the performance of TB diagnosis cascade among PLHIV attending CTC in Tanzania for quality improvement. The findings from this study will also be applicable to other developing countries where HIV and TB are also prevalent.



MATERIALS AND METHODS

The study involved electronic patients' records that were routinely collected and contained in the CTC database from 317 health facilities in three regions: Iringa, Njombe, and Dar-es-Salaam. The study used retrospective data from PLHIV enrolled in CTC from January 2012 to December 2016. PLHIV enrolled into CTC with an existing diagnosis of TB disease from TB clinics were excluded from the study.

The United Republic of Tanzania comprises of mainland Tanzania and Zanzibar with a population of about 44 million in 2012 (15). Tanzania Mainland has a generalized HIV epidemic with the first case of HIV reported in 1983. By 1986, all regions in the country had reported at least one case (16). The Tanzania HIV Indicator Survey showed an overall prevalence of HIV of 5.1% in 2011/2012 and 4.7% in 2016/17. The three regions were purposely selected as they had higher HIV prevalence according to the recent National HIV survey (17).

Tanzania have rolled out widespread, freely available antiretroviral therapy services in HIV CTC ever since 2004. For TB management in CTC, PLHIV were screened for TB using the standardized WHO questions at every visit to the clinics. Those who screened positive were further evaluated for TB disease using either sputum examination, radiology, or clinical diagnosis according to a TB management algorithm (5). Those with confirmed TB disease were started on anti-TB therapy. PLHIV who were negative on the TB screening were assessed for their eligibility for Isoniazid Preventive Therapy (IPT). Those who became eligible for IPT were kept on daily Isoniazid tablets for 6 months to prevent active TB disease. TB infection control measures were another set of interventions implemented in HIV clinics to prevent TB transmission among PLHIV and staff (Figure 1).


[image: Figure 1]
FIGURE 1. TB diagnosis cascade in HIV care and treatment clinics.



Data Extraction Process and Variables Descriptions

De-identified secondary data were extracted from the main national HIV care and treatment database. The independent variables of interest included age, sex, WHO clinical stage, health facility type (Hospital, Health center or Dispensary), health facility ownership (public or private/Faith Based Organization), region during CTC enrolment, TB screening status (screen or not screened), and TB diagnosis status after positive TB screening (Further TB diagnosis or no further TB diagnosis). The final dataset excluded all PLHIV with known TB diagnosis before CTC enrolment.



Data Analysis

Stata version 14 (Stata Corporation, College Station, Texas, USA) was used for data cleaning, merging, and analysis. Descriptive statistics used mean and standard deviation for continuous variables and frequencies and proportions for categorical variables. For each estimate, a 95% Confidence Interval (95% CI) was also calculated. Bivariate logistic regression was used to determine odds ratios (OR), and 95% CI for the association between independent and dependent variables. The likelihood ratio test was used to obtain chi-square statistic and p-value for each analysis. Finally, all independent variables with a p of ≤0.2 in a bivariate analysis were subjected in a multivariate logistic regression to determine the adjusted OR and 95% CI for independent factors associated with TB screening and further TB diagnosis after positive TB screening. In the final analysis, a cut-off p ≤ 0.05 was considered statistically significant.



Ethical Consideration

The study involved secondary analysis of unlinked data; hence, there was no contact with human subjects. The permission to conduct the study was obtained from the National Institute of Medical Research-Tanzania, and permission to use routinely collected data was obtained from National AIDS Control Program by signing a data transfer agreement. This study was carried out as part of the PhD research by Werner Maokola with ethical permission for the PhD from KCMU college.




RESULTS

A total of 171,743 PLHIV were enrolled in HIV CTC in the Dar es Salaam, Iringa, and Njombe regions from January 2012 to December 2016. The mean age for the PLHIV was 35 years (Range: 0–97 years). A total of 2,074 PLHIV were not included in the analysis as they had TB disease before CTC enrolment. Of the remaining 171,669, the majority of PLHIV were aged 25–49 years; 123,581 (71.99%), females; 117,925 (68.69%), had working functional status; 164,076 (95.58%), and had WHO clinical stage one; 62,535 (36.43%). Most of the study participants were also enrolled in 2016, 37,788 (22.01%), were from dispensary level, 65,405 (38.10%), and were from public health facilities, 123,964 (72.2%) (Table 1).


Table 1. Baseline characteristics of PLHIV enrolled in CTC between 2012 and 2016 in three regions of Tanzania N = 171,669.
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The study cohort made a total of 2,638,876 visits during the follow-up period; however, 2,074 visits (0.80%) visits were excluded from the analysis as they involved TB disease diagnosis before CTC enrolment. Of the remaining 2,636,802 visits, 2,524,494 (95.67%) had TB screening. Of these, 88,028 (3.49%) had TB-positive screening results. Of the visits with TB screening, 48,930 (55.58%) had sputum examinations, 10,496 (11.92%) had a chest X-ray, 792 (0.90%) had a TB diagnosis through clinical criteria, and 27,810 had no records for further TB diagnosis following positive TB screening. Of all visitors with a positive TB screening, 32,986 (37.50%) had a TB disease diagnosis (Figure 2).


[image: Figure 2]
FIGURE 2. TB diagnosis cascade for PLHIV in HIV CTCs.



Factors Associated With TB Screening

On multivariate logistic regression analysis, visitors with WHO clinical stage four (aOR = 3.61, 95% CI 3.48–3.75, P < 0.001) and who were enrolled in a health center (aOR = 1.26, 95% CI 1.24–1.29, P < 0.001), enrolled in the Iringa region (aOR = 1.54, 95% CI 1.50–1.57, P < 0.001), and enrolled in 2015 (aOR = 1.20, 95% CI 1.18–1.24, P < 0.001) were more likely to have no TB screening. Visits that involved females (aOR = 0.68, 95% CI 0.67–0.69, P < 0.001) and working functional status (aOR = 0.45, 95% CI 0.43–0.48, P < 0.001) were less likely to have no TB screening (Table 2).


Table 2. Factors associated with TB screening: N = 2,636,691.
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Factors Associated With Further TB Diagnosis After Positive TB Screening

Upon multivariate logistic regression analyses, visits involving the female sex (aOR = 1.14, 95% CI 1.11–1.18, P < 0.001), enrolment in the Njombe region (aOR = 4.36, 95% CI 4.09–4.65, P < 0.001), and enrolment in 2016 (aOR = 2.62, 95% CI 2.49–2.77, P < 0.001) were more likely to have no further TB diagnosis after a positive TB screening. Visitors with working functional status (aOR = 0.62, 95% CI 0.58–0.67, P < 0.001), enrolment in hospitals (aOR = 0.39, 95% CI 0.38–0.41, P < 0.001), and attending public health facilities (aOR = 0.68, 95% CI 0.65–0.71) were less likely to have no further TB diagnosis after positive TB screening (Table 3).


Table 3. Factors associated with no further TB diagnosis among screened positive: N = 88,008.

[image: Table 3]




DISCUSSION

The present study provided an analysis of the TB diagnosis cascade for PLHIV enrolled in HIV CTCs in three regions with high HIV prevalence in Tanzania. The study cohort consisted mainly of all PLHIV attending CTC with majority at early stages of the infection (WHO clinical stage one and working functional status). Efforts have been made to make sure that people know their HIV status and that those found to be infected enroll into care. TB is the most common comorbidity among PLHIV, and it is important to ensure all those enrolled in CTC are assessed, diagnosed, and treated at every opportunity in accordance with Tanzania national Guidelines.

Ninety-five percent (95.67%) of the visitors recorded in the study cohort had TB screening. Routine TB screening is in line with the WHO recommendations (18), and such high TB screening scores among PLHIV has also been reported in other studies (12, 19–21). TB screening is known to be good to rule out TB disease in PLHIV with a negative predictive value of 97.7% (22). It is important to know that TB screening is consistently carried out in all CTC, but we found that TB screening was unlikely among PLHIV with advanced disease (WHO clinical stage 4), enrolment in health centers, enrolment in the Iringa region, and who enrolled in 2015. Health care providers may find it easier to administer TB screening questionnaire to healthier PLHIV than to those with unfavorable functional status who may already have had other investigations for comorbidities. Our observation that TB screening performance varied across health facility types, across administrative regions, and across implementation time calls for tailored interventions to improve TB screening.

Our study found that only 3.49% of visits resulted in a positive screening score over a 4 year period. This was similar to a study in Kenya where routine screening in a cohort of PLHIV attending HIV services had <1% visits where a positive screen was recorded (21). In another study in Kenya among 1,060 newly enrolled PLHIV, 62% reported symptoms of TB, but only 26 cases of TB were found. This demonstrates the higher prevalence of symptoms among PLHIV prior to attending HIV services and the low sensitivity of TB screening (12). Our finding is similar to other longitudinal repeated screening of cohorts of PLHIV (21). The lower positive TB screening in cohorts attending HIV services can be attributed to several factors. In these programs, ART is now available to all PLHIV, and this is known to reduce TB morbidity, mortality and incidence (8). Moreover, in 2014, isoniazid prevention therapy (IPT) was introduced in Tanzania for PLHIV attending CTC, with a decline in TB incidence over the 6 years of follow up (23). Conversely, some PLHIV may not have typical symptoms of TB disease and may be missed by the screening, although screening is reported to have a 97% NPV for ruling out TB infection in PLHIV (24). Further analysis of whether low positive TB screening was a reality or due to a weaknesses in the screening process will be evaluated in subsequent analyses.

Up to 31.59% of visits did not receive a further TB diagnosis procedure after positive TB screening. In our study, we found that lack of further follow up after a positive TB screening was higher among females, those enrolled in Njombe region, and those enrolled in 2016. Studies in Tajikistan and Uganda reported a loss to follow up in TB diagnosis of 15 and 33.4%, respectively. A case-control study in Tajikistan documented risk factors for loss of follow up in TB diagnosis: movements, drug side effects, previous TB treatment, patient refusal, stigma, and family problems (25). A retrospective cohort study of 646 records of PLHIV initiated on ART in Uganda found that loss to follow up was associated with good health (normal weight), attendance in Hospitals, and having no telephone contact (26). Resources to train health care workers have been set aside to make sure that PLHIV are screened at every clinic visit in Tanzania, but further resources are needed to ensure the next step in the TB cascade is taken, and further investigations are undertaken on all who screen positive.

The study found low use of sputum examination for TB diagnosis (55.58%). This finding is lower than those reported in Ethiopia and another study in Tanzania. In Ethiopia, the AFB diagnostic method was up to 72% of all the TB diagnostic methods (13), whereas in Tanzania, AFB microscopy was reported to be the most available TB diagnostic method (27). Generally, our study found lower use of sputum microscopy examination for TB disease diagnosis unlike in Ethiopia and Tanzania (13, 27). In Tanzania, a sputum examination is the first test for TB disease diagnosis. All people presumed to have TB disease have to undergo a sputum examination. Other diagnostic tests such as chest radiography and clinical diagnosis come later in the algorithm (5).

Our study found only 37.50% of visitors among positive TB screening had TB disease. Such a high TB diseases diagnosis among PLHIV with positive TB screening results was recorded elsewhere in Kenya (21). It is important to note that TB screening tools with high specificity for TB symptoms are important in TB control as resources for TB diagnosis and will be used efficiently for those who most likely have TB disease.



CONCLUSION

The study documented the high performance of TB screening for PLHIV in HIV CTCs, but a low transition of suspected TB cases undergoing further investigations. Better systems are needed to ensure suspected TB cases are diagnosed, and this includes using more efficient diagnostic methods like GeneXpert.
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Introduction: Marriage formation and dissolution are important life-course events which impact psychological well-being and health of adults and children experiencing the events. Family studies have usually concentrated on analyzing single transitions including Never Married to Married and Married to Divorced. This does not allow understanding and interrogation of dynamics of these life changing events and their effects on individuals and their families. The objective of this study was to assess determinants associated with transitions between and within marital states in South Africa.

Methods: The population-based data available for this study consists of over 55, 000 subjects representing over 340, 000 person-years exposure from the Africa Health Research Institute (AHRI) in rural KwaZulu-Natal, South Africa. It was collected from 1 January 2004 to 31 December 2016. Multilevel multinomial, binary and competing risks regression models were used to model marital state occupation, transitions between marital states as well as investigate determinants of marital dissolution, respectively.

Results: Between the years 2006 and 2007, a subject was more likely to be married than never married when compared to years 2004 − 2005. After 2007, subjects were less likely to be married than never married and the trend reduced over the years up to 2016 [with OR=0.86, CI=(0.78; 0.94), OR=0.71, CI=(0.64; 0.78), OR=0.60, CI=(0.54; 0.67), OR=0.50, CI=(0.44; 0.56), and OR = 0.43, CI = (0.38; 0.48)] for periods 2008 − 2009, 2010 − 2011, 2012 − 2013, 2014 − 2015, and 2016, respectively. In 2008 − 2009, subjects were more likely to experience a marital dissolution than in the period 2004 − 2005 and the trend slightly reduces from 2010 until 2013 [OR=24.49, CI=(5.53; 108.37)]. Raising age at first sexual debut was found to be inversely associated with a marital dissolution [OR = 0.97;CI = (0.95; 0.99)]. Highly educated subjects were more likely to stay in one marital state than those who never went to school [OR=6.43, CI=(4.89; 8.47), OR=18.86, CI=(1.14; 53.31), and OR=2.96, CI=(1.96; 4.46) for being married, separated and widowed, respectively, among subjects with tertiary education]. As the age at first marriage increased, subjects became less likely to experience a marital separation [OR = 0.06, CI = (0.00; 1.11), OR = 0.05, CI = (0.00; 0.91), and OR = 0.04, CI = (0.00; 0.76) for subjects who entered a first marriage at ages 18 − 22, 23 − 29, and 30 − 40, respectively].

Conclusion: The study found that marrying at later ages is associated with a lower rate of marital dissolution while more educated subjects tend to stay longer in one marital state. Sexual debut at later ages was associated with a lower likelihood of experiencing a marital dissolution. There could, however, be some factors that are not accounted for in the model that may lead to heterogeneity in these dynamics in our model specification which are captured by the random effects in the model. Nonetheless, we may postulate that existing programs that encourage delay in onset of sexual activity for HIV risk reduction for example, may also have a positive impact on lowering rates of marital dissolution, thus ultimately improving psychological and physical health.

Keywords: discrete time survival, multi-state models, multilevel models, competing risks, state transition


1. INTRODUCTION

Timing of marriage and marriage dissolution are associated with the psychological well-being and health of adults and children experiencing the events. Evidence suggests that early marriages and marital dissolutions increase the rates of stress, depression, high blood pressure, anxiety, aggression, suicide thoughts, and many other mental health disorders (Amato, 2005; Moon, 2011; Hashemi and Homayuni, 2017). Early marriages may also affect a woman's chance of educational and economic empowerment (Heward and Bunwaree, 1999; Amato, 2005; Hasselmo et al., 2015). On the other hand, one of the consequences of a marital dissolution where children are involved is child-headed families, which in turn adversely affects the development of children themselves. Children raised with divorced parents experience deferentially worse health and developmental profiles and lower survival rates compared to children living with stable and in union parents (Mackay, 2005). The rate of suicide (and suicidal thoughts) has been found to be associated with family dissolution, both for partners (Gove, 1973; Lillard and Panis, 1996; Kazan et al., 2016) and children (Kreitman, 1977; Gould et al., 1998). These health outcomes on vulnerable individuals could be due to stigma and societal norms that frown upon women (or men) who are divorced or separated and their children or due to thoughts of loss of material or financial belongings (Konstam et al., 2016).

While the above might be true, subjects may also get out of bad marriages so as to free themselves and have better well-beings. Despite these intertwining relationships and consequences, South Africans, including those in the rural areas, still find themselves in a system where they marry, separate, remarry, or become widowed while others remain in one marital state for a long period of time. For family planning practitioners and demographers to make informed decisions (for their intervention programs), they need to understand the patterns of movements or transitions between these marital states. Limited research on transitions between marital states has been done but in some instances, researchers would look at only transitions between two non-recurrent states, such as first marriage (see Bramlett and Mosher, 2001; Manda and Meyer, 2005; Hosegood et al., 2009) or divorce from marriage (Clark and Brauner-Otto, 2015). Robust statistical models have been developed and may be used to highlight issues on the dynamics in marital formation and dissolution. However, as Tanser et al. (2003) points out, a drawback of some statistically-driven models are that data sets used to develop the models are often of uncertain accuracy, models are not easily reproducible and the results are often applicable only to national or subregional scales.

We use multilevel discrete time to event models on a rich prospective data from a population-based cohort to study three marriage dynamics scenarios. We explore substantive issues concerning marital formation and dissolution in rural South Africa. Specifically, we investigate the determinants of marital state occupation, transition between marital states as well as marriage failure.



2. METHODS

In this study, we will consider three scenarios: the marital state a subject occupies at given ages, transitions between marriage states and how certain states end. These are discussed below.


2.1. Marital State Occupation

At a given age, a subject is known to have a particular marital status. We are interested in determining which age groups are likely to occupy a particular marital state. However, subjects do not only stay in marital states without some contributing factors. For researchers to ascertain why a subject may be in a given marital state at a particular age group, they must first understand different marriage formation and dissolution dynamics. Therefore, it is important to study the factors leading to marital state occupation.



2.2. Single Transitions Between Marital States

The transition between marital states is of importance to understand. For instance, the age of entering a first-time marriage might be of interest to family planners and to the civilization of a society at large as age at first marriage is one example of a transition that is directly associated with a country's health, fertility and economic state (Manda and Meyer, 2005; Jones and Gubhaju, 2009). Furthermore, a widowed or separated subject may end up re-marrying (making a transition into a Married state again). For those who would have experienced a marital dissolution, it is important to determine what factors make them re-marry and which age groups tend to re-marry or remain in a marital dissolution state. Marriage counselors and other organizations seek to give advises to those who consider a re-marriage.



2.3. Termination of a Marriage State

Some marriage-supporting institutions, including religious communities, advocate for married subjects to stay married. However, due to life's unfortunate events, some marriages may fail. There are two main possible ways of marriage dissolution: separation and widowhood (death of a partner). As such, it is important to study how married subjects make a transition out of the Married state. Again, understanding these possible transitions out of a marriage would assist those organizations that seek to empower widowed women, for example.



2.4. Data
 
2.4.1. Study Area

The data used in this study was collected by the Africa Health Research Institute (AHRI) which is situated in the rural area of northern KwaZulu-Natal of South Africa (Tanser et al., 2007). The surveillance area is near Mtubatuba, in the Umkanyakude rural district. It constitutes an area of 438 square kilometers with a highly mobile population of 90,000 people who are members of 11,000 households. These include all individuals reported by household informants as household members regardless of them being resident or non-resident (Tanser et al., 2007; Hosegood et al., 2009). In the event where a subject is not available to respond, the head of household would be the suitable alternative informant. The Africa Centre Demographic Information System (ACDIS) started data collection on 1 January 2004 and it is an ongoing study. However, for the purposes of this research, we only considered subjects who were followed up from January 2004 to December 2016. For all registered households and individuals, demographic and health information was collected every 4 months. Because the surveillance cohorts are dynamic, subjects may enter or leave the cohort through migration or births and deaths at any time (Tanser et al., 2007), thus we have a case of ragged study entries. The migration might be within the surveillance area itself (where subjects change households) or as a result of in-migration and out-migration, as defined by Dobra et al. (2017). As such, the participation rates at each wave is about 95% for household data collection. Therefore, to minimize non-response, where respondents are either non- resident or unavailable, suitable household members are selected as alternative informants.



2.4.2. Data for This Study

Among other data sets, AHRI collects longitudinal data on life course history of marriage and marriage dissolution events. To best of our knowledge, this study is the first attempt to analyze these data with advanced multilevel discrete time to event methods to study dynamics in family formation and dissolution. Previous analyses have used different statistical methods, such as Hosegood et al. (2009) who used descriptive statistics to compare the 2000 and the 2006 cohorts. In the case where discrete time event history analysis methods were used it was on HIV (Tomita et al., 2017) or on different study cohorts with a different subject area (Clark et al., 2013; Houle et al., 2014; Clark and Brauner-Otto, 2015). Of the 69, 134 observations (across all ages), this study considered 59, 792 episodes from 56, 308 unique subjects (comprising 343, 758 person-years of follow up) who were aged between 17 and 65 years. These were enrolled between January 2004 and December 2016, with an average of 1.06 episodes per person. The subject who experienced the highest number of episodes in the data set had 8 episodes and subjects stayed in a state for an average of 3.07 years. From the available and usable data, four marital states were considered (Never Married, Married, Separated, and Widowed) and each subject would be in one of these states at each time of visit. Separation in this context refers to any marital dissolution other than death of a partner, which could be a legal divorce or an informal divorce, both permanent and temporary. Married state includes any type of marriage, such as traditional African marriage, polygamous marriage and civil marriage.

Subjects would move between the four marital states and the possible transition types to be considered for binary regression models are entry into first marriage (Never Married to Married), exiting a marriage (Married → Separated and Married → Widowed), and remarriage (Separated → Married and Widowed → Married). For the competing risks model, we considered only three marital states, Married, Separated, and Widowed. A married subject has two possible ways that the marriage can end: either through separation or death of a partner.



2.4.3. Censoring

Due to the dynamic nature of the population, some subjects would not be available to respond to the interview at certain follow-ups and there might be no one in the household who could respond on their behalf. As a common phenomenon in longitudinal studies, this results in heavy censoring of the data. For subjects who have intermittent missing data, the last observation carried forward (LOCF) approach of data imputation was done. This method has been widely used in longitudinal studies as it assumes that the outcome remains constant at the last observed value after the dropout. For more and insightful details on the LOCF, we refer to Shao and Zhong (2003).



2.4.4. Ethical Clearance

Ethical approval for the study conducted by AHRI was obtained from the University of KwaZulu-Natal's Ethics Committee (BE 169/15). Both informed verbal and written consent were sought from study participants and details regarding operational and methodological procedures of ACDIS are well-documented by Muhwava et al. (2008). In cases where a participant was under the age of 16, written consent was provided by their parent or guardian. However, in this study, we do not consider participants under the age of 16.




2.5. Statistical Analysis

For the analysis, we use age as the time scale and consider it as a discrete variable. The main advantage of discrete time analysis lies in its flexibility when modeling time-varying covariates We consider subjects between ages 17 and 65. Most cases in the African context for demography usually consider age for marriage to start at 15 years (Manda and Meyer, 2005). However, for this study, since there were no events occurring before 17 years of age, we opted to use a starting age of 17 years. It is then subdivided into q = 24 unit intervals between 17 and 65 years (which do not necessarily need to be equal). A subject's marital status is assumed to change not more than once within a period of 2 years, hence we chose to use 2-year time intervals in the analysis. Thus, we have intervals [17, 19], [19, 21], …[64, 65] which we denote as t = 1, 2, …, 24.

For assessing factors impacting the state occupied by a subject who possesses a number of characteristics at a particular age interval, a multinomial regression model is used (Grilli and Rampichini, 2007). For single transitions between marital states, into and out of a marriage, separate binary logistic regression models were utilized (Allison, 1982; Manda and Meyer, 2005; Steele, 2011; Clark et al., 2013). Separate response variables were created for the separate transition types, namely; marital dissolution (i.e., a dummy variable of 0 if subject is married and 1 if widowed or separated) or re-marriage (i.e., 0 if still widowed or separated and 1 if re-married). For analyzing ways of dissolving a marriage, a competing risks model (Allison, 1982; Jenkins, 1995; Steele, 2011) was used. We considered transitions out of a Married state, where Separated and Widowed are the competing events. A random variable, Yit, is created such that it is coded 0 whenever subject i is at risk of leaving a Married state, 1 when a transition is made into a Separated state and 2 when a transition is made into a Widowed state (the competing event).

Additionally, since observations are done on each individual repeatedly, there is possible correlation among observations within the same subject. There may exist other unobserved subject-specific factors which may influence marital state occupation or transition between marital states. For example, one person may have reasons for not remarrying after the death of a partner, while another may easily remarry shortly. It is, therefore, important to account for these variations by including a subject-specific random effect in the analysis. In the binary logistic regression models, there is a separate random effect for each type of transition and these are allowed to be normally distributed with a mean of 0 and a variance of σ2. Moreover, since the marital states are possibly recurrent in a subject, the competing risks regression model controls for this using a multilevel model. The correlations will enable us to understand how one subject who experienced one type of marital transition is likely to experience the other. Tomita et al. (2017) used the same data set on HIV, accounting for its multilevel nature. However, they used continuous-time survival methods. Using discrete- time metrics, we fitted these in STATA15.1 using its inbuilt standard tools xtlogit for random effects logit model and gsem for multinomial logit.




3. RESULTS


3.1. Descriptive Statistics

The explanatory variables considered in this study include gender, if income is earned, if subject is employed, highest education level attained by subject, age at first sexual intercourse and age a first marriage for subjects who have ever been married. The median age at first sexual debut was 18 (mean = 18.03, min = 5, and max = 48) years for those who ever had sex. Table 1 shows the distribution of some variables of interest at entry into the study where applicable. In all categories of the variables, never married subjects had the highest proportion. At entry into the study, 13.6% of the female participants were married and 10.3% of the males were married. Most participants did not earn an income and of those who did, 24.4% were married and 69.5% were never married. Of those who did not earn an income, 5.9% were widowed.


Table 1. Distribution of explanatory variables for the 56,308 subjects aged between 17 and 65 years with marital status at entry to the study.

[image: Table 1]

Number of transitions (in person-years) into the different marital states are represented in Table 2, where most subjects remained in the Never Married state and the most common transition type was Married to Widowed with 1, 561 transitions followed by the Never Married to Married transition with 1, 274 transitions. During the follow-up period, most subjects remained in the Never Married state with 267, 284 person-years. The median age at first marriage was found to be 34 years. Of the 17, 124 who ever married, 29%, 38%, 28%, and 5% had their first marriage at ages ≤ 22, 23 − 30, 31 − 40, and ≥ 41 years groups, respectively.


Table 2. Number of transitions between marital states from 1 January 2004 to 31 December 2016 for the 56,308 subjects aged between 17 and 65 years.

[image: Table 2]

Figure 1 displays the proportion at each age, of subjects who were occupying each state. It is clear that below 46 years of age, the biggest part of the population was constituted by subjects who were never married. Moreover, as shown in Figure 2, the hazards of entering a first marriage were very low (close to 0) in the younger ages, but increased just slightly with age. Figure 3 also displays the trends over time for marital state occupation. Over the whole study period, the proportion of never married subjects was the highest. It decreased until 2008 and then stabilized afterwards. Proportion of married subjects was considerably low but slightly increased with time, then declined after 2009. The rates of marital separation were almost constant over time while those of widowhood started to increase slightly after 2008.


[image: Figure 1]
FIGURE 1. Distribution of subject in each state from age 17 to 65 years for the 267,284 person-years from 56,308 subjects in the study.



[image: Figure 2]
FIGURE 2. Baseline hazard for the different transitions for subjects aged 17–65 years for the 267,284 person-years from 56,308 subjects in the study.
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FIGURE 3. Proportions of various marital state occupations over time for subjects aged between 17 and 65 years from 2004 to 2016 for the 267, 284 person-years from 56,308 subjects in the study.




3.2. Results for Marital State Occupation

We began by considering factors leading to staying in a marital state as shown in Table 3 below. The odds ratios are also displayed in Figure 4. All confidence intervals reported were at 95%. Compared to never married subjects, we assessed the odds of being married. Males had a significantly lower likelihood of being married than females [Odds Ratio (OR) for gender was 0.84(CI = 0.76; 0.93)]. Similarly, the odds ratio for primary, high school and tertiary education are 1.68(CI = 1.43; 1.98), 2.42(CI = 2.04; 2.86), and 6.43(CI = 4.89; 8.47), respectively, thus the likelihood of being married relative to never married were highest among subjects with tertiary education compared to those who never went to school. Those who did not earn income and those who were not employed had a lower likelihood of being in a Married state relative to Never Married [OR = 0.93(CI = 0.87; 1.01) and 0.93(CI = 0.86; 0.99), respectively]. Between the years 2006 and 2007, a subject was more likely to be married than never married when compared to years 2004 − 2005. After 2007, subjects were less likely to be married than never married and the trend reduced over the years up to 2016 [with OR = 0.86, CI = (0.78; 0.94), OR = 0.71, CI = (0.64; 0.78), OR = 0.60, CI = (0.54; 0.67), OR = 0.50, CI = (0.44; 0.56), and OR = 0.43, CI = (0.38; 0.48)] for periods 2008 − 2009, 2010 − 2011, 2012 − 2013, 2014 − 2015 and 2016, respectively. However, the variation in the likelihood of being married, between subjects was quite substantial [which was allowed to vary with a standard deviation of 0.22 (CI=0.21; 0.23)].


Table 3. Results for the marital state occupations for subjects aged between 17 and 65 years from 2004 − 2016 for the 56,308 subjects.
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FIGURE 4. Odds Ratios for various marital state occupations over time when compared to never married subjects for subjects aged between 17 and 65 years.


For Separated vs. Never Married state occupation, although there is heterogeneity among subjects (with a standard deviation of the heterogeneity component of 0.09(CI = 0.08; 0.10)), males and those without employment were less likely to be in a separated state than females and those who were employed [OR = 0.42(CI = 0.24; 0.73) and OR = 0.52(CI = 0.35; 0.78) for gender and employment, respectively]. When compared to those who never went to school, the more educated a subject became, the higher the likelihood of being in a Separated state [OR = 1.62(CI = 0.59; 4.46), 4.50(CI = 1.52; 13.34) and 14.86(CI = 4.14; 53.31) for primary, secondary, and tertiary education, respectively].

When comparing subjects who occupied a Widowed state relative to those who never married, males were less likely to be widowed compared to females [OR = 0.09(CI = 0.07; 0.11)]. When compared to subjects without any education, the likelihood of occupying a widowed state significantly increased with increasing level of education [OR = 1.34(CI = 1.11; 1.62), 1.62(CI = 1.29; 2.02), and 2.96(CI = 1.96; 4.46) for primary, secondary, and tertiary education, respectively]. There existed some significant subject-to-subject variation in the likelihood of the Widowed vs. Never Married state occupation [standard deviation of the heterogeneity component, OR = 0.431(CI = 0.231; 0.631)].



3.3. Results for Single Marital State Transitions

Results of the binary transitions are displayed in Table 4 below. These transitions include marital dissolution, re-marrying after a dissolved marriage (Separated or Widowed → Married), marital dissolution due to a separation as well as a dissolution as a result of death of a partner. The hazards of transitions over the years are displayed in Figure 5. For each transition type, a separate baseline hazard was allowed. Using the smallest BIC, they all had a linear baseline effect of age except for the married→separated transition whose baseline was constant. These have been represented graphically in Figure 2. Additionally, there was homogeneity among subjects' re-marriage rates, since the standard deviation of the heterogeneity component was estimated as SD = 0. Increasing age significantly reduced the rate of re-marriage [OR = 0.92(0.88; 0.97)]. Males were significantly less likely to experience a marital dissolution than females [OR = 0.27, CI = (0.17; 0.45)]. Raising age at first sex was associated with a lower rate of marital dissolution [OR = 0.97(CI = 0.95; 0.99)]. The likelihood of having a marital dissolution was significantly associated with recent periods, with the period 2008 − 2009 having the highest effect [OR = 24;CI = (5.53 − 108.37)] [standard deviation of 1.44, CI = (1.04, 2.01)].


Table 4. Results for single transitions for the different family dynamics for subjects aged between 17 and 65 years between 2004 and 2016 for the 56,308 subjects.
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FIGURE 5. Odd ratios for transitions between marital states over time for subjects aged between 17 and 65 years.


Males were significantly less likely to experience a Married to Widowed transition, when compared to females [OR = 0.20, CI = (0.12; 0.36)]. The rest of the covariates did not significantly affect transition into widowhood. However, there existed some variation between subjects which is unaccounted for in the analysis [standard deviation of 1.50(CI = 1.07; 2.09)]. Lastly, higher ages at first marriage were associated with lower rates experiencing a Married→Separated transition for those who entered first marriages before the age of 40. The likelihood of a Married→Separated transition slightly decreased with increasing age at first marriage [OR = 0.55, CI = (0.10; 2.94) and OR = 0.38, CI = (0.06; 2.56) for age groups 23 − 29 and 30 − 40, respectively]. The standard deviation for random effects was 3.43(CI = 2.50; 4.72) which implies that there could be other factors associated with transitions from Married to Separated state which were not captured by the model that causes the variation.



3.4. Results for Termination of a Marriage

Results of the competing risks model using the multivariate binary response are displayed in Table 5 below. The hazards of transitions over the years are displayed in Figure 6. These concern transitions out of a Married state, whose competing destination marital states were Separated and Widowed. The Married→Separated transition had a constant baseline age effect while the Married→Widowed had a linear age effect. Marrying at later ages was associated with a lower likelihood of transition from married to widowhood. [OR = 0.65, CI = (0.43; 0.99) and OR = 0.40, CI = (0.19; 0.88) for those who entered first marriage between 30 − 40 and ≥ 41 years, respectively]. Males were significantly less likely to experience a Married→Widowed transition when compared to women [OR = 0.20, CI = (0.12; 0.36)]. Substantial heterogeneity [OR of SD = 3.56(CI = 2.66, 4.77) and SD = 1.50(CI = 1.08, 2.09)] between subjects on the Married→Separated and Married→Widowed transitions, respectively, were observed.


Table 5. Results for exiting a marriage for subjects aged between 17 and 65 years since 2004–2016 from a population of 56,308 subjects.
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FIGURE 6. Odd ratios for dissolving a marriage over time for subjects between 17 and 65 years for the 267, 284 person-years from 56,308 subjects in the study.





4. DISCUSSION

Marriage and marriage dissolution are important life events that affect adults in a society. We used the rich data from one of Africa's largest population-based cohorts based in KwaZulu-Natal South Africa to model family formation and dissolution using a series of multilevel discrete time event models. In line with Garenne (2004) and Hosegood et al. (2009), our results demonstrate that marital rates are low (13.6% females and 10.3% males) and that age at first marriage is remarkably high in this population (median of 34 years). In addition, the results of the multilevel discrete time to event models revealed that marrying at later ages had a clear association with a low rate of marital dissolution, whilst more educated subjects and later age of sexual debut were associated with a lower likelihood of experiencing a marital dissolution. The role of these factors on marriage warrants further discussion and may be investigated in future research which can be supported by data.

The study has several strengths including the use of rich data from one of Africa's largest population-based cohorts and state-of-the-art statistical methods. However, even more advanced statistical models can still be used to model the transitions in this process simultaneously. As such, in addition to modeling the hazards and covariate effects, other methods may then be used to determine more useful statistics, such as expected waiting times, sojourn times, and transition probabilities which may then be used for prediction. Additionally, the random effects in this study were modeled using a normal distribution but a different distribution (such as gamma mixture, by Jenkins, 1997) may also be considered where different assumptions are made about the subjects. Different approaches may also be used to handle missing data.

Although marriages may get terminated as a result of poor (psychological) health (Wang and Amato, 2000), marital dissolution might lead to undesired health outcomes on both partners and children, such as stress, and high blood pressure. We found significant factors which contribute to a marital dissolution which may help with policy decision making. Many prevention programs in HIV encourage delay in sexual debut in order to reduce risk of HIV acquisition in the highly vulnerable youth (Karim et al., 2017). Thus, programs which encourage delay in sexual debut may have additional benefits in terms of reducing rates of marital dissolution thus ultimately improving psychological and physical health.
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Although the world has been fighting HIV disease in unity and patients are getting antiretroviral therapy treatment, HIV disease continues to be a serious health issue for some parts of the world. A large number of AIDS-related deaths and co-morbidities are registered every year in resource-limited countries like Ethiopia. Most studies that have assessed the progression of the disease have used models that required a continuous response. The main objective of this study was to make use of appropriate statistical models to analyze routinely collected HIV data and identify risk factors associated with the progression of the CD4+ cell count of patients under ART treatment in Debre Markos Referral Hospital, Ethiopia. In this longitudinal retrospective study, routine data of 445 HIV patients registered for ART treatment in the Hospital were used. As overdispersion was detected in the data, and Poisson-Gamma, Poisson-Normal, and Poisson-Gamma-Normal models were applied to account for overdispersion and correlation in the data. The Poisson-Gamma-Normal model with a random intercept was selected as the best model to fit the data. The findings of the study revealed the time on treatment, sex of patients, baseline WHO stage, and baseline CD4+ cell count as significant factors for the progression of the CD4+ cell count.

Keywords: HIV/AIDS, CD4 count, longitudinal data, Poisson-Normal model, Poisson-Gamma-Normal model, antiretroviral therapy (ART), Ethiopia, Debre Markos


1. INTRODUCTION

HIV disease continues to be a serious health issue for resource-limited countries like Ethiopia. According to the UNAIDS (2016) fact sheet, there were about 2.1 million new cases of HIV in 2015 globally (1). About 36.7 million people were living with HIV around the world, and, as of June 2016, 18.2 million people living with HIV were receiving medicine to treat HIV, called antiretroviral therapy (ART). An estimated 1.1 million people died from AIDS-related illnesses in 2015, and 35 million people have died from AIDS-related illnesses since the start of the epidemic. CD4+ cell counts are the primary targets of HIV. The relentless destruction of CD4+ cell counts by HIV, either directly or indirectly, results in the loss of HIV-specific immune responses and, finally, non-specific immune response in the AIDS stage. The estimation of peripheral CD4+ cell counts has been used as a tool for monitoring disease progression and the effectiveness of antiretroviral treatment (ART) (2). The changes in the CD4+ cell counts are important indicators of the response to ART. Initial CD4+ cell count, age, gender, smoking, unemployment, WHO stage, hospital, opportunistic infections, body mass index, changing doctors during outpatient follow up, use of alcohol and drugs, and duration of treatment (in months) are some of the significant determinants that affect CD4+ cell count progression of patients on ART (3–5).

Most studies conducted in the area fitted statistical models that require (multivariate) Normal distribution by considering CD4+ cell counts as continuous variable. When this assumption is violated, even after transformation, considering Poisson-related models is a natural choice. One of the common problems one can be faced with in analyzing count data like the CD4+ cell count is overdispersion. A Negative Binomial model can be considered to overcome this problem. Trindade et al. applied Poisson and Negative Binomial models using the multilevel (ML) approach and the generalized estimations equations (GEE) to model CD4+ cell counts of 587 HIV seropositive patients, and they stated that the best marginal model to fit the data was the Negative Binomial (NB) with an exchangeable correlation structure (6). Tekle et al. also employed different count data analysis methods starting from the ordinary Poisson regression model to study CD4+ cell counts of 222 HIV positive patients, and they found that Poisson-Normal-Gamma is the best model to fit their data (7). In this study, we applied various count data models to study the progression of the CD4+ cell count of HIV patients and identified risk factors for progression of patients' CD4+ cell count in Debre Markos Referral Hospital, Ethiopia.



2. MATERIALS AND METHODS

In practice, it is common to have response variables of a count type-like number of the CD4+ cell count in a cubic milliliter of blood. Some data analysts treat the CD4+ cell count as a continuous measure and apply the linear mixed effects model. But that practice ignores two facts: the data are really discrete, and the distributions of count variables are usually skewed. For these reasons, the use of models that assume (multivariate) normality might not be efficient (8). Even if the data is transformed and these models are applied, the interpretation might not be straightforward. In scenarios like this, it is better to apply statistical models that account for the nature of the data.

Our data includes 445 HIV-positive patients who started ART treatment between December 2005 and July 2014 in Debre Markos Referral Hospital, Ethiopia. The minimum number of measurements was two and the maximum was seven. Patients with less than two measurements and age of <15 years were excluded from the study.

For our data, the assumption of multivariate normality failed, and this suggested that use of a linear mixed model was not appropriate (Table 1). The Poisson regression model with normal random effects and models that account for both correlation between repeated measures and overdispersion simultaneously were thus considered in line with Booth et al. (9) and Molenberghs et al. (10, 11).


Table 1. Multivariate normality test.
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2.1. Variables in the Study
 
2.1.1. Dependent Variable

The dependent variable of this study was the CD4+ cell count per cubic millimeter of blood of HIV-infected patients who are under ART treatment.



2.1.2. Independent Variables

The independent variables considered in this study were selected based on related literature (5, 7). These include the sex of patients, age of patients (age at the initiation of the treatment), baseline CD4+ cell count (the CD4+ cell count of the patients at the start of the treatment), WHO clinical stage at baseline (stage I, stage II, stage III, and stage IV), marital status at baseline, baseline weight, level of education at baseline, functional status at baseline, TB status at baseline, and time in months. Functional status was defined as WHO categories: Ambulatory and Working. Patients who are able to perform activities of daily living but not able to work or play are classified as ambulatory and the who are able to perform usual work in or out of the house, harvest, go to school or for children, normal activities, or playing were classified as working.




2.2. Poisson Model

Let Yi be the ith CD4+ cell count and is Poisson distributed with mean λi. The density function of Yi can then be written as

[image: image]

The Poisson distribution belongs to the exponential family, with natural parameter θi equal to lnλi, scale parameter ϕ = 1, and variance function v(λi) = λi (12). The logarithm is the natural link function, leading to the classical Poisson regression model Yi ~ Poisson(λi), with [image: image].



2.3. Poisson-Gamma Model

The standard Poisson distribution requires the mean and variance to be equal. When this assumption fails, the Poisson-Gamma model should be used to fit the data. Assume that Yi|θi ~ Poi(θiλi), where θi denotes an independent and identically distributed (iid) sample of unit mean Gamma random variables with shape parameter α (9). Conditional on θi, the CD4 count of the ith patient follows a Poisson distribution with mean θiλi. The counts are then marginally independent Poisson-Gamma random variables [Yi ~NB(α, λi)] with mean λi and variance [image: image]. Hence, the parameter α quantifies the amount of overdispersion with α = ∞ corresponding to no overdispersion with respect to the Poisson distribution. The mass function of the Poisson-Gamma random variables is given by

[image: image]

The Poisson-Gamma model (also known as the Negative Binomial model) is given by [image: image].



2.4. Poisson-Normal Model

For μij =E(Yij|bi) and known link function η(.), the generalized linear mixed model can be expressed as:

[image: image]

where Yij is the CD4+ cell count of the ith patient at jth visit (measurement). β= a p-dimensional vector of unknown fixed regression coefficients. bi = a q-dimensional vector of unknown random regression coefficients for the ith individual, and these are often assumed to be drawn independently from the N(0, D), and D is the variance-covariance matrix of the random effects. Xij and Zij are p-dimensional and q-dimensional vectors of known covariate values, respectively (10). The generalized mixed Poisson model with normal random effects (Poisson-Normal model) becomes

[image: image]

This model is referred to as the Poisson-Normal model because it assumes Poisson distribution for the counts and normal distribution for the random effects bi (10, 11).



2.5. Poisson-Gamma-Normal Model

According to Molenberghs et al. (10, 11), a model combining the ideas from the Poisson-Normal and overdispersion models for repeated Poisson data with overdispersion can be specified as follows Yij ~ poi(θijλij)

[image: image]

where θij capture overdispersion and denote an independent and identically distributed (iid) sample of unit mean gamma random variables with shape parameter α and scale parameter β=1/α, and where bi ~ N(0, D) and θij ~ Gamma(α, β). This model is called the Poisson-Gamma-Normal (combined) model because it includes both Normal (bi) and Gamma (θij) random effects to account for correlation and overdispersion, respectively.



2.6. Methods of Parameter Estimation

In this study, we used glmer and glmer.nb functions in R under packages MASS and lme4. A Laplace approximation was used to obtain parameter estimates. The R code used to fit the models is available in Supplementary Material.



2.7. Model Comparison

To select the important variables, first the main effect, main effect by time interaction, and plausible main effect by main effect interactions were incorporated to the initial candidate models, the non-significant interaction effects were then removed, and the models were refitted again and so on. The best model that can fit the data was selected using various information criteria (AIC, BIC, and −2loglikelihood) (Table 7). The model with smallest values of information criteria was selected as the final model.




3. RESULTS AND DISCUSSION


3.1. Descriptive Analysis

In this section, CD4+ cell count data obtained from 445 HIV patients on ART treatment in Debre Markos Referral Hospital were summarized. The majority of the HIV patients [347 (78.0%)] started antiretroviral treatment with CD4+ cell counts <200 cells/mm3. At the start of the treatment, the median CD4+ cell count of the patients was 145 CD4+ cells/mm3 of blood with IQR of 107.00 CD4+ cells/mm3 of blood. The minimum and maximum baseline CD4+ cell counts were three and 971 CD4+ cell cells/mm3 of blood, respectively.

The summary of CD4+ cell counts at different time points is given in Table 2. As can be seen in Table 2, the median CD4+ cell count increased over time. The IQR of CD4+ cell counts increased at some points and then started to decrease after the 24th month. The number of patients decreased at some points and increased at others, which implies the presence of intermittent missingness in the data. That means some patients were falling out of care and then re-engaging, or they did not have CD4+ cell counts that were spaced perfectly every 6 months.


Table 2. Summary of CD4+ cell count at different time points.
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Data on demographic and clinical characteristics of the patients was collected at the start of antiretroviral treatment. Among the 445 patients, 280 (62.9%) were females. The male patients had a 134.84 mean baseline CD4+ cell count, while the female patients had a mean baseline CD4+ cell count of 168.91. On average, female patients started ART treatment at a relatively higher CD4+ cell count. The difference in mean CD4+ cell count of the two groups increases as time increases. The average CD4+ cell count of females was higher than males at all time points and the difference increases over time.

WHO stage III had a higher number of patients [282 (63.4%)] as compared to the other three stages. WHO stage II took second place in number of patients [77 (17.3%)], and WHO stage IV had the smallest number of patients [27 (6.1%)]. As expected, patients on WHO stage I had a higher CD4+ cell count at all time points as compared to patients of the other three stages of the disease.

Patients with a working functional status have a higher mean CD4+ cell count at all time points than that of patients with ambulatory functional status. Among the 445 HIV patients included in this study, 346 (77.8%) were patients with working functional status and 99 (22.3%) were ambulatory (Table 3). About 27.3% of the 445 HIV patients were TB positive at baseline. TB negative patients had a higher mean CD4+ cell count at all time points compared to TB positive patients, implying the impact of the HIV-TB coinfection.


Table 3. Summary of CD4+ cell count progression for some categorical covariates.
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3.2. Exploratory Data Analysis

Figure 1 depicts the individual profile plot of the CD4+ cell count of HIV-infected patients included in the study. The plot provides some information on the between patients' CD4+ cell count variability and illustrates the over-time change in patients' CD4+ cell count. Some individuals have an erratic CD4+ cell count and others have a CD4+ cell count that slowly increases over time. As one can see from the graph, there is a considerably large difference in the intercepts of individual trajectories. Similarly, some trajectories are steeper, while others were almost horizontal, indicating the possible variability in the slope of CD4+ cell counts. Therefore, because of the variability in the intercept and slope of trajectories, using a mixed model could fit the data very well. The overall mean profile plot of the CD4+ cell count shows somehow a linear increasing pattern of CD4+ cell count over time (Figure 2), suggesting that a linear time effect seems reasonable. The mean CD4+ cell count increases at a high rate from baseline till the 6th month and then starts to increase slowly from 6 to 24th month and decreases at month 30.


[image: Figure 1]
FIGURE 1. The individual profile plot of CD4 count.



[image: Figure 2]
FIGURE 2. The overall mean profile plot of CD4 cell count.




3.3. Model Results

Table 4 summarizes the parameter estimates of Poisson and Poisson-Gamma regression models employed on the CD4+ cell count. All parameters included in the Poisson regression model are significant at 5% level of significance. For this study, the data were overdispersed, as the sample variance of CD4+ cell count at all time points was greater than its corresponding sample means (Table 2). A likelihood ratio (LR) test was used to test the null hypothesis that the restriction in the Poisson model was true. The test revealed that the null hypothesis was rejected, implying the presence of overdispersion in our data. The Poisson-Gamma model better fits the data as compared to the Poisson model with smallest AIC value. The Poisson-Normal model with both random intercept and slope was found to be the best fit since it has smaller information criteria values compared with the only random intercept model. The parameter estimates of this model are displayed in Table 5. Depending on this model time, the WHO stage and initial CD4+ cell count were found to be significant factors of patients' CD4+ cell count progression.


Table 4. Poisson and Poisson-Gamma models.
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Table 5. Poisson-Normal model.

[image: Table 5]

An improvement in both the Poisson-Gamma and Poisson-Normal models as compared with the Poisson model in fitting the data is an indication of the occurrence of both correlation and overdispersion in the data. The Poisson-Gamma-Normal (Negative Binomial log-linear mixed) model proposed by Booth et al. (9) and Molenberghs et al. (10, 11) was fitted to overcome this problem of correlated and overdispersed count data, and the random intercept Poisson-Gamma-Normal Model is a much better fit because of its lower AIC (27,379.9), BIC (27,488.4), and −2loglikelihood (27,342) values as compared to the Poisson-Normal models (Table 6). Therefore, the final model to fit our data was the random intercept Poisson-Gamma-Normal model. We have also tried the Poison-Gamma-Normal model with different (random) linear slopes for a time, but we found that the Poison-Gamma-Normal with random intercept was better based on information criteria (AIC and BIC).


Table 6. Poisson-Gamma-Normal model.
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Based on the results obtained from the Poisson-Gamma-Normal model, time in months, sex, and baseline CD4+ cell count were found to be significant factors of the CD4+ cell count of a patient (Table 8). For a given patient, keeping the random intercept and other covariates constant, one more month on ART increased the CD4+ cell count by a multiplicative factor of e0.0243 = 1.0246.


Table 7. Summary of information criteria of different models.
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Table 8. Poisson-Gamma-Normal model.
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A female patient had a CD4+ cell count of 1.1215 times that of a male patient, adjusting for other covariates and random intercept. A unit change in baseline CD4+ cell count increased the CD4+ cell count of a patient by a factor of 1.0034, fixing the values of the other covariates and the random intercept constant.

The dispersion parameter (1/α) has been estimated, in the final model, as 7.7009, and the Gamma (overdispersion) random effects are assumed to follow a Gamma distribution with unit mean and shape parameter α (0.130).



3.4. Discussion

The effects of demographic and clinical factors on the progression of CD4+ cell counts over time of HIV patients taking ART treatment in Debre Markos Referral Hospital were assessed using Poisson longitudinal models since the response variable of interest CD4+ cell count is a count variable.

The results of the summary statistics revealed that the value of IQR is high at all time points, which might be an indication for high variation among the patients' CD4+ cell count at baseline as well as at different time points after the initiation of ART treatment. This variation might have been caused by the year at which the patients started ART treatment, as there have been different WHO's CD4+ cell count cut-off points to initiate ART treatment at different times. Although most of the patients included in our study started with lower CD4+ cell counts (<200 cells/mm3), there were patients who had higher baseline CD4+ cell counts (971 cells/mm3). Despite the continuous effort to initiate early, some patients still presented with lower CD4+ cell counts, which might be due to patients' lack of willingness to get tested (13, 14) or difficulties to provide treatments to all patients in lower-income countries including Ethiopia. Hence, we believe that our result could be generalizable. The final model also indicated that initial CD4+ cell count (CD4+ cell count at the start of the treatment) significantly affects CD4 count progression. Therefore, based on our findings we recommend patients to start the treatment early as of the WHO's “treat all” recommendation.

The sign of the parameter estimate of WHO stage III is positive, which implies that a patient with WHO stage III has a higher CD4+ cell count as compared with a patient of WHO stage II. It might be because the number of patients with WHO stage III are much higher (non-comparable) than patients with WHO stage II. The relationship between CD4+ cell count and WHO stage III might also be explained by the baseline CD4+ cell count. Duration of treatment also have a positive effect on the CD4+ cell count progression of HIV patients. This means patients with longer time on ART treatment have good recovery of CD4+ cell count than that of patients with short duration on the treatment.




4. CONCLUSION

An analysis of CD4+ cell count data using conventional models like linear mixed models might be inadequate as the data were highly skewed and may not satisfy normality (multivariate) assumption as demonstrated in our data.

In this study, CD4+ cell count data of 445 HIV patients under ART in Debre Markos Referral Hospital was analyzed using different longitudinal count models, and the Poisson-Gamma-Normal model was selected as the final model to fit the data based on different selection criteria. The Poisson-Gamma-Normal model handles overdispersion and correlation simultaneously.

The duration on ART treatment (time in months), sex of patients, and baseline CD4+ cell count were all identified as potential risk factors of CD4+ cell count progression. Having a good CD4+ cell count at baseline had a positive impact on CD4+ cell count evolution over time.

Although good CD4+ cell count progress in response to ART was observed, most of the patients (78.0%) were at decreased CD4+ cell counts (<200 cells/mm3) when enrolled for ART treatment, which might have contributed to low CD4+ count recovery in some patients.



5. LIMITATIONS AND RECOMMENDATION

In our study, we only considered patients from one hospital. The likelihood inference of the models considered in this study are valid under MCAR (missing completely at random). In the current study, we did not carry out a sensitivity analysis, and we only considered linear slopes models, although a different linear slope for different time periods seems reasonable. Hence, we recommend that researchers consider sensitivity analysis and data obtained from different Hospitals. The age and weight of patients might have a non-linear relationship with the CD4+ cell count. We recommend smoothing techniques like splines to be explored for further studies. The assumption of multivariate normality that is assumed by most statistical models used in longitudinal data analysis should be checked before analysis. Efficient methods like the ones used in this study could be considered if the assumption is violated.
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Background: Research conducted before the introduction of anti-retroviral therapy (ART), showed that the majority of children living with HIV (CLHIV) would die before their second birthday. In Zambia, ART was rolled out to the public health system in 2004 with subsequent improved survival in CLHIV. However, the survival rates of CLHIV on ART in Zambia since 2004 have not been extensively documented. We assessed survival experiences and the factors associated with survival in CLHIV on ART in Zambia.

Methods: We conducted a retrospective cohort analysis of CLHIV (aged up to 15 years) using routinely collected data from health facilities across Zambia, over 13 years to ascertain mortality rates. We explored survival factors using Cox regression giving adjusted hazard ratios (AHR) and 95% confidence intervals (95% CI). Nelson Aalen estimates were used to show the cumulative hazards of mortality for different levels of explanatory factors.

Results: A total of 65,448 eligible children, were initiated on ART between 2005 and 2018, of which 33,483 (51%) where female. They contributed a total survival time of 275,715-person years at risk during which 3,265 children died which translated into an incidence rate of 1.1 deaths per 100 person-years during the review period. Mortality rates were highest in children in the first year of life (Mortality rate 2.24; 95% CI = 2.08–2.42) and during the first year on ART (Mortality rate 3.82 95% CI = 3.67–3.98). Over 50% of the children had been on ART for 5–10 years by 2018, and they had the lowest risk of mortality compared to children who had been on ART for <5 years.

Conclusions: Children with HIV in Zambia are surviving much longer than was predicted before ART was introduced 14 years ago. This key finding adds to the literature on analysis of survival in CLHIV in low income settings like Zambia. However, this survival is dependent on the age at which ART is initiated and the time on ART highlighting the need to increase investments in early infant diagnosis (EID) to ensure timely HIV testing and ART initiation for CLHIV.

Keywords: survival, HIV- infected, children, Zambia, anti-retroviral treatment (ART), initiation


INTRODUCTION

UNAIDS has a target to end all new HIV infections by 2030, but in 2018 there were still 1.7 million children living with HIV (CLHIV) (1). Worldwide, every year there are 110,000 deaths in CLHIV under the age of 15 years, and 180,000 new HIV infections from mother to child transmission (1, 2). In Zambia, in 2018 there were ~62,000 children living with HIV, 79% of them were on ART and there were 3,000 AIDS related annual deaths (3, 4). Without ART, more than 50% of children infected with HIV will die before their second birthday (5, 6). From its inception ART has been shown to reduce mortality among adults and children living with HIV more than 50% since the year 2000 (7–9). With the roll out of HIV treatment services, the initiation of CLHIV on ART in Zambia increased steadily from 24,000 in 2010 to 49,116 in 2018 (2, 3). This translated into a reduction in HIV-related mortality from 3,600 in 2016 to 3,000 in 2018 (3, 4).

However, studies show that mortality among CLHIV on ART continues to be high, especially among infants with advanced disease, and in the first 12 months following ART initiation despite the use of prevention of mother-to-child transmission of HIV (PMTCT) drugs (10, 11). Studies have shown that initiating children on ART early (birth-7 weeks) reduced mortality by 76% compared to postponing ART until progression to advanced HIV disease or CD4 count thresholds are reached (11, 12). However, other studies have shown that WHO clinical stage 3 or 4 and young age at the time of ART initiation were associated with a 5-fold increased risk of death, while absolute CD4 counts of <350 cells/mm3 at ART initiation and underweight (weight-for-age Z-score < -2) were associated with 3.6 and 3,5 times increase in mortality among CLHIV (5, 13–15). In addition, overall mortality rates among CLHIV on ART vary from country to country depending on several factors. In a 7-year study in South Africa, a mortality rate of 4.7 per 100 person-years was reported (16), whereas in Ethiopia a mortality rate of 1.2 per 100 person-years was reported in Addis Ababa and 2.1 per 100 person-years in Eastern Ethiopia after a 2 year follow up (14). Furthermore, a mortality rate of 3.0 per 100 person-years was reported in a 1 year follow up study in Nigeria (17).

Despite the varied mortality rates, CLHIV are surviving longer on ART. Studies in Asia and Africa have shown survival rates that ranged from 84 to 97% after 12 months of ART for children initiated on ART at a median age of 5–7 years. Another multi country study in Africa also reported above 90% (93%) survival rates after 2 years of follow up on ART (18). There is limited global data on long term survival of children on ART. In Zambia the long-term survival of CLHIV and clinical factors that are associated with patterns of survival have not been extensively documented. We therefore assessed the probability of survival and factors associated with mortality among CLHIV in Zambia.



MATERIALS AND METHODS


Study Population and Sample

This study was a quantitative retrospective cohort study of CLHIV with records in the Zambian SmartCare data. SmartCare is an electronic patient monitoring system which is used in about 600 government health facilities in all districts in Zambia (19). The system records patient characteristics with a unique identification number, at the first contact with the clinic, and then records clinical information at each subsequent health facility visit. A total sampling from the SmartCare records of all children with a positive HIV result, aged 15 years and younger at the time of ART initiation, regardless of missing data during the period under review, was conducted for this analysis.



Clinical Procedures

In the Zambian health care system, all children with a positive HIV test result and diagnosis are eligible to receive HIV care according to national ART prevention and treatment guidelines. This includes documenting medical history, physical examination, anthropometric measurements, socio demographic information, and WHO clinical stage. In addition, measurement of CD4+ T-cell counts or percentages, hemoglobin levels (HB), renal, liver function tests, and HIV viral loads are taken. Eligible children are then treated with a first-line regimen, either Nevirapine based (NVP), Efavirenz based (EFV), or Nucleoside reverse transcriptase inhibitors (NRTI). Children are then asked to return for clinical evaluation every 3 months (20, 21).



Data Definitions and Statistical Methods

Follow up of children started at the date they initiated ART, and continued until death, or the date of censoring. The event of interest, death was coded as 1 for those who died, and 0 for those who were censored. The date of censoring (end date) contained the date of death for those that died, and the last clinic date for those who were lost to follow up, with all other children censored on 1st January 2018, or the date of their 15th birthday, whichever came first. The variable age at ART initiation was obtained by subtracting the child's date of birth from the date of ART initiation and was categorized into 5 age bands (birth to <1 year, 1–2, 3–5, 6–9, and 10–15 years). Time on ART was divided into 4 points that is at 1, at 2, at 5, and at 10 years on ART. Children's weight was used to calculate the weight for age Z-scores (WAZ) for children in the dataset using a WHO standard (22).

Categorical variables were summarized across all children as frequencies and percentages. Mortality rates were defined as the number of deaths divided by the person-years of follow-up with 95% confidence intervals (95% CI) for mortality rates defined for each subgroup of children. Nelson Aalen cumulative Hazards were used to graphically show the differences in mortality by subgroups of children. A modified Cox regression model, adjusting for possible heterogeneity at the facility level, was used to obtain hazard ratios (HR) and 95% confidence intervals (95% CI) for factors associated with mortality, with subsequent adjustment for sex, age at ART initiation, and province to obtain adjusted HR (aHR) and 95% CI. In order to model the unobserved covariates at health facility level, an additional parameter, theta, drawn from a Gamma distribution, was estimated in the modified Cox regression model, representing the frailty or variation in the log of the survival function across health facilities.

For socio-demographic variables, such as age, sex, year, health facility and province, a complete case analysis was conducted, using all the children, assuming the small amount of missing data were missing at random. The results present the crude analysis, the age-adjusted analysis and the frailty model that adjusts for the effect of clustering. For variables where a large number of children had missing data, a subset analysis on children with valid data was performed to assess the mortality risks for those variables.




RESULTS

A total of 70,718 children were recorded as having been initiated on ART from 496 health facilities and 71 districts across Zambia during the period under review. Of these only 65,448 were analyzed in survival analysis translating to 33,483 (51%) female, and 31,965 (49%) male.

The largest proportion of children analyzed were between 10 and 15 years and these accounted for about 25% of the sample while the smallest proportion was accounted for by children under 1 year of age at 10%. Mortality was also highest among children that initiated ART under 2 years, and lowest among children that initiated ART at older ages (10–15 years). Children that initiated ART during the period under review, were largely initiated on NRTIs (47%) and NVP based regimen (29%) (Table 1).


Table 1. Background characteristics of CLHIV on ART in Zambia from 2004 to 2018.
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Health Facility and Provincial Characteristics of CLHIV on ART

Out of the three levels of health facilities that were analyzed, hospitals and health centers accounted for the highest number of person years of follow-up (140,270 and 133,904, respectively) with health posts having the lowest person years of follow up (402). Out of the 3,265 children that died, hospitals in the country accounted for about 1,542 deaths translating to about 47% of deaths recorded during the reporting period. On the other hand, facilities in Lusaka (812, 24%), Copperbelt (583, 18%) and Southern (467, 14%) provinces had the highest number of deaths amongst all the ten provinces while facilities in Muchinga province had the lowest number of deaths with 81 deaths (2.5%). Children in Muchinga, Luapula and North western provinces also had the lowest chances of survival compared to children in Central province (North western, aHR 2.05 95% CI = 1.69–2.4; Muchinga, aHR1.95 95% CI = 1.50–2.50; Luapula, aHR 1.60 95% CI = 1.30–1.95) (Table 2).


Table 2. Hazard ratios for CLHIV on ART by province and facility types in Zambia.
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Survival of CLHIV on ART and Associated Factors

A total of 65,448 children were analyzed using proportional hazards survival analysis, with a total of 275,715 person-years at risk. The individual children had follow-up times that ranged from 1 month to 13.5 years. Survival of children on ART was highest among children who initiated ART between 10 and 15 years, with these children having 72% lower hazard ratio compared to children initiating ART between birth and 1 year (aHR 0.28,95% CI = 0.25–0.32). There was considerable variability in survival amongst the children initiating ART from the different provinces (Table 2). Factors associated with mortality included age when initiating ART and time on ART although these two variables were correlated as only children who initiated ART at younger ages could have a longer duration on ART. Compared to children who were diagnosed and initiated ART in the first year of life, children initiating ART between the first and the second years of life were 32% less likely to die (aHR 0.68 95% CI = 0.61–0.75), with lower hazard ratios in each older age group (Table 3). Compared to WHO clinical stage 1, children with WHO clinical stages 3 (aHR 10.6; 95% CI = 9.70–11.74) and 4 (aHR 16.49 95% CI = 14.56–18.67) had increased mortality (Table 3). The frailty coefficient was >0, showing that the survival rates differed by a factor of 2.18 across the health facilities.


Table 3. Multi-level Proportional hazard ratios for factors associated with mortality among CLHIV on ART in Zambia.
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Three separate models were used restricting the analysis to subsets of children with data for CD4 counts at initiation, WAZ and the first line drug regime used at ART initiation. All models were adjusted for sex, WHO clinical stage, and time on ART, and the estimates for these variables were similar to the full model although the significance of the effects was greatly reduced (Table 4). Higher mortality was observed in those who were severely malnourished (aHR 4.51, 95% CI 2.57–7.92) compared to those who were not severely malnourished. Higher values of frailty for the model including malnourishment indicates the additional clustering of malnourishment in health facilities, increasing the variability of the survival rates by 3.22 across the health facilities. In the same model, those who initiated ART with a CD4 count of <500 cells/μl (aHR 1.76, 95% CI 1.22–2.54) had higher mortality than those who initiated ART with a CD4 count >500 cells/μl (Table 4).


Table 4. Multi level adjusted and unadjusted hazards ratios for factors associated with mortality among CLHIV on ART in Zambia clustered at facility level.
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Estimation of Cumulative Hazards Curves of Death Among CLHIV on ART

Nelson Aalen cumulative Hazard estimates were analyzed for factors affecting survival in CLHIV on ART in Zambia and cumulative Hazard curves were derived. Factors analyzed included WHO staging, age at ART initiation, ART drug regimen and weight for age Z-scores. Overall cumulative hazards increased rapidly between the first and third year of follow up time across all factors that were estimated. The cumulative proportions of children who died on NVP based drug regimen was 15% higher than children who were on NRTI and EFV based regimen in the first 5 years of follow up time. Similar increases in mortality were also evident among children that initiated ART in WHO clinical stage 4, where steady increases of up to 30% were noticed for close to 10 years of follow up see Figure 1.


[image: Figure 1]
FIGURE 1. Nelson Aalen cumulative Hazard estimates.





DISCUSSION

Our study outlines survival of children on ART over a 13 year period (2004–2017) in Zambia. Studies in the past showed that without ART, more than 50% of CLHIV would die before their second birthday (5). For all children, mortality rates at ART initiation were high but lower than those reported in CLHIV prior to ART availability. Overall the SmartCare database showed 3,265 children on ART died during the 13 years, which gave an overall estimate of 1.1 deaths per 100-person years.

Mortality rates in our study decreased with longer duration on ART. Mortality rates in children who had been on ART for 5 years or more were only slightly higher than those reported for HIV negative children in Zambia (23). The overall mortality rate of 1.1 per 100 person-years reported in this study changed with duration on ART. In the first year on ART, the mortality rate was 12 per 100 person-years, which reduced to 8 per 100 person-years between the first and second year, 1.6 per 100 between the second and fifth year, and 0.62 after the fifth year. Our mortality rates over the first 2 years on ART were higher than those reported in a 2 year follow up study in Addis Ababa, Ethiopia (1.2 per 100 person-years), a 1 year follow up study in Makurdi, Nigeria (3.0 per 100 person-years), and a 2 year follow up study in Eastern Ethiopia (2.1 per 100 years). However, our overall mortality rate was lower than those reported in a 7 year South African study (4.7 per 100 person-years) and an eight-year study in Jos, Nigeria (14, 16, 17). The variation in mortality rates could be due to larger sample size in our study compared to other studies used in the comparison. Another reason could be the year in which the study was conducted as WHO guidelines being used at that time could have affected time to ART initiation, drug regimen and in turn mortality (10, 14).

Children that initiated ART in Lusaka, Copperbelt, and Southern provinces as well as children that initiated ART in hospitals and health centers had higher rates of mortality in our study. Male children on ART in our study had increased risk of mortality in contrast to findings by Zanoni et al. (15), in a South African study where female child had increased chances of mortality compared to their male counterparts. Nonetheless, our findings are in line with findings by (16) where higher mortality rates was experienced among males (66.7%) than females (33.3%) as well as in a cohort of HIV uninfected children where male children had 2% higher mortality than female children sub Saharan Africa (24).

This study used a modified Cox regression to allow for differences in survival due to unobserved covariates at facility level. In these models, the estimated variance of health facility frailty terms was significantly >0, indicating large variability in the survival rates across facilities. The coefficient of variation for mortality across health facilities, showed mortality rates were more than twice as high (coefficient of variation = 2.18) in some facilities than the average. This difference could be due to varying resources in different facilities, training and availability of staff, and the quality of services. This high inequality needs to be addressed by the Ministry of Health to ensure equitable services to reduce HIV mortality for all Zambian CLHIV.

We also found that the risk of mortality was highest among infants and younger children initiated on ART, which is the period for highest risk of death for HIV negative children also. The risk of death reduced with increasing age. This could be due to non-adherence, sub optimal doses or exposure to perinatal antiretroviral therapy, which may lead to rapid disease progression and later death in infants and younger children (25). Another reason could also be that diagnosing HIV infection in infants is intricate and this can delay ART initiation in this age group (26). However, the proportion of children dying in this study did not account for over 50% of children analyzed in any age group showing improvements in survival compared to studies by Mulugeta et al. (5) and Tariro (6). Our study was in line with Studies in Asia and Africa that showed survival rates above 50% (84% to 97%) after 12 months of ART for children initiated on ART at a median age of 5–7 years, as well as another multi country study in Africa that also reported above 90% (93%) survival rates after 2 years of follow up on ART (18).

We found late initiation on to ART from time of HIV testing was predictive of reduced survival. Studies have shown that late presentation for early infant diagnosis (EID) services leads to poor prognosis (27, 28). This is also evidenced by findings of Bolton-Moore et al. (29) in earlier studies in Zambia. Our findings showed high mortality rates among children that initiated ART between 1 week and 1 month after HIV diagnosis. Current WHO guidelines call for same day ART initiation after HIV diagnosis which gives children the greatest benefit in survival (30). Our findings are in line with findings in a study done in South Africa that reported that 64% of deaths occurred within 3 months of ART initiation (15); a Nigerian study, where 81.3% and 84.4% of deaths occurred in the first 6 months and within 1 year, respectively (16) and an Ethiopian study that reported a high number of deaths within the first sixth months of starting ART (31, 32). This pattern of increased mortality could suggest that HIV-infected children presented with poor immunological or clinical states at ART initiation or that CLHIV require some time before the benefits of ART are fully realized, especially when ART is initiated early (13, 18, 33). However, our study showed reducing mortality with increase in time to ART initiation above 1 months. This is similar to findings in a 5-year cohort study in Thailand where children that initiated ART in infancy had higher risks of mortality compared to children that initiated ART at older ages (18). The cohorts of children initiating ART at older ages, probably reflects those who survived with HIV, and therefore reflect a “survivor effect” of the older children (18).

The SmartCare database showed 3,265 children on ART died over the 13 years, but some deaths could have been missed and not reported to the health facility staff. In the SmartCare data, CD4 counts, weight and ART regime were not routinely recorded for every child but may only be recorded when triggered by a clinical event. We did not attempt to impute these data but instead carried out subgroup analyses in those children where the data are recorded to assess whether risk factors differed in the subgroups. The measures of advanced HIV diseases, low CD4 count, severe acute malnutrition, and WHO clinical stages 3 and 4 were all associated with reduced survival and this is seen in our results (13, 15). These results are consistent with earlier an study in Zambia which showed that mortality was higher in children with lower WAZ scores (29).

This study was not without limitations. The main purpose of the SmartCare data is for clinical care, treatment and follow up of CLHIV in health facilities where staff are overburdened. In these busy health care facilities vital information such as laboratory results and weight were not collected at every visit, resulting in a large number of missing data, which meant these factors could not be included in our main analysis The results for these variables should be interpreted with caution, as they did not represent all children. However, the consistency of the demographic risk factors across the sub-group analysis is encouraging. The SmartCare database may have missed some deaths when they did not occur at the health facility, as these might not have been reported, or entered into the data base, which could underestimate the mortality in children on ART. Moreover, loss to follow up of children initiated on ART is common among children on ART in Zambia and has been documented in earlier studies (20, 34).



CONCLUSIONS

Children with HIV in Zambia are surviving much longer than was predicted before ART was introduced 14 years ago. This key finding adds to the literature on analysis of survival in CLHIV in low income settings like Zambia. However, survival was dependent on the age at which ART was initiated, the time on ART, type of health care facility used at ART initiation and the province where services were accessed. This highlights the need to increase investments in early infant diagnosis (EID) and make services more equitable across Zambia to ensure timely HIV testing and ART initiation for CLHIV.
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Background: Monitoring progress toward global treatment targets using HIV programme data in sub-Saharan Africa has proved challenging. Constraints in routine data collection and reporting can lead to biased estimates of treatment outcomes. In 2010, South Africa introduced an electronic patient monitoring system for HIV patient visits, TIER.Net. We compare treatment status and outcomes recorded in TIER.Net to outcomes ascertained through detailed record review and tracing in order to assess discrepancies and biases in retention and mortality rates.

Methods: The Agincourt Health and Demographic Surveillance System (HDSS) in north-eastern South Africa is served by eight public primary healthcare facilities. Since 2014, HIV patient visits are logged electronically at these clinics, with patient records individually linked to their HDSS record. These data were used to generate a list of patients >90 days late for their last scheduled clinic visit and deemed lost to follow-up (LTFU). Patient outcomes were ascertained through a review of the TIER.Net database, physical patient files, registers kept by two non-government organizations that assist with patient tracing, cross-referencing with the HDSS records and supplementary physical tracing. Descriptive statistics were used to compare patient outcomes reported in TIER.Net to their outcome ascertained in the study.

Results: Of 1,074 patients that were eligible for this analysis, TIER.Net classified 533 (49.6%) as LTFU, 80 (7.4%) as deceased, and 186 (17.3%) as transferred out. TIER.Net misclassified 36% of patient outcomes, overestimating LTFU and underestimating mortality and transfers out. TIER.Net missed 40% of deaths and 43% of transfers out. Patients categorized as LTFU in TIER.Net were more likely to be misclassified than patients classified as deceased or transferred out.

Discussion: Misclassification of patient outcomes in TIER.Net has consequences for programme forecasting, monitoring and evaluation. Undocumented transfers accounted for the majority of misclassification, suggesting that the transfer process between clinics should be improved for more accurate reporting of patient outcomes. Processes that lead to correct classification of patient status including patient tracing should be strengthened. Clinics could cross-check all available data sources before classifying patients as LTFU. Programme evaluators and modelers could consider using correction factors to improve estimates of outcomes from TIER.Net.

Keywords: HIV, retention in care, bias, South Africa, health information systems


INTRODUCTION

At the end of 2017, it was estimated that there were 36.9 million people living with HIV (PLHIV) worldwide, with 70% of the disease burden situated in sub-Saharan Africa (1, 2). The World Health Organization's (WHO) revised HIV treatment guidelines in 2015 call for immediate provision of lifelong antiretroviral therapy (ART) to all people testing positive for HIV. By the end of 2017, 60% of PLHIV in sub-Saharan Africa were on ART (1, 2). Whilst ART initiation rates have been increasing over time, in order to reduce HIV transmission rates and achieve 90-90-90 AIDS elimination goals, there is a need for accelerated increases in treatment adherence and retention in care (3–5). South Africa has the largest population of PLHIV worldwide, with an estimated 18.8% of the adult population aged 15–49 years old living with HIV, representing 7.2 million people (1, 2). By the end of 2018, an estimated 68% of PLHIV in South Africa were on ART (1, 2).

The rapid growth in access to ART has accentuated the need for an affordable and accurate way to monitor and evaluate treatment programmes (6–8), including documenting the number of people alive and on treatment, and programme impact on mortality. In the past, the progress of patients on ART was mainly monitored through patient cohorts (9) and tallying numbers of services rendered to inform resource allocation (8). However, evaluation of HIV programmes has proved challenging due to multiple data constraints. These include concerns about data reliability (8), and continued use of paper registers which often lack unique identifiers, suffer from incompleteness (10), and are cumbersome to use with increasing patient numbers and length of patient follow-up (11, 12). Another major concern is “silent transfers” whereby patients change clinics informally and without accompanying documentation, a phenomenon which has become more prevalent with the expansion of ART programmes (13, 14). As a result, there is concern that many high-burden countries are ill-equipped to report on the outcomes of patients in care and on treatment (6, 7, 15–17).

In order to address these concerns, many countries are scaling-up the use of electronic patient registers (11). However, challenges persist including insufficient linkages between clinics (10), insufficient training of staff who are responsible for entering this information (10), and staff shortages (18–21), resulting in some staff responsible for data management being stretched across multiple roles (22). This sometimes leads to poor workflow, and staff resistance which results in poor change management. Privacy and security issues (22) are also a major concern.

In 2010, South Africa adopted TIER.Net, a three-tiered monitoring approach involving paper registers (TIER 1—recommended for facilities with <500 patients), an offline electronic register (TIER 2—recommended for facilities with 500–2,000 patients) and networked electronic medical records (TIER 3—recommended for facilities with more than 2,000 patients) (11). This allowed for different tiers to be implemented in each facility based on the context and resources available at the time of implementation and typically involved a phased evolution, beginning with preparation for TIER.Net, installation and training, back capturing, live capturing and finally a live site able to produce monthly and quarterly reports with staff on-site to manage it. In 2014, an estimated 3,000 out of 4,000 public sector clinics in South Africa were using TIER.Net (23, 24) in one of the three phases of implementation. As of 2017, TIER 3 was still in its pilot phase (25).

ART patient outcomes have evolved since the start of national HIV treatment programmes. In several cohort studies of ART programmes in sub-Saharan Africa, there have been reports of higher rates of LTFU among patients who initiated ART in later years compared to earlier years (26–28). This may be explained by patients increasingly initiating treatment while less severely ill (29), as well as a negative consequence of patient numbers increasing such as facility workloads (30), raising concerns about the sustainability of these programmes. Some systematic reviews have shown that the percentage of patients LTFU who have died has decreased in later years as eligibility criteria have evolved to include less immunologically compromised patients, and as the proportion of patients LTFU has increased (13, 31). Furthermore, scale-up and decentralization of these programmes means ART can be offered at clinics closer to patients' homes, which may serve as an incentive to self-transfer in order to continue treatment at more convenient locations (13, 32).

Unpublished TIER.Net analyses from 2018 showed LTFU rates to range from 11 to 15% in the first three months and from 27 to 34% in the first year of ART (Y.Pillay, HIV Think-tank update, March 19, 2019). The high percentages of LTFU present many issues. Firstly, if these patients have really stopped ART then they have a higher mortality risk (33–35), and are more likely to transmit HIV (36–39). Given that patients that are LTFU have poorer outcomes, LTFU can also through misclassification bias event rates such as mortality downwards (40), leading to biased performance indicators for ART programmes. Accurate mortality rates are also important as they are used as parameters for projections such as in the UNAIDS spectrum package (41, 42).

We compare patient outcomes recorded in TIER.Net to the outcomes ascertained through a record review and tracing study for patients deemed lost to follow-up in eight public sector health facilities in rural north-eastern South Africa. We aimed to assess misreporting in TIER.Net and potential biases in the national programme statistics reported from the TIER.Net database.



METHODS


Setting

The Agincourt Health and Demographic Surveillance System (Agincourt HDSS) is located in rural north-eastern South Africa, in Mpumalanga province which has the second highest prevalence of HIV at 14.1% (43). HIV prevalence among people 15 years of age or older in the HDSS was estimated at 19.4% in 2010 (44). The Agincourt HDSS comprises of 31 villages covering an area of 475 square kilometers with an estimated population of 115,000 people (45, 46).

There are five primary health facilities and three secondary community health centers located within the Agincourt HDSS. Every HIV-positive patient has a clinical file that is opened when they first register at an ART clinic and updated at each clinic visit. Following the clinic visit, visit-level information from the patient file is entered into the national electronic database, TIER.Net. All health facilities routinely trace patients that are late for a scheduled clinic appointment. This tracing is done in conjunction with two non-profit organizations, Right to Care (RtC) and Home-Based Carers (HBC). Clinic staff must contact all patients first by phone and if this does not yield a satisfactory outcome, a home visit is organized. Patients are classified as lost to follow-up (LTFU) if they have not returned 90 days after their scheduled visit.


Demographic Surveillance

Data collection aims to capture all demographic events for the Agincourt HDSS population. Fertility, mortality and migration data are based on a comprehensive household registration system that has been in operation since 1992. Following the baseline demographic surveillance survey in 1992 and three update rounds until 1998, the site has conducted annual surveys since 1999 (45, 47–49). Trained fieldworkers visit each household and interview the most knowledgeable adult available. During the visit, individual-level information on all household members is checked and updated and any events that have occurred since the last census round are recorded. Starting in 2017, data have been collected utilizing an electronic data collection system using tablets (50).



Point-of-Contact Interactive Record Linkage (PIRL)

A key element of the data infrastructure for this study consists of HIV patient visit logs collected by a study fieldworker in the health facilities that provide ART in the area. This work started in April 2014 at seven government facilities and was extended in 2016 to include one additional health facility. In addition to logging patient visits, these records are linked to the Agincourt HDSS using a procedure that we have previously described as Point-of-Contact Interactive Record Linkage (PIRL) (51, 52). In brief, a fieldworker conducts a short uptake interview with patients in the waiting area of the clinic. Patients who consent are asked to declare a few personal identifiers that are used to search a local copy of the Agincourt HDSS database using a probabilistic algorithm. Matches are confirmed in interaction with the patients, and the names of other household members are used as a key attribute to adjudicate between possible matches.




Record Review and Tracing Study

Through the PIRL database, we identified patients who were more than 90 days late for a scheduled clinic appointment from HIV services on August 15, 2017 (the date of data extraction) at any of the eight health facilities located in the Agincourt HDSS area. These patients were recruited into a cohort and followed up to ascertain their treatment and vital status i.e., whether they were still alive.

All PLHIV aged 18 years or over, who had ever declared residency in Agincourt HDSS, and had enrolled in the HIV treatment and care programme since 2014 (after the Agincourt HDSS record linkage was established at the health facilities) were eligible for inclusion in the study.

Trained and supervised fieldworkers conducted a thorough record review, comparing the list of patients LTFU against (a) TIER.Net (b) patient clinic files, and (c) logbooks kept by the RtC and the HBC. The PIRL database was also reviewed for duplicate patients (different clinical records linking to the same individual in the Agincourt HDSS database, which was taken as evidence of silent transfers), and residency and vital status were extracted from the Agincourt HDSS database. This was done on a case-by-case basis.

HBC conducted a visit to the households of all patients for whom a definitive outcome (defined as death, transfer out, stopped ART, migrated, re-engaged in care, and alive with ART status unknown) could not be established, or for whom routine patient tracing was not done. Finally, all patients who remained LTFU after the HBC visit, were searched for in TIER.Net databases at clinics in close proximity to their home residence to capture any further silent transfers.

We also reviewed the records for a stratified random sample of 162 patient records who were not LTFU as of August 15, 2017, in order to assess whether TIER.Net misclassified any patients that were still in care. This sample was chosen to include 18 patients from every clinic (six men, six non-pregnant women, and six women who initiated ART while pregnant) with the exception of one clinic which had recently merged with another, and from which we sampled 18 patients who had enrolled whilst in each of the clinics prior to the merger.



Definitions

Definitions of terms used in this article are provided in Table 1.


Table 1. Definitions of terms used.
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Statistical Analyses

For patients included in the record review and tracing study, we calculated counts and proportions for socio-demographic and baseline clinical characteristics, TIER.Net treatment status, the final outcome, and cross-tabulated TIER.Net status and the final outcome.

To assess the degree and direction of mis-reporting of patient outcomes in TIER.Net, we graphically present TIER.Net treatment status and the final outcome proportions by some selected patient characteristics. A Pearson's chi-square test was used to compare whether TIER.Net treatment status and the final outcome varied by all the categorical variables. We also present a cross-tabulation of patient outcomes from the two sources.

A binary outcome variable was created to indicate whether TIER.Net had misclassified a patient's treatment status, with a second outcome created to identify whether the patient was recorded as LTFU in TIER.Net. All cases where an electronic record could not be found were removed from further analysis.

To explore factors associated with misclassification in TIER.Net, we ran bi-variate analyses with patient-level treatment characteristics, demographic characteristics and facility-level characteristics. All variables with p < 0.1 were included in the multivariable logistic regression model. A parsimonious model was achieved using Wald tests. This same procedure was followed in order to understand what factors were associated with being reported LTFU in TIER.Net. All analyses were conducted in Stata 15 (53) and all data visualization was done using R (54).



Ethics

Ethical approval was obtained from the London School of Hygiene and Tropical Medicine, the University of Witwatersrand and the Mpumalanga Department of health.





RESULTS


Database Population Characteristics

Over the study period, 4,089 patients were added to the PIRL database and met the inclusion criteria. Of these 4,089, 1,325 (32.4%) met the LTFU criteria and were eligible for inclusion into the record review and tracing study. Of these 1,325 patients, 166 (12.5%) did not have an ART initiation date and were assumed to be pre-ART. Further investigation of these 166 patients found 46 (27.7%) had initiated ART after record linkage, 59 (35.5%) were genuine pre-ART patients and 61 (36.7%) had initiated ART before record linkage began. These 61 patients were excluded from further analyses. Of the remaining 1,264 patients, 190 (15.0%) were found to have data errors (mostly due to missing clinic visits in the PIRL database) and were excluded from further analysis (Supplementary Figure 1).

Of 1,074 remaining patients, 280 (26.1%) initiated ART for prevention of mother-to-child transmission (PMTCT), 737 (68.6%) met the ART initiation criteria for non-pregnant adults, and 57 (5.3%) had not initiated ART yet (pre-ART).

Thirteen (8.0%) of the 162 patients still in care were excluded from the analysis because they had not declared residency in the HDSS. The remaining 149 from the random sample of patients still in care were also assessed to see if misclassification also occurred for those who remained engaged in care (Table 2).


Table 2. Database population characteristics.
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TIER.Net Treatment Status

Of the 1,074 patients who remained eligible for this analysis, 533 (49.6%) were categorized as LTFU, 222 (20.7%) as still in care, 186 (17.3%) as transferred out, 80 (7.5%) as deceased, and 53 (4.9%) could not be found in the TIER.Net database (Table 2).

There was a statistically significant difference (all p < 0.001) in the TIER.Net treatment status by sex, age, ART initiation status and reason, year of ART initiation, baseline CD4 count, time on ART, clinic visit schedule, health facility, and time since a missed appointment (see Supplementary Figure 2). Women who initiated ART for PMTCT were less likely to be categorized as deceased and more likely to be LTFU. All 149 patients sampled as still in care were also reported as still in care in TIER.Net.



Outcomes After Record Review and Tracing Study

Of the 1,074 patients who remained eligible for this analysis, 326 (30.3%) were found to have transferred to another clinic, 234 (21.8%) to have re-engaged in care, 132 (12.3%) were deceased, 117 (10.9%) were alive with ART status unknown, 81 (7.5%) were alive but not on treatment, 53 (4.9%) had migrated to another place of residence, and 131 (12.2%) were still LTFU (Table 3). These outcomes differed (all p < 0.001) by sex, age, ART initiation status and reason, baseline CD4 count, time on ART, clinic visit schedule, health facility, whether the patient record was successfully linked to an Agincourt HDSS record, and time since a missed appointment (some selected variables illustrated in Figure 1).


Table 3. A cross-tabulation of TIER.Net treatment status and the final outcome.
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FIGURE 1. Outcome ascertained through record review and tracing stratified by (A) ART initiation status and (B) time since the last appointment.




Differences Between TIER.Net Treatment Status and Final Outcomes

Records of deceased or transferred out patients documented in TIER.Net aligned with patients' final outcome (i.e., no inaccuracies found for these two statuses). However, TIER.Net misclassified 52 (39.4%) of 132 deaths. Of these 52, 38 (73.1%) were classified as LTFU, 6 (11.5%) as still in care, and 8 (15.4%) were not found in the system at all.

TIER.Net also misclassified 53 patients as still in care. Of these, 10 (18.9%) were found to be LTFU, 16 (30.2%) to have transferred, 12 (22.6%) as alive with unknown ART status, 8 (15.1%) alive but not on treatment, 6 (11.3%) to have died, and 1 (1.9%) to have migrated to another place of residence. TIER.Net correctly captured 186 (57.1%) of 326 transfers.

Of 533 patients classified as LTFU by TIER.Net, 116 (21.8%) were found to have transferred to another clinic, 70 (13.1%) to be alive but not on treatment, 47 (8.8%) to have migrated to another place of residence, 38 (7.1%) to have died, and 56 (10.5%) to have re-engaged in care (38 of whom were resolved by new visit data in the PIRL database and so it is possible that their TIER.Net status could have also changed back to still in care) (Figure 2 and Supplementary Figure 3).
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FIGURE 2. Outcome ascertained through record review and tracing stratified by each TIER.Net status. A deceased or transferred status in TIER.Net is accurate. Inaccuracies in the LTFU and still in care categories. Some patients categorized as still in care are LTFU, not currently on treatment, transfers out or dead.


As patients classified as LTFU in TIER.Net were more likely to be misclassified we report on the factors associated with being classified as LTFU in TIER.Net (Supplementary Data and Supplementary Table 1).



Factors Associated With Misclassification

In the multivariable model (Table 4), men (OR: 1.47, p = 0.021) had higher odds of misclassification when compared to women who initiated ART for non-PMTCT reasons (CD4, WHO stage, tuberculosis coinfection). Higher baseline CD4 (CD4 100-199 OR: 1.95. p = 0.002, CD4 ≥ 500 OR: 1.81, p = 0.014) was also associated with higher odds of misclassification when compared to patients who initiated treatment with CD4 <100. Health facility also remained statistically significant suggesting that facility level variability plays a role in misclassification. Patients who were linked to an Agincourt HDSS record in the PIRL database (OR: 2.09, p < 0.001) were more likely to be misclassified. Finally, patients who were between 1 and 2 years late (OR: 1.62, p = 0.001) were more likely to be misclassified. Older age (30–44 years OR: 0.73, p = 0.046, 45–59 years OR: 0.63, p = 0.046) was associated with lower odds of misclassification and patients on longer refill schedules (>3 months OR: 0.31, p = 0.009) were less likely to be misclassified.


Table 4. Factors associated with TIER.Net misclassification.
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DISCUSSION

In this paper, we described the discrepancies between the treatment, vital and residency status of HIV patients enrolled in care between April 2014 and August 2017 in a rural South African setting as recorded in the national treatment database (TIER.Net) and their treatment outcome following a comprehensive record review and tracing study.

We found that TIER.Net misclassified 36% of the patient outcomes. ART initiation reason, baseline CD4, health facility attended, PIRL linkage, time since the last appointment, age, and ART refill schedule were all found to be significantly associated with misclassification. TIER.Net underestimated mortality and overestimated the number of patients who were LTFU. Seventy-nine percent of patients classified as LTFU in TIER.Net had a final outcome ascertained, mirroring findings from a systematic review of low and middle income country ART programmes which found that tracing generated higher estimates of mortality and lower estimates of LTFU (55). Our findings show that LTFU is still an important problem in ART programmes in this setting, even with routine patient tracing in place. TIER.Net also missed 43% of transfers with these silent transfers being the biggest contributor to misclassification among those documented as LTFU. We also found that 21.8% of patients had re-engaged in care, a phenomenon that was previously not well understood, but which is now increasingly recognized as becoming a common feature of ART programmes (55). Using our findings to revise LTFU figures to reflect re-engagement may help improve programme evaluation and forecasting.

In our study, we found that 40% of deaths were missed by TIER.Net, indicating that mortality of ART patients would be underestimated if relying on this data source. Given the role that national statistics play in HIV/AIDS projections (41, 42, 56), our findings suggest a need for correction factors for the estimates of the effect of ART on mortality. Although South Africa has a good vital registration system in place (57), these data are not currently linked to clinic-based information. However, with the move to registering patient national ID numbers, clinics should consider matching patients that are LTFU to the national death registry and other available databases such as the national health laboratory services database to ascertain vital status as this has proved useful in other studies in South Africa (58–60). Clinics in the Agincourt HDSS study area and other HDSS sites could also consider using vital status data from annual demographic surveillance to ascertain vital status for all patients.

The number of patient transfers to another clinic that were missed in TIER.Net suggests that communication between clinics is sub-optimal and that the current system for transferring patients between clinics can be improved. With studies reporting patient fear and concern about provider reactions if they return to care after a treatment interruption (61, 62) it is possible that some patients considered it less stressful to self-transfer or restart treatment at another nearby clinic, rather than returning to the facility where they had initiated treatment. These silent transfers could lead to double counting of patients currently on treatment, the second of the 90-90-90 targets, potentially suggesting that the programme is performing better than it is. Furthermore, given that the national treatment programme relies on data from TIER.Net to plan and procure ART based on active patient numbers, misclassification in the database, and more specifically double-counting due to silent transfers may lead to inaccurate drug forecasts and misestimation of medicines and other commodities at the national level. This bias will only increase as the South African ART programme expands with more patients potentially moving into new clinics closer to their homes and more people initiate ART with the move to test and treat. Future work will consider how application of correction factors from this research would change programme statistics and drug forecasts.

It is also important to consider the risk that silent transfers pose with regards to drug resistance, as this misclassifies treatment experienced patients as treatment naïve and may lead to patients being offered regimens that have lost their optimal therapeutic benefit. This is particularly concerning because resistance testing is not commonly used in these settings, and can potentially lead to increases in levels of transmitted drug resistance (63). Better referral systems, patient education, regular information exchange between clinics, and provider training (64), could improve recording of transfers and clinic staff attitudes toward less adherent patients. The WHO also recommends enforcement of unique identifiers as paramount to improve patient safety, improve the efficient use of programme resources by reducing duplications, and to improve programme monitoring and evaluation (65). With national IDs becoming mandatory at clinic registration, information exchange could prove useful in identifying silent transfers. This should also become less of an issue when TIER.Net is upgraded to a fully networked database.

We found several factors to be associated with misclassification of outcome in TIER.Net, with older age and longer ART refill schedules found to be protective factors. Older patients were less likely to be classified as LTFU in TIER.Net which probably explains why they were subsequently less likely to be misclassified. Given that longer ART refill schedules are synonymous with previous good adherence (66), these patients accounted for 11% of the patients LTFU and were also more likely to have re-engaged in care, a category that contributed very little to misclassification. Patients whose clinic record was successfully linked to an Agincourt HDSS record in the PIRL database were more likely to be misclassified. They were also more likely to have been resolved which could explain this association. Health facilities were also positively associated with misclassification, with the facilities with the highest proportion of patients classified as LTFU in TIER.Net being more likely to misclassify patients. Two of these clinics also had issues with routine tracing, with one clinic not undertaking any physical tracing at all, emphasizing an additional benefit of routine tracing. Finally, patients who had been LTFU for a longer duration were more likely to be classified as LTFU in TIER.Net, more likely to have transferred to another clinic, and less likely to have re-engaged in care which probably explains their higher likelihood of misclassification.

This analysis has several limitations. Firstly, TIER.Net was only consulted at a specific point in time. The cross-sectional nature of TIER.Net outcomes means that some may have changed, but we would have no way to ascertain this. We checked TIER.Net 12 months after the initial record review for all patients whose outcome after record review and tracing was still LTFU and 85% of the outcomes had not changed. However, for patients whose final outcome was resolved through new visit data in the PIRL database, it is likely that their TIER.Net outcome also changed. It is also possible that some of the patients categorized as LTFU in TIER.Net are due to the rigidity of the system as TIER.Net only allows for four possible outcomes; still in care, transferred out, LTFU and deceased (11, 67, 68). It is possible that for some patients, their outcomes were ascertained, but the rigidity meant that they could not be recorded in the database and may call for the inclusion of other possible outcomes in the database. The exclusion of patients for whom an electronic record could not be found from the multivariable analyses might bias our findings. However, given the relatively small number we expect that this bias is fairly small. Finally, we did not adjudicate causes of death, so it is possible that patients died from causes other than those related to HIV/AIDS. A strength of this study is that we attempted to trace all patients that were LTFU and not a sample. Therefore, the findings might be more generalizable to other settings. The multiple methods, data sources and levels of follow-up used to trace patients are also a strength.

In conclusion, although TIER.Net misclassified 36% of patient outcomes, this reflects the various challenges with the processes and upstream factors that lead to this misclassification and calls for their improvement rather than the utility of the database itself, as patients classified as LTFU were most likely to be misclassified. Clinics should consider training staff about ascertaining patient outcomes, putting more emphasis into patient tracing and using other data sources such as the national death register to improve ascertainment of patient treatment outcomes. For policy and planning purposes, programme evaluators should consider using correction factors to improve the accuracy of estimates from TIER.Net.
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4.74(4.64-4.82)

Standard
error

0.054
0.036

0.042

0.047

The total length
of stay (years)

11.33
551

747

6.86
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Transitions

152
1538
1->4
155
251
253
24
255
31
32
354
35
451
452
453
455

The covariates included in the adjusted model were those with complete observation information and considered possible risk factors for the indlvidual transitions.

Health facility type*

District/mission  Provincial/central

2.36 (2.12-2.62)
1.28 (1.14-1.43)
1.01 (0.90-1.14)
1.48 (1.19-1.84)
2.84 (2.57-3.13)
3.18 (2.83-3.58)
1.27 (1.11-1.46)
1.51 (1.17-1.95)
254 (2.32-2.79)
4.41 (3.96-4.87)
262 (2.34-2.93)
1.16(0.99-1.13)
2.29 (2.05-2.55)
270 (2.41-3.03)
3.97 (3.61-4.37)
1.60 (1.49-1.73)

210 (1.69-2.62)
0.58 (0.39-0.85)
0.33 (0.22-0.50)
1.89 (1.32-2.67)
312 (2.54-4.36)
3.33 (2.54-4.36)
1.20 (0.83-1.78)
3.36 (2.05-5.52)
4.28 (3.45-5.30)

804 (6.41-10.10)
228 (1.50-3.28)
1.25(0.73-2.16)
0.63(0.34-1.17)
4.88 (3.55-6.71)

8.30 (6.64-10.36)
223 (1.80-2.74)

*Reference: Primary health care facilties.

Reference: 25-34 years age group.
“Reference: female patients.
‘Reference: 2004-2007 time period.
Bold face values are significant at 5%,

Age categories in years**

15-24

0.78 (0.61-0.99)
080 (0.62-1.04)
090 (0.68-1.21)
3.71 (2.90-4.76)
098 (0.80-1.19)
0.74 (0.54-1.00)
0.76 (0.52-1.10)
1.66 (1.09-2.53)
1.12 (0.94-1.36)
0.79(0.61-1.03)
098 (0.73-1.32)
1.71 (1.32-2.21)
1.39 (1.09-1.77)
082 (0.60-1.11)
0.84 (0.64-1.09)
1.71 (1.47-1.98)

35-44

1.25 (1.10-1.41)
1.41 (0.96-1.27)
105 (0.91-1.22)
068 (0.51-0.91)
1.05 (0.94-1.18)
1.31 (1.14-1.51)
1.25 (1.05-1.48)
087 (0.63-1.20)
091 (0.81-1.01)
1.24 (1.10-1.40)
1.20 (1.12-1.50)
093 (0.77-1.08)
1.01(0.89-1.16)
1.07 (0.94-1.24)
1.11 (0.99-1.25)
095 (0.86-1.04)

45+

1.35 (1.18-1.54)
1.32 (1.14-1.53)
1.32 (1.13-1.54)
094 (0.70-1.24)
1.06 (0.93-1.20)
1.56 (1.34-1.81)
1.33 (1.11-1.60)
1.37 (1.01-1.86)
092 (0.81-1.09)
1.35 (1.18-1.54)
1.53 (1.32-1.79)
1.18 (0.99-1.42)
1.20 (1.04-1.38)
1.20 (1.04-1.40)
1.25 (1.10-1.42)
1.08 (0.98-1.20)

Sex ***

Male

1.15 (1.01-1.28)
1.04 (0.91-1.19)
091 (0.78-1.05)
1.56 (1.26-1.92)
0.57 (0.51-0.64)
1.23 (1.10-1.38)
1.10 (0.96-1.27)
089 (0.69-1.15)
0.46 (0.41-0.52)
0.96 (0.87-1.06)
1.67 (1.49-1.86)
1.32 (1.15-1.51)
0.36 (0.31-0.41)
0.72 (0.64-0.81)
1.28 (1.17-1.41)
1.32 (1.23-1.42)

ART initiation period****

2008-2012

0.78 (0.67-0.93)
1.65 (1.31-2.10)
0.35 (0.30-0.42)
3.26 (2.07-5.14)
0.56 (0.47-0.67)
088 (0.71-1.08)
0.64 (0.49-0.83)
2,67 (1.20-5.95)
1.1 (0.87-1.49)
0.70 (0.57-0.87)
0.43 (0.35-0.54)
1.69 (0.99-2.85)
0.28 (0.24-0.34)
1.01(0.77-1.39)
095 (0.76-1.19)
218 (1.69-2.82)

2013-2017

0.90 (0.76-1.07)
1.62 (1.27-2.07)
025 (0.21-0.31)
3.02 (1.87-4.89)
054 (0.45-0.64)
0.39(.30-0.52)
054 (0.43-0.67)
4.89 (2.22-10.79)
1.11(0.86-1.44)
0.66 (0.53-0.82)
051 (0.40-0.63)
414 (2.47-6.96)
0.18 (0.15-0.22)
089 (0.67-1.18)
1.42(1.13-1.78)
9.15 (7.12-11.79)
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Variables

Health faciity type
Primary health care
Distriot/mission hospital
Provincial/central hospitel

Urban
Age categories (years)
16-24
25-34
35-44
45 and above
Sex

Female
Male
Educational level*
None
Primary
Secondary
Tertiary
Marital status™
Single
Married
Widowed
Divorced
Functional status™*
Working
Ambulatory
Bedridden
First line regimen
D4T (30) + 3TC + NVP
DA4T (30) + #TC + EFV
AZT 4 3TC + NVP
AZT 4 8TC + EFT
TDF + 3TC + NVP
TDF +8TC + EFV
Other first lines
Second line regimen
AZT 4 3TC + ATV/
AZT +8TC + LPV/r
TDF + 3TC + ATV/r
TDF + 8TC + LPV/r
ABC + DDI + ATV/
ABC + DDI + LPV/r
Other second lines
Tuberoulosis status™**
Negative
Positive
Not assessed
WHO clinical staging*****
n
v

Total (%)

31,150 (49.1)
28,071 (45.7)
3301(6.2)

47,348 (74.7)
16,074 (25.3)

3,960 (6.2)
17,352 (27.4)
4,080 (36.1)
17.918(28.3)

41,505 (65.4)
21,917 (34.6)

1,499 (4.4)

11,804 (34.9)

18,956 (56.0)
1,598 (4.7)

7,604 (12.4)

37,993 (62.0)

11,243 (18.3)
4,494 (7.3)

59,519 (94.5)
3,270 (6.2)
193 (0.3)
61,654 (97.2)
389 (0.6)
11 (0.0)
486 (0.8)
82(0.1)
2919 (4.6)
57,085 (90.0)
682 (1.1)
1,768 (2.8)
560 (0.9)
84(0.1)
563 (0.9)
89(0.1)
73(1)
389 (0.6)
683 (1.1)

54,474 (87.0)
618(1.0)
7,524 (12.0)

25,801 (41.4)
36,626 (58.6)

4,989 (44.4)
5,465 (48.6)
790 (7.0)

8,401 (74.7)
2,843 (25.3)

933 (83)
3,347 (208)
3,447 (36.6)
2,904 (25.8)

9,068 (80.7)
2,176(19.3)

266 (4.7)

1,996 (35.2)

3,124 (55.0)
200 (5.1)

1,276 (11.8)

6,580 (60.7)

2,250 (20.7)
741(6.8)

10,685 (95.5)
494 (4.4)
110.1)
11,056 (98.3)
11(0.0)
1(0.0)
91(08)
13(0.1)
308 2.7)
10,358 (92.1)
279 (2.5)
188 (1.7)
374(15)
48(02)
275 (1.1)
49(02)
50(0.2)
273(1.1)
220(0.9)

9,869 (83.6)
48(0.4)
1,220 (11.0)

4,680 (42.0)
6,460 (58.0)

*The denominator of the proportions for this variable is33,857.

"The denominator of the proportions for this variable is61,334.
“The denominator of the proportions for this variable is62,982.

***The denominator of the proportions for this varieble is62,616.
*****The denominator of the proportions for this variable is62,517.

Baseline CD4 states for patients

200 < CD4 < 350

4,801 (51.0)
4,141 (44.0)
474 (5.0)

7,256 (77.1)
2,160 (22.9)

671(7.1)
2,757 (20.3)
6,843 (37.1)
2,541 (27.0)

6,508 (69.1)
2,908 (30.9)

250 (4.9)

1,782 (34.9)

2,843 (55.6)
263 (4.6)

1,144 (12.5)

5,680 (62.3)

1,643 (18.0)
655 (7.1)

8,963 (94.7)
477 6.1)
21(0.2)
9,264 (98.4)
18(02)
1(0.0)
59(0.6)
10(0.1)
256 (2.7)
8,841 (939)
80(0.9)
152 (1.6)
107 (0.6)
15(0.1)
181(0.7)
21(0.1)
13(0.1)
69(0.4)
106 (0.6)

8,172 (87.7)
56(0.6)
1,090 (11.7)

4,277 (46.0)
5012(54.0)

350 < CD4 < 500

9,223 (50.0)
8,401 (45.6)
813 (4.4)

14,100 (76.5)
4,328 (235)

1,162 (6.3)
5,158 (28.0)
9,842 (40.5)
5274 (28.6)

12,027 (65.2)
6,410(34.8)

445 (4.5)

3,501 (35.3)

5,552 (56.0)
419 (4.2)

2,005 (11.7)

11,460 (64.2)

3,083 (17.3)
1,216 (6.8)

17,373 (04.9)
877 (4.8)
43(02)
18,082 (98.1)
91(05)
3(0.0)
150 0.8)
170.1)
907 (4.9)
16,807 (91.2)
107 (0.6)
355 (1.9)
41(0.4)
7(0.1)
70(0.7)
7(0.1)
700.1)
19(02)
81(0.9)

16,830 (86.9)
140 (0.8)
2,240 (12.3)

8,302 (45.9)
9,826 (54.1)

12,137 (49.9)
10,964 (45.1)
1,224 (50.3)

17,582 (72.3)
6,743 27.7)

1,194 (4.9)
6,000 (25.0)
24,192 (38.1)
7,199 (20.6)

13,902 (67.2)
10,423 (42.8)

538 (4.1)

4,525 (34.4)

7,437 (56.5)
653 (5.0)

3,089 (13.1)

14,273 (60.7)
4,267 (18.2)
1,882 (8.0)

22,598 (93.6)
1,422 (5.9)
118 (05)
23,252 (95.6)
269 (1.1)
6(0.0)
186 (0.8)
42(0.2)
1,454 (6.0)
21,079 (86.7)
216 (0.9)
1,073 (4.4)
38(0.9)

14 0.1)
87(08)
12 (0.1)
3000
3709
276 (2.5)

20,603 (86.0)
374 (1.6)
2,974 (12.4)

8,612 (36.0)
15,328 (63.0)

Chi-square
p-value

<0.0001

<0.0001

<0.0001

<0.0001

<0.027

<0.0001

<0.0001

<0.0001

<0.0001

<0.0001
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To State 1

(>500 cell/mi)

From

A summary of the total observed patients’ transition between the five states

State 1 24,709
(>500 cell/mi)

State 2 2,493
(351-500 cells/m)

State 3 3,459
(200-350 cells/m

State 4 2,879
(<200 cells/mi)

Total 33,540

Total number of patients by CD4 state at ART initiation and the end of follow-up (denominator = 63,422)

Beginning state 11,244 (17.7)
n (%)
End state 14,463 (22.8)

n (%)

(351-500 cells/ml)  (200-350 cells/ml) (<200 cells/mi)

State 5 Total

(Death) transitions
606 30,321
640 23,127
2,208 38,681
4,541 48,738
7,995 140,867

- 63,422

7995(1261) 55427 (alive)
7,995 (dead)
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Transitions

11
12
13
14
155
251
252
253
24
255
31
32
3538
34
355
451
42
453
454
45

Crude transition intensity
(95% CI)

—0.26548 (—0.273 to —0.258)
0.10928 (0.104 t0 0.115)
0.07823 (0.074 10 0.083
0.05980 (0.056 t0 0.063)
001817 (0.016 t0 0.021)
0.18073 (0.173100.189)

—0.38520 (~0.406 to ~0.384)
0.11767 (0.112 0 0.124)
0.06960 (0.065 t0 0.074)
002719 (0.024 t0 0.031)
009501 (0.091 t0 0.099)
0.08723 (0.083 t0 0.091)

~0.26942 (-0.276 to —0.263)
0.05397 (0.051 t0 0.057)
0.08321 (0.031 0 0.035)
004814 (0.046 t0 0.051)
0.04584 (0.044 10 0.048)
0.05793 (0.055 to 0.061)

~021118 (-0215 to ~0.207)
0.05928 (0.057 to 0.061)

Covariates adjusted
transition intensity
(95% CI)

—0.26950 (-0.278 to —0.261)
0.10783 (0.102 t0 0.114)
0.08184 (0.0772 to 0.087)
006313 (0.059 to 0.067)
0.01669 (0.014 to 0.019)
0.16085 (0.153 t0 0.169)
~0.37098 (~0.382 to-0.360)
0.11264 (0.106 t0 0.119)
007160 (0.067 t0 0.077)
002589 (0.023 to 0.029)
008428 (0.080 to 0.088)
008188 (0.078 to 0.086)
~0.24886 (~0.256 to ~0.243)
005147 (0.049 to 0.055)
003122 (0.029 to 0.034)
004363 (0.041 t0 0.046)
004360 (0.041 to 0.046)
005261 (0.050 to 0.055)
~0.19585 (~0.200 to ~0.191)
005551 (0.053 to 0.058)

Transition probabilities

(95% CI)

0.779(0.772 10 0.784)
0.083 (0.08 10 0.086)
0.067 (0.063 to 0.070)
0052 (0.050 t0 0.055)
0020 (0.018 t0 0.022)
0.136(0.13210.0.142)
0.686 (0.679 to 0.602)
0092 (0.088 to 0.096)
0,058 (0.055 10 0.061)
0027 (0.025 t0 0.030)
0080 (0.077 t0 0.083)
0.068 (0.065 t0 0.071)
0772 (0.768 10 0.776)
0.047 (0.045 to 0.045)
0,032 (0.031 10 0.084)
0044 (0.042 t0 0.045)
0,038 (0.036 10 0.040)
0.049 (0.048 10 0.051)
0814(0.810100.817)
0,055 (0.053 to 0.057)

The probability that each

state is next

o
0.41162 (0.397 0 0.427)
0.29468 (0.280 to 0.309)
0.22526 (0.214 10 0.238)
0.08844 (0.061 t0 0.077)
0.45731 (0.443 10 0.472)
0
0.29775 (0.285 10 0.312)
0.17613(0.165 10 0.186)
0.08881 (0.081 t0 0.077)
0.35266 (0.340 t0 0.365)
0.32376 (0.312 t0 0.336)
o
0.20032 (0.190 to 0.210)
0.12325 0,116 10 0.131)
0.22794 (0.218 10 0.238)
0.21708 (0.207 to 0.228)
0.27430 (0.263 t0 0.285)
0
0.28069 (0.272 to 0.290)
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Time period

0 <time<1

1<time=<2

2 <time<3

3 <time<4

4 <time<6

5<time=<6

6 <time<7

7 <time<8

8<time=<9

9 < time < 10

10 < time < 11

11 < time < 12

12 < time < 13

Overall
mortality rate

03512
(0.3368-0.3661)
0.0505
(0.0472-0.0540)
0.0591
(0.0563-0.0621)
00416
(0.0392-0.0441)
00812
(0.0201-0.0334)
00221
(0.0204-0.0240)
00160
(0.0145-0.0178)
00112
(0.0097-0.0128)
00108
(0.0092-0.0128)
0.0070
(0.0055-0.0089)
0.0066
(0.0050-0.0088)
0.0034
(0.0020-0.0058)
0.0030
(0.0011-0.0081)

Time-varying transition rates (95% confidence interval)

State1to 5

0.1006
(0.0863-0.1172)
00186
(0.0147-0.0234)
00245
(0.0206-0.0290)
00200
00162-0.0247)
00135
(0.010-0.0179)
00076
(0.0053-0.0109)
00079
(0.0057-0.0111)
00041
(0.0025-0.0066)
0.0050
(0.0030-0.0083)
00014
(0.0005-0.0044)
0.0021
(0.0008-0.0056)
0.0015
(0.0004-0.0061)
0.0058
(0.0014-0.0230)

State 2to 5

0.1490
(0.1292-0.1719)
0.0291
(0.0239-0.0355) |
00287
(0.0244-0.0338)
00186
(0.0148-0.0233)
00162
(0.0121-0.0217)
00133
(0.0099-0.0180)
00092
(0.0061-0.0137)
0.0052
(0.0029-0.0095)
0.0044
(0.0021-0.0093)
00019
(0.0048-0.0076)
0.0021
(0.0005-0.0084)
0.0046
(0.0012-0.0184)
0

State3to 5

02790
(0.2534-0.3071)
0.0383
(0.0830-0.0444)
0.0687
(0.0632-0.0747)
00441
(0.0400-0.0486)
0.0812
(0.0277-0.0351)
0.0214
(0.0185-0.0247)
0.0160
(0.0133-0.0193)
00117
(0.0088-0.0155)
0.0182
(0.0094-0.0186)
0.0082
(0.0049-0.0136)
0.0072
(0.0036-0.0145)
0.0066
(0.0025-0.0176)
0.0031
(0.0004-0.0220)

State4to 5

0.7609
(0.7225-0.8013)
0.1010
(0.0925-0.1102)
00835
(0.0825-0.0950)
00581
(0.0535-0.0631)
00412
(0.0375-0.0453)
00310
(0.0278-0.0346)
00215
(0.0188-0.0247)
00159
(0.0134-0.0189)
0.0142
(0.0116-0.0175)
00103
(0.0077-0.0138)
0.0104
(0.0074-0.0147)
0.0033
(0.0014-0.0080)
00021
(0.0003-0.0151)

Log
rank p-value

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
0.0001
0.0005
02154

0.73056
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Year

2005-06

2010-11

2015

Model

R N

Obs.

9768
9768
10734
10734
12822
12822

H(null)

—2996.77
—2177.37
—2767.33
—2080.36
—2887.20
—2141.63

limodel)

—2606.36
-1912.55
—2516.62
—1777.98
—2580.70
—1759.41

df

14
14
14
14
14
14

AlC

5238.7
3853.09
5061.23
3583.96
5189.41
3546.83

BIC

5339.3
3963.71
5163.17
3685.89
5203.83
3651.25
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Model

Year
Variable

Sex
Female
Male
Marital status
Single
Married/cohabiting
Separated/divorced/widowed
Place of residence
Urban
Rural
Education level
No education/primary
Secondary
Higher
STlin the last 12 months
No
Yes
No. of sexual partners
0
1
2+
Currently employed
No
Yes

HR, hazard ratio; Cl, confidence interval.

2005/06

HR (CI)

1
068 (0.62-0.76)

1
030 (0.25-0.35)
0,64 (054-0.76)

1
1.11(1.01-1.22)

1
253 (2.29-2.79)
1.32 (1.01-1.72)

1
2.19(1.88-2.56)

1
1.62 (1.42-1.86)
1.95 (1.54-2.47)

1
082 (0.75-0.90)

MODEL 1

2010711

HR (CI)

)
0.73 (0.66-0.80)

1
0.32(0.27-0.38)
0.70 (0.59-0.84)

P
0.87 (0.79-0.95)

4
1.62 (1.47-1.79)
0.75 (0.58-097)

B
1.87 (1.57-2.22)

1
1.84 (1.61-2.12)
2.19(1.70-2.67)

P
0.83(0.76-091)

2015

HR (Cl)

T
0.66 (0.60-0.73)

S
0.29(0.25-0.34)
0.60 (0.50-0.71)

1
0.86 (0.79-0.94)

|
1.05 (0.95-1.15)
051(0.43-062)

1
215 (1.79-2.58)

1
1.64 (1.43-1.89)
2.06 (1.68-2.54)

;
0.77 (0.70-084)

2005/06

HR (Cl)

1
026 (0.23-031)

1
0.40 (0.33-0.50)
069 (0.55-087)

1
1.10 (0.96-1.27)

1
1.12 (0.97-1.29)
0.43 (0.30-0.62)

1
1.73 (1.33-2.25)

1
212 (1.71-2.64)
491(3.39-7.10)

1
0.84 (0.74-0.96)

MODEL 2

2010711

HR (CI)

1
0.25(0.21-0.29)

1
0.45 (0.37-0.55)
085 (0.67-1.08)

1
1.03 (0.89-1.19)

1
091 (0.79-1.07)
0.30(0.21-0.43)

1
2.00(1.68-2.76)

1
232 (1.86-2.89)
558 (3.95-7.89)

1
092 (0.80-0.99)

Model 1 was the weibull parametric survival model with survey age imputation as the time and Model 2 was a weibull interval censoring model.

2015

HR (Cl)

1
0.22(0.19-0.26)

1
059 (0.48-0.71)
1.08 (0.84-1.38)

1
1.06 (0.92-1.22)

1
0.63(0.53-0.74)
0.25 (0.19-0.39)

1
1.80 (1.31-2.46)

1
226 (1.77-2.88)
6.88(4.84-9.76)

1
066 (0.57-0.76)
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Survey year
Characteristic

National summary
Sex
Male
Female
Marital status
Never married
Married/cohabiting
Separated/divorced/widowed
Place of residence
Utban
Rurel
Education level
No education/primary
Secondary
Higher
STl treatment in past 12 months
No
Yes
No. of sexual partners
0
1
2+
Currently employed
No
Yes

2005/6

Prevalence (CI)

22.4(2156,23.2)

18.2 (167, 19.4)
25.1(24.0,26.2)

108 (9.36, 12.3)
205 (195, 21.5)
45.6(43.0, 48.2)

237 (22.2,25.9)
21.8(208,228)

22.6(213,23.9)
22.6(216,23.7)
16.3 (126, 200)

21.4(207,22.2)
46.2(41.2,51.2)

31.3(28.9,33.6)
208(19.9,21.7)
195 (16.1,22.9)

22.7(215,23.9)
22.1(210,23.2)

*p-values below 0.05 are considered statistically significant.

2010/11

Prevalence (Cl)

196 (18.8,20.3)

16.2 (15.1,17.3)
21.8(208,22.8)

9.6 (8.29, 11.0)
17.8 (169, 18.7)
42.2/(39.6,44.8)

22.0(20.5,23.4)
185 (17.7, 19.4)

21.1(19.7,22.4)
19.4 (185,203)
12,6 (9.86, 15.4)

18.9 (18.2,19.7)
39.0 (34.0,44.0)

282(25.9,30.5)
182 (17.4,19.1)
17.7 (14.8,20.7)

18.9(17.9,20.0)
202(19.2,21.9)

2015

Prevalence (Cl)

17.7 (17.0, 18.4)

13.6 (127, 14.5)
20.7 (198, 21.6)

7.86 (6.78, 8.96)
16.8(16.0, 17.6)
38.3(35.9,40.8)

18.3(17.3,193)
17.3(16.4, 18.1)

207 (193, 22.1)
17.4 (165, 18.2)
12.1 (103, 13.9)

17.2(16.5,17.8)
37.2(320,42.3)

245(22.2,26.9)
17.0(16.2,17.7)
15.3(13.2,17.4)

17.9(169, 19.0)
17.5 (167, 18.4)

p-value

<0.001

<0.001
<0.001

0.001
<0.001
<0.001

<0.001
<0.001

0.05
<0.001
0.05

<0.001
0.01

<0.001
<0.001
0.03

<0.001
<0.001
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Characteristics Number of Number of Person-years Incidence rate

PLHIV  TBcases per 1,000 per 1,000
(95% CI)

Body weight

Below 40kg 5276 68 7.7 888 (7.00-11.27)

40-60kg 44,135 263 1009 261(281-294)

Above 60kg 23,680 49 67.2 073 (0.55-0.96)

HIV WHO stage

Stage 1 17,347 18 28.4 063 (0.40-1.01)

Stage 2 17,300 28 372 0.75 (0.52-1.09)

Stage 3 30,505 228 915 244 (2.14-2.78)

Stage 4 11,165 127 319 3.98(3.34-4.79)

CD4 categories

Below 350 7,808 42 126 3.33(2.46-4.51)

350-500 2,561 6 65 093 (0.42-2.06)

Above 500 3,098 4 9 0.44(0.17-1.19)

Use of IPT

No 78,504 405 1987 2.09(1.90-2.31)

Yes 244 0 15 0

Ever use ART

No 5,428 72 17.9 4.03(3.20-5.08)

Yes 73,320 338 177.3 1.88 (1.69-2.09)

Functional status

Bedridden 2,647 58 18 8220 (24.89-41.65)

Ambulatory 340 14 04 8106(18.99-54.14)

Working 74,921 327 189 1.73(1.56-1.93)

CTC enroll year

2008-2007 12,897 69 50.7 1.16 (091-1.46)

2008-2012 32,057 131 835 1,57 (1.32-1.86)

2018-2017 33,794 205 519 395 (3.44-4.59)

Nutritional status

Ok 50,727 278 1605 1.78(1.54-1.95)

Moderate 3,603 45 47 953 (7.12-12.77)

Severe 218 1 0.2 47.74 (26.44-86.21)

ARV regimen

First line 57,802 293 1735 1.69(1.51-1.89)

Second line 745 15 5.4 2.95(1.78-4.89)

Others 512 0 04 =
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Cluster Number of Numberof Mean/average Average TB  p-value
variables TBcases cluster TBcasesper ratesper  (ANOVA)

variables  cluster 1,000  comparing

withatleast  variable person-years TB rates for
1TB case percluster  cluster
variable  variables

Facility types

Dispensary 12 38 032 1.36 00306

Health 131 70 1.87 1.28

centers

Hospitals 262 32 8.19 335

Overal 405 140 289 177

Facility ownership

Private 50 34 1.47 203 06632

Public 355 108 335 1.69

Overal 405 140 280 1.77

Region

Arsha 45 39 1.15 1.86 06754

Kilimanjaro 134 43 3.12 1356

Tanga 226 58 39 203

Overall 405 140 289 1.77
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Characteristics

Age
15-24

25-34

35-44

55-55

Above 55

Sex

Male

Female

CD4 categories
Below 350
350-500

Above 500

Ever use art

No

Yes

Functional status
Bedridden
Ambulatory
Working

CTC enroll year
2008-2007
2008-2012
2018-2017
Nutritional status.
Ok

Moderate

Severe

Survival status

event

(TB) censored

28

143

44

188
217

42

51
354

58
14
327

45
1656
206

278
45
11

8,425
21,052
26,138
15,251

7,477

21,795
56,547

7,766
2,556
3,004

5,356
72,987

2,589
326
74,594

12,828
31,926
33,589

50,449
3,558
207

Crude hazard ratio (95%C)

”
1.16 (0.75-1.74)
0.95 (0.63-1.42)
0.87 (0.57-1.33)
0.75 (0.47-1.21)

1
0.43(0.36-0.52)

|
0.41(0.20-0.84)
0.16 (0.06-0.40)

;
0.46 (0.36-59)

4
0.97 (0.56-1.71)
0.05 (0.04-0.07)

”
1.87 (1.03-1.84)
350 (2.66-4.50)

1
5.53 (4.04-7.58)
27.95 (16.30-51.06)

Adjusted hazard ratio (95%Cl)
adjusting only for clusters

1
1.19 0.78-1.81)
097 (0.65-1.46)
089 (0.58-1.36)
0.78 (0.48-1.25)

1
0.42(0.34-0.50)

1
0.42(0.21-087)
0.16 (0.07-0.42)

1
0.43(0.33-0.55)

1
092 (0.62-1.63)
0.05(0.04-0.07)

1
151 (1.12-2.08)
4.05 (3.04-5.39)

1
694 (4.92-0.80)
28,05 (15.00-52.16)

AHR (95% Cl) adjusting for other
factors and for clusters

)
1.01(0.28-3.70)
0.46 (0.12-1.75)
052(0.13-2.11)
060 (0.18-2.77)

”
089 (0.41-1.92)

|
0.19(0.04-0.80)
0.15 (0.04-0.64)

1
034 (0.15-0.79)

1
2.14/(0.23-19.94)
0.15 (0.05-0.47)

"
2.97 (1.05-8.43)
2.56 (0.79-8.20)

|
0.93(0.20-4.22)
927 (2.15-39.95)
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Characteristics Number of Number of Person-years Incidence rate

PLHIV  TBcases (in1,000) per 1,000
(95% CI)
Overall 78,748 405 195.1 2.08(1.88-2.29)
Age
16-24 8,453 28 13 2.16(1.48-3.11)
25-84 21,150 %8 40 2.45 (2.01-2.99)
35-44 26,281 143 688 2.08(1.77-2.45)
45-55 15,343 o 474 1.94 (1.58-2.38)
Above 55 7,521 44 2 1.70 (1.26-2.28)
Sex
Male 21,988 188 50.7 3.70(3.21-4.27)
Female 56,764 217 144.4 150 (1.31-1.72)
Marital status
Cohabiting 1,013 4 26 1.51(0.67-4.03)
Divorced 7,335 49 19 2.58 (1.95-3.41)
Married 39,151 191 1005 1.90 (1.65-2.19)
Single 19,969 i1 48.4 2.29(1.90-2.76)
Widow/widower 5,670 2 152 171 (1.17-251)
Region
Arusha 12,348 5 19.3 230 (1.74-3.12)
Kiimanjaro 26,133 134 66 208 (1.71-2.41)
Tanga 40,267 226 1099 2.06(1.81-2.34)
Year of follow up
2012 44,673 65 303 215 (1.68-2.74)
2013 12,288 81 308 2,63 (2.12-3.27)
2014 12,117 68 3 2.00(1.68-2.54)
2015 10,563 46 36.9 1.25(0.93-1.67)
2016 8728 56 382 1.47 (1.13-1.91)

2017 6,208 89 25.1 3.55(2.88-4.37)
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Option A

Option B

Option B+

CD4* Cell count <
350 cells/pl
WHO staging 3 or 4

ART for Life

ART for Life

ART for Life

Woman

CD4* Cell count > 350
cells/pl
WHO staging 1 or 2

AZT starting at 14 weeks
gestation

sd-NVP and AZT/3TC at
delivery for 7 days postpartum
Triple ARV Prophylaxis at 14
weeks gestation and ending
at delivery or 1 week after
breastfeeding cessation

ART for Life

Infant

Daily NVP from birth until 1 week after
breastfeeding cessation or 4-6 weeks if
no breastfeeding or mother on triple
ART

Daily NVP or twice daily AZT for 4-6
weeks when replacement feeding. Dally
NVP for 6 weeks when breast feeding

Daily NVP for 6 weeks
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Variable

Age group (years)
<1

1-4

59

10-19

20-24

25-49

50+

Sex

Male

Female

Functional status
Ambulatory
Bed-ridden

Working

Who clinical stage
Stage one

Stage two

Stage three

Stage four

Health facility type
Dispensary

Health center
Hospital

Health facility ownership
Private

Public

Region

Dar es Salaam
inga

Njorbe

Enrolment year
2012

2013

2014

2015

2016

Number of visits
screened TB positive

352
2,395
2,307
3,811
3,293
63,911
11,939

37,345
50,683

5,203
10,895
56,865
12,021

23,195
19,257
45,576

16,527
71,501

73,896
8,823
5,309

24,503
24,474
16,923
12,251
9,877

Number of visits
without further TB
diagnosis (%)

137 (0.49%)
799 (2.87%)
954 (3.43%)

1,456 (5.24%)
1,299 (4.67%)
19,633 (70.24%)
3,631 (13.06%)

11,230 (40.38%)
16,580 (59.62%)

1,701 (6.12%)
278 (0.98%)
25,799 (92.89%)

2,682 (9.71%)
5,714 (20.68%)
15,427 (55.84%)
3,806 (13.78%)

10,108 (36.35%)
7,192 (25.86%)
10,510 (37.79%)

6,561 (23.59%)
21,249 (76.41%)

22,133 (79.59%)
2,179 (7.84%)
3,498 (12.58%)

5,808 (21.21%)
6,246 (22.46%)
5,973 (21.48%)
5,040 (18.12%)
4,653 (16.73%)

Crude

OR(95% CI)

1
0.79(0.62-0.99)
1.11(0.88-1.39)
097 (0.78-1.21)
1.02 (0.82-1.28)
069 (0.56-0.86)
0.69 (0.55-0.85)

1
1.13(1.10-1.16)

1
0.92 (0.79-1.07)
094 (0.88-0.99)

1
1.04 (0.97-1.11)
0.35(0.33-037)
043 (0.41-0.47)

1
0.77 (0.74-0.80)
0.39(0.38-0.40)

1
064 (0.62-0.67)

1
0.77 (0.73-080)
452 (4.26-4.79)

1
1.08 (1.04-1.13)
1.72 (1.65-1.80)
220 (2.10-2.31)
281 (2.67-2.95)

P-value

0.040
0.388
0.792
0.848
0.001
0.001

<0.001

0.305
0.028

0.286
<0.001
<0.001

<0.001
<0.001

<0.001

<0.001
<0.001

<0.001
<0.001
<0.001
<0.001

Adjusted

a0R(95% Cl)

1
090 (0.69-1.17)
111 (0.86-1.44)
098 (0.76-1.26)
089 (0.69-1.15)
068 (0.54-0.87)
0.71(0.56-091)

114 (1.11-1.18)

1
081(0.69-0.96)
062 (0.58-0.67)

1
1,04 (0.97-1.11)
0.36(0.34-039)
0.46(0.43-0.49)

1
0.78 (0.75-082)
0.39 (0.38-0.41)

1
068 (0.65-0.71)

1
0.42 (0.39-0.45)
4.36 (4.09-4.65)

1
1.09(1.04-1.14)
1.71 (1.68-1.79)
217 (2.06-2.28)
262 (2.49-2.77)

P-value

0.431
0.434
0.872
0.376
0.002
0.007

< 0.001

0013
< 0.001

0.307
< 0.001
<0.001

< 0.001
<0.001

< 0.001

< 0.001
< 0.001

<0.001
< 0.001
<0.001
< 0.001
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Variable

Age group (years)
<1

1-4

59

10-19

20-24

25-49

+50

Sex

Male

Female

Functional status
Ambulatory
Bed-ridden
Working

Who clinical stage
Stage one

Stage two

Stage three

Stage four

Health facility type
Dispensary

Health center
Hospital

Health facility ownership
Private

Public

Region

Dar es Salaam
inga

Njornbe
Enrolment year
2012

2013

2014

2015

2016

Number not screened (%)

241 (0.21%)
3,416 (2.99%)
4,506 (3.95%)
5,624 (4.92%)
4,704 (4.12%)

80,692 (70.66%)
15,022 (13.15%)

47,466 (41.56%)
66,742 (68.44%)

1,630 (2.94%)
372 (0.67%)
53.381 (96.39%)

9,240 (14.01%)
11,128 (16.87%)
37,751 (67.23%)
7,843 (11.89%)

42,902 (37.56%)
35,043 (30.68%)
36,263 (31.75%)

24,698 (21.63%)
89,510 (78.37%)

73,363 (64.24%)
16,386 (14.35%)
24,459 (21.42%)

23,886 (20.19%)
24,589 (21.53%)
24,673 (21.60%)
21,177 (18.54%)
19,883 (17.41%)

Crude

OR (95% Cl)

1
153 (1.34-1.75)
1.87 (1.64-2.18)
1.33(1.17-1.52)
0.73(0.64-0.89)
1.04 (0.91-1.18)
1.24 (1.09-1.41)

1
0.60(0.59-0.61)

1
057 (0.50-0.62)
025 (024-0.27)

1
1.48 (1.44-1.52)
250 (2.45-2.56)
249 (2.42-2.57)

1
1.08 (1.06-1.09)
0.94 (0.93-0.96)

1
1,59 (1.56-1.61)

1
1.17 (1.15-1.19)
1.15(1.13-1.16)

1
1.07 (1.05-1.09)
1.19 (1.17-1.21)
1.44 (1.42-1.47)
1.84(1.80-1.87)

Adjusted
P-value aOR(95% Cl) P-value
<0001 0.99 (0.82-1.19) 0815
<0.001 0.95 (0.79-1.14) 0.600
<0001 0.95 (0.79-1.14) 0581
<0.001 0.95 (0.79-1.14) 0565
0543 1.04 0.88-1.25) 0507
0,001 0.99 (0.83-1.19) 0955
1
<0001 068 (0.67-0.69) <0.001
1
<0.001 0.75 (0.66-0.85) <0.001
<0.001 0.45 (0.43-0.48) <0.001
1
<0.001 2,01 (1.94-2.08) <0.001
<0001 3.33(3.23-3.42) <0.001
<0001 361 (3.48-3.75) <0.001
1
< 0.001 1.26 (1.24-1.29) < 0.001
<0001 094 (092-0.96) <0.001
1
<0.001 239 (2.34-2.45) <0.001
1
<0.001 1.64 (1.50-1.67) <0.001
<0.001 021 (0.21-0.22) <0.001
1
<0001 1.01(0.99-1.04) 0275
0,001 1.07 (1.04-1.09) <0.001
< 0.001 1.20 (1.18-1.24) < 0.001
0,001 1.15 (1.12-1.19) 0.001
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Variable

Individual level factors
Age (years)

Sex

Functional status

WHO stage

Enrolment year

Type of health facility

Health Facility ownership

WHO, World Health Organization.

Total, N

Dar-es-Salaam, N

Mean = 35 years, SD = 12 years, Range = 0-97 years

<1
-4
59
10-19
20-24
25-49
>50
Missing
Male
Female
Ambulatory
Bedridden
Working
Missing
Stage 1
Stage 2
Stage 3
Stage 4
Missing
2012
2013
2014
2015
2016
Dispensary
Health center
Hospital
Private
Public

1,361 (0.79%)
3,497 (2.04%)
2,84 (1.65%)
7,564 (4.41%)
16,453 (9.58%)
123,581 (71.99%)
16,363 (9.53%)
9(0.01%)
53,744 (31.31%)
17,9275 (68.69%)
5,426 (3.16%)
1,419 (0.83%)
164,076 (95.58%)
749 (0.44%)
62,535 (36.43%)
40,347 (23.50%)
53,846 (31.37%)
12,748 (7.43%)
2,193 (1.28%)
31,038 (18.08%)
33,408 (19.46%)
36,091 (21.02%)
33,349 (19.43%)
37,788 (22.01%)
65,405 (38.10%)
45,659 (26.60%)
60,606 (35.30%)
47,706 (27.79%)
123,964 (72.21%)

946 (0.77%)
2,144 (1.74%)
1,707 (1.38%)
5,103 (4.14%)
11,781 (9.56%)

89,722 (72.75%)
11,92 (9.67%)

5(0.00%)

34,657 (28.10%)

88,672 (71.90%)
3,634 (2.95%)
1,061 (0.86%)

118,088 (95.71%)

596 (0.48%)

48,400 (39.24%)

26,587 (21.56%)

38,648 (31.34%)
8,078 (6.55%)
1,616 (1.31%)

20,359 (16.51%)

24,230 (19.65%)

26,232 (21.27%)

24,433 (19.81%)

28,075 (22.76%)

52,236 (42.35%)

27,910 (22.63%)

43,183 (35.01%)

30,962 (25.11%)

92,367 (74.89%)

Iringa, N

183 (0.92%)
569 (2.88%)
497 (2.51%)
884 (4.47%)
1,66 (8.42%)

13,998 (70.73%)

1,990 (10.06%)

3(0.02%)
8,084 (40.59%)
11,757 (59.41%)

1,078 (5.45%)
181(0.91%)

18,478 (93.37%)
53(0.27%)

5,140 (25.97%)

5,707 (28:84%)

7,062 (35.68%)

1,680 (7.98%)
301 (152%)

5,083 (25.68%)

3,746 (18.93%)

3,718 (18.79%)

3,566 (17.97%)

3,687 (18.63%)

7,400 (37.44%)

8,633 (43.62%)

3,749 (18.94%)

10,149 (51.28%)

9,641 (48.72%)

Njombe, N

232 (0.81%)
784 (2.75%)
637 (2.23%)

1,577 (5.52%)
3,006 (10.53%)
19,861 (69.57%)

2,452 (8.59%)

1(0.00%)

11,054 (38.72%)

17,496 (61.28%)
713 (2.50%)
177 (0.62%)

27,560 (96.53%)
100 (0.35%)

8,995 (3151%)
8,053 (28.21%)
8,136 (28.50%)
3,090 (10.82%)

276 (0.97%)
5,506 (19.60%)
5,427 (19.01%)
6,141 (2151%)
5,360 (18.77%)
6,026 (21.11%)
5,760 (20.18%)
9,117 (31.93%)
13,673 (47.89%)
6,504 (23.10%)
21,956 (79.90%)
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Characteristic

Positive tests

Linked to care n (%)

OR (95% ClI)

P-value**  Adjusted OR (95% C)***  P-value**

Sex
Male* 532 385 (72%) 1 062

Female 743 547 (74%) 1.07 (0.83-1.37)

Age at most recent diagnosis

<15 years 70 57 (81%) 1,59 (0.86-2.96) 012

15-24 years 205 142 (69%) 082 (0.50-1.14)

25+ years” 1,000 733 (73%) 1

District of residence

Catchment wards*$ 895 667 (75%) 1 0.0004 1 0.03
Magu district 267 201 (75%) 1.04(0.76-1.43) 1.30(0.90-1.86)

Other district 113 64 (57%) 0.45 (0.30-0.67) 0.64(0.40-1.01)

Pregnancy status

Male* 532 385 (729%) 1 0.0006 1 <0.0001
Yes 159 134 (84%) 2.05(1.28-3.27) 3.12(1.83-5.33)

No 563 402 (71%) 0.95(0.73-1.24) 0.93 (0.70-1.25)

Don't know 12 5(42%) 0.27 (0.08-0.87) 0.46 (0.12-1.86)

Previous HIV positive test

No* 1,040 768 (74%) 1 037

Yes =5 years ago 2 21 (84%) 1.86 (0.63-5.46)

Yes <5 years ago 128 91 (71%) 087 (0.58-1.31)

HTC type

ver 362 276 (76%) 1.33 (0.98-1.80) 023

ANC/PMTCT 264 191 (72%) 1.08(0.78-1.50)

PITC* 556 393 (71%) 1

Other 91 70 (77%) 1.38 (0.82-2.33)

Type of testing facility

Health center with CTC* 658 508 (77%) 1 <0.0001 1 <0.0001
Dispensary with CTC 402 348 (87%) 1.90 (1.35-2.67) 1.72 (1.22-2.44)

ANC/PMTCT (no CTC) 134 58 (43%) 0.22(0.15-0.33) 0.16 (1.11-0.25)

HTC only (no CTO) 78 15 (19%) 0.7 (0.04-0.13) 007 (0.04-1.13)

Numbers are as among those providing a response.

*Reference group.

‘Significant associations at the 95% level are shown i italics.
**“Variables identified in univariate analysis s being associated with linkage to care included in multivariate model.
$Catchment areas for the 16 health facilities; dispensaries serve a village within a ward whereas health centers serve a ward.
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Tested HIV positive previously (n = 1,200)

HIV positive test (n = 1,275) n (%) No (n = 1,040 new diagnosis) n (%) Yes (n = 160 repeat diagnosis) n (%)
Female Male Female Male Female Male
Total 743 532 591 449 109 51
Age at diagnosis (years)
0-4 years 13(1.8) 20(3.8) 11(1.9 18 (4.0) 1-5 1-5
5-14 years 20 (2.7) 17 3.2) 18(3.0) 143.1) 0 1-5
15-19 years 26(35) 1-5 21(36) 5(1.1) 15 0
20-24 years 145 (19.5) 29(5.5) 117 (19.8) 25(5.6) 2321.1) 1-5
25-49 years 477 64.2) 377 (70.9) 373 (63.1) 317 (70.6) 74 (67.9) 38 (74.5)
50+ years 62(8.9) 84(15.8) 51(86) 70 (15.6) 6(5.5) 9(17.6)
Ward of residence
Kisesa 174 (23.4) 124 (23.3) 138 (23.4) 102 (22.7) 25 (22.9) 13 (25.5)
Nyanguge 92 (12.4) 45 (8.5) 68(11.5) 398.7) 21(19.3) 6(11.8)
Bujashi 73(9.8) 56 (10.5) 59(100) 52(11.6) 10(9.2) 1-5
Kitongo 69(9.9) 58(10.9) 65(11.0) 55 (12.2) 0 0
Other wards 332 (44.7) 249 (46.8) 258 (43.7) 201 (44.8) 53(48.6) 29(56.9)
Missing 3(0.4) 0 3(05) 0 0 0
Pregnant
Yes 159 (21.4) - 126 (21.3) = 28 (25.7) -
No 563 (75.8) - 450 (76.1) - 81(743) -
Don'’t know 12(1.6) 11(1.9) = 0 -
Missing 9(12) 4(07) o
HTC type
ver 211 (28.4) 151 (28.4) 162 (27.4) 130 (29.0) 4137.6) 20(39.2)
ANC/PMTCT 168 (22.6) 96 (18.0) 134 22.7) 77(17.4) 24.(22.0) 11(21.6)
PITC 314 (42.3) 242 (45.5) 251 (42.5) 201 (44.8) 38(34.9) 18(35.3)
Other 49(6.6) 42(7.9) 43(73) 40(8.9) 6(5.5) 1-5
Missing 10.1) 1(02) 102 102) 0 0
Linked to care
Yes 547 (73.6) 385 (73.4) 436 (73.8) 332 (73.9) 83(76.2) 34(66.7)
No 196 (26.4) 147 (27.6) 155 (26.2) 117 (26.1) 26(23.8) 17 (33.9)
In receipt of ART (persons linked to care with a matched CTC record)™*
Yes - 382 (93.4) 271 (90.9) 67 (95.7) 36(94.7)
No - - 27(66) 29(9.7) 3(439) 2(53)

“Where cell counts <5 masked a range was given to protect anonymity of participants.
'N = 817 [932 people were linked to care (as identified through matching the two parts of the referral form or probabilstic matching); of these it was possible to match the CTC data
to the HTC referral testing recordis for 818; of these 818, 1 had missing ART status].
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HIV testing Routine aggregate Standard NACP Routine clinic data Additional data

registers HIV testing data referral form from HIV care requested through pilot
Patient demographics

Patient frst name X - X X -
Patient second name X - X X -
Patient last name X - X X -
Other names used by patient - - - - X
Age in years X X (categorized) X X -
Year of birth X - X X -
Sex X X X X -
Reporting facility and HIV diagnosis

HTS facility name X X X X -
HTS type - X - X -
Visit (test) date X - X X -
Clinic referred to X - X X -
Name of referring nurse X - X - -
Patient location information

District X - X -
Ward X = X -
Vilage X - - X -
Sub-village X - - X -
Ten cell leader" - = X o
Patient-specific identifiers

Client VCT/ANC number X - - X -
Name someone else in household = = = X -
Phone number - - - X -
Clinical information

Pregnant X X X X -
Tested HIV positive before X - - X X
When tested HIV positive before - - - X X
Where tested HIV positive before - - - X X
HIV care

CTC file number - - X

CTC patient number . . X X =
Date first seen - - X X -

“Ten-cell leader is an appointed number of households (originally 10 but often now higher), reporting to village, and sub-village authorities.
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Characteristic

Treatment group
Option A/B

Option B+

Age group (in years)
15-24

25-34

35-50

Education level
None/Primary
Secondary

Tertiary

Parity

0-1

24

58

Marital status

Single

Married

Current CD4 cell count
11-849

350-499

500-1550

Delivery mode
Normal vaginal delivery
Assisted delivery
Cesarean

[a] Missing Confidence intervals because of missing standard errors due to stratum with single sampling unit.

Unadjusted-HR

Ref.
04

Ref.
13
06

Ref.
13
14

Ref.
0.9
04

Ref.
15

Ref.
14
12

Ref.
2.1
1.7

P-Value

0.004

0.531
0.359

0.391
0.489

0.527
0.087

<0.001

0.256
0.485

0.215
1.000

95% CI

[0.53-3.39)
(0.24-1.68)

(0.75-2.12)
151-4.10)

053-1.39)
0.15-1.38)

[3.60-6.66]

[0.78-2.55)
(0.69-214]

[0.65-6.69]
fa)

Adjusted-HR P-Value

Ref.

05 0.010
Ref.

15 <0.001
Ref.

32 0.050
4.0 1.000

95% CI

0.28-0.84]

[8.43-6.30]

0.98-1021]
(@)
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Infant HIV status

N =1,444 Negative Positive

Characteristic Total Frequency (%) Frequency (%)

Treatment group

Option A/B 864 808 [935] 56
Option B+ 580 563 [©7.1] 17
Age categories (in

years)

15-24 128 118 959 5
2534 697 651 [94.4] 46
35-50 624 602 1965 22
Marital status

Single 136 136 [100.0]0
Married 1,185 1,125 [94.9] 60
Divorced/Widowed 47 41 7.2 6
Education level

None/Primary 660 629 (95.3 81
Secondary 472 446 [945) 26
Tertiary 43 39 [°07] 4
Parity

01 710 669 (942 41
2-4 588 560 95.2] 28
58 145 141 ©72) 4
Delivery mode

Normal Delivery 1,386 1316 (95.0] 70
Assisted 25 22 8.0] 3
Cesarean 18 18 [100.0]0
Current CD4 count

11-349 330 309 [93.6 21
350-499 256 282 [©1.0] 23
500-1550 357 328 [©1.9 29
Had trouble taking

pills

No 1,008 954 [94.6] 54
Yes 11 [100.0]0
Number of doses

missed

0 815 772 [94.7] 43
1 or more 12 12 [100.0]0

Sample size = 1,444.
Median (IQR) age = 33 (28-38) years.

Mean baseline CD4* cell count = 467 cells/ml (SD 246.5).
*P-Values obtained using Pearson chi squared,

P-Values obtained using Fishers Exact.

Bold values represent a significance of p < 0.2.

65
29

@1
66)
85)

00
5.1
[12.8)

@7
5]
03]

8
4.8
28

50
[12.0)
00

6.4
00)
.1

5.4
00

5.3
0.0

P-Value

0.003*

0.034*

<0.001**

0.336*

0.302

0.184**

0.465"

0.548™

0.525*
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Characteristic Frequency

Age categories (in years)

15-24 123
25-34 697
35-50 624
Marital status

Single 136
Married 1,185
Divorced/Widowed 47
Education level

None/Primary 660
Secondary 472
Tertiary 43
Parity

0-1 710
2-4 588
5-8 145
Delivery mode

Assisted 2
Cesarean 18
Normal delivery 1,386
Current CD4 count

11-349 330
350-499 255
500-1550 357
Had trouble taking pills

No 1,008
Yes 1
Number of doses missed

0 815
1 or more 12

Sample size = 1,444,

Median (IQR) age = 33 (28-38) years.

Mean baseline CD4* cell count = 467 cells/ml (SD 246.5).
95% Cl obtained using Pearson chi squared.

(%)

85
483
432

929
86.6
35

56.2
40.2
36

49.2
40.8
100

18
13
96.9

35.0
271
37.9

98.9
11

98.6
14

95% Cl

[72-10.1)
[45.7-60.9)
[40.7-45.8)

85-11.6)
(84.7-88.3)
[26-4.5]

(63.3-68.9)
[87.4-43.0)
[2.6-4.5]

46.6-61.8)
[88.2-43.3)
8:6-11.7)

[12-26]
[10-19]
95.9-97.8)

82.0-38.1)
24.3-30.0)
[84.8-41.0)

98.1-99.4)
(06-19]

97.5-99.2)
(08-25]
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Effect

Intercept: PAQC score 0
Intercept: PAQC score 1
Intercept: PAQC score 2
Intercept: PAQC score 3
Intercept: PAQC score 4
Intercept: PAQC score 5
Intercept: PAQC score 6
Age-group: 12-59
Patients’ sex: males
Comorbidities: 1
Cormorbidities: 2
Comorbidities: >3
Clinicians’ sex: female
Ciinicians’ cadre: MO
Hospital workload: low
Malaria prevalence: low
Time (months)
Enhanced A&F arm
Time x Enhanced A&F

Variance (standard error)

between random clinicians”

intercepts

Random effects model

Complete case analysis
N =1,619 (76.1%)

Odds ratios
(95% CI)

Reference
0.06 (0,031, 0.14)
007 (0.036, 0.138)
022(0.11,0.42)
067 (0.342, 1.294)
2.74 (1.401, 5.347)
7.24/(3.678, 4.253)
1.20 (0.991, 1.464)
0.97 (0,806, 1.174)
0.99(0.783, 1.267)
1.01(0.766, 1.327)
0.63 (0.398, 0.985)
1.51(1.057, 2.183)
1.02 (0,709, 1.468)
0.93 (0.624, 1.376)
0.95 (0.644, 1.401)
1.05 (0,969, 1.145)
0.18 (0.095, 0.349)
1.15 (1,018, 1.307)

1.328 (1.151)

P-value

<0.001
<0.001
0.03
0.12
<0.001
<0.001
0.06
0.77
0.94
0.95
0.04
0.02
0.91
071
0.79
022
<0.001
0.02

Multilevel MI
N = 2,127 (100%)
Odds ratios P-value
(95% CI)

Reference
0.18(0.071,0.375)  <0.001
0.17(0.082,0.365)  <0.001
053(0.251,1.105)  0.07
168(0.779,3427) 067
6.69 (3.166, 14.14)  <0.001
7.79(8.336,3.964)  <0.001
1.19 (0986, 1.454) 009
097 (0.805,1.173)  0.93
099(0.782,1.253)  0.93
1.01(0767,1326) 096
061(0.387,0955)  0.03
1.53 (1.064, 2.195) 0.02

1.04(0.720,149) 098
1.12(1.080, 1.372) 0.04
094(0.640,1.389) 025
1.05 (0967, 1.141) 081
0.18(0.093,0.341)  <0.001
1.16(1.020,1.308) <0001

1.161(1.073)

SE, Standard Error; Cl, Confidence interval: MO, Medical Officer; A&F, Audit and feedback.

GEE model

Complete case analysis
N =1,619 (76.1%)

Odds ratios
(95% CI)

Reference
6.13 (3.188, 9.456)
7.73(3.258, 18.316)
3.12(1.345,7.28)
1.29 (0561, 2.981)
0.44(0.192, 1.012)
021 (0.089, 0.501)
1.15 (0922, 1.432)
095 (0.759, 1.185)
1.02 (0810, 1.206)
1.01(0.779, 1.304)
1.37 (0.906, 2.063)
1.44 (1.095, 1.910)
1.18(0.878, 1.582)
1.42 (0.974, 2.068)
1.18(0.748, 1.865)
0.99(0.904, 1.094)
0.11(0.054, 0.227)
1.27(1.125, 1.484)

P- value

<0.001
<0.001
0.03
0.56
012
<0.001
0.09
0.96
0.84
0.94
0.14
0.01
0.24
023
0.32
0.86
<0.001
<0.001

Multilevel MI
N = 2,127 (100%)
Odds ratios P-value
(95% Cl)
Reference

4.18(2.010,6.128)  <0.001
4.98(2.056,2.078)  <0.001
202(0852,4809) 008
084(0.354,1.987)  0.96
0.29(0.122,0.678)  <0.001
0.14(0.057,0336)  <0.001
1.16(0982,1.454) 008
095(0.760,1.183)  0.91
1.03(0815,1.304) 080
101(0.781,1312) 092
1.41(0987,2.126) 009
1.45 (1.106, 1.894) 0.01
1.20(0888,1.611) 0.8
1.40(1.103, 2.063) 0.02
1.18(0.742,187) 095
099(0.905,1.103)  0.40
0.11(0.053,0.236)  <0.001
129(1.117,1.482) <0001
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Enhanced A&F arm
Admission workload

Malaria prevalence
Pneumonia admissions,

n (%)

Patients aged 2-11 months,
n (%)

Patients aged 12-69
months, n (%)

Male patients, 1 (%)
Female patients, n (%)
Missing patients sex, n (%)
0 comorbidties, n (%)

1 comorbidity, n (%)

2 comorbidties, n (%)

32 comorbidities, n (%)

Number of cinicians: n (%)
Female clinicians, n (%)

Meale clinicians, n (%)

Cinicians with missing sex,
n (%)
Cinicians' cadre: CO, n (%)

Cinicians’ cadre: CO
interns, n (%)
Ciinicians' cadre: MO¥,
n (%)

Ciicians’ cadre: MO
interns, n (%)
Clinicians with missing
cadre, n (%)

+CO-Clinical Officer; MO-Medical Officer; H1-H12 denote hospitals participating in the trial

H1i

No
Low
High
182

©21)

44

@3.3)

88
©6.7)

80
(60.6)
52
(39.4)
0
©.0)
29
@1.9)
64
(48.5)
28
(21.2)
1
©3)
31
15
(54.55)
16
(45.45)
0
©.0)
9
©.0)
20
(64.5)
1
82
10
82.3)
o
©.0)

H2

Yes
Low
Low
215

(10.11)

79
@6.7)
136
(63.9)
118
(54.9)

o7
@5.1)
0
00
121

(56.3)
56

(26.1)
31

(14.4)

7
@3
36
i
(30.56)
18
(50.0)

7
(19.4)
0
©0)
18
(50.0)
128
8
10
©78)
7
(19.4)

H3

No
High
High
210

0.87)

71

(33.8)
139
(©6.2)
103
(@9.1)
107
(50.9)
4
©0.0)

30

14.3)
109
(651.9
54
@5.7)

17
®.1)

43

15

@49
28
©5.2)

0
©0.0)

4
©0.0)

31
(72.1)

0
©0.0)

12

7.9

[

©0.0)

243
(11.42)
89
(36.6)
154
(63.4)
138
(66.8)
101
“16)
4
.7
185
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@1.a8) (©5,192) (180, 385) (212,415) (22075482 (286, 522.5) (270, 479) (281, 471)
Positive  n 77 61 52 51 40 54 48
Median 132.0 241.0 2535 297.0 3485 367.5 404.0
[} 98 202 207.5 214 286.25 242 273

(@1,Q3) (84,182) (162, 364) (162, 369.5) (176,390)  (179.5,465.75) (240.5, 482.5) (250, 523)
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Year of Visit

2010 2011 2012 2013 2014 2015 Total
Age categories 15-24 years N 16,518 7124 8,181 8,069 8,224 5,382 53,498
% 51 51 51 51 53 52 51
25-34 years N 12,486 5,439 6,162 5,873 5,644 3,881 39,485
% 38 39 39 37 36 37 38
35-49 years N 3,494 1,424 1,610 1,750 1,716 1,178 11,172
% 1 10 10 1 1 1 11
Marital status Single N 3,125 1,291 1,398 800 783 1,135 8,627
% 10 9 9 5 5 " 8
Married N 27,139 11,774 13,124 12,940 12,727 7,569 86,273
% 84 84 82 82 82 72 82
Divorced N 149 61 70 52 48 68 448
% 05 04 04 03 03 07 0.4
Widowed N 100 69 59 43 52 50 373
% 03 05 0.0 0.0 0.0 05 0.4
Missing N 1,985 792 1,307 1,857 1,974 1,619 9,634
% 6 6 8 12 13 16 9
Education level attained No education N 1,593 474 1,134 676 657 363 4,897
% 5 3 7 4 4 3 5
Primary level N 12,309 4,580 5,631 5,441 4,384 3,026 35,371
% 38 33 35 35 28 29 34
Secondary level N 12,770 6,098 6,372 5,291 5,057 4,568 40,146
% 39 44 40 38 32 44 39
Tertiary N 646 533 434 434 348 392 2,787
% 2 4 3 3 -4 4 3
Missing N 5,180 2,302 2,382 3,850 5,138 2,102 20,954
% 16 16 15 25 33 20 20
Total 32,498 13,987 15,953 15,692 15,584 10,441 104,155
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Result of HIV test

Negative

Positive

Not Clear

Missing

Total

2010

24,411
75
4375
13
81
03
3,631
1

32,498

2011

10,773
bid
2,133
15
16
0.1
1,065
8

13,987

Year of Visit

2012

10,209
64
1,851
12
15
0.1
3878
24

15,953

2013

4,533
29
858
5
14
0.1
10,287
66

15,692

2014

348
2
29
03
o
0.0
15,207
98

15,584

2015

106

16
02

0.0
10,319

10,441

Total

50,380
48
9,262

126
0.1
44,387
43

104,155
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Time 0 6 12 18 24 30 36
n 445 372 320 283 2n 279 261
Median 145 260 302 323 342 357 37
IQR (@1, Q3) 107 (85,192)  206.25(177,383.25)  201.5(204.5,406) 258.5(2165,475) 274 (234.5,508.5)  220.5(261,481.5) 209 (272, 481)
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Test

Henze-Zirkler's test

Mardia’s test
Skewness (22.51)
Kurtosis (71.24)

Royston’s test

Value

1.099

138.842
2.231
25,294

P-value Result

<0.0001 Data are not multivariate normal
Data are not multivariate normal

0.0002

0.0257

0.0002 Data are not multivariate normal
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Married — Separated

Odds ratio Conf.Int

Constant 0.00 (0.00; 0.03)"
Age interval

Period (Ref: Years 2004-2005)

Period 2006-2007 0.34 (0.01; 13.00)
Period 2008-2009 213 (0.12; 37.46)
Period2010-2011 815  (0.28;42.422)
Period 20122013 576 (0.39; 85.39)
Period2014-2016  1.42 (0.07:29.14)
Period 2016 1.00 (1.00; 1.00)
Gender (Ref: Female)

Male 347 (0.71; 17.04)
Income (Ref: Yes)

No 098 (0.18;5.32)
Is employed (Ref: Yes)

No 035 (0.09; 1.35)
Highest education (Ref: Never went to sch)
Primary 1.41 (0.06;82.19)
High school 2n (0.13; 57.09)
Tertiary 1.00 (1.00; 1.00)
Age at first marriage (Ref: Below 23)

23-29 053 (0.10;2.99)
30-40 0.38 (0.05; 2.73)
41-65 1.00 (1.00; 1.00)
Age at first sex 1.00 (1.00; 1.00)
o 356 (2.66; 4.77)"
COVims - 007

*Statistically significant variable.

Odds ratio

0.00
1.06

8.68
22.84

17.31
10.24
14.28
11.38

0.20

0.80

0.81

0.97
0.76
0.47

1.08
0.65
0.40
1.00
1.50

Married — Widowed

Conf. Int

(0.00;0.00)"
(1.01;1.10)"

(1.91;39.48)"

(5.10;
102.21)°

(8:82;78.39)
(2.22;47.30)
(8.07:66.48)"
(2.35;55.02)"

(0.12;0.38)"

(0.54;1.19)

(0.58; 1.18)

(0.56; 1.67)
(0.43;1.36)
0.19;1.21)

(0.76; 1.54)
(0.43; 0.99)"
(0.19;0.89)"
(1.00; 1.00)
(1.08;2.09)"
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Separated/Widowed — Married Married — Separated/Widowed

Odds ratio Cont.int
Constant 037 (0.07;2.06)
Age interval 092 (0.88;097)"
Period (Ref: 2004-2006)
Period 2006-2007 1.41 (0.60;3.29)
Period 2008-2009 091 (0.44;1.91)
Period 2010-2011 077 (0.40; 1.51)
Period 2012-2013 1.32 (0.68;2.57)
Period 2014-2015 099 (0.48;2.02)
Period 2016 1.00 (1.00; 1.00)
Gender (Ref: Female)
Male 1.18 (0.50;2.67)
Income (Ref: Yes)
No 075 (0.46; 1.22)
Is employed (Ref: Yes)
No 1.14 (0.73; 1.76)
ighest education (Ref: Never went to school)
Primary 081 (0.46; 1.43)
High school 054 (0:29:1.03)
Tertiary 0.42 (0.13; 1.33)
Age at first sex 1.02 (0.99; 1.08)
Age at first marriage (Ref: Below 23 years)
23-29 1.25 (0.81;1.98)
30-40 1.88 (1.15; 8.01)"
41-65 092 (0.27;3.19)
o 0.00 0.00;0.00

*Statistically significant variable.

Odds ratio

0.0
1.05

9.15
24.49
18.82
11.96
14.92
12.00

027

0.80

0.77

1.04
0.86
052
097

1.06
0.65
0.35
1.44

Conf.Int

(0.00;0.01)"
(1.01; 1097

(2.04; 41.18)"
(6:53;108.37)"
(422, 83.99
(2.63;54.33)"
(3.26;68.34)"
(2.53; 56.95)"

0.17;0.48)"

05

A7)

(056; 1.05)

021 1.28)
(0.95;0.99)"

(0.76; 1.50)
(0.44; 098"
(0.16;0.76)"
(1.04, 201

Married — Widowed

0dds ratio

0.00
1.06

8.78
22.71
16.82
991
13.83
11.16

0.20

0.80

0.81

097
077
0.49
0.97

1.08
0.65
0.40
1.50

Conf.int

(0.00;001)"
(1.01; 110"

(1.98; 39.95)"
(5.08; 10159)"
(8.72: 76.04)"
(2.15; 45.65)"
(2.98; 64.31)"
(2.31;53.88)"

(0.12;0.38)"

(0.53; 1.19)

(0.56; 1.12

(0.56; 1.68)
(0.43;1.38)
(0.19; 1.24)
(0.95;0.99)"

(0.75; 1.55)
(0.43; 099"
(0.18;0.87)"
(1.07; 2,09

Married — Separated

Odds ratio

0.00

0.35
225
3.18
5.44
1.41
1.00

3.16

0.98

0.35

1.44
2.7
0.00
0.99

0.65
0.38
1.00
3.43

Conf.int

(0.00;0.04)"

(0.01; 12.70)

(0.38; 78.70)
(0.07; 28.10)
(1.00; 1.00)

(0.66; 15.11)

(0.18;5.17)

(0.09; 1.34)

(0.66; 1.38)
(0.18; 54.45)
(0.00, 0.00)
(0.91;1.09)

(0.10;2.94)
(0.06; 2.56)
(1.00; 1.00)
(2.50; 4.72)"
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Married vs. N. married Separated vs. N. married Widowed vs. N. married

Covariates Odds ratio (Conf. Int) Odds ratio (Conf. Int) ‘Odds ratio (Conf. Int)
Constant 0.01 (0.01;0.01)" 0.00 (0.00; 0.00)" 0.00 (0.00; 0.00)"
Age interval 1.28 (1.27;1.29) 1.35 (1.27; 1.44)" 1.50 (1.46; 1.53)"
Period (Ref: 2004-2005)

Period 2006-2007 1.02 (0.94; 1.10) 1.11 (0.51; 2.40) 1.29 (0.93; 1.80)
Period 2008-2009 0.86 (0.78; 0.94)" 088 (0.36; 2.16) 1.43 (1.02; 1.99)"
Period 2010-2011 0.71(0.64;0.78)" 1.06 (0.41; 2.80) 1.66 (1.18; 2.33)"
Period 2012-2013 060 (0.54; 0.67)" 0.80 (0.30; 2.09) 1.50 (1.06; 2.11)°
Period 2014-2015 050 (0.44; 0.56)" 0.64(0.24; 1.68) 1.35 (0.95; 1.92)
Period 2016 0.43 (0.38; 0.48) 054 (0.20; 1.43) 1.20 (0.84; 1.70)
Gender (Ref: Female)

Male 0.84(0.76;0.93)" 0.42(0.24;0.73)" 0.09(0.07; 0.11)"
Income (Ref: Yes)

No 0.93(0.87; 1.01) 096 (0.70; 1.32) 1.03 (0.92; 1.16)
Is employed (Ref: Yes)

No 0.93 (0.86;0.99)" 052 (0.35;0.78)" 1.08(097; 1.21)
Highest education (Ref: Never went to Sch)

Primary 1.68 (1.43;1.98)" 1.62 (0.59; 4.46) 1.34(1.11; 1.62)°
High school 2.42 (2.04; 2.86)" 4.50 (1.52; 13.34)" 1.62 (1.29; 2.02)"
Tertiary 6.43 (4.89; 8.47)" 14.86 (4.14; 53.31)" 2.96 (1.96; 4.46)"
Age at first sex 1.00 (0.99; 1.01) 1.01(0.98;1.08) 1.00 (0.99; 1.01)
o 022 (0.21,0.28)" 0.09 (0.08, 0.10)" 0.43(0.23, 0. 63)"

“Statistically significant variable.





OPS/images/fpsyg-11-00154/fpsyg-11-00154-t002.jpg
Previous marital Current marital status

status
Never  Married Separated Widowed  Total

married
Never Married 267,284 1,274 [ 0 268,558
Married 0 53970 7% 1,661 55,608
Separated 0 55 M 0 766
Widowed 0 519 0 18,309 18,828

Total 267,284 55818 786 19870 343,758





OPS/images/fpsyg-11-00154/fpsyg-11-00154-t001.jpg
Marital status.

Variable Total Never Married ~ Separated Widowed
married N (%) N@®%)  N(%)
N (%)

Nevwentto 657  258(393)  193(204)  5(0.8)  201(306)
Sch

Primary 4,408 3,510(79.6)  621(14.1) 702  270(6.1)
Highschool 3,450 2,776(805)  552(160)  13(04)  109(32)
216 87(403)  108(00) 105  20(0.3)

Female 32,360 25319(78.2) 4407(136) 92(0.8 2542(7.9

Male 23048 21255(88.8) 2,459(10.3 28(0.1)  206(0.9)
Yes 4,180  2906(695) 1018(244) 17(04) 239(5.7)

No 42,203 33,813(80.1) 6.801(13.7) 103(0.2) 2.486(6.9)

Yes 14,644 11567 (79.0) 2487(17.0) 52(04) 5638(3.7)
No 30972 33,565(84.0) 4,174(104) 63(02) 2.170(5.4)
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COR (95%Cl)  p-value aOR (95% Cl) p-value

(n=1,074)
Female Reference

Male 1.08(0.82-1.43)  0.584

18-29 Reference

30-44 081(062-107) 0141 073(054-099) 0046
45-59 062(041-092) 0017 063(040-098) 0041
60+ 072(040-127) 0253 070(0.87-133) 0279
Non-PMTCT women  Reference Reference
Pregnantwomen  1.64(1.22-220) 0001 128(092-178)  0.142
Men 134(098-1.82) 0063 1.47(1.06-206)  0.021
Pre-ART 160(0.83-347) 0149 1.26(057-278) 0568
2014 Reference

2015 1.11(0.79-154) 0556

2016 1.08(0.76-152) 0671

2017 092(047-180) 08

Reference Reference
1.83(1.22-274) 0008 1.95(1.28-297)  0.002
129(087-1.90) 0201 1.45(0.96-2.19) 0074
182(088-1.99) 0183 152(0.98-237) 0.063
1.62 (1.05-2.49) 1.81(1.12-2.91)

Agincourt Reference Reference

Belfast 2.42(1.66-352) <0001 197(1.30-297) 0.001
Cunningmore 2.01(1.16-349) 0013 1.64(0.91-296) 0.101
Justicia 2.25(1.46-3.47) <0001 1.96(1.21-3.17)  0.006
Kildare 1.74(1.12-271) 0015 1.42(089-228) 0.14

Lillydale/Bhubezi 2.63(1.73-3.71) <0.001 2.26(1.60-3.41) <0.001
Thulamahashe 1.14(0.50-2.60) 0.762 1.47(0.64-3.36) 0.363

1.74(1.01-2.98) 1.86 (1.07-3.24)

Reference Reference
Linked 1.50(1.10-2.29)  0.014 209 (1.41-310) <0.001
4 year Reference Reference

1-2 years 1.80(1.44-2.46) <0.001 162 (1.21-247)  0.001
>2 years 1.58(1.06-2.34) 0025 134(0.87-207)  0.181
1 month Reference Reference

2 months 096(0.72-128) 0793 097 (0.71-134) 0872
3 months 1.00(0.64-157) 099  095(059-152)  0.832
>3 months 0.19(0.08-0.44) <0001 031(0.13-0.74)  0.009
<3 months Reference

3-6 months 0.83(057-120) 0314

6-12 months 072(051-101) 0055

12-24 months 059(0.42-083) 0003

>24 months 0.32(0.18-0.56) <0.001
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TIER.Net status

Deceased Lost to

follow-up
Final N®%)  N(%)

Outcome

LTFU 00) 112(1.0
Deceased 80(100) 38 (7.1)
Alive/Not  0(0) 70 (18.1)
on ART

Mgrated  0(0) 47 (88)
Transfered 0(0) 116 (21.8)
Re- 00  56(105)
engaged

AlNG/ART  0(0) 94 (17.6)
unknown

Total 80 533

Not
found

N (%)

9(17.0)
8(15.1)
36.7)

5(9.4)
8(15.1)
9(17.0)
11(208)

53

Still in
care

N (%)

10(4.5)
6(2.7)
8(36)

108)
16(7.2)
169 (76.1)

12 (5.4)

222

Transferred Total
out

N(%)  N(%)
00 181 (122)
00  132(123)
0O 8@
00 5349

186 (100) 326 (30.4)
00) 234(18
00 117 (109
186 1074
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Not in

sample
Stillin care  Still in care
2615 149
N (%) N (%)
SEX
Female 2016(77.1)  94(63.1)
Male 599(229)  55(36.9)
Missing 0(0) 0(0)
AGE
18-29 559 (21.4) 18 (12.1)
30-44 1,298 (496)  76(51.0)
4550 544(20.8)  86(24.2)
60+ 212(@8.1) 19(12.7)
Missing 20.1) 0(0)
ART REASON
Non-PMTCT 1633(686)  54(362)
wormen
PMTCTwomen  431(165)  40(269)
Men 598(229)  55(369)
Pre-ART 0(0) 0(0)
Missing 53(2.0) 0(0)
ART START YEAR
2014 320(122)  62(416)
2015 773(296)  42(282)
2016 951(36.4)  82(215)
2017 571218 1387
Missing 0(0) 0(0)
Time ON ART
<8 months 190 (7.3) 10(6.7)
3-6 months 260 (9.9) 2(1.3)
6-12 months 560(21.4)  23(15.4)
12-24 months 842(322)  40(26.8)
>24 months 763(292)  74(49.7)
Missing 0(0) 0(0)
BASELINE CD4
<100 468(17.9)  25(168)
100-199 476 (182) 18 (12.1)
200-349 656(25.1)  40(269)
350-499 464(17.7)  84(228)
500+ 455 (17.4) 30920.1)
Missing 963.7) 2(13)
REFILL SCHEDULE
1 month 1,056 (40.4)  38(25.5)
2 months 1016(388)  77(33.7)
3 months 314(120)  26(17.4)
>3 months. 220(8.8) 8(5.4)
HEALTH FACILITY
Agincourt 540(206)  18(12.1)
Belfast 379 (14.5) 16 (10.7)
Cunningmore 227 8.7) 15 (10.1)
Justicia 284 (10.9) 18 (12.1)
Kidare 462 (17.7) 18(12.1)
Lillydale/Bhubezi ~ 487 (18.6) 35(23.5)
Thuamahashe 89 (3.4) 14.9.4)
Xanthia 147 (5.6) 15 (10.1)
/AGINCOURT HDSS OUTCOME
StilinHDSS 1,827 (69.9) 107 (71.8)
Deceased 2(0.1) 000
Migrated 503 (19.2) 37(248)
Not linked 283 (10.8) 5(3.4)
TIME SINCE LAST APPOINTMENT
<1 year - -
1-2 years = B
>2 years - -

Sample

LTFU
1,074
N (%)

807 (75.1)
266 (24.8)
10.1)

350 (32.6)

509 (47.4)

152 (14.1)
60(5.6)
3(0.9)

487 (45.3)

280 (26.1)
250 (23.9)
57 (5.9)
0(0)

211 (19.6)

414 (38.6)

350 (32.6)
4239
57(5.9)

325(30.9)
190 (17.7)
228(21.2)
219(20.4)
55(5.1)
57(6.9)

220 (205)
193 (18.0)
267 (24.9)
198 (18.4)
164 (15.3)
32(3.0)

714.(66.5)
240 (22.9)
86(80)
34(3.2)

282 (26.3)
191 (17.8)
74(6.9)
122 (11.4)
120 (11.1)
181(16.8)
27 (25)
77(.2)

530 (49.9)
83(7.7)
282 (26.9)
179(16.7)

539 (50.2)
392 (36.5)
143 (18.9)

Data error
190
N (%)

147 (77.4)
42 (22.1)
1(05)

39(205)

102 (53.7)

38(20.0)
10(5.9)
1(08)

101 (63.1)

45(23.7)
42(22.1)
2(1.1)
00

41(21.6)

84(44.2)

54(28.4)
9(4.7)
2(1.1)

15(7.9)
94.7)
41(21.6)
75 (39.5)
48(25.3)
2(1.1)

20(10.5)
37 (19.5)
50(26.3)
50(26.9)
33(17.4)
00

72(37.9)
64(33.7)
17 89)
37 (19.5)

160 (84.2)
2(1.0
00
3(1.6)
6(32)
11(58)
8(4.2)
0(0)

122 (64.2)
1(05)
56(29.5)
11(6.8)

Not in sample: All patients eligible for the study but not LTFU in the PIRL database and
not included in the stil in care sample; Sample: All patients included in the study (149 still
in care, 1,264 LTFU = 1 074 really LTFU + 190 data errors); Data error: Patients included
as LTFU but found to be stillin care and <90 days late for their last appointment; For ART

start year data from 2017 reflects number of ART i

extraction occurred.

fations up to mid-August when data
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Term

The last appointment
TIER Net treatment status
The final outcome

Data error

Re-engagement

Transfer out

Migration

Alive and not on ART

Alive with ART status unknown

Definition

The last scheduled appointment for each patient as of August 15, 2017, when we generated the list of patients deemed LTFU.
The treatment status of the patient as recorded in TIER Net during the comprehensive record review.

The outcome ascertained for each patient through the record review and tracing process.

A situation in which a patient was found st in care and <90 days late for their last appointment. Some data errors occurred because
visit dates had not been properly entered in the PIRL database. Patients categorized as a data error were excluded from our analyses.
A patient was considered to have re-engaged in care if they were found to be still in care at the same clinic where they initiated
treatment but were >0 days late for their last appointment (had been LTFU).

A patient was considered to have transferred if they had either reported taking treatment at another clinic (for clinics outside the
Agincourt HDSS), i their ART initiation clinic had communicated with and ascertained their transfer to another cliic, or if there was
record of them collecting treatment at another clinic within the Agincourt HDSS.

A patient was classified as having migrated out of the study site if they were recorded as having migrated through the Agincourt
HDSS demographic survellance, this migration event happened after their last clinic visit date and there was no proof that they were
taking treatment at another facilty.

A patient was considered alive and not on ART if they had been found and had said they had stopped ART, denied their HIV status or
refused to return to the clinic.

A patient was considered alive with ART status unknown if they were found to stil be alive through the most recent Agincourt HDSS
demographic surveillance, with a surveillance date after their last clinic visit and there was no proof that they were taking treatment at
any facility.
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Characteristic All children Children with data on CD4

count at initiation

Total number 55,752 4,105
analyzed

Sex

Female 1 1

Male 1.14 (1.06-1.28) 1.27 (0.1.22-2.64)
WHO clinical staging

Stage 1 1 1

Stage 2 418 (3.67-4.76) 3.11(1.81-6.32)
Stage 3 11.7 (10.6-12.8) 812 (5.46-12.0)
Stage 4 18.7(16.6-21.2) 13.3 (7.52-2.52)
CD4 counts

>=350 (Normal) 1

<850 (Low) 1.76 (1.22-2.54)
Weight for AGE—Z-score (WAZ)

Normal

Moderate

Severe

Drug regimen

NRTI based

EFV based

NVP based

Assessment of clustering

Variabilty of survival 218 (1.86-2.69) 2.18(1.49-4.66)
between the facilities

All models adjusted for sex and WHO clinical stage clustering at health facility level.

Children with data on WAZ
atinitiation

5,543

s
1.12 (0.82-1.63)

|
5.88(3.72-9.30)
10.6 (7.10-15.9)
115 (6.16-21.6)

)
3.22(1.98-5.25)
451 (2.57-7.92)

3.10(1.97-6.42)

Children with data on first
line drug regimen

14,232

1
1.10 (0.96-1.25)

1
7.02 (5.55-8.88)
29.2 (24.6-34.7)
61.9(50.2-76.3)

1
0.28 (0.22-0.35)
1.47 (1.01-1.36)

1.77 (1.46-2.34)
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Characteristic Unadjusted  Adjusted Hazard Adjusted Hazard ratios
Hazardratios  Ratios (CI)*  (Clustering at health

©n facility level) (CI)***
Sex

Female 1 1 1

Male 1.18(1.11-1.27)  1.17 (1.09-1.25) 1.14 (1.06-1.23)
Age when starting ART

Birth—1 year 1 1 1

1-2 years 0.74(0.67-081) 0.74 (0.67-081) 068 (0.61-0.75)
3-5years 031(0.84-041) 031 (0.27-035) 035 (0.31-0.40)
6-9 years 0.29(0.27-0.35) 0.29 (0.26- 0.33) 0.39(0.34-0.45)
10-15years  0.28(0.26-0.33) 0.28(0.25-0.32) 056 (0.48-0.64)
WHO clinical staging

Stage 1 1 1 1

Stage 2 2.86(2.62-3.24) 292 (2.58-3.31) 4.11(3.60-4.68)
Stage 3 6.96(6.38-7.59) 6.25 (5.72-6.82) 10.6 (9.70-11.74)
Stage 4 11.6(10.4-130) 953(8.48-10.72)  16.4(14.56-18.67)
Time from testing to ART initiation

Same day 1 1 1

One week 1.27 (1.10-1.46) 1.24(1.08-1.43) 1.19(1.01-1.39)
Upto 1 month 1.22(1.12-1.34) 1.27 (1.16-1.39) 1.39 (1.24-1.65)
Morethana 0.7 (0.71-0.84) 0.89 (0.81-0.97) 1.18(1.06-1.32)

month

“Tested using Cox proportional Hezards ratio.

Hazards adjusted for age at ART start and sex.

Fraity model adjusting for clustering at facilty level,

The variabiity of survival between the health facilties 2.18 (95% CI 1.86-2.63).
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Characteristic Number of Health  Person years of follow Number of deaths Mortality rates per 100  Unadjusted Hazard  Adjusted Hazard Ratios

facilities up (95% CI) ratios ©h
©n*

Total 404 275,715 3,265 0011(0.011-0.12) - -

Province

Central a1 24,921 207 0.83(0.72-0.95) 1 1

Luapula 2 10,753 174 1.61(1.39-1.87) 1.78 (1.45-2.17) 1.60 (1.30-.95)

Copperbelt %8 63,448 603 0.95 (0.87-1.02) 1.05(0.92-1.23) 1.11(0.95-1.31)

Easten a“ 26,186 376 1.49 (1.34-1.65) 1.61(1.27-1.79) 1.68 (1.33-1.88)

Lusaka 68 64,830 797 1.22 (1.14-1.81) 1.25 (1.07-1.46) 1.36 (1.17-1.59)

Muchinga 14 3814 81 2.12(1.70-2.64) 1.84(1.42-2.38) 1.95 (1.50-2.50)

North western 22 10,938 205 1.87 (1.63-2.14) 2,06 (1.70-2.50) 2.05 (1.69-2.49)

Northern 2 8963 145 1.61 (1.37-1.90) 1.55 (1.25-1.91) 1.56 (1.26-1.93)

Southern 101 41,190 462 1.12 (1.02-1.22) 1.26 (1.07-1.48) 1.28 (1.10-1.61)

Western 50 21,667 215 0.99(0.86-1.13) 1.16 (0.96-1.40) 1.18 (0.97-1.42)

Facility type

Hospital 103 140,270 1,542 1.09(1.04-1.15) 1 1

Health center 292 133,904 1,709 1.27 (121-1.83) 1.01(0.95-1.09) 1.07 (0.98-1.15)

Health post 6 402 2 0.49(0.12-1.98) 0.25(0.08-1.01) 0.27 (0.06-1.11)

District type

Rural 522 237,321 2,770 1.16 (1.12-1.21) 1 1

Urban 239 38,394 495 1.28 (1.18-1.40) 1.14(1.08-1.25) 1.08 (0.97-1.20)

“Tested using Cox proportional Hazards ratio.
" Adjusted for adjusted for age at ART start, sex and province.
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Characteristic

Child status

Number of children that died

Overall 3,265
Sex

Female 1,620
Male 1,745
Age when starting ART

Birth - <1 year 675
1-2 years 1,211
3-5 years 432
6-9 years 513
10-15 years 431
WHO clinical staging

Stage 1 920
Stage 2 334
Stage 3 1,150
Stage 4 425
CD4 count

Normal 49
Low 53
Weight for age Z-score

Normal 130
Moderate 29
Severe 18
ART regimen

NRTI 601
EFV Based 137
NVP based 418
Year of ART initiation

2004/2006 473
2007/2009 1,243
2010/2012 1,003
2013/2015 470
2016/2017 76
Time on ART

Under 1 year 2,265
At year 430
At2 years 445
A5 years 128
At 10 years 2
Time from testing to ART initiation
Same day 1,075
1 week 240
Up to 1 month 849
More than a month 1,101

Total number of children analyzed

65,448 (100)

33,483 (51)
31,965 (49)

6,311 (10)
14,925 (23)
12,073 (18)
15,479 (23)
16,496 (25)

39,886 (71)
5,499 (10)
8,406 (15)
1,961 (4)

1,362 (30)
3,246 (71)

5,261 (99)
195 9)
145 3)

7,314 (47)
3,580 (29)
4,393 (29)

6,035 ©)
16,445 (25)
19,026 (29)
17,549 (26)
6,393 (10)

11,276 (17)
7,856 (12)
22,132 (39)
21,614 (39)
2,570 (4)

21,307 (39)
3712(6)
13,471 (21)
26,958 (41)

Person years of follow up

275,715

188,737
137,045

30,000
73,864
65,278
70,671
35,687

186,156

22,216

32,032
7,267

7,779
13,612

37,455
1,101
760

23,700
15,471
8,683

35,904
93,977
87,213
51,629
6,991

59,206
50,211
104,156
59,543
2,598

86,961
16,426
56,774

116,553

Mortality rates (95% CI)

0.011(0.011-0.012)

080 (0.65-0.99)
1.08 (0.90-1.30)

2.24 (2.08-2.42)
1.63 (1.54-1.73)
0.66 (0.60-0.791)
0.72(0.66-0.79)
1.20(1.00-1.32)

0.49 (0.46-0.52)
150 (1.35-1.67)
3.38(3.38-3.80)
584 (5.31-6.43)

062 (0.47-0.83)
1.12(0.95-1:31)

0.341(0.28-0.41)
263 (1.82-3.78)
2.36 (1.49-3.75)

1.38 (0.78-2.44)
1.19 (0.66-2.15)
4.11(2.68-6.30)

1.31 (1.20-1.44)
1.32 (1.25-1.39)
1.15(1.08-1.22)
091 (0.83-0.99)
1.08 (0.86-1.36)

3.82 (3.67-3.98)
085 (0.77-0.94)
0.42 (0.38-0.46)
0.20(0.17-0.24)
0.7 (0.01-0.30)

128 (1.16-131)
165 (1.37-1.76)
1.49 (1.39-1.59)
0.94 (0.89-1.00)
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System

IS (Tanzania)
TImR (Tanzania)

Patient Tracker
(Zambia)

ZER (Zambia)

Registration and search

21
22
21

18

Number of requirements by functionality

Vaccine administration

18
26
18

15

Client management

16
10
17

13

Stock management

19
14
20

Reports

37
27
36

15
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Requirements source

Product Vision
TIS (Tanzania version 1)
TImR (Tanzania version 2)

Patient Tracker (Zambia
version 1)

ZEIR (Zambia version 2)

Total

requirements  requirements

342
138
155
154

85

Functional

275
126
125
132

78

System
requirements

67
13
30
22
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Variable

Recipient age
Doror type
Cadaveric
Living
Recipient ethnicity
White
Non-white
Diabetes at transplant
No
Yes
Donor-recipient gender
mm
£
fm
m
Delayed graft function
No
Yes

‘Cox PH model

HR (95% CI)

1.03 (1.02-1.04)

1
0.62 (0.43-0.90)

1
1.50 (1.22-1.85)

1
1,69 (1.12-2.28)

1
1.48 (1.09-2.02)
1.25 (0.97-1.60)
1.16 (0.87-1.55)

1
1.49 (1.21-1.85)

p-value

<0.001

0012

<0.001

0.010

0.013
0.082
0.321

<0.001

Additive hazard model

Coefficient (se)

0.0023 (0.0004)

0.0299 (0.0165)

0.0327 (0.0136)
0.0169 (0.0101)
0.0123 (0.0116)

0.0355 (0.0104)

p-value

<0.001

0.001

<0.001

0.054

0.026
0.095
0.284

0.001

Weibull model

TR (95% CI)

095 (0.93-097)

2.40 (1.26-4.57)

0.49 (0.34-0.70)

0.45 (0.24-0.83)

0.44 (0.26-0.76)
0.66 (0.43-1.02)
0.72(0.43-1.19)

0.49 (0.34-0.71)

p-value

<0.001

0.008

<0.001

0.011

0.003
0.060
0.196

<0.001

Based on the Aslen's adlitive hazard model, Donor type, and Recipient ethnicity have time-varying effects on graft survivel, nd their effects are not estimated under McKeague and

Sasieni hazard model.
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Variable Mean (range) Event Rate per 1,000 p-value

X code Description /n (%) (95%C1)

X4 Recipient age 38,0 (18-68) <0.001

x2 Doror age 28.4 (1-65) 0.100

X3 Clinical acute rejection
No 363 (39.7) 151 719 (61.5-84.1) 0.400
Yes 552 (60.3) 233 79.5 (69.9-90.4)

X4 Histological acute rejection
No 772 (84.4) 387 740 (66.6-82.3) 0200
Yes 143 (15.6) a7 98.5(74.0-131.1)

X5 Doror type
Cadaveric 781 (85.4) 351 83.2(75.0-92.4) <0.001
Living 134 (14.6) 33 407 (29.1-56.9)

X6 Recipient ethnicity
White 517 (56.5) 19 63.0(54.8-72.4) <0.001
Non-white 398 (43.5) 188 95.9(83.2-110.6)

X7 Diabetes at transplant
No 854 (93.9) 348 744 (66.9-82.6) 0200
Yes 61(6.7) 36 94.6 (93.3-130.6)

X8 Donor-recipient gender
m-m 377 (41.2) 155 71.6 (61.0-84.0) 0.600
ff 120 (13.1) 56 85.0(64.8-111.6)
f-m 243 (26.6) 107 81.7 (67.6-98.6)
mf 175 (19.1) 66 77.8(61.0-99.2)

X9 Donor-recipient blood group
Mismatched 9109 31 63.2(44.4-80.8) 0300
Matched 824/(90.1) 353 77.7 (69.9-86.2)

X10 Delayed graft function
No 582 (63.6) 248 66.2(58.5-74.9) <0.001
Yes 333 (36.4) 136 106.2 (89.7-125.7)

Xi1 Renal ESKD
No 519(56.7) 235 817 (71.9-928) 0.100
Yes 396 (43.9) 149 69.3(59.1-81.1)

12 Hypertension ESKD
No 628 (68.6) 252 69.4 (61.4-78.4) 0020
Yes 287 (31.4) 132 94.7 (79.9-112.3)

x13 Urological ESKD
No 846 (92.5) 361 78.0 (70.5-86.5) 0200
Yes 69(7.5) 23 56.1(37.3-84.4)

X14 Inherited ESKD
No 828 (90.5) 351 793 (71.5-87.9) 0.060
Yes 87(05) 33 54.5(38.9-76.3)

Xi5 Surgical complication
No 599 (65.5) 254 67.0 (59.1-76.1) 0.040

Yes 316 (34.5) 130 90.3 (75.9-107.4)
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Model

Model 1

Model 1 - X2

(Model 1 — X2) - X4

((Model 1 - X2) — X4) — X13)

((Model 1 — X2) — X4) — X13) — 4 (X1 + X12) = Model 2
Model 2 - X14

(Model 2 — X14) — X15 = Model 3

Model 3 + X8 = Model 4

Model 4 + X9

Model 4 + X3

aHighest change observed in covariates coefficients after deleting each covariate.

—2LL(B)

4,538.881
4,539,082
4,639.961
4,541.420
4,542.927
4,544,815
4,544.815
4,639.907
4,539.907
4,639.467

A(-2LL(A)

0.202
0.878
1.461

1.888
2122
4.908
<0.001
0.440

df

R AN

p-value

0.653
0.349
0.227

0.169
0.145
0.027
0.997
0.507

%AB)°

5.08
5.67
31.91

731
433
5.50
0.06
7.00
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Variable

Doror type
Delayed graft function
Diabetes at transplant
Recipient ethnicity

Recipient age
Donor-recipient gender (-)
(f-m)
(m-f)
GLOBAL

Rho

-0.061
-0.136

0.124
-0.067

0.071
-0.080
-0.015
-0.018

NA

Chisq

1.398
7.183
5.870
1741
2103
2.437
0.083
0.122

25.292

Bold variables represent violation of the PH assumption.

p-value

0237
0.007
0.015
0.187
0.147
0.118
0.773
0.727

0.001

p-value*

0.100
<0.001
0.001
0.005
0.320
0.060
0.240
0.900
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Covariates Non-significant effects Time invariant effects

Statistics  p-value ~ Statistics p-value

Intercept 301 0061 0.19 0.730
Donor type 386 0003 027 0035
Delayed graft function 5.06 <0001 023 0217
Diabetes at transplant 337 0.018 0.34 0.389
Recipient ethnicity 501 <0001 026 0,043
Recipient age 591 <0.001 001 0518
Donor-recipient gender (-) 326 0023 022 0.434
Donor-recipient gender (f-m)  2.68 0.163 021 0.370

Doror-recipient gender (m-) ~ 1.87 0688 027 0.303
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