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Editorial on the Research Topic
 Biology-Inspired Engineering and Engineering-Inspired Biology



The term biology-inspired engineering refers to the fact that biology has been an important inspiration for developments in all aspects of engineering, for example the design of robots. Bio-inspired computation (Manoonpong and Tetzlaff, 2018; Manoonpong et al., 2020), sensors (Steffen et al.), actuators (Vanderborght et al., 2013; Dicker et al., 2017; Lee and Oh, 2019; Lund et al., 2019), structures (Tramsen et al., 2018; Tan et al., 2019; Shao et al., 2020), and materials (Rafsanjani et al., 2018; Wang et al., 2020) have enabled robots to produce robust and comparable behaviors to their biological counterparts. Owing to the biologically comparable behaviors, interdisciplinary biologists tend to flip the approach, i.e., engineering-inspired biology, whereby engineering systems and principles are utilized to initiate and test new hypotheses in biological research. For example, robots have been used as tools to investigate and test animal functions (Ijspeert, 2014; Dürr et al.; Wei et al.). This special issue reports the results and reviews of biology-inspired engineering and engineering-inspired biology research.


1. BIOLOGY-INSPIRED ENGINEERING

In Schiller et al., a gecko-inspired soft robot was developed to climb inclined, flat surfaces. By reducing the volume and increasing the self-reinforcing effect of the bending actuators of the robot and using gecko inspired locomotion, they can reduce the energy consumption of the robot, and at the same time, improve the robot climbing ability and the movement speed. Results show that the robot with its straight gait can climb slopes of up to 84 degrees. In the horizontal plane, it can achieve a locomotion speed of 6 cm/s. In Zhu et al., neurobiologically inspired control for the coordinated behavior and coupled locomotion of a multi-joint bionic robot was developed. It is based on central pattern generators (i.e., σ-Hopf oscillators) with an undistorted synchronization method. Results show that the control approach can be used for the locomotion control of a bionic parallel waist of a legged robot, which is a highly coupled system. In principle, the approach can benefit the transition and transformation of the locomotion and makes the coupling motion more flexible; thereby it can be applied to not only legged robots but also flying, and swimming robots, etc. In Dai et al., an affine transformation based on an artificial bee colony algorithm was proposed to greatly improve the positioning precision under large initial errors condition. The affine transformation is applied to the initialization and evolutionary processes of the algorithm. The proposed algorithm provides a novel way to increase the matching accuracy of gravity aided inertial navigation systems. In Sun et al., a new modular, small-sized, bio-inspired quadruped robot called Lilibot was introduced. Its modular components can be flexibly reconfigured to obtain features, such as different leg orientations for investigating the effectiveness and generalization of bio-inspired self-organized locomotion control. It has multiple sensory feedback to support bio-inspired vestibular reflexes and compliant control mechanisms for body posture stabilization and compliant behavior, respectively. Lilibot was evaluated through a bio-inspired adaptive neural controller. Results show that it can autonomously perform various adaptive behaviors including self-organized locomotion under different leg orientations, adaptive body posture stabilization on a tiltable plane, and adaptive leg compliance for unexpected external load negotiation. The results suggest that Lilibot can be considered as a friendly and generic quadrupedal platform for biology-inspired engineering and engineering-inspired biology studies. Specifically, it can be used as a tool to develop bio-inspired control in engineering research and to investigate and test animal functions as well as new hypotheses in biological research.

Going under water, Plum et al. presents a biologically inspired underwater vehicle with a soft and compliant exoskeleton. It is controlled by a shallow neural network, trained by a genetic algorithm. The compliant exoskeleton reduces accelerations induced by collisions dramatically, thus reducing stress on the vehicles components as well as reaction forces on the vehicles surroundings. Employing a segmented structure, the spherical exoskeleton does not limit the use of cameras, sensors, or manipulators. This study shows how a versatile vehicle can achieve protection against severe damage of often fragile underwater surroundings, like coral reefs, or of accompanying humans by means of biologically inspired engineering. It thereby presents a convincing, practical application in a very complex environment, which is achieved by basic changes to the structure, instead of costly changes to components and even more complex control algorithms.

Steffen et al. focuses on biology-inspired vision. For the review, sensors and algorithms for event-based stereo vision were investigated. These biologically plausible vision systems add time as additional constraint to solve the correspondence problem, i.e., for finding matching points in the two images of a stereo vision system. The event based nature of the vision sensors makes them perfect for further processing in spiking neural networks. The review covers conventional electrical as well as biological sensors, depth perception, and thus enables a thorough understanding of how biologically-plausible vision systems were developed, how their data can be processed, how they can improve future applications of vision systems, but also where there are still shortcomings in this very dynamic field of neuromorphic processing of sensory data.

Based on experiments to determine the maximum cooperative grasping mass and diameter of the human thumb and index finger, Chen et al. present non-linear regression models which relate these variables to age, gender, sum of thumb and index finger lengths, the ratio of index finger to thumb, and the hand used. The authors were successfully applying these two models to design the optimal size of robotic hands to reproduce the experiments. With this research, the authors not only demonstrate how biological findings can be used to determine relevant properties of a robotic model, they also argue that their models can be applied to hand rehabilitation. Thereby, they close the loop from biology-inspired engineering back to engineering-inspired biology, showing that both research directions are inherently intertwined.



2. ENGINEERING-INSPIRED BIOLOGY

In Kano, Kanauchi, Aonuma et al., the mechanism how brittle stars make decisions about their moving direction in decentralized nervous systems is developed by capturing behavioral findings in a phenomenological mathematical model. The authors propose a decision making process based on self-organization, which can autonomously determine the moving direction and move toward it adaptively. Based on the model, simulations verify that the model is able to reproduce the behavioral observations. This work is extended in Kano, Kanauchi, One et al., where a brittle star-like robot was introduced and exploited as a tool to realize an autonomous control mechanism underlying the locomotion and adaptation of brittle stars. According to this, the decentralized control mechanism can autonomously generate the inter-arm and intra-arm coordination for locomotion and adapt to unexpected physical damages, in one or several arms, by automatically coordinating the still responsive arms, in a way similar to brittle stars. On one hand, the study demonstrated that an engineering-inspired biology approach can be used to reveal the essence of the inter- and intra-arm coordination mechanism in brittle stars. On the other hand, it paves the way to develop robot control that can coordinate a large number of bodily degrees of freedom and adapt to unpredictable circumstances in real-time. In Dürr et al., the six legged robot HECTOR was developed for integrative biomimetics research of hexapedal locomotion. HECTOR has 18 highly sensorized compliant actuators, a light-weight exoskeleton, a distributed and expandable hardware architecture, as well as a proper dynamic simulation framework. These characteristics enable HECTOR to be an appropriate robot for investigating insect locomotion intelligence (e.g., muscle compliance and distributed proprioception). In Wei et al., a bio-inspired robot was built to validate the assumption that the flapping wings and leg burrs of locusts have an influence on their jumping performance. The validation has shown that the leg burrs and flapping wings make the locusts jump longer and improve their landing stability.



3. CONCLUDING REMARKS

The articles collected in this research topic present an overview of recent developments reflecting the 2-fold interaction between engineering and biology. In biology-inspired engineering, we see how innovative solutions can result from research on their biological counterparts. Approaches span a broad range from mimicking material properties to re-engineering a biological mechanism based on an abstract principle. In engineering-inspired biology, the articles do not only showcase how engineering solutions can demonstrate the level or depth of our understanding of a mechanism, but also how they allow us to validate or reveal possible mechanisms in the biological counterpart. The success of this two-fold interaction makes it likely that in the future we will see more research that transfers not only in one direction, but that shows mutual inspirations and direct interactions between biological research and engineering applications, as for example in healthcare, rehabilitation, search and rescue, inspection, and space exploration.
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Gravity aided inertial navigation system (GAINS), which uses earth gravitational anomaly field for navigation, holds strong potential as an underwater navigation system. The gravity matching algorithm is one of the key factors in GAINS. Existing matching algorithms cannot guarantee the matching accuracy in the matching algorithms based gravity aided navigation when the initial errors are large. Evolutionary algorithms, which are mostly have the ability of global optimality and fast convergence, can be used to solve the gravity matching problem under large initial errors. However, simply applying evolutionary algorithms to GAINS may lead to false matching. Therefore, in order to deal with the underwater gravity matching problem, it is necessary to improve the traditional evolutionary algorithms. In this paper, an affine transformation based artificial bee colony (ABC) algorithm, which can greatly improve the positioning precision under large initial errors condition, is developed. The proposed algorithm introduces affine transformation to both initialization process and evolutionary process of ABC algorithm. The single-point matching strategy is replaced by the strategy of matching a sequence of several consecutive position vectors. In addition, several constraints are introduced to the process of evolution by using the output characteristics of the inertial navigation system (INS). Simulations based on the actual gravity anomaly base map have been performed for the validation of the proposed algorithm.

Keywords: gravity aided navigation, bio-inspired navigation, navigation systems, optimization, underwater vehicle, evolutionary algorithm


INTRODUCTION

It is well known that inertial navigation systems (INSs) typically used on underwater vehicles tend to develop accumulated errors. Above water, the INS data can be corrected by the use of global navigation satellite system (GNSS) (Bishop, 2002). However, due to the rapid attenuation of higher frequency signals and the unstructured nature of the undersea environment, GNSS signals can only propagate within short distance under water (Paull et al., 2013). As a passive navigation system, the gravity aided inertial navigation system (GAINS) holds strong potential as an auxiliary navigation system (Canciani and Raquet, 2017). GAINS obtains a gravity anomaly measurements by using gravimeters installed on a vehicle. These measurements are matched with a priori digital map of the gravity anomaly, to estimate the vehicle position. GAINSs are completely passive and difficult to interfere with. These advantages are totally meet the requirement of underwater vehicles (Rice et al., 2004).

A GAINS consists of a priori gravity anomaly database (gravity anomaly map), a measurement unit (gravimeter), and a navigation algorithm. There are two types of GAINSs: filtering algorithms based GAINSs (Li et al., 2013; Claus and Bachmayer, 2015; Copp and Subbarao, 2015; Allotta et al., 2016) and matching algorithms based GAINSs (Zhao et al., 2014; Wu et al., 2015; Zhu et al., 2015; Han et al., 2016; Song et al., 2016). Filtering algorithms, which take use of simplified dynamic mathematical model of the vehicle, have a good performance in real-time. In filtering algorithms based GAINSs, commonly used filters are the extended Kalman filter (EKF), the particle filter (PF) and the Rao-Blackwellized particle filter (RBPF). EKF is more effective for low nonlinear estimation problems. PF can effectively handle highly non-linear or non-Gaussian estimation problems. RBPF is a hybrid filter combining EKF and PF (Simanek et al., 2015; Kim T. et al., 2018; Kim Y. et al., 2018). However, the application of filtering algorithms is limited since the precise model of gravity anomaly is difficult to establish (Han et al., 2016). The matching algorithm is a key factor in matching algorithms based GAINSs (Hegrenaes and Hallingstad, 2011; Wu et al., 2017). Terrain contour matching (TERCOM) (Affleck and Jircitano, 1990) algorithm and iterative closest contour point (ICCP) (Kamgarparsi and Kamgarparsi, 1999) algorithm are two conventional matching algorithms in GAINSs. TERCOM algorithm is realized via group correlation analysis. Most of the improvements to the TERCOM algorithm (Zhao et al., 2014; Han et al., 2016) are proposed to solve bad real-time performance and heavy computational complexity problem. However, TERCOM algorithm is sensitive to angular error of the INS-indicated segment, which is difficult to improve. ICCP algorithm, which uses rigid transformation to matching the multilateral arc, has a high matching accuracy. Over the past decade, a number of improved ICCP algorithm have been suggested. Among them, a part of researches were developed for improving the real-time performance (Tong et al., 2011; Wang et al., 2013). Other studies adopted affine transformation to deal with the scale error (Xu et al., 2014; Song et al., 2016). However, the mismatching of ICCP algorithm is easily included when the initial position errors of INS are large (Han et al., 2016). Both TERCOM-based algorithms and ICCP-based algorithms cannot guarantee the matching accuracy when initial errors are large. TERCOM-based algorithms are sensitive to angular errors of the INS-indicated segments and ICCP-based algorithms are sensitive to position errors. Therefore, a matching algorithm that maintain high matching precision under large initial errors is needed. Evolutionary algorithms (Quan and Fang, 2010; Gao et al., 2014; Hidalgo-Paniagua et al., 2016; Teymourian et al., 2016; Li et al., 2017) are a good choice because most of them have the ability of both global optimality and fast convergence.

The evolutionary algorithms have emerged as a powerful tool for finding optimum solutions of complex optimization problems. In the past few decades, a number of evolutionary algorithms have been used extensively to obtain optimal designs and overcome the computational drawbacks of traditional mathematical optimization methods (Abrao, 2013; Yildiz, 2013). Jaesung and Kim improved the genetic algorithm so solve robot path planning problem (Lee and Kim, 2016). An improved intelligent water drops algorithm and an advanced cuckoo search algorithm are proposed to solve the capacitated vehicle routing problem (Teymourian et al., 2016). Improved bee colony algorithm is applied to the color image segmentation, assigning the optimal coordinates of seeds and determining similarity differences (Sag and Çunkaş, 2015).

Gravity matching problem can be regarded as an optimization problem (Wu et al., 2017). Therefore, evolutionary algorithms can be directly applied to the gravity matching problem. Gao et al. proposed an improved artificial bee colony (ABC) algorithm and obtained a good performance on gravity matching under small initial errors (Gao et al., 2014). However, there exists a lot of similarity feature points in matching area when initial errors are large. Although the improved ABC algorithm can be implemented on navigation systems under large initial errors, the mismatching of position is easily included. In this paper, we consider a challenging gravity matching problem of achieving high precision under large initial errors. To solve this problem, we propose an affine transformation based ABC algorithm. Firstly, In order to avoid mismatching caused by similarity feature points, we apply sequence matching strategy to the proposed algorithm. Secondly, Scaling transformation, rotation transformation, and translation transformation are introduced to both initialization process and evolutionary process to increase the convergence speed. In addition, we constrain the affine transformation by utilizing the output characteristics of INS.

The rest of the paper is organized as follows. The second part introduces the ABC algorithm. INS error propagation model and the constraints of affine transformation are provided in the third part. The fourth part of this paper presents the procedure of affine transformation based artificial bee colony algorithm. A comprehensive discussion on the experimental settings and simulation results are provided in the fifth part. Conclusions are given in the last part.



ARTIFICIAL BEE COLONY ALGORITHM

The ABC algorithm (Karaboga and Basturk, 2007) is one of the most recently introduced swarm-based search methods (Akay and Karaboga, 2012; Akbari et al., 2012; Sag and Çunkaş, 2015; Li et al., 2016). It contains three groups of bees: employed bees, onlookers, and scouts. In ABC algorithm, the position of a food source represents a possible solution of the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The more a solution has high fitness, the more possibility of being selected of this solution by onlooker bees. The number of the employed bees or the onlooker bees is equal to the number of solutions in the population. The initial swarm composed of employed bees are generated by (1):

[image: image]

Where [image: image] indicates the jth parameter of ith solution in the population, i = {1, 2, ···, SN} and SN is the size of population, j = {1, 2, ···, D} and D is the number of parameters in a solution. [image: image] and [image: image] are, respectively, the lower bound and the upper bound of jth parameter. rand(0, 1) generates a real number between 0 and 1.

After initialization, fitness values of solutions are calculated by (2):

[image: image]

Where fi is the objective function value of ith solution in the population. fiti is the fitness value of ith solution in the population. The employed bee evaluates the quality of food sources and determines a new one according to the fitness value. If the nectar amount of new source is better than the old source, employed bee will update its memory with new source. The employed bees update their sources according to the following equation:

[image: image]

Where [image: image] is the neighbor solution selected randomly, neighbor ∈ {1, 2, ···, i − 1, i + 1, ···, SN}. [image: image] represents new solution.

After new food sources have been explored, onlookers select an employed bee for guidance. For this purpose, roulette wheel is used to calculate the probabilities:

[image: image]

After the onlooker bees select a food source as a guide, the candidate food source is calculated by (3). Afterwards, the greedy selection process is applied for the onlooker bees. The best solution achieved so far is memorized. In addition, a food source will be abandoned when limit, a control parameter, is exceeded for the source. So it is replaced with randomly produced solution by (1).

For the gravity matching problem, denote x as the position of vehicle and f as the gravity objective function. Then ABC algorithm can be directly used to find the optimal position. However, simply applying ABC algorithm to the gravity matching problem may lead to false matching (Gao et al., 2014). There exists a lot of similarity gravity feature points in gravity database, which means single-point matching process may easily convergence at the wrong position.



SEQUENCE MATCHING STRATEGY

To solve the mismatching problem, the single-point matching strategy in basic ABC is replaced by strategy of matching a sequence of several consecutive position vectors. Considering the short-term high-precision characteristics of the INS (Wu et al., 2015), affine transformation could be used to describe the relationship between the sequence to be matched and the INS-indicated sequence. Specifically, these transformations include scaling transformation, rotation transformation, and translation transformation. The range of affine transformations can be estimated by an INS error propagation model.


INS Error Propagation Model

Affine transformation is constrained by the output characteristics of the INS. Therefore, an INS error propagation model (Yan et al., 2008) is employed in this paper. In Yan et al. (2008), i-reference frame is the fixed inertial frame; e-reference frame is the Terrestrial reference frame (TRF); n-reference frame has its origin on the surface and its axes pointing East, North, and Up (ENU reference frame); b-reference frame is centered in the center of gravity of the vehicle, with the y-axis pointing in the direction of the forward motion of the vehicle, the z-axis pointing up and the x-axis completing a right-handed reference frame. However, GAINSs are commonly used in underwater environments. In which case n-reference frame adopts North, East and Down (NED) reference frame; b-reference frame is centered in the center of gravity of the vehicle, with the x-axis pointing in the direction of the forward motion of the vehicle, the z-axis pointing down and the y-axis completing a right-handed reference frame (Allotta et al., 2016). Hence the INS error propagation model in Yan et al. (2008) needs to be modified.

In actual case, there exist rotation errors between n-reference frame (ideal mathematics platform) and n’-reference frame (actual mathematics platform). n’-reference frame can be gained after rotating 3 times of n-reference frame. Let αz, αy, αx be the three rotational angles and α = [αx αy αz], the rotation matrixes can be expressed as:

[image: image]

Then, the coordinate transformation matrix from n-reference frame to n’-reference frame is derived:

[image: image]

Denoting with [image: image] the relative angular velocity of n′-reference frame in n-reference frame, the following equation has been derived:

[image: image]

Hence, the differential equation of Euler platform error angles can be expressed as follows:

[image: image]

Here Cω and [image: image] are calculated by the following expressions:

[image: image]

Denoting with [image: image] the rotational angular velocity of the earth. L and h are, respectively, latitude, and depth. RM is the local radius of curvature in meridian and RN is the local radius of curvature in prime vertical. [image: image], ĥ = h + δh. In addition, δL and δh are slight errors. The following equations have been derived:
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[image: image] and [image: image] can be expressed as follows:
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On the basis of these formulas, the INS attitude error and velocity error have been derived (Yan et al., 2008):

[image: image]
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Where [image: image] is the measurement error of gyroscope, [image: image] is the calculation error of [image: image]. [image: image] is the measurement error of accelerometer. In addition, [image: image] are mainly consist of a constant bias εb and zero mean Gaussian white noise [image: image]. [image: image] are mainly consist of a constant bias ∇b and zero mean Gaussian white noise [image: image]. Besides, δgncould be ignored. Hence, the INS error propagation model used in underwater environment is defined by the following equations:

[image: image]



Range of Scaling Transformation

Through the INS error propagation model (18), the range of rotation transformation and translation transformation can be estimated. However, the range of scaling transformation cannot be directly calculated. To better describe the scaling transformation, the INS-indicated distance and the actual distance in a short period are expressed by the following equations:

[image: image]

[image: image]

[image: image] and [image: image] are, respectively, the INS-indicated distance and the actual distance between k-1th sampling point and kth sampling point. [image: image] and [image: image] are the INS-indicated linear velocity and the actual linear velocity of kth sampling point. Δt is the sampling period of the discrete time system.

Then, the relationship between [image: image]and [image: image] is derived:

[image: image]

Where [image: image]is described by an equation in the form:

[image: image]

Here δvk is the INS accumulated velocity error of kth sampling point. Accordingly, (21) is developed into the following form:

[image: image]

Denoting with N the number of sampling points on matching sequence, the constraint of scale transform has been derived:

[image: image]




AFFINE TRANSFORMATION BASED ABC ALGORITHM

In order to achieve high positioning accuracy under large initial errors, this paper proposes an affine transformation based ABC algorithm. The proposed algorithm is specifically presented to deal with the gravity matching problem for underwater navigation system. The affine transformation based ABC algorithm introduces affine transformation to both initialization process and evolutionary process of ABC algorithm. In addition, the affine transformation satisfies the constraint conditions provided by the output characteristics of the INS.


Objective Function and Initialization

The proposed algorithm use mean absolute difference (MAD) function as the objective function:

[image: image]

Where x indicates a sequence of several consecutive position vectors. [image: image] is the measured gravity anomaly value of kth sampling point and [image: image] is the corresponding gravity anomaly value on gravity anomaly base map of kth sampling point. f(x) is the objective function.

fit (x), the fitness value of x, is calculated by (26):

[image: image]

Initialization process is the first step of the proposed algorithm. In ABC algorithm, the initial swarm composed of employed bees are given by (1). But the lower bound and the upper bound of the x in sequence matching are difficult to acquire. Thus, the initialization method should be redefined.

The proposed algorithm applies scaling transformation, rotation transformation, and translation transformation on the INS-indicated sequence to implement initialization. Translation transformation is implemented by choosing a random first element of initial swarm:

[image: image]

[image: image]

Where [image: image] and [image: image] indicate the latitude and longitude of the first sampling point on sequence i, i = {1, 2, ···, SN} and SN is the size of population. [image: image] and [image: image] are, respectively, the upper bound and the lower bound of latitude in search scope. [image: image] and [image: image] are, respectively, the upper bound and the lower bound of longitude in search scope.

Let [image: image] be the scale factor used for initialization sequence i. The value of [image: image] is calculated by (29):

[image: image]

The expression of S is obtained from (24). The rotation angle used for initialization sequence i can be calculated by the following equation:

[image: image]

Where [image: image] and [image: image] are the minimum angle error and the maximum angle error of a segment in INS-indicated trajectory. Thus, the rotation matrix used for initialization sequence i have been derived:

[image: image]

Let [image: image] be the INS-indicated trajectory and [image: image] be the ith initialization sequence. After above mentioned transformations have been performed, the initial swarm is obtained:

[image: image]

[image: image]

[image: image]

Where [image: image] is the intermediate sequence, [image: image] is the first point in [image: image]. Additional translation vector need to be applied on generated trajectories if they are out of range. Let [image: image] and [image: image] be the maximum and minimum latitude of initial trajectory. [image: image] and [image: image] are the maximum and minimum longitude of initial trajectory. T = {TL, Tλ}, the translation vector, can be expressed as:

[image: image]
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Employed Bee Phase

With the initialization complete, an employed bee updates its food source in the neighborhood. Suppose [image: image] is the sequence to be updated, [image: image] is selected randomly in the neighborhood of [image: image], j ∈ {1, 2, ···, i − 1, i + 1, ···, SN} and SN is the size of population. The evolution equation is derived through the relation between [image: image] and [image: image].

Denoting with Q the covariance matrix:

[image: image]

Where [image: image] and [image: image] are, respectively, the average value of all sampling points in [image: image] and [image: image]. The eigenvalues of Q and the rotation angle from [image: image] to [image: image] are calculated through quaternion algorithm (Berthold, 1987):

[image: image]

[image: image]

Where λμ (μ = {1, 2, 3, 4}) are four eigenvalues of Q. λm is the maximum eigenvalue. τ is the rotation angle from [image: image] to [image: image]. Then, the rotation angle used for [image: image] during employed bee phase is calculated by the following equations:

[image: image]

Notice that the angle between [image: image] and XINS after rotation should be in the range [image: image]. Denoting with η be the rotation angle from [image: image] to XINS, [image: image] should meet the following in equation:

[image: image]

Then, the following expression is obtained by (40) and (41):

[image: image]

Thus, the rotation matrix used for [image: image] during employed bee phase is calculated by (43):

[image: image]

Let [image: image] and [image: image] be the length of [image: image] and [image: image]. Lins is the length of INS-indicated trajectory. The scale factor used for [image: image] during employed bee phase is calculated by the following equations:

[image: image]

Notice that the scale factor between [image: image] and XINS after scaling transformation should meet the range on the right side of (29):

[image: image]

Denoting with [image: image] and [image: image] the lower bound and the upper bound of [image: image]. According to (44) and (45), [image: image] is updated by (46):

[image: image]

[image: image]

[image: image] is converted to [image: image] after rotation transformation and scaling transformation have been performed:

[image: image]

Let [image: image] be the average value of all sampling points in [image: image] the translation vector is calculated by (49):

[image: image]

Then, the employed bees update their sources according to the following equation:

[image: image]

If the fitness value of [image: image] is larger than the fitness value of [image: image], [image: image] will be replaced by [image: image]. At the end of the employed bee phase, all of current sequences are denoted by Xem.



Onlooker Bee Phase and Scout Bee Phase

The probability of each sequence to be selected by the onlooker bee is calculated by (4). Suppose [image: image] is the sequence selected by onlooker bee, the rotation matrix [image: image], the scale factor [image: image], and the translation vector [image: image] used on [image: image] during onlooker bee phase can be calculated by (43), (46), and (49). Thus, the onlooker bees update their sources according to the following equation:

[image: image]

If the fitness value of [image: image] is larger than the fitness value of [image: image], [image: image] will be replaced by [image: image]. The best solution achieved so far is memorized. In addition, a sequence will be abandoned when limit, a control parameter, is exceeded for the source during scout bee phase. So it is replaced with randomly produced solution by (34). The pseudo of the proposal is given below.


Procedure of the proposal

[image: image]






SIMULATION AND ANALYSIS


Simulation Parameters

In order to test the feasibility of our approach, numerous simulation experiments have been performed. An INS indicated trajectory start from (156°E, 20°N) is generated and the INS relevant parameters are listed in Table 1. The INS position error is shown in Figure 1 (Supplementary Data Sheet 1). As seen from Figure 1, the position error of the generated trajectory exhibits a Scuhler oscillation of 84.4 min.



Table 1. Simulation condition of INS.

[image: image]





[image: image]

FIGURE 1. The INS position error.



In order to evaluate the algorithm presented in this work, a gravity anomaly base map is required. In the simulations tests, goco05c model (Fecher et al., 2017) is used to calculate the gravity anomaly in the area from (147.6°E, 19.5°N) to (156.6°E, 24°N). After interpolated, the grid step is converted to 0.3′. The 3-D map of the gravity anomaly data is shown in Figure 2 (Supplementary Data Sheet 1). The gravity anomaly relevant parameters are shown in Table 2.


[image: image]

FIGURE 2. 3-D gravity anomaly base map.





Table 2. Parameters of gravity anomaly base map.

[image: image]




Figure 3 shows the angle error of a segment in INS-indicated trajectory. It is obtained that the angle error is vary in a small range and the maximum segment angle error is 15°. Thus, [image: image] and [image: image] are set as −15°and 15°, respectively. The proposed algorithm uses the 3σ principle to confirm the search scope (Han et al., 2016). Table 3 shows the configuration of the proposed algorithm. In this paper, optimal parameter values of affine transformation based ABC are obtained based on experience.


[image: image]

FIGURE 3. The INS-indicated segment angle error.





Table 3. Configuration of the proposed algorithm.

[image: image]






Comparison Between Basic ABC and Affine Transformation Based ABC

Based on the parameters above, the first set of 50 Mont Carlo simulation tests were done on the trajectory after 3 h of sailing. Simulation results of introducing sequence matching strategy into ABC algorithm has better positioning precision and matching probability than the basic ABC, as shown in Figures 4, 5. Statistical results of simulation tests are given in Table 4. In Table 4, a matching result is considered to be a successful matching if the position error is within 2′.


[image: image]

FIGURE 4. Position errors of basic ABC.




[image: image]

FIGURE 5. Position errors of affine transformation based ABC.





Table 4. Comparison of 50 Mont Carlo simulation results between basic ABC and affine transformation based ABC.
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Comparison Between ICCP, Improved-ABC and Affine Transformation Based ABC

Due to ICCP is a widely used gravity matching algorithm and improved-ABC algorithm (Gao et al., 2014) is presented to tackle the similar problem. We use these algorithms as references, comparing the results of ICCP algorithm and improved-ABC algorithm with the proposed algorithm.

To test algorithms under large initial position errors, the second set of 50 Mont Carlo simulation tests were done on the trajectory after 7 h of sailing using the above three algorithms. Trajectories of matching results are shown in Figure 6, each trajectory is a typical one in 50 Mont Carlo simulations. Figure 7 indicates the average error of longitude and latitude of each sampling point in 50 Mont Carlo simulations. In order to better evaluate the proposed algorithm, the statistical results of all the three algorithms are given in Table 5.


[image: image]

FIGURE 6. Matched trajectory.




[image: image]

FIGURE 7. The average error of longitude and latitude.





Table 5. Statistical results of the matching errors.

[image: image]




Simulation results in Figures 6, 7, and Table 5 show that the matching accuracy of the proposed algorithm is significantly superior to the other two algorithms under large initial position errors.

To better observe the effect of initial errors on these three algorithms, matching results of the whole trajectory within 16 h are shown in Figure 8 and Table 6. The results are divided into three time periods for statistic. In Table 6, a matching result is considered to be a successful matching if the position error is within 5′. It can be concluded that the convergence speed of ICCP algorithm decreases a lot with the increase of initial position errors. While the convergence speed of improved-ABC algorithm is not affected by initial position errors. The proposed algorithm converge slower than improved-ABC algorithm and much faster than ICCP algorithm under large initial errors. In Figure 8, at the beginning, all of the three algorithms can hold high positioning accuracy. But with the initial errors and the search scope increase, the accuracy of ICCP algorithm and improved-ABC algorithm decrease significantly, whereas the proposed algorithm can guarantee much higher matching accuracy.


[image: image]

FIGURE 8. Matching results of the whole trajectory.





Table 6. Statistical results within 16 h.

[image: image]







CONCLUSION

Gravity aided inertial navigation system can solve the problem of INS error accumulation and ensure the concealment of INS. However, there are still many problems in the field of gravity aided navigation system. In this paper, we focus on the problem of how to ensure the matching accuracy under the large initial errors condition. In order to avoid mismatching under large initial errors, an affine transformation based ABC algorithm is adopted. The simulation results show that the proposed algorithm can achieve high matching precision under the condition of large initial errors.

In addition to ABC algorithm, other evolutionary algorithms can also be used to solve the gravity matching problem. How to introduce the sequence matching strategy in other evolutionary algorithms? How are the effects of these algorithms after introducing the sequence matching strategy? These need to be further studied in the future. What's more, the matching accuracy of gravity matching algorithm is highly correlated with the precision and resolution of the gravity anomaly base map. This paper focuses on the matching algorithm for large initial errors. How to perform a gravity matching algorithm in the area with low uniqueness should be discussed in the next step.
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Any visual sensor, whether artificial or biological, maps the 3D-world on a 2D-representation. The missing dimension is depth and most species use stereo vision to recover it. Stereo vision implies multiple perspectives and matching, hence it obtains depth from a pair of images. Algorithms for stereo vision are also used prosperously in robotics. Although, biological systems seem to compute disparities effortless, artificial methods suffer from high energy demands and latency. The crucial part is the correspondence problem; finding the matching points of two images. The development of event-based cameras, inspired by the retina, enables the exploitation of an additional physical constraint—time. Due to their asynchronous course of operation, considering the precise occurrence of spikes, Spiking Neural Networks take advantage of this constraint. In this work, we investigate sensors and algorithms for event-based stereo vision leading to more biologically plausible robots. Hereby, we focus mainly on binocular stereo vision.

Keywords: bio-inspired 3D-perception, neuromorphic visual sensors, cooperative algorithms, event-based technologies, brain-inspired robotics, human-like vision


1. INTRODUCTION

As the visual sense and any visual sensor loose one dimension when mapping the 3D-world onto a 2D-representation, the ability to recover depth is crucial for biological and artificial vision systems. Stereo-vision refers to the method recovering depth information from both eyes, or in the artificial context, two sensors. In biology this is possible due to the laterally shifted eyes, gaining slightly different versions of a scene. The brain matches the corresponding points of both images and computes their disparity.

While biology computes disparities seemingly effortless, current approaches computing stereo in real-time are too computationally expensive. This is mainly caused by acquiring and processing huge amounts of redundant data. Hence, frame-based data acquisition implies computational limitations (Rogister et al., 2012). Furthermore, with increasing complex scenes and noise the computational expense of common machine vision system increases significantly. That has negative effects on the speed, size, and efficiency of the hardware (Osswald et al., 2017). Finding the corresponding dots in both images is hereby the bottleneck. This computationally complex issue is referred to as the correspondence problem. With the development of neuromorphic visual sensors (Lichtsteiner et al., 2008), a new physical constraint is now also applicable in artificial vision: time (Kogler et al., 2011a; Rogister et al., 2012; Dikov et al., 2017). Similar to retinal output cells, event-based sensors transmit information asynchronously as a continuous stream of events (Rogister et al., 2012). A comprehensive scientific investigation of the neural code of the retina is provided in Meister and Berry (1999).

Spiking Neural Networks are a natural match for event-based sensors due to their asynchronous operation principle. Thus, SNNs are a popular choice for many systems using silicon retinas like the work of Orchard et al. (2013), Orchard et al. (2015), and Haessig et al. (2017). Examples for event-based stereo vision applications applying networks with spiking neurons are Dikov et al. (2017), Osswald et al. (2017), Rebecq et al. (2017), and Haessig et al. (2019).

As self-driving cars are already a very promising application of artificial depth perception, they are also an interesting field of use for event-based 3D-vision. An approach combining event-based vision and deep learning for steering prediction for autonomous vehicles is introduced in Maqueda et al. (2018). Furthermore, event-based vision is changing technologies and algorithms in fields such as health-care, security, surveillance, entertainment and industrial automation (Brandli, 2015). In Mafrica (2016), EBS for robotic and automotive applications are investigated.

Scientists in the field of computer vision and 3D-imaging strive for the sophisticated model posed by nature. Nevertheless, a comprehensive review, not only about human inspired sensors but also biologically plausible algorithms and the synergy of both, is still missing. This paper surveys the advances of event-based techniques and algorithms, especially developed for neuromorphic visual sensors, researchers have made to this day. As stereo vision is a large topic many different techniques such as radar, ultrasonic sensors, light section, structured light, and depth from defocus/focus exist. However, this manuscript is mainly focusing on binocular stereo vision.

For this purpose, conventional machine stereo vision is reviewed briefly and vision in nature is elaborated in more depth. Subsequently, the evolution and a comparison of event-based sensors is presented, followed by an investigation of cooperative algorithms and their alternatives for event-driven stereo vision.



2. TECHNICAL AND BIOLOGICAL BACKGROUND

Machine stereo vision, also referred to as stereoscopic vision, has been an active field of research for decades. It has been widely investigated before the arise of event-based sensors. However, biology understands a scene faster than computers and at lower energy budget (Martin et al., 2018). It works reliable in human vision and error robustness and energy efficiency are sophisticated. Hence, nature can be used as an inspiration for more efficient and robust sensors and algorithms. This section covers standard cameras and their mechanics as well as the human retina and depth perception in nature.


2.1. Conventional Cameras and Their Principle of Operation

Customary cameras commonly use a sensor constituted of a 2D-Array of pixels, where each pixel is sensitive to light intensity. Data is selected synchronously from all pixels at fixed time steps. The generated pixel data at one time is called frame and thus the frequency of the read-out is called frame rate (Mahowald, 1992; Akolkar et al., 2015). These sensors are limited in their performance by their course of action. Imaging and information transfer at a fixed frame rate, unrelated to the dynamics of the observed scene, causes two opposed issues. For one, important information might get lost leading to a decrease in temporal resolution. This is less crucial but still true for relatively high frame rates, since events might always occur between these two time steps. The complementary problem is an inevitably high redundancy. Data transfer of all pixels, even in case of no or small local changes, increase the data transfer and volume needlessly. This problem is magnified as changes usually only affect a small part of the scene, like a subset of pixels, and rarely the whole image (Posch et al., 2014).



2.2. Depth Perception in Machine Vision

There are a lot of techniques to obtain 3D-data of a scene. Active representatives are electro-optical distance measurements such as LIDAR (light detection and ranging), TOF cameras (time-of-flight), radar, ultrasonic sensors, light section, and structured light. In addition there are passive techniques such as SfM (Structure from motion), shape from shading and stereopsis. However, most of these technologies are slow, computation-intensive and resource-gobbling. In case of LIDAR the 3D-generation itself is rather cheap but it outputs a lot of points that are expensive to handle. These drawbacks are problematic for many applications using 3D-data, like navigation, path planning, and robotic motion control. Cameras are a good option because they produce dense data in real time. However, since cameras represent the 3D-environment in 2D-data, depth information must be gained supplementary. The obvious way is stereoscopy, a form of sensor fusion in which the same scene is recorded from at least two different points of view and the data is combined into a sole representation. If you have the matching dots from both images, the depth can be determined since it is inversely proportional to the disparity. Disparity is the displacement along the epipolar line.

According to Lucas and Kanade (1981) the 3D-position of an object is reconstructable if enough of its dots can be found and matched from at least two images, taken from slightly differing perspectives. This requires four steps; (1) finding of objects and features in the image, (2) matching the points found, (3) estimating the camera parameter, and (4) determining the distance from the camera objects represented by the dots. This process is called image registration and the basic problem of finding points that belong together in two images of the same scene is called the correspondence problem. Figure 1 shows why this problem is not trivial. In this case the solution is particularly difficult because the four depicted objects are indistinguishable. Hence, further methods are necessary to determine correct correspondences.


[image: image]

FIGURE 1. The correspondence problem. The scene comprises four identical objects, recorded from two perspectives. R is the right and L the left camera. The rectangles L1–L4 represent the imaging of L and R1–R4 of R. There are 16 possible matches, visualized by dots, showing how the shots of L and R might correspond to each other. Only four of them, accentuated in red, are correct matches.



Stereo vision is a very well-investigated research area in the field of machine vision. In Marr and Poggio (1976), the authors laid the foundation for research in this field at an early stage. In Barnard and Fischler (1982), Dhond and Aggarwal (1989), and Scharstein et al. (2002) different approaches to overcome the stereo correspondence problem are presented and in Scharstein et al. (2002) a general taxonomy is proposed two-frame stereo methods regarding comparison of multi-view 3D-reconstruction methods, differentiating their key properties. In Seitz et al. (2006), this In Seitz et al. (2006), this taxonomy is expanded and refined. On this basis six algorithms (Kolmogorov and Zabih, 2002; Pons et al., 2005; Goesele et al., 2006; Vogiatzis et al., 2007; Furukawa, 2008) for reconstruction of dense objects with calibrated cameras are calibrated cameras are evaluated. The authors of Seitz et al. (2006) measure accuracy (how close the reconstruction truth model) and completeness (how much of the ground truth model is successfully reconstructed) of all methods to provide a good comparison. It is stated that except (Goesele et al., 2006), all evaluated techniques are complete. evaluated techniques are complete. Hernández Esteban and Schmitt (2004) achieves the highest accuracy, with 90% of its ground truth mesh. It is also worth mentioning, that the runtimes vary drastically. The fastest approach is drastically. The fastest approach is Pons et al. (2005) and the slowest one is Goesele et al. (2006). A quite general review about the broad range of 3D-reconstruction techniques, is provided in Butime et al. (2006). Here, the camera-based approaches.

Methods for artificial stereoscopy can be divided into two groups, sparse and dense scene representation. Sparse approaches include especially early, often feature-based, work. Many of those use edge detectors or interest operators to detect promising areas of the image and find their correspondences. Newer approaches from this area extract very reliable characteristics and use them as seeds to determine further correspondences (Szeliski, 2010). The second group, dense methods, although more complex, are more popular nowadays. In Scharstein et al. (2002), a taxonomy for these approaches is presented, defining the four steps, (1) matching cost computation, (2) cost (support) aggregation, (3) disparity computation/optimization, and (4) disparity refinement as the basis of such algorithms. Most of the approaches in this group can be subdivided into these sections, although a subgroup of these points can already form a full-fledged algorithm. A further differentiation results in local and global methods (Szeliski, 2010). With the local approach only intensity values within a finite range are considered for the calculation of the disparities of a point. Many local algorithms, such as the sum-of-squared-differences (SSD), consist of steps 1–3, but a few consist only of steps 1 & 2. In contrast, global methods are based on smoothness assumptions and usually refer to the entire image. They usually do not use aggregation and often consist of steps 1, 3, & 4. To optimize the outcome simulated annealing, expectation maximization or graph cuts are often applied. Additionally to global and local methods there are also iterative algorithms (Scharstein et al., 2002; Szeliski, 2010) including the biologically motivated approach of Marr and Poggio (1976). In the case of increasingly complex scenes and in the case of noisy image data, the classical approaches for stereoscopic vision quickly reach their limits and also the computational effort is disproportionately large. This has a huge impact on the size, speed, power consumption, throughput, and efficiency of the hardware used and makes their integration difficult (Osswald et al., 2017).



2.3. The Retina

The retina, also known as the fundus, is a highly developed system consisting of photosensitive cells that contain approximately 100 million black-and-white photoreceptors and nearly 4 million color receptors (Boahen, 1996). It is a multi-layered neuronal network responsible for the acquisition and preprocessing of visual information. As shown in Figure 2 the retina is divided into three main layers, the photoreceptor layer, the outer plexiform layer, and the inner plexiform layer (Posch et al., 2014). These layers include, with the photoreceptors, the bipolar cells, and the ganglion cells, the three most important cell types.
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FIGURE 2. The human retina, reduced to essential layers for neuromorphic visual sensors. The photoreceptor layer, the outer plexiform layer including bipolar cells and the inner plexiform layer made up of ganglion cells. Additionally, horizontal cells and amacrine cells connect these layers.



Photoreceptors are the actually light-sensitive cell type of the retina and can be divided into two types that react to different wavelengths of light. Cones for color recognition and sharp vision, as well as rods for vision under bad lighting conditions (Rodieck, 1998). These sensory cells convert incident light into an electrical signal which influences the release of neurotransmitters and thus triggers a chain reaction (Posch et al., 2014). In darkness, the non-excited normal state, photoreceptors secrete neurotransmitter exciting the bipolar cells. Subsequently, the stimulated bipolar cells also release neurotransmitters inhibiting the ganglion cells. This means that when no light penetrates the eye, photoreceptors, and bipolar cells are active and ganglion cells are inactive. If the illumination increases significantly, the depicted process drives the ganglion cells creating action potentials that reach the visual center of the brain via the optic nerve (Ganong, 1972; Goldstein, 2015).

The sensory cells of the outer as well as the inner plexiform layer, by name the bipolar cells and the ganglion cells, can be divided into ON- and OFF-types. The ON-bipolar cells code for bright and the OFF-bipolar cells for dark time-space differences. In the absence of a stimulus both cells generate a few random spikes. However, if the illumination is increasing, the ON-cell increases its firing rate when not stimulated while the OFF-cell no longer generates any pulses at all. In the case of a negative change in illumination, if it gets darker, this effect reverses (Rodieck, 1998). This effect is achieved by comparing individual signals of the photoreceptors with time-space average values, determined by means of horizontal cells. Horizontal cells interconnect photoreceptors and bipolar cells laterally. Respectively, the diverse amacrine cells mediate signal transmission between bipolar cells and ganglion cells (Posch et al., 2014). Amacrine cells are inhibitory interneurons and therefore regulate other cells by repression. There are at least 33 subgroups which are mainly characterized by their diameter and thus in their sphere of influence. The smallest variety, narrow-field amacrine cell (NA), is only about 70 μm in diameter. In addition, there are medium-field (MA), with about 70 μm, and wide-field amacrine cells (WA), with about 350 μm diameter (Balasubramanian and Gan, 2014).

1. Local automatic gain control (DP 1) at the photoreceptor and network level is the preprocessing by means of time-space bandpass filtering and adaptive sampling. As a result, the receptors are independent of absolute values and instead measure the changes of illumination with an adaptive accuracy. This leads to a larger dynamic range of the input without increasing the output unnecessarily. The dynamic range is defined as the ratio between maximum processable signal and background noise in darkness (Posch et al., 2011).

2. Bandpass spatio-temporal filtering (DP 2) in the outer plexiform layer limits the frequencies in both directions. By suppressing low frequencies, redundancies are discarded and inhibiting high frequencies reduces noise in moving objects. In addition, high-pass filters of the inner plexiform layer emphasize this effect.

3. The equalization of the signal (DP 3) by means of ON- and OFF-types lowers the spike rate. Without this separation, a significantly higher coding rate would be required in order to encode positive and negative values on one channel.

4. High spatial and temporal resolution (DP 4) of the entire signal is simulated by the distribution of sustainable parvocellular cells (P-cells) and the volatile magnocellular cells (M-cells) in the retina. In fact, in the center of the visual field the spatial resolution is high and the temporal resolution low. At the edge region it is the other way around. The effect is further enhanced by precise fast eye movement.

DP 1 & DP 2 are implemented in the outer and DP 3 & DP 4 in the inner retinal layer Posch et al. (2014). The retina is responsible for converting spatio-temporal illumination information into pulses. This information is then transmitted via the optical nerve to the visual cortex. The four design principles, above all adaptive filtering and sampling, allow flexible, high-quality signal processing, and efficient coding maximizing the information content (Boahen, 1996, 2000; Posch et al., 2014).



2.4. Biological Depth Perception

In biological imaging, the 3D-environment is projected onto a 2D-representation and thus the precise position of objects in space is lost. Safe navigation in unknown surroundings, as well as the estimation of distances is only possible for humans, because we can reconstruct depth from 2D-information and are thus capable of 3D-perception.

An important part for depth perception, is a priori knowledge. That refers to the ability of humans to consider past stimuli. Hence, the brain can see 3D even if it is not receiving any depth information just now, but did so a second ago. The principle is similar to the core idea of event-based vision; to not acquire the current depth, only changes in local depth.

Apart from a priori knowledge, the techniques for depth perception can be roughly divided into oculomotor and visual stimuli (Ganong, 1972; Goldstein, 2015). For oculomotor depth criteria, also referred to as oculomotor cues the position of the eyes and the tension of the eye muscles are decisive. The eye position is used to measure the distance of the focused object. In addition, the muscles are tense for near objects and relaxed for distant ones. Oculomotor cues are useful for vision at close range until approximately one arm's length from the eye and are created in two different ways. The first is the convergence (up to 600 cm) resulting from the movement of the eyes toward the center, when objects located nearby, are observed. On the other hand it concerns accommodation (20–300 cm) caused by the change in shape of the eye lens when objects at different distances are focused (Ganong, 1972; Cutting, 1997).

Visual depth criteria are further divided monocular and binocular vision. Monocular refers to all depth information that can be obtained by one eye alone, and binocular means that two eyes are required. Monocular vision therefore refers to all the information we can extract from a simple 2D-signal in order to understand a scene. For one this concerns static monocular cues like the knowledge about the common shape and size of known objects, as well as texture and shadow as well as the fact that people can segment objects well on the basis of context. Furthermore, based on the perspective and scene continuity and the assumption that objects either stay in place or move according to physical laws we can derive more information. In addition to static, there is dynamic monocular vision. It is created by movement-induced depth stimuli, which are produced by head and eye movements. This includes the covering and uncovering of objects as well as the parallax. The latter occurs when several objects are located at different distances from the observer, who is moving parallel to them. The near objects move, in the perspective of the observer faster than the more distant ones (Ganong, 1972; Cutting, 1997; Goldstein, 2015).

According to Rose (1980), binocular sensitivity is higher than monocular sensitivity. Additionally, a comparison of monocular and binocular stimuli states that binocular have shorter latencies than monocular responses (Adachi-Usami and Lehmann, 1983). Binocular vision distinguishes between simultaneous vision, fusion and stereopsis. Under simultaneous vision one understands that certain visual impressions are captured by both eyes simultaneously. This serves for the suppression of false visual sensation caused for instance by illnesses related to strabismus. The dual perception of simultaneous vision helps to avoid disturbing effects. The merging of the two separately recorded signals of both eyes, is named fusion and it is necessary to not permanently see double (Ganong, 1972; Goldstein, 2015). The basis of stereopsis is disparity and is caused by the fact that, although both visual fields overlap for the most part, corresponding points differ slightly due to a view angle shifted by ~6 cm. Disparity, the horizontal displacement, is inversely proportional to the depth. This coherence is the basis of the correspondence problem in binocular vision shown graphically in Figure 1 (Julesz, 1960; Ganong, 1972; Goldstein, 2015). Julesz showed by means of a simple experiment how our brain can reliably solve the correspondence problem (Julesz, 1960, 1964). For this purpose, random dot diagrams were shown to a group of participants. He used two graphics of dots which are identical except for a slightly shifted square in the center. The participants were able to see a depth map representing the offset square. This effect occurs because the brain tries to reconcile both signals, but there is a difference in elevation. Research based on random dot diagrams led to one of the most influential books (Julesz, 1971) in cognitive sciences and the basic work for stereo vision. How exactly the brain establishes the connection between two points of the retina, and thus solves the correspondence problem, is still an active field of research. In Cumming and Parker (1997), theories are investigated to what extent the signals of cortical neurons are related to conscious binocular depth perception.




3. EVENT-BASED VISUAL SENSORS

In Delbrück et al. (2010), the utopian features of a perfect camera are identified as an infinitely high resolution, an infinitely wide contrast range and an infinite number of frames per second. At the same time, this ideal sensor has a pixel size of zero and effectively no power consumption. Since nature is much closer to this ideal than conventional cameras, scientists started to imitate biological systems. Biologically inspired camera systems absorb light just like their biological counterparts. In biology, photoreceptors are used therefore and for the artificial afterimage electrical circuits containing photodiodes are applied. The data processing of such a perfect sensor would of course be enormously computationally demanding, but nature also has a solution for this; retinas take over a large part of the processing and thus only transmit relevant information to the brain (Delbrück et al., 2010). Artificial retinas also take this aspect into account. They acquire and transmit information according to the dynamics of the recorded scene. They are asynchronous in their course of transmission, and therefore do not output a fixed number of data packets per second. Instead they broadcast information independently for individual pixels if their illumination changes significantly. This is a great derivation from the rigid control and transmission mechanisms of conventional sensors and implies considerable advantages for many applications. Particularly worth mentioning is the latency in the microsecond range, the extremely high contrast range and the avoidance of motion blur. A profound survey of neuromorphic sensors is given in Posch et al. (2014). Hence, section 3.1 refers to this work to some extent.

Spiking Neural Networks (SNN) are members of the family of Artificial Neural Networks (ANN) but spiking neurons provide a closer and more accurate model of biological neurons. The unique characteristic of SNNs is continuous input over time and they are referred to as the third generation of ANNs. For a comprehensive introduction to SNNs see Maass (1997), Vreeken (2003), and Grüning and Bohte (2014). However, their asynchronous principle of operation is perfectly suited for processing even-based data, as the natural output of EBS is the required form of input for SNNs. A biological introduction, and a survey of how SNNs can be used for robotics is given in Bing et al. (2018). A discussion of the advantages of combining EBS and SNN is done in Akolkar et al. (2015).

However, as parallelism is a key component of EBS and SNN, they require dedicated hardware to run efficiently. Neuromorphic hardware as SpiNNaker (Furber et al., 2006, 2014), ThrueNorth (Merolla et al., 2014), Spikey (Pfeil et al., 2013), and Loihi (Davies et al., 2018) model the massively parallel structure of the brain. Algorithms including spike and event-based communication often enhance their performance when run on neuromorphic hardware. Energy efficiency, scalability, and real-time interfacing with the environment caused by high parallelism are advantages of this technology (Furber et al., 2014; Davies et al., 2018). Furthermore, fault tolerance is a huge benefit of this brain inspired hardware. Much like neural structures in nature, neuromorphic systems cope well with the failure of single components.

In the field of machine learning, it was shown several times that neuromorphic hardware can be applied successfully to biologically inspired algorithms. For instance, in Neftci et al. (2014) a Restricted Boltzmann Machine using leaky integrate-and-fire neurons with STDP synapses is used for learning a generative model of the MNIST dataset of hand-written digits. Another example is shown in Bogdan et al. (2018). The authors implement a technique for topographic map formation on SpiNNaker. Eventhough stereo vision applications have not been implemented on neuromorphic systems a lot. Although first approaches like (Dikov et al., 2017; Andreopoulos et al., 2018) exist, implying that there is potential. Furthermore, running event-based stereo vision algorithms on neuromorphic hardware creates a complete event-based chain from the data acquisition to the processing.


3.1. The Silicon Retina—Emergence and Fundamentals

Over the last 50 years, scientists have developed visual sensors, so-called silicon retinas, modeled after the biological retina and thus employing neurobiological principles. Many of the technologies developed are based on the principles of very large scale integration(VLSI). Pioneers for silicon retinas are Mahowald and Mead who had already introduced their Silicon VLSI Retina in 1991 (Mahowald and Mead, 1991; Mahowald, 1994). This sensor has adaptable photoreceptors and a network capable of spatial smoothing (Lichtsteiner et al., 2008). It is a sensor chip with a 2D hexagonal grid of pixels. In this sensor they replicated some cell types of biological retinas. This concerns the photoreceptors, bipolar cells and horizontal cells discussed in chapter 2.3. The interaction of the three components and their affiliation to their biological model is visualized in Figure 3. The artificial photoreceptor (P) is modeled based on the cone and consists of two components, a time-continuous light sensor and an adaptive circuit (Mahowald and Mead, 1991; Mahowald, 1992; Douglas et al., 1995; Posch et al., 2014).
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FIGURE 3. The three components of Mahowalds silicon retina are modeled on photoreceptor cells, bipolar cells, and horizontal cells. Every module is marked by the first letter of its biological paragon.



The layer of horizontal cells (H) located between the photoreceptor layer and the outer plexiform layer (see Figure 2) is represented by a network of adjustable MOS resistors (Posch et al., 2014). The circuits representing bipolar cells (B) amplify differences between the values measured by P and the local average. The component B additionally converts these signals into ON- and OFF-values (Mahowald, 1994; Posch et al., 2014). Since this sensor represents merely the photoreceptor layer, the outer plexiform layer and their connecting layer, thus the inner layers of the retina, only DP 3 & DP 4 from chapter 2.3 are converted. This sensor was used exclusively for test and demonstration purposes proofing biological theses (Lichtsteiner et al., 2008).

In contrast, the Parvo-Magno Retina by Zaghloul and Boahen considers five retinal layers. It comprises the three main layers shown in Figure 2 and both intermediate layers of horizontal and amacrine cells (Boahen, 2005; Zaghloul and Boahen, 2006). This technology emphasizes the realistic imitation of P-cells (sustainable parvocellular cells) and M-cells (volatile magnocellular cells) of both plexiform layers. The Parvo-Magno Retina is superior to the Silicon VLSI Retina by the implementation of the outer retinal layers. In addition to DP 3 & DP4, it implements two further properties of biological retinas: adaptation to lighting conditions and local contrast (see DP 1 in chapter 2.3) and flexible spatio-temporal filtering (see DP 2 in chapter 2.3).

Despite its promising structure, the Parvo-Magno Retina from Zaghloul and Boahen is difficult to apply for practical use-cases. This is mainly due to the lack of correspondences between the response characteristics of the pixels (Posch et al., 2014). This concerns strongly fluctuating spike rates of the pixels as well as many non-sensitive pixels which do not react even with comparatively high stimuli (contrast up to 50%) (Lichtsteiner et al., 2008). However, this feature does not mark down this sensor compared to other models of its time. Many early representatives of the silicon retina are not suitable for any real applications. This is mostly down to the fact that their developers were mainly biologists rather than engineers and their motivation was to verify neurobiological models. Common weaknesses of these technologies are an extremely complex circuit (see Figure 4), a large retinal area and a low filling factor. On top of that they are susceptible to noise and VLSI implementations tend to have device conflicts. These issues prevented their use in practice so far (Posch et al., 2014). A few years ago, however, there was a turnaround. More and more developers with a technical background, practice-oriented motivation and the necessary knowledge, became involved. The scientific team around Ruedi developed one of the first sensors with a stronger focus on applicability (Ruedi et al., 2003). His team focused mainly on spatial and only subordinately on temporal contrast. After a period of global integration the system weighted events according to the strength of their spatial contrast. This implies a big advantage since events with high contrast are prioritized for transmission during a period of high data throughput. This ensures that despite limited bandwidth and high data volumes, no important information will be lost. The sensor is characterized by a large contrast range, but suffers greatly from temporal redundancies and a temporal resolution which, due to global integration, is limited by the frame rate (Lichtsteiner et al., 2008).
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FIGURE 4. Artificial building blocks and their biological models of the Parvo-Magno Retina from Zaghloul and Boahen. The left circuit shows the outer retinal layer. A phototransistor takes current via an nMOS transistor. Its source is connected to Vc, representing the biological photoreceptor (P). Its gate is connected to Vh, portraying horizontal cells (H). The circuit in the center represents the amacrine cell modulation. A bipolar terminal B excites a network of wide-field amacrine cells (WA) and also narrow-field amacrine cells (NA) through a current mirror. The amacrine cells, in turn have an inhibitory effect on B. By the right circuit the spiking ganglion cells are represented. Current Iin from the inner retinal circuit charges up a membrane capacitor G, based on biological ganglion cells. If its membrane voltage crosses a threshold a spike (Sp) is emitted and a reset (Rst) discharges the membrane. Inspired by Zaghloul and Boahen (2006).



The approach of Mallik et al. (2005) goes in a similar direction. Here, too, typical event-based technologies, such as the communication protocol presented in chapter 3.2, are used for synchronous image acquisition. The active pixel sensor (APS) CMOS is modified in such a way that absolute exposure changes are detected. The advantages of an APS with small pixels are put into perspective by the small contrast range and the absolute exposure measurement. Therefore, good results can only be achieved with uniform illumination of the scene (Lichtsteiner et al., 2008).

The sensors of Ruedi et al. (2003) as well as Mallik et al. (2005) are, regarding their technical implementation, far superior to the cameras of Mahowald and Mead (1991) and Boahen (2000). What they gain in practical applicability, however, they lose in biological plausibility, mainly due to their synchronous mode of action.

Today's representatives of the silicon retina, represent a compromise of biological and technical aspects. They implement all the design principles of biological retinas presented in chapter 2.3 at the pixel level, as did the Parvo-Magno retina. This concerns local gain control (1.DP: amplification), pre-processing by spatio-temporal bandpass filtering (2.DP: processing), adaptive sampling (3.DP: detection), and continuous perception (4.DP: quantification) (Boahen, 1996). Delbrück and Posch are to be emphasized on their technical achievements. Their work is discussed in more detail in Chapter 3.3 (Lichtsteiner et al., 2008; Liu and Delbrück, 2010; Chen et al., 2011; Posch et al., 2011).

In Delbrück et al. (2010) criteria for the classification of biologically inspired sensors are introduced. These are summarized in Table 1. Sensors that fall under the category spatial contrast (SC) instead of spatial difference (SD) can handle temporal variations with regard to scene lighting better. This is because the use of relative intensity ratios instead of absolute intensity differences suppresses spatial redundancies. Respectively, cameras from the category temporal contrast (TC), compared to temporal difference (TD), are better in respect to dealing with uneven, spatially varying lighting conditions. The reason for this is that relative instead of absolute intensity changes are considered and thus temporal redundancies are suppressed. This criteria is also applied in Table 2 of chapter 3.3, the comparison of current event-based sensors.



Table 1. Three criterions to classify EBS.
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Table 2. Comparison of event-based sensors.
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The four design principles of biological vision and their implementation in conventional and event-based cameras is as follows:

• Amplification: While automatic gain control is global in conventional cameras it is realized locally in the retina.

• Preprocessing: Preprocessing is not applied in standard sensors but the retina uses band-pass filters.

• Detection: Since standard cameras make use of integrating detectors, such as CCD, resets are often required.

• Quantization: While fixed in standard cameras in retinas quantization is adaptable to the frequency of change and the distribution of the input signal. Event-based sensors privilege time, while classic cameras privilege precise pixel intensity.

The main distinguishing features are the lack of frames, low latency, low processing power and a high contrast range.



3.2. Address Event Representation

In nature, data transfer from the eye to the brain is carried out by approximately one million axons of ganglion cells. For a realistic technical imitation, each pixel of the camera needed its own cable. Since any practical chip wiring makes this impossible, VLSI-technologies employ a workaround (Posch et al., 2014).

To bundle the data traffic on these lines, an event-based data protocol Address Event Representation (AER) is used. The research and development that is leading to this technology was largely pioneered in the late 80s by Sivilotti (1990) and Mahowald (1992). Both scientists were part of the Caltech group of Carver Mead. AER is an event-controlled, asynchronous point-to-point communication protocol for neuromorphic systems. It allows spikes to be transferred from neurons of one chip to neurons of a second chip (Boahen, 1998, 2000). The basic idea is based on the addressing of pixels or neurons, with their x- and y-value, within their array (Lichtsteiner et al., 2008).

For a long time, this technology has only been used by a small group of researchers, such as Boahen (1996) for prototypes of the Silicon Retina. It was not until after the turn of the millennium that a broader public took notice of it. In addition to the development of many more biological camera systems, AER also found its way into other contexts, such as biological hearing and wireless networking (Posch et al., 2014).

The basic functionality of AER is implemented, as illustrated visually in Figure 5, by two address encoder and a digital bus. The bus system implements a multiplex strategy so that all neurons and pixels transmit their information, time-coded, on the same line. The address encoder (AE) of the sending chip generates a unique binary address for each element in case of a change. This can be either a neuron that generates a spike or a pixel on which an event (exposure change) occurs. The AER bus transmits this address at high speed to the receiving chip, whose address encoder (AD) then determines the correct position and generates a spike on the respective neuron. AER uses streams of events to communicate between chips. An event is defined as a tuple Event(x, y, t, p), whereby the pixel reference of the event is given by x and y. The timestamp is given by t and the polarity is represented by p. The polarity is either positive or negative and thus indicates whether the lighting intensity has increased or decreased. The event in question will then be displayed as an ON-event, in positive, or OFF-event, in negative case.
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FIGURE 5. The AER-bus-system. Three neurons on the sending chip produce spikes [see (I)]. These are interpreted as binary events [see (II)] and by means of the address encoder (AE), a binary address is generated. This address is transmitted via the bus-system and the address decoder (AD) determines the correct position on the receiving chip [see (III)]. Hence a spike is emitted on the affected neuron of the receiver [see (IV)].



It is easily possible to extend this technique, since on the one hand, events from different senders can be combined, and on the other hand, forwarding to multiple recipients is feasible (Lazzaro and Wawrzynek, 1995). This means that all connection types are possible; many to one, one to many, and many to many. In addition, arbitrary connections and new connections and transformations can easily be implemented with the help of this digital address system. An important advantage is that due to the asynchronous character calculations are fast and efficient.



3.3. Comparison of the Best-Known Exponents: DVS—DAVIS—ATIS

All modern, event-based sensors are based on the technology introduced in section 3.1. They have independent pixels that generate asynchronous events depending on exposure changes. In addition, all sensors of this type use AER (see section 3.2) for communication. The large contrast range of these cameras is based on the logarithmic compression of the photoreceptor circuits and the local, event-based quantization (Lichtsteiner et al., 2008).

The best known sensor of this kind, the Dynamic Vision Sensor (DVS), was developed at ETH Zurich in 2008. The circuit diagram in Figure 6 introduces the pixel design of the DVS which forms the basis of all other sensors in this section. The design decisions are based on the three main objectives; high contrast range, low error rate, and low latency (Lichtsteiner et al., 2008). To avoid unwanted oscillations there is a subdivision into sub-circuits (Brandli, 2015), as shown in Figure 6. Firstly, the left component represents the cone, a fast, logarithmic photoreceptor. Due to its logarithmic mode of operation, growth in individual pixels is effectively controlled without delaying the reaction time to exposure changes. The disadvantage of this photoreceptor set-up is that if the output is to be used without post-processing, calibration is necessary. This is due to fluctuations between the thresholds of the transistor. Secondly, the mid-component is based on the bipolar cell. Its task is to precisely amplify changes and avoid errors, generated by direct coupling (DC mismatch), through resets after each event. The third component of the DVS is the comparator consisting of two transistors. The transistors represent the ON- and OFF-ganglion cells (Lichtsteiner et al., 2008). The synergy of the components is as follows; light information is obtained by a photodiode which thus generates the current intensity I. Photoreceptors (cones) convert I into a logarithmic voltage Vp. This voltage is inversely amplified by the factor A = C1/C2. Also a positive or negative event Vdiff is generated by the differential circuit (bipolar cell), depending on the polarity of the photocurrent. Subsequently, the pulses are collected, divided into ON- and OFF-events and forwarded by the comparator (ganglion cell) (Posch et al., 2014). The logarithmic effect and the suppression of DC makes the sensor so sensitive to contrast in the time domain (Lichtsteiner et al., 2008). Hence, it takes well into account dynamic, fleeting scene information, just like biological magno-cellular structures. The functionality of P-cells, necessary for sustainable information (see chapter 2.3) is neglected (Posch et al., 2011).
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FIGURE 6. The three-layered pixel circuit of the DVS, consisting of a photoreceptor, inspired by the biological cones, a differential circuit, based on the bipolar cell and a comparator modeled after the ganglion cell.



Posch and his team developed the Asynchronous Time-Based Image Sensor (ATIS) Posch et al. (2011). Their exponent is even closer to the biological model and also a more practically applicable sensor. The ATIS extends the basic principle of the DVS by a further photodiode to measure the time difference between two events and thus gain event-based intensity values in addition to the temporal contrast values of the event stream. As visualized in the upper part of Figure 7, the conventional change detector (CD) circuit is used to detect changes in the event stream. A circuit for exposure measurement (EM) is added. From a biological perspective, the CD-component, implemented in the DVS and the ATIS, is a magno-cellular structure. The additional EM-component embodies biological P-cells and is thus responsible to gather sustainable information. In other words, the magno-cellular CD, answers the question “where?,” while the parvo-cellular EM is responsible to solve “what?.” The application of the EM makes it possible to create gray-scale images from the events. Hereby, the intensity is given by I = 1/t, implying that the amount of the temporal difference between two events of a pixel determines its gray-level value. As visualized under gray-value determination in the lower part of Figure 7, a big temporal difference leads to a dark gray-value, and a small difference to a brighter one. The CD circuit triggers the activity in the EM circuit. Hence, the measurement of a new exposure time and consequently a new gray-scale value is initiated if the illumination varies (Posch et al., 2014). In Figure 7 this coherence is illustrated by the gray arrow with the label triggers. This process ensures that the EM circuit is also asynchronous and the corresponding gray-value is updated for each event (Posch et al., 2011, 2014; Brandli, 2015). The development of ATIS showed scientists for the first time the possibility to combine frame-based with frame-free approaches to obtain static and dynamic image information in parallel. The resulting duality also opens up a large number of new processing capabilities, since many conventional machine vision algorithms do not work with asynchronous event streams. The special design and operating principle of the ATIS also offers further advantages, some of which have direct applications; for example, video compression at sensor level can be achieved by suppressing temporal redundancies. In addition, the extremely high temporal resolution and the dynamic range of 143 dB are remarkable. ATIS owes its wide dynamic range to the fact that it encodes its intensity values time based. Conventional sensors use fixed integration times for the complete array and are thus highly dependent on light levels. Time based encoding naturally leads to separate integration times for each pixel implying the wide dynamic range and a more light independent sensor. However, this leads to uneven exposure times, which causes problems with near and slow objects (Posch et al., 2014).
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FIGURE 7. The two-section circuit constituting each ATIS pixel. The change-detector circuit (CD), which is also part of the DVS, is supplemented in the ATIS by the exposure measurement circuit (EM). In this way the camera is able to obtain, additionally to transient, also sustainable image information. Written informed consent for publication of the image was obtained from the individual in that graphic.



It was in this context that the motivation for developing the Dynamic and Active-pixel Vision Sensor (DAVIS) came about. Besides the DVS and ATIS it is the third major event-based sensor. DAVIS, introduced in Berner et al. (2013), is a hybrid of DVS and APS. As shown in Figure 8, the DVS-circuit, responsible for the asynchronous detection of logarithmic intensity changes, for generating dynamic scene information, is supplemented. Thus, all three modern event-based cameras have the same circuit as a basis. The second component of the DAVIS is an APS and, similar to the EM of ATIS, responsible for absolute exposure measurement and generating gray-scale images in addition to the event stream. In contrast to ATIS, however, the additional component of DAVIS is not asynchronous. The APS circuit receives static scene information by frame-based sampling of the intensities. This makes it very close in its operating principle to the APS component of conventional cameras. The obvious advantage of being able to use decades of research, is impaired by the existing disadvantages of frame-based cameras, such as redundancy, high latency etc. (Berner et al., 2013; Posch et al., 2014; Cohen et al., 2017).
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FIGURE 8. The circuits building up the DAVIS. Each of its pixels is a hybrid of the DVS-circuit and an active-pixel-sensor (APS). Like the ATIS sensor, the additional component of the DAVIS is capable of generating gray-scale images. However, the principle of operation of the APS is synchronous and thus similar to conventional vision sensors, distinguishing both sensors severely.



Table 2 takes all three sensors into account. In addition to technical criteria, such as resolution, pixel size and dynamic range the costs and fields of application are also regarded. DVS is the predecessor of the other two sensors. It is the smallest and least expensive one, but has clear disadvantages in comparison. For example its low resolution of 128 × 128, its noise problems and its inability to generate intensity or gray-value information. The other two sensors each have different strengths and weaknesses. The ATIS convinces with a contrast range of 143 dB, caused by not mapping intensity values to a fixed voltage range. However, this also leads to uneven exposure times and thus to motion artifacts. The DAVIS has less problems with motion artifacts because it uses even exposure times. The synchronous mode of operation of the DAVIS, for intensity measurement and gray-value images, causes a large redundancy but also leads to independent processes which do not interfere with each other. ATIS has the highest resolution of 304 × 240, which offers considerable advantages in confusing scenes with many objects. Since the DAVIS has smaller pixels it better represents fine granular image areas with a high level of detail. As a result, ATIS is better suited for monitoring and the DAVIS for dynamic scenes with fast movements. ATIS, due to its completely asynchronous character and the fact that the theoretical basis of P-cells is taken into account, is superior in biological plausibility. DAVIS leads in practical applicability. On the one hand this is due to their small pixel size, but on the other hand also because it is better at handling darkness and near, slow objects.



3.4. Additional Models of Event-Based Sensors

Alongside the three best-known representatives of neuromorphic cameras, discussed in chapter 3.3, there are other models worth mentioning1. In 2007, long before the development of the ATIS and virtually at the same time as the DVS was created, Christoph Posch, a co-developer of DVS and ATIS, invented the Dynamic Line Sensor (DLS). This sensor was presented in Posch et al. (2007) and is quite unusual; its resolution is 2 × 256 and thus it consists of only two series of pixel. Despite this characteristic, which makes it a niche solution, the sensor has interesting properties. For example, its pixel size is with 15μm smaller than that of all the sensors presented in Table 2. Additionally its high temporal resolution is noteworthy (Posch et al., 2007).

Color perception is a fundamental characteristic of biological vision. However, for long there have been no applicable event-based sensors implementing color vision (Delbrück et al., 2010; Posch et al., 2014). Experiments in this direction suffered from weak color discrimination (Berner and Delbrück, 2011; Leñero-Bardallo et al., 2014) and also had either extremely large circuits (Berner and Delbrück, 2011) or large pixels (Leñero-Bardallo et al., 2014). This was fundamentally different with the color dynamic and active-pixel vision sensor (C-DAVIS) from Li et al. (2015). It combines slightly modified pixel circuits of the DAVIS with a special type of Bayer sensor, a photosensor with color filter. The C-DAVIS generates in parallel synchronous color images and asynchronous event streams that do not receive color information. Thus, the coloring is created in the conventional part of the camera.

EBS have been continuously improved in the last years. Alongside research institutes, private companies, like Prophesee, Samsung, and HillHouse, contributed to this progress. Therefore, some of the newer models are less accessible to academia. With Samsung's DVS, a representative of neuromorphic cameras, constructed outside the academic world, was introduced for the first time in Son et al. (2017). The motivation was clearly make EBS marketable. The developers focused on reducing the pixel size to 9 μm and lower the energy consumption (Yaffe et al., 2017). This VGA dynamic vision sensor embodies a digital as well as an analog implementation. The resolution was increased to 640 × 480 and AER was extended to G-AER (Group Address Event Representation) to compress data throughput. G-AER handles massive events in parallel by binding the neighboring 8 pixels into a group. This technique allows easier control of pixel biases and event thresholds (Son et al., 2017).

Another recent model is the Celex, developed at Nanyang Technological University, Singapore (NTU Singapore) (Huang et al., 2017, 2018) and distributed by the company HillHouse2. This sensor has a dynamic range of >120 dB and like the ATIS the Celex provides absolute brightness with every event. It is also noteworthy that the Celex IV , an event-based HD sensor is announced.




4. EVENT-DRIVEN STEREOSCOPY

Although all depth stimuli depicted in section 2.4 are used in combination to enable 3D-perception in humans, binocular perception is by far the most revealing one. The other techniques sometimes provide only relative positions and are often imprecise. Binocular vision, in contrast, produces absolute values with very high accuracy (Mallot, 1998). As a result, the vast majority of event-based approaches to stereoscopy are based on binocular depth stimuli. A stereo set-up made of EBS is usually used for this purpose. To obtain disparities and thus depth information from the event streams, the individual events of both sensors must be assigned to each other. Despite the extremely high temporal resolution of EBS (Lichtsteiner et al., 2008; Posch et al., 2011), noise, faulty calibration, different contrast sensitivity of the sensors or pixels lead to deviations of several milliseconds in reality. As a result, determining matching events of both sensors with exclusively temporal aspects leads, in addition to the right ones, also to false correspondences. This is shown in Figure 9.
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FIGURE 9. Event streams of two sensors for the same point of the real world. The top row shows the deviation of illumination between the two corresponding pixels of two retinas. The resulting streams of OFF and ON events are shown below. Below it can be seen that events of both sensors occurring within the timeframe δt can be both, correct and incorrect correspondences.




4.1. Cooperative Algorithms

To suppress false correspondences cooperative algorithms can be applied. The neurons of a SNN, that implements a cooperative algorithm, communicate according to certain rules. The research of Marr and Poggio (1976, 1977, 1979) and Marr (1982) forms the beginning of these algorithms.

To exploit the advantages of an approach based on SNN and EBS, the implementations of event-based cooperative algorithms is compatible with neuromorphic hardware. In the case of Dikov et al. (2017) and Kaiser et al. (2018) this is SpiNNaker.

4.1.1. Matching Constraints

All approaches based on Marr and Poggio (1977) use two event-based sensors as input of a neural network and are therefore confronted with the correspondence problem. The naming, cooperative algorithms, is derived from the fact that rules are defined how the neurons of the network communicate with each other. The purpose of the communication rules is to solve the correspondence problem. Since the neurons are able to measure disparities by applying these rules, they are called disparity sensitive neurons (DSN). According to Marr and Poggio (1977), there are three steps in measuring stereo disparities: (S1) Determination of the point of interest (POI) in the first image; (S2) identification of the POI in the second image; (S3) measurement of the disparity of the two pixels. Since wrong correspondences cause problems, physical properties of solid bodies are considered in order to obtain additional constraints. These are the following two properties: (P1) is the uniqueness of each point in a scene at a given time. (P2) is the continuity of matter meaning it is continuous and divided into objects. The surfaces of objects are generally perceived as smooth (Marr, 1982). The three rules for communication between DSNs, referred to as matching constraints, are derived from P1 and P2:

• Uniqueness Constraint (C1): Derived from P1, for each point of the image of the first eye/camera there is at most one corresponding hit in the image of the second eye/camera. Therefore C1 inhibits the communication between DSNs in vertical and horizontal direction (Marr and Poggio, 1979; Marr, 1982).

• Continuity Constraint (C2): According to P2, physical matter is cohesive and smooth. Hence, C2 has a stimulating effect when it comes to communication in diagonal direction with the same disparity. So if a disparity of neighboring neurons is consistent, it is more likely to be correct and the corresponding signal is thus amplified (Marr and Poggio, 1979; Marr, 1982).

• Compatibility Constraint (C3): Is derived from the thesis of Marr and Poggio (1977), that black dots can only match black dots. It states that similar characteristics in the same region are more likely than completely different ones. In practice, it causes ON-events and OFF-events occurring temporally and spatially dense to inhibit each other. There is a greater probability of incorrect correspondences since contrasting changes in lighting are less common for neighboring pixels (Marr and Poggio, 1977; Marr, 1982).

4.1.2. Extension to Pulse-Coupled, Event-Based Technologies

The principles presented in chapter 4.1.1 are transferred into an event-based implementation in Firouzi and Conradt (2016). However, it does not use spiking neurons and is thus not exploiting the event-based data ideally. In Dikov et al. (2017) and Osswald et al. (2017), SNNs and the corresponding neuromorphic hardware are combined with this approach. Compared to conventional synchronous methods, these models use a further constraint to suppress false correspondences, time (Dikov et al., 2017). This brings a great novelty to the old approach; the network input is not composed of static images but instead spike-trains containing spatio-temporal information. The network implemented in Osswald et al. (2017) consists of three essential parts; retina coordinates, represented by OFF- and ON-neurons, coincidence detectors and disparity detectors. The aim is to amplify correct correspondences and to suppress wrong ones in order to generate a correct disparity measurement. The retina coordinates generate a spike for each change in illumination at a specific point in space. The random detectors signal simultaneous spikes for possible layers. The cells are arranged so that each spike represents the position of a possible disparity. Since coincidence detectors are sensitive for right but also for wrong correspondences, all possible hits are gathered here. Within the connections of the neurons of coincidence detectors and disparity detectors rules of binocular vision are implemented. In greater detail, C2 and C3 are realized by stimulating and inhibiting compounds. The uniqueness rule C1, is implemented subsequently through recurrent, inhibitory connections of the disparity detectors.

In Osswald et al. (2017), the effects of this approach are analyzed. The authors compare the spike rates of the random detectors with those of the disparity detectors. The conclusion is that wrong correspondences are detected significantly more often without matching constraints.

In case, one of the sensors of the stereo set-up is exposed to high-frequency stimuli, false correspondences can arise. This is because the DSN, which collects the signals of both retina coordinates, exceeds its threshold, although only one of the sensors sends a pulse and the other does not. To overcome this issue, the basic technique was extended in Dikov et al. (2017) by micro-ensembles. Hereby, neuronal micro-ensembles are used that implement the behavior of a logical &. For this purpose, as shown in Figure 10, two blocking neurons are connected between the retinal coordinates and the integrating DSN. In case the left retina neuron receives a spike, it excites both, the integrating and the left blocker neuron. At the same time it inhibits the right blocker neuron. If now the right retina neuron does not receive a spike and therefore does not inhibit the left blocker neuron, this prevents the integrating neuron from generating a spike. This mechanism ensures that the integrating neuron is only capable of spiking if both blocker neurons of the ensemble are inhibited. Hence the integrating neuron only emits a pulse if both retina neurons are spiking (Dikov et al., 2017; Kaiser et al., 2018). In Dikov et al. (2017) and Osswald et al. (2017) disparities are calculated merely from dynamic scenes. This is simply to the fundamental technology of event-based cameras that perceive only changes in lighting and are thus not perceiving static scenes continuously. In Kaiser et al. (2018), this approach, including EBS, is extended to static scenes by applying synchronous microsaccades. In biology, microsaccades are extremely fast and very small eye movements with low amplitude. This artificial dynamic allows the network to extract disparities from static scenes. For the practical implementation, a robot head has been constructed which is capable of carrying out vertical and horizontal tilt movements independently and simultaneously.
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FIGURE 10. Structure of the network inspired by Dikov et al. (2017) with increasing degree of detail. The network's 3D-structure is represented in the left part; An entire row of pixels is mapped from both EBS to one plane of the SNN. This 2D-layer is where the disparities of the affected pixels are calculated. The center shows the neurons of a 2D-layer, connected according to the constraints of cooperative algorithms, outlines in chapter 4.1.1. Green represents inhibiting and blue exciting synapses. In the right part the outline of micro ensembles are visualized. The cooperative manner of this network relies on micro-ensembles. The retina coordinates are visualized as light blue squares, the blocking neurons as blue circles and the collecting neuron as a red circle. Reprinted by permission from Springer Artificial Neural Networks and Machine Learning (Kaiser et al., 2018).



4.1.3. Network Architecture

On an abstract level, the network receives signals from two EBSs processing the data and extracting the disparities. The simplified structure of the SNN is as follows; events of two EBS that are on the same epipolar plane of the real world are input of the same 2D-plane of the network, as shown in Figure 10. These 2D-layers are stacked to form the 3D-SNN. Each 2D-layer calculates the disparities for a pixel row of both DVS. The neurons of the output layer generate a pulse when the corresponding point of the real world changes from occupied to unoccupied or vice versa (Dikov et al., 2017; Osswald et al., 2017; Kaiser et al., 2018).

However, the special structure of the network and its internal connections are essential for solving the correspondence problem. Therefore, the structure of the network is discussed in more detail; a disparity is indicated by a DSN that exceeds its threshold. Each DSN describes, by its x- and y-position in combination with the disparity for which it is sensitive, a specific point in space. There are two ways to arrange these neurons so that they represent the replicated scene of the real world. The naive way is that each DSN represents a point of the real world and all neurons are equally distributed, as are their real counterparts. We call this the dynamic path because the DSNs are not assigned fixed retina coordinates. For this approach, the cameras must be calibrated very accurately, their exact position and orientation must be known, and their focus line must be taken into account throughout. These conditions are difficult to implement in practice. Alternatively, each DSN represents a fixed neuron from both populations of retina coordinates. Thus same two pixels of the respective sensor are always connected with each other. This is the static method which is much less error-prone.



4.2. Extensions of Cooperative Algorithms

The formalisms of cooperative algorithms already eliminate the majority of false correspondences. However, some scientists found ways to combine this basic approach with an entirely different approach in order to obtain even more accurate results. In the following methods are shown that complement cooperative algorithms.

4.2.1. Gaborfilters

In Camuñas-Mesa et al. (2014a,b) and Reverter Valeiras et al. (2016), the authors show how to extend cooperative algorithms extended by a new component, a supplementary constraint. On top of the known matching constraints such as time and polarity, the authors use Gabor filters to extract information about the object edges that generate the events. This is working well because EBS create events when objects, and thus their edges, move. Events that belong together refer to the same edge and should therefore have the same orientation.

The authors of Camuñas-Mesa et al. (2014a) use Gabor filters, with different angles and scales, on the original event streams of both cameras. The results are used as input for a cooperative algorithm.

The work of Reverter Valeiras et al. (2016) is based on the HFirst-approach of Orchard (Orchard et al., 2015), which uses a hierarchical, h-max-inspired SNN-architecture and a neuromorphic camera for object recognition. In Reverter Valeiras et al. (2016), an ATIS (see chapter 3.3) is applied. The approach describes itself as actually event driven, as each new event renews the 3D-pose estimation.

4.2.2. Belief Propagation

A new completely event-based approach to depth perception is presented in Xie et al. (2017). It is based on Belief Propagation (BP), a subset of the message-passing algorithms. These algorithms are used to solve derivation, optimization and condition fulfillment problems. Bayesian networks or Markov Random Fields are often applied for preprocessing in this context. BP then calculates the marginal distribution of each unobserved node. Hence, the correspondence problem is seen as a labeling problem. The labels refer to the disparity and their quality is measured as a cost function. By use of maximum a posteriori probability (MAP), labels are determined that minimize the cost function. The method consists of four steps; preprocessing, adjustment, Belief Propagation, and output of disparities. The pre-processing consists of noise filtering and correction of the input images. For correction it is transformed so that each pixel row of the two images refers to the same points. The matching determines whether two events are potential partners. Correct matches are from different sensors, occur within a time window, have the same polarity and occur in the same or adjacent rows. This implementation of Belief Propagation is based on Felzenszwalb and Huttenlocher (2004). The algorithm does not synchronously renew all disparity estimates, but always the neighborhoods of new events. The output of the algorithm is a belief vector for each node. The label, thus the disparity, is then chosen so that it minimizes the cost function.

Kogler, who tried for a long time to apply classical algorithms to event-based data, offers in Kogler et al. (2014) an alternative realization of event-based stereo vision with Belief Propagation. He complements this with a subsequent filtering in two phases.

4.2.3. Combining Spatial and Temporal Aspects With Luminance and Motion

In the discussed approaches of this chapter, as well as in chapter 4.1, the correspondence problem is commonly solved by spatial constraints and luminance. According to the authors of Ieng et al. (2018), disparities are thus not reliably detected in uncontrolled lighting conditions and unstructured scenes. Therefore, Ieng et al. (2018) presents an entirely time-based method that exploits the unique characteristics of neuromorphic sensors, such as high temporal resolution, even more. For this purpose, the ATIS presented in chapter 3.3 is applied, which in addition to change events also uses the luminance encoded in the form of temporal differences. This approach does not represent a completely new method, but rather an extension of known approaches. Hereby, the precise timing of Kogler et al. (2011a) is combined with the local motion consistency of Benosman et al. (2012) and the temporal consistency of the luminance from Posch et al. (2011). By additional luminance information wrong correspondences are reduced. This means that the unique principle of operation of the ATIS, which in contrast to DAVIS works completely asynchronously, leads to new results. Due to the consideration of many different approaches and theoretical considerations, the algorithm is extremely complex. Spatial, temporal, generalized temporal, and motion criteria are combined.



4.3. Alternatives to Cooperative Algorithms

The approaches presented so far (see chapter 4.1 and 4.2) are all based on the biological theories of binocular vision investigated by Marr and Poggio (1979). An alternative implementation of a cooperative network compatible with their research is given in Piatkowska et al. (2013). Piatkowska developed an adaptive, cooperative algorithm adjusting the disparity estimation with each new event. In Piatkowska et al. (2017), the approach is enhanced and the error rate, determined by MME, can be reduced by 50%. For this purpose the normalization is altered and a noise filter is used. The authors also surrogate the applied DVS through ATIS.

This chapter introduces other methods for stereo viewing with event-based cameras, beside cooperative algorithms.

4.3.1. Conventional, Perspective-Based, and Active Techniques

In Schraml et al. (2007), a conventional, area-based approach to solving the correspondence problem is transferred to event-based cameras. Area-based approaches use the neighboring pixels to find correspondences between the two images for groups of pixels. The authors tested classical cost functions such as Normalized Cross-Correlation (NCC), Normalized Sum of Absolute Differences (NSAD), and Sum of Squared Differences (SSD). It is questionable whether it makes sense to implement such an algorithm with EBS because the pre-processing consists of reconstructing gray-value images from the events. In addition, such a classical algorithm was compared by Kogler in Kogler et al. (2011a) to a time-based approach and did much worse, especially because of its error rate of 4.91%. In Kogler et al. (2009), the area-based approach is combined with a feature-based approach for EBS. This work, combining classical algorithms with event-based technology, is also pursued in Dominguez-Morales et al. (2011) and Belbachir et al. (2012). The researchers around around Kogler, however, state in Kogler et al. (2011b) that classical approaches to stereoscopic vision do not take account the advantages of silicon retinas and that the reconstruction of images leads to a loss of temporal accuracy. Based on this consideration, an algorithm is developed in Kogler et al. (2011b) focusing on the temporal correlation of events. This approach is considered by the developers themselves to be far superior to their previous experiments.

A separate class of algorithms for event-based stereoscopy are the perspective approaches (Benosman et al., 2011; Rogister et al., 2012), which are to be clearly separated from the classical methods and often serve as a basis for advanced algorithms. Epipolar geometry is used as a constraint in order to allow to reconstruct 3D-structures. Events are reconstructed, within a time window, and based on their distance to the epipolar line. Wrong correspondences are additionally eliminated by considering polarity, orientation and order. In Carneiro et al. (2013), this is enhanced by applying a Bayesian filter.

Quite different solutions to recover depth from event-based data are shown in Martel et al. (2018) and Haessig et al. (2019). These are active techniques and require additional hardware, setting them apart from most investigated methods. In Haessig et al. (2019), the known method to estimate depth from the amount of defocus at the focal plane is transferred to neuromorphic sensors and hardware. This is a simple yet elegant solution, whereby the camera alters its focal distance in a steady manner and a SNN computes the time of the best focus for each pixel, creating a depth map. This approach requires a specific liquid lenses, as an adjustable focal distance is necessary to allow a variable focus. According to the authors the low power consumption and computation times guarantee a real-time application. Complementing the event-based stereo setup, two mirrors and a mirror-galvanometer driven laser are used in Martel et al. (2018). This equipment allows the creation of light spots in the scene, where contrast varies a lot. Two DAVIS capture these contrast changes, detecting the laser-induced events enabling a resource-efficient matching. Events are clustered by space-density, using a simple mean-shift algorithm, high-density filter and triangulation using a direct linear transform in the overlap field of both sensors. A rare feature of this method is that sensor synchronization is not required.

4.3.2. Event-Based 3D-Perception Through Monocular Cues

In Rebecq et al. (2017), Rebecq presents a method for Event-based Multi-View Stereo (EMVS). The approach is based on dense methods (see chapter 2.2) for conventional cameras. These approaches, determine dense 3D-structures from known angles. EMVS, which is based on the work of Space-Sweep Approach (Collins, 1996), estimates semi-dense 3D-structures with only one event-based camera. The camera is thereby moved on a known trajectory. The moving sensor obtains edge detection and continuous measurement data. The algorithm comprises three sub-steps; (1) events are projected back in the form of beams. (2) These beams are counted in a voxel grid to measure the spatial density of the beams. (3) A semi dense reconstruction of the edges is possible due to local maxima. A unique characteristic of this approach is that only one sensor is used for depth perception and no additional aids are applied. Also, the camera is not fixed but moves on a given trajectory. The authors report that their method handles noise, fast movements and poor lighting well.

Further approaches to monocular depth perception are presented in Brandli et al. (2014) and Matsuda et al. (2015). These methods distinguish themselves from EMVS by using complementary hardware and not relying merely on the data of one camera. In Brandli et al. (2014), a pulsed line laser is used in railing reconstruction whose asynchronous operating principle can be easily combined with an event-based algorithm. In Matsuda et al. (2015), the EBS is supplemented by Structured Light.




5. CONCLUSION

Neuromorphic systems have enormous potential, yet they are rarely used in a non-academic context. Particularly, there are no industrial employments of these bio-inspired technologies. Nevertheless, event-based solutions are already far superior to conventional algorithms in terms of latency and energy efficiency. Potential consequences and the future of such technologies and processes are discussed in this chapter.


5.1. Remaining Issues of Silicon Retinas

Although much research with biologically inspired sensors has taken place in recent decades, there are still plenty of unresolved issues and open questions in the field. Techniques based on Mahowald's VLSI-retina are in some respects quite similar to the structures of the human brain and eyes, which they are imitating. At the same time, however, there are many biological mechanisms and structures that are not, or only partly, implemented artificially. A popular example of this is the wiring problem in biological neural 3D-structures (Posch et al., 2014). Although 3D-wiring has been regarded as the more efficient technology for more than 20 years (Milenkovic and Milutinovic, 1998), there are still only a few immature approaches (Kurino et al., 2000; Culurciello and Andreou, 2005).

Another fundamental feature of biological vision is color perception. C-DAVIS, a neuromorphic sensor capable of color recognition, has been available since 2015, but color perception is only implemented in the synchronous and not in the event-based part of the camera (Li et al., 2015). Sensors that encode color information in the events do not yet exist. However, it can be argued that color and motion perception is also processed separately in biological vision, by means of cones and rods, and therefore a division of the mechanisms is justified.

Furthermore, the problem of spatial redundancies and how they can be effectively reduced remains unsolved. Moreover, even the relatively high resolution of DAVIS and ATIS is much too small for industrial purposes and their already strongly reduced pixel size are still too large (Posch et al., 2014).



5.2. Artificial Stereoscopy—A Comparison

The comparatively low dynamic range and the limited frequency of conventional camera systems form a bottleneck for classical approaches to stereoscopy. In addition, these methods are very unreliable under uncontrolled lighting conditions. In Akolkar et al. (2015), the advantages of event-based sensors for pattern recognition are discussed in detail. This can essentially be transferred to stereoscopy. Motion artifacts and object displacement of synchronous image acquisition are the reason why asynchronous imaging is sophisticated in stereo vision.

However, the use of EBS is not sufficient, which is indicated by the fact that the algorithms have very different results. For example, approaches based on classical methods for stereo vision cannot compete with cooperative algorithms. The authors, of the methods introduced in section 4.1, state that range-based and feature-based approaches have significantly worse results than simple algorithms using temporal correlation. This is especially interesting since temporal correlation is only the most basic criterion of the cooperative algorithms in chapter 4.1. Cooperative algorithms are the gold standard, which can also be seen by the fact that they have been used successfully by several independent research groups (Dikov et al., 2017; Osswald et al., 2017; Piatkowska et al., 2017; Kaiser et al., 2018). The approach of section 4.2.3 introduced in Ieng et al. (2018) was published in summer 2018 and is therefore quite new. In addition, it builds on many previous works. As a result, it is very progressive and combines many benefits of the research it is based on. Also noteworthy are the results of Martel et al. (2018) and Haessig et al. (2019). Hereby, active approaches requiring additional hardware are introduced. However, these techniques are resource-efficient allowing a real-time application.



5.3. Outlook

Algorithms are based on SNNs and EBS only develop their potential when they are applied on neuromorphic hardware (Khan et al., 2008). Although there are already some implementations of networks on neuromorphic hardware (Dikov et al., 2017; Andreopoulos et al., 2018; Kaiser et al., 2018), research in this area is not that far yet. However, this will probably change rapidly in the next few years which will make the existing approaches much more powerful.

The application of DAVIS or ATIS in contrast to DVS has already significantly improved the outcome of several approaches like (Reverter Valeiras et al., 2016; Piatkowska et al., 2017; Andreopoulos et al., 2018; Ieng et al., 2018). In particular responsible for this progress is the higher resolution of these sensors. Even though solutions from industry, such as Samsung's DVS (Son et al., 2017), are not yet mature, this could alter drastically within the next few years. A likely consequence is that the costs of these cameras will decrease. This development is further strengthened by the fact that several scientists, which had an important part in the development of DVS, DAVIS and ATIS, are transferring their expertise to the industry by founding companies. Examples for this are Insightness3, Prophesee4, and iniVation5. This trend suggests that many problems of current algorithms can be solved by better sensors and respective technologies.
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FOOTNOTES

1An overview of neuromorphic sensors and their applications is given here:https://github.com/biphasic/event-based_vision_resources

2More information about HillHouse: http://www.hillhouse-tech.com

3More information about Insightness: http://www.insightness.com

4More information about Prophesee: https://www.prophesee.ai/

5More information about iniVation: https://inivation.com
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Synchronization of coupled non-linear oscillators inspired by a central pattern generator (CPG) can control the bionic robot and promote the coordination and diversity of locomotion. However, for a robot with a strong mutual coupled structure, such neurobiological control is still missing. In this contribution, we present a σ-Hopf harmonic oscillator with decoupled parameters to expand the solution space of the locomotion of the robot. Unlike the synchronization of original Hopf oscillators, which has been fully discussed, the asymmetric factor of σ-Hopf oscillator causes a deformation in oscillation waveform. Using the non-linear synchronization theory, we construct the transition state model of the synchronization process to analyze the asymmetrical distortion, period change and duty ratio inconsistency. Then a variable coupling strength is introduced to eliminate the waveform deformation and maintain the fast convergence rate. Finally, the approach is used for the locomotion control of a bionic parallel waist of legged robot, which is a highly coupled system. The effectiveness of the approach in both independent and synthesis behavior of four typical motion patterns are validated. The result proves the importance of controllability of the oscillation waveform and the instantaneous state of the synchronization, which benefits the transition and transformation of the locomotion and makes the coupling motion more flexible.

Keywords: bionic parallel waist, locomotion control, synchronization, transition state, σ-Hopf oscillator


INTRODUCTION

Legged robot technique has made remarkable progress in the past few decades, and produced a series of very famous achievements: StarlETH (Hutter et al., 2012), ANYmal (Hutter et al., 2016; Hwangbo et al., 2019), HyQ series (Semini et al., 2011, 2016), MIT Cheetah series (Seok et al., 2013; Wensing et al., 2017), Boston Dynamics Spotmini series1. Great contribution has been made in the aspects of leg structure (Ananthanarayanan et al., 2012), leg control (Barasuol et al., 2013), limb coordination (Gehring et al., 2016), compliance control (Eich et al., 2009), balance control (Raibert and Tello, 1986), adaptive control (Manoonpong et al., 2013), and so on (Schwendner et al., 2014; Gehring et al., 2016), which continuously improve the flexibility, stability, coordination and intelligence of robots in related fields.

No robot has been able to act as flexibly and as animal-like as cat or a dog until today. The control strategy is not the only reason for this, as there are many differences between the structure of natural creatures and robots. Inspired by biologists (Galis et al., 2014), along with demand for high-flexibility and high-speed robots, many scholars have carried out in-depth research on the bionic torso (Albiez et al., 2006). The bionic torso structure can be divided into two types: torso with active joint (Khoramshahi et al., 2013; Satoh and Fujimoto, 2018) and with passive joint (Takuma et al., 2010; Haynes et al., 2012). An additional active joint on a torso can effectively improve the motion range and dexterity of a robot. Most passive joints use elastic elements to collect energy during movement and to improve compliance. However, the function of a biological torso for load capacity, movement, coordination and other aspects is obviously much more than these. Therefore, this paper builds a bionic parallel waist to replace the original rigid torso for the advantages of strong carrying capacity and high control accuracy of the parallel structure. Actually, the parallel robot has been widely used in the industry fields (Dallej et al., 2006; Cong et al., 2011; He et al., 2015). Its structure (Villarreal-Cervantes et al., 2010), kinematics (Plitea et al., 2013), dynamics (Staicu, 2009), control (Liu et al., 2018b), and so on have all been studied before. Although the parallel structure has been directly applied to legged robot, showing better performance than serial structure (Kuehn et al., 2017), no bionical method is used on the parallel structure. This paper investigates the CPG-based network for neurobiologically inspired control of the bionic parallel waistf and discusses the related issues.

At present, CPG models have been applied in various robots (Donati et al., 2016; Santos et al., 2016; Liu et al., 2018a), and can be divided into two categories (Wu et al., 2009): neuron-based models and oscillatior-based models. Neuron-based models mainly include the Matsuoka neuron oscillator model (Matsuoka, 1985, 1987), the Kimura model (Kimura et al., 2001, 2002; Fukuoka et al., 2003), cellular neural network (CNNs) (Arena and Fortuna, 2000; Arena et al., 2001), and recurrent neural network (Rao and Kamat, 1995; Senda and Tanaka, 2000). The biological significance of the models is relatively clear. The oscillator-based models include the Kuramoto oscillator (Acebron et al., 2005), the Hopf harmonic oscillator (Righetti and Ijspeert, 2006; Righetti, 2008), the Van der Pol oscillator (Van der Pol and Van der Mark, 1928; Dutra et al., 2003), and more. These oscillator-based models can periodically generate non-linear oscillation signals and are widely used as CPG oscillation units since they contain a fewer number of parameters and have sophisticated background implementation theories. All of these above can be used for robot control and the networks with oscillators will not differ too much within the same robot, with respect to the architecture and coupling topology, which are related to the physical structure and control frame. In terms of waveforms that determine what trajectories will actually be performed by each joint during a cycle, the oscillator must be selected cautiously. In some robots with simple structure, waveform has a relatively small effect on the movement of single joint and whole body. Therefore, for the parallel platform in this paper, the spatial mechanism with six degrees of freedom is related to six coupling limbs. The movement of each limb directly affects the smoothness and stability of overall system, so we have to focus on the transition smoothness, transformation quickness, and velocity/acceleration impact of the oscillator.

Synchronization means an exact match of the scaled amplitude with a desired phase difference (Chung and Dorothy, 2010). Different phase lead or lag has already been performed in the oscillators with the same frequency to manipulate different locomotion of various robots (Ijspeert, 2008). There are two points that need to be figured out. One is the stability of the synchronization. The stable theory of the coupled oscillator system can help to determine the exact parameters, and they are the constraints that make the system converge at final moment (Buchli and Ijspeert, 2004; Kopell et al., 2006). This consideration has been fully discussed both in architectural symmetries and diffusion-like couplings (Buono and Golubitsky, 2001; Ashwin, 2003; Ramezani et al., 2017). Another point is that the transition process needs to be clear and controllable, since it concerns the trajectory of every movement of the limbs and joints. An unreasonable transition between two perfect stable states will also lead to an unexpected locomotion. In fact, in the premise of synchronization stability, the transition process in both joint space and Cartesian space should be taken into serious consideration. In this paper, the transition state of coupled non-linear oscillators is analyzed in detail to guarantee the rational locomotion in every single moment.

In our previous work, we have researched on legged robot about trajectory planning (Zhu and Guo, 2016; Zhu et al., 2018a), deviation correction (Zhu et al., 2016, 2017), force control (Zhu et al., 2015; Zhu and Jin, 2016), energy optimization (Jin et al., 2013; Zhu et al., 2014), and locomotion diversity (Zhu et al., 2018b), aiming to achieve excellent coordination and flexibility of legged robot. The bionic parallel waist is supposed to be a good choice for the issue from both a biological and a robotic point of view. At present, the majority of parallel robots utilize the model control theory (Jin et al., 2014). Each angle of joint with the strong coupling and structure constraints needs to be calculated, since all joint actuators are involved in the locomotion of parallel robots at the same time. All trajectories (position, velocity, acceleration, and torque) have to be designed for accurate control and high speed. Although these methods can be used in the bionic robot, we are more inclined to the bionic control method, for it is hard to design every possible movement in the solution space in advance. Thus, synchronization of σ-Hopf oscillators for the bionic parallel waist of a legged robot is proposed to realize neurobiologically inspired control. The paper is organized as follows. Materials and Method introduces the bionic parallel robot system and the method. In Analysis of Synchronization, synchronization of σ-Hopf oscillators is analyzed. Neurobiologically Inspired Control and Results illustrates CPG-Based locomotion control and results. The performances and findings are discussed and concluded in Simulation.



MATERIALS AND METHODS

For the coordinated locomotion of a legged robot, a bionic parallel waist is developed for the method proposed in this paper. We will introduce the system of the parallel waist and synchronization method of coupled σ-Hopf oscillators in the following part: sections Platform and System, σ-Hopf Harmonic Oscillator, Network, and Synchronization of σ-Hopf Oscillators.


Platform and System

In mammals, the waist (both bone and muscle) plays an extraordinary role in movement (Grondin and Potvin, 2009), and researchers found that robots with waists performed better than those with a rigid body (Coros et al., 2011). The parallel platform in this paper is used as the waist of the four-legged robot to obtain better coordination ability. Its structure is shown in Figure 1A. The moving platform at the waist connects the front legs, while the rear legs are linked to the stationary platform. The whole parallel platform is supposed to be the robot torso and can achieve shift, rotation, and synthesis movements. Six identical limbs connecting the moving platform to the stationary platform are the actuating mechanism of the waist. There are two spherical joints between coupler links, and one rotation joint for the connection of an input rod and the motor. So, the moving platform can move with 6 spatial degrees of freedom effectively under the actuation of 6 brushless DC motors. The magnet encoders are mounted next to the input rods and are connected by gears. They are shown in Figure 1B. Force sensors are mounted on the long linkages and used for the payload calculation. All information obtained through encoders and force sensors are sent to the controller for locomotion generation.
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FIGURE 1. Architecture of bio-inspired legged robot with parallel waist. (A) Mechanical structure of bio-inspired robot. (B) Mechanical structure of bionic waist. (C) Framework of robot system, including locomotion generator of the robot, σ-Hopf oscillators, synchronous network, and coupling signal modules.



Most existing legged robots without waist structures adjust the action of the rigid torso by controlling the leg movement (Cao and Poulakakis, 2016; Zhang et al., 2016). Some others enhance the movement ability by active or passive joints. But the presented parallel waist has far more flexibility and larger load capacity, which can easily assist the robot to achieve pitching, stretching, and torsion of the torso. Therefore, the robot equipped with a bionic waist needs to carry out overall behavior planning including torso and legs, so as to generate motion rhythm and control parameters for the waist. With the bionic control method, these parameters will be used to adjust the CPG oscillator and synchronous network, and then generate the control signal for the motor driver, which is shown in Figure 1C.



σ-Hopf Harmonic Oscillator

The important role of CPG in bionic control is self-evident and the details have been investigated in the field of biology (Macintosh et al., 1993; Jorgensen et al., 2003), neuroscience (Grillner et al., 2007; Jean-Xavier and Perreault, 2018), and robotics (Wang et al., 2012). Especially in the application of multi-degree-of-freedom or multi-joint robots, it is particularly prominent due to the coupling and synchronization ability of CPG signals, which can form a signal transmission network similar to natural creature. However, no matter how complex the network is or what change post-processing makes, the controllability of the original signal generated by CPG affects the control performance of robots directly. Then we must control CPG signal at every single moment. That is to say, if CPG is regarded as a simple control wave, we should not only pay attention to its frequency and amplitude, but also control its offset, the speed of ascending, and descending (shape of the signal). They are not problems in the model control (Jin et al., 2014), since all of the required control variables can be “designed out.” CPG waveform in the bionic control is subject to the control of oscillation and coupling property, and cannot be changed easily (Zhu et al., 2018b). In the present paper, the σ-Hopf oscillator is proposed [σ is one special parameter to distinguish it from the orignal Hopf oscillator (Drazin, 2008)] for two reasons. One is the Stability. The symmetric limit circle prevents the classical problem of instability due to switching between two stable systems and the stability of coupled Hopf oscillators has also been previously discussed (Pham and Slotine, 2005; Kato and Kamimura, 2008). The other reason is the consideration for excellent locomotion diversity and smoothness by changing amplitude, frequency, phase, and waveform, which has been fully investigated in our published paper (Zhu et al., 2018b). Its features and characteristics will be introduced in the following. The form of synchronous coupling of σ-Hopf is
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where,

[image: image]

Equivalently,
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where x and y are the state variables; a, b is the center of the limit cycle; μ is amplitude of the oscillations. The bifurcation parameter α can switch from −1 to 1 such that this would change the stable limit cycle dynamics to the dynamics with a globally stable equilibrium point (Strogatz, 2015). In the σ(ρ, λ, t), λ is strength and φ is the period factor; 0 < ρ <1 denotes the duty factor and determines the transformation speed between the ascending and descending phases. In (2), the parameters φ and ρ are uncorrelated. That means that the movement period will not be influenced by a change in the duty factor. g(t) is coupling input, for a single oscillator g(t) = 0. u(t) = –sign(y)u is the external input to control the oscillation signal by the external sensing information (i.e., contact detection in the legged robot; Righetti, 2008; Aoi et al., 2013). The coverage coefficient and frequency were always coupled together and cannot be controlled independently. Therefore, we decoupled it and induced the duty factor ρ so that the frequency and shape of the waveform can be controlled independently (Zhu et al., 2018b). The presence of σ(t) here is different from the original Hopf oscillator and plays an important role in changing the oscillation waveform. We will later see that they can be useful for different patterns of locomotion. In the next section, we present how to construct a stable synchronization of σ-Hopf oscillators for the purpose of diverse locomotion pattern modulation.



Network

Synchronization permits different actuators to oscillate with a prescribed phase lead or lag to regulate different movement patterns. On the basis of the joint number, structure connection and behavioral characteristics of different robots [legged robot (Kalouche et al., 2015; Bjelonic et al., 2016; Owaki and Ishiguro, 2017), snake robot (Wang et al., 2016), swimming robot (Stefanini et al., 2006), and flying robot (Corke et al., 2003; Ramezani et al., 2017)], the behavior control networks are also different. The type of oscillator (Wang et al., 2018) and phase difference (Aoi et al., 2011) formation method are also important factors. The specific network architecture is shown in Figure 2. The parallel waist platform adopts the same control frame as the leg of the robot, and each limb is driven by an oscillator. The full coupled two-way ring architecture is constructed, since it has better transition performance than one-way ring architecture (Chung and Dorothy, 2010). For the coupled σ-Hopf oscillators in this paper, (3) can be rewritten with a diffusive coupling with the phase-rotated neighbor
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in which, the positive scalar k(t) denotes the coupling gain and can be time-varying for different locomotion. R(ΔΦ)[image: image](2) is a 2-D rotational transformation of the phase difference ΔΦij between the ith and jth oscillators. The desired phase offset ΔΦij guides υi to synchronize with υj. Ni denotes the set that contains only the local neighbors of the ith σ-Hopf oscillator, and ni is the number of the neighbors. Both Ni and nidepend on the coupled σ-Hopf oscillators and network architecture. Since the coordination motion pattern of the bionic waist is determined by the relative phase between the oscillators, the phase offset matrix ΔΦij is the key in the network. Generally, ΔΦij = Φi – Φj (i, j = 1,…,6, 0 ≤ ΔΦij ≤ 2π), ΔΦij = –ΔΦji, ΔΦij = ΔΦik + ΔΦkj and ΔΦii = 0 (i, j = 1,…,6). So, the locomotion of the waist is determined by [ΔΦ12, ΔΦ23, ΔΦ34, ΔΦ45, ΔΦ56, ΔΦ61], which can be written as [Δ12, Δ23, Δ34, Δ45, Δ56, Δ61] for simplification. The full coupled network with ΔΦ is shown in Figure 2.
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FIGURE 2. Two-way ring architecture network. Every limb composes of 2 links, 2 spherical hinges, 1 actuator, and 1 force sensor. Φi is denoted as oscillation phase of ith joint, θi is the control signal of ith joint. Geometric structure is shown in Appendix (Supplementary Material).



Theoretically, a 6RSS parallel platform can realize the independent and coupled locomotion of three translational and three rotational motions in the Cartesian coordinate system (Ahmet and Koksal, 2014) In this paper, four main torso movements of the mammals (Rossignol, 2004) are discussed: Stretching and flexing along Z axial (motion pattern A), lateral movement along X axial (motion pattern B), pitch around Y axial (motion pattern C), and torsion around Z axial (motion pattern D). According to the symmetry of motion and the established coordinate system shown in Appendix (Supplementary Material), the oscillators always operate synchronously. From a lateral perspective, all mentioned actions are symmetrical along the X axial except rotation movement around the Z axial. The joint 1–6, 2–5, and 3–4 have the opposite turning direction to guarantee the symmetric loading, so Δ16 = Δ25 = Δ34 = 180° (for the rotation around the Z axial, Δ16 = Δ25 = Δ34 = 0°). The oscillator amplitude is also symmetric along the X axial. Vertically, in the motion pattern A, oscillators on the same side along the X axial keep same pace, then Δ12 = Δ23 = 0°and Δ65 = Δ54 = 0°; in motion pattern B, there are Δ12 = Δ65 = 0° and Δ23 = Δ54 = 180°according to the asymmetric structure along the Y axial; in motion pattern C, there are Δ16 = Δ25 = Δ34 = 180°, Δ12 = Δ65 = 180° and Δ23 = Δ54 = 0°, since the actuator 1 and 6 are located in the positive half of X axial and joint 2 (or 3) and 5 (or 4) are located in the negative half; in motion pattern D, all actuators have the same rotational direction, so Δ16 = Δ25 = Δ34 = 0°, Δ12 = Δ65 = 180°, Δ23 = Δ54 = −180° and Δ13 = Δ64 = 0°. Other independent or coupled locomotions can be obtained by similar analysis, even if they never occur in vertebrates. Additionally, the range of movements are associated with the amplitude control signals. We will illustrate these relationships in Neurobiologically Inspired Control and Results.



Synchronization of σ-Hopf Oscillators

The neurobiological approach to an engineered bionic waist is to produce the analytical model of oscillators that matches the real need of bioinspired legged robot. It will benefit the coordinated locomotion between the waist and leg joints, but the limit-cycle dynamics, synchronization of the coupled oscillator and feedback signals integration have to be taken into consideration (Ijspeert, 2008; Seo et al., 2010). Thus, we have proposed (1) with period parameter ϕ, amplitude μ, coupled input g(t), and feedback input u(t). This is the base for the bionic waist to perform agile maneuvering in decoupled, symmetric or unsymmetric locomotion in Cartesian space. For the synchronization of a network, we rewrite the coupled Hopf oscillators with the related concern:
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If the external sensing input u(t) is taken as some initial state of the oscillator, its value will not affect the stability. If σ equals to a constant or ρ = 0.5, ascending and descending will equal to each other, it will be the standard Hopf oscillator, and its stability with a diffusive coupling has been proved (Pham and Slotine, 2005). When ρ≠0.5, the σ-Hopf oscillation waveform is asymmetrical. Although the total time in one period is still unchanged, it presents different frequencies (π/(ρ·(e−λy+1)·φ) for ascending and π/((1-ρ)·(eλy+1)·ϕ) for descending), and leads to asymmetrical oscillation signals. Thus, to demonstrate the synchronization of the modified oscillators, [image: image] is denoted for the symmetric oscillators (with ρ = 0.5). According the stable theory of phase synchronization, we construct (6) into
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where ρ ∈ ℝn, and different ρ makes synchronization of oscillators with different wave shape possible. Specially, if ρ = 0.5, the shape of waveform will equal to the original waveform. The matrix G is a Laplacian matrix with phase shifts R(ΔΦij). Considering instantaneous deformation, [image: image] is denoted for the original oscillators signal without synchronization, [image: image] is for the original oscillators signal with synchronization, and[image: image] is the change between them. So
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For simplicity, [image: image]is written as[image: image],
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When finally it gets stable, {υ} → {υ0}. Then,
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So
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It shows that the signals of oscillators with synchronization in the transition state are different from that of original oscillators, but they will turn back to their original form after the convergence.

The modified signals of oscillators (with ρ≠0.5) without synchronization is denoted as [image: image] and {Δυ0}is the deviation between [image: image] and [image: image]. According to (8), for modified signal with synchronization
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[image: image] is written as [image: image]. For [image: image], we have
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Remark:

1. If [image: image] ≠0 and k(t) ≠ 0, the process will be signal synchronization of modified Hopf oscillators. For any fixed parameters, the deformation [image: image] of [image: image] and [image: image] will be a constant, so [image: image] ≠ 0. The related [image: image] will be determined by [image: image] and the amplitude is also fixed, so [image: image] is not equal to 0. Under the influence of [image: image], modified oscillators signal with synchronization will be different from original signal (ρ = 0.5), and the deformation depends on the specific parameters ρ and k. Also, for any parameter k(t) satisfying the stability condition (Pham and Slotine, 2005), [image: image] will have a corresponding stable state.

2. If [image: image] = 0, k(t) ≠ 0, thus [image: image] and [image: image], it means they are original oscillators signal with synchronization, [image: image] will 0, then [image: image], [image: image] is equal to [image: image], and suitable k(t) will make it global stable.

3. Usually, in the synchronization, the convergence strength k(t) ≠0. But if k(t) is approaching 0 gradually and the time is long enough for stabilization with a certain value of it, things will be different. We assume that kn+1 < kn for ∀ n, Then, every part of [image: image] in (21) can be constructed in stable amplitude formn
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Then,

[image: image]

So every change of k will have a new [image: image] and it will never equal to 0 before stable. It seems very hard to let [image: image], since it is hard to know how long it needs to get stable. But if the small deformation of waveform is acceptable, large convergence rate will be achieved. Thus, there is a trade off between convergence rate and final deformation, and the details will be discussed as follows.




ANALYSIS OF SYNCHRONIZATION

Through the transition state analysis of the synchronization process, k(t) is the only parameter which can be adjusted, which determines the convergence rate and the steady state of the oscillator synchronization. For the original symmetric hopf oscillator, k(t) can be large to meet the requirement of rapid convergence, while for σ-hopf oscillator, whose waveform can be asymmetric, the process will be different and specific analysis is required.

1. When ρ = 0.5, there is [image: image] = 0. k(t) is convergence strength and [image: image] converges to zero. The different value of k(t), initial points and phase factors will cause different convergence rates. The convergence process of [image: image]is shown in Figure 3. Generally speaking, on the premise of global stable, the larger k(t) leads to faster convergence rate, as well as motion pattern transformation. If the initial point is designed close to the limit cycle with the concern of synchronization, it also contributes to the fast convergence rate. The phase factors reflect the synchronization relation of the oscillators and determine the phase difference at steady state.

2. When ρ ≠ 0.5, there is [image: image] ≠ 0. Through the separate adjustment of k, ρ and phase factors, [image: image] whose trend is consistent with [image: image], is analyzed. The different process of approaching to a steady state is shown in Figure 4. As in the previous analysis, [image: image] does not equal 0 in a steady state and it also stabilizes to a non-circular asymmetrical limit cycle, which brings about an asymmetrical oscillation waveform as analyzed by (21). For a certain motion pattern with fixed coupling parameter, only the effects of the k and ρ on the oscillator need to be analyzed. For example, in motion pattern B, the oscillators on the left and right side along the X axial are symmetrical, so taking the oscillator 1 as a representative. The convergence rate, asymmetry rate (the difference between the positive and negative areas, 0 means no difference), period change and duty ratio (the ratio of ascending part in one period cycle, 0.5 represents the symmetry waveform) of the steady-state waveforms with different k and ρ are shown in Figure 5. The convergence rate is mainly determined by k. The convergence is very slow in k <1 with almost no distortion, fast in k = 1–5 with a little distortion and extremely fast in k > 5 with large distortion and period change. After k = 10, convergence rate should have been <1 s (steady state is judged by checking the change of peak values in adjacent period). Besides, there are two findings: (1) large ρ value brings about large distortion, as shown in Figures 4B, 5B. (2) In the raise of k value, the waveform tends to be symmetrical (asymmetry rate tends to 0 and the duty ratio tends to 0.5) with period shrinking. That means the entire waveform is changed to be “small” and “smooth,” which is much different from expected, as shown in Figures 4A, 5C,D.
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FIGURE 3. Convergence process of [image: image]with influence of different parameter (ρ = 0.5). Signal of limb 1 is selected. (A) Different value of k(t), phase factors ψi = Φi/2π, ψ = [0, 0.5, 0.5, 0, 0, 0.5], initial point is (0.7, 0.8). Different k(t) leads a different convergence rate. (B) Different initial points (x0, y0), k(t) = 1, ψ = [0, 0.5, 0.5, 0, 0, 0.5]. Initial point has little influence on convergence rate, but is important to synchronization process. (C) Different phase factors ψ1 = [0, 0.5, 0.5, 0, 0, 0.5], ψ2 = [0, 0.5, 0, 0.5, 0, 0.5], ψ3 = [0.2, 0.4, 0.6, 0.1, 0.9, 0.7]. k(t) = 1, initial point is (0.7, 0.8). A different phase factor means a different synchronization process.
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FIGURE 4. Influence of different parameters with ρ≠0.5. Signal of limb 1 is selected. (A) Different value of k(t), phase factors ψi = Φi/2π, ψ = [0, 0.5, 0.5, 0, 0, 0.5], ρ = 3/4 and initial point (0.7, 0.8). Different k(t) leads a different limit circle scale of [image: image] and the deformation is directly related to [image: image]. (B) Different ρ = [2/3, 3/4, 5/6], initial point (0.7, 0.8), and k(t) = 5. Large ρ leads to large deformation. (C) Different phase factors ψ1 = [0, 0.5, 0.5, 0, 0, 0.5], ψ2 = [0, 0.5, 0, 0.5, 0, 0.5], ψ3 = [0.2, 0.4, 0.6, 0.1, 0.9, 0.7], k(t) = 5, initial point (0.7, 0.8), and ρ = 3/4. Different motion pattern has different limit circle of [image: image].
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FIGURE 5. Convergence and deformation of waveform. Oscillation period is set to T = 0.5s. k = [0.5, 1, 3, 5, 8, 10, 15, 20], ρ = [2/3, 3/4, 5/6]. (A) Convergence rate. (B) Asymmetry rate. (C) Period change. (D) Duty ratio.



Since the value of k(t) determines the convergence rate and the magnitude of the distortion, a function ke(t) is proposed:
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in which, η is the descend factor and related to time. κ is the initial strength. t0 is the begin moment. A little time will be taken for large convergence strength and long for a small value. So, the convergence process is mainly determined by the state of ke(t) > = 1, then the effective time Teffective of convergence can be solved by
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Therefore, in the steady state, when k(t) = 0, the distortion vanishes and the period recovers to normal. The problem of oscillation deformation caused by the asymmetry factor is solved. However, the adjustment capability of synchronization is not available at this moment. If the phase difference is inaccurate as required before k(t) = 0, it cannot be adjusted any more. Therefore, choosing the right parameters to ensure fast and stable convergence is important. It can be seen from the Figure 6 that κ and η are approximately linearly correlated. According to the finds above, when κ is too large, deformation must not be ignored. Then κ and η are better taking values within [1, 10]. In this paper, κ = η = 5 and the convergence time is 0.32 s. Finally, the σ-Hopf oscillators with synchronization used in the system is
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in which, the positive scalar κ denotes the coupling gain and can be time-varying for different locomotion, η denotes the descend factor, and t0 is the start point.
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FIGURE 6. (A) Effective time surface of ke(t). Teffective>2s and Teffective <0.5s is marked. T = 0.5s. (B) Convergence process. Red arrow is the direction of limit circle. (C) Deformation elimination. k(t) = 5 in 0–2 s and changes to ke(t) at 2 s (t0 = 2 s). ρ = 5/6, κ = η = 5, t0 = 2 s, ψ = [0, 0.5, 0.5, 0, 0, 0.5] and signal of limb 1, 2, and 3 are selected.





NEUROBIOLOGICALLY INSPIRED CONTROL AND RESULTS

The forward and inverse kinematics of parallel robots is a cumbersome task, and there are a lot of related researches (Merlet and Pmerlet, 2006; Li and Wen, 2011; Huang et al., 2013). So, the presented CPG signal processing and network construction is used for parallel bionic waists in this section. It can effectively avoid complex solving processes and achieve coordinated bionic behavior. But the formation and construction of coupling bionic behavior of such parallel structures is still unknown. The waist is mainly composed of lumbar bones and muscles. It helps the torso to achieve multi-directional bending and axial torsion and transmits (spinal) nerve signals and loads of legs (Hashemirad et al., 2009; Galis et al., 2014). The proposed parallel waist can achieve identical functions, which provide a structural basis for the control strategy. In this paper, four main movements: stretch, lateral shift, pitch and torsion (motion pattern A, B, C, and D) are discussed. In order to prove the effectiveness of the method, the range deviation, motion transformation characteristics, and position error of the waist will be analyzed from the amplitude, phase, and deformation of the oscillation signal, respectively.


Amplitude and Frequency

According to the bionic waist structure and coupling network established in Materials and Method, the phase relationship of the six oscillation signals is shown in Figure 7A. These signals will be directly used to drive the limbs of the platform. Due to the problem of multiple solutions in the inverse kinematics of parallel robots (Ahmet and Koksal, 2014), repeat movements occur in the full rotation range of the actuator. That is to say, the different configurations of actuator can result in the same position of the moving platform, so the appropriate range of joint rotation must be selected, which satisfies both the maximum movement space and the requirement of smooth locomotion. Compared to the series structure, it is not so simple to achieve independent movement in the parallel bionic waist, since the movement of a single actuator will cause multiple degrees of freedom of the moving platform. Learning from the forward and inverse kinematics of the parallel robot and the structural characteristics of the bionic waist (see Appendix in Supplementary Material), the amplitude and offsets of the oscillation signal are tuned. The control waveform shown in Figure 7B is a result of the amplitude and phase adjustment for the range and direction of the locomotion.
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FIGURE 7. Different motion patterns in different directions. (A) Network configuration. Coupling factors are set according to Materials and Method. Yellow arrows link oscillators with 180° phase difference. Phase factors (ψi = Φi/2π) is marked. Purple arrows mean no phase difference. (B) Amplitude and offset of oscillation signals. (C) Deviations between neurobiologically inspired control and kinematics solution [the forward and inverse kinematics formula and structure parameters are shown in Appendix (Supplementary Material)]. Movement along and around axial Y is not taken into consideration for the symmetry of structure and movement.



In order to verify the effectiveness of the motion synthesis, the limit range of movement under CPG based control is compared with that obtained by kinematics solution. The deviations of the main motions are shown in Figure 7C. Among them, the actuator range is referenced to the maximum motion position and distributed according to the oscillator waveform (approximate linear distribution). However, the actual parallel platform motion is decomposed into a rotation of 6 actuators with strong non-linear coupling property, which depends on the complexity of motion synthesis, so there are movements in other directions besides the main control directions, i.e., almost every motion pattern will cause movements along axial Z. If the pre-processing module or network is used for non-linear mapping and planning, this phenomenon can be improved and more complicated locomotion can be realized, but in this paper the limbs are directly driven by the oscillation signals at present.

With regard to frequency, most of the motions in quadruped mammals are in low frequencies, and even high-speed running will not carry out in too high frequency. The frequency transition problem has been discussed in detail (Nachstedt et al., 2017). Since the parallel waist frequency does not change too much and has no abrupt change, it will not cause waveform deformation and position deviation. Of course, in order to improve the adaptability, optimization and adaptive methods can be used for frequency adjustment, and there are many methods (Righetti et al., 2006; Nachstedt et al., 2017).



Phase

According to the foregoing illustration, the phase differences in the four typical motions have been determined by the structure and the motion state. In nature, such states in mammals are very easy to transform, i.e., the stretching (motion pattern A) of the torso is easy to transform into a lateral shifting motion (motion pattern B) or a pitching motion (motion pattern C). While the motion pattern D is relatively independent. Generally, it is necessary to return to the initial state before performing other locomotion. According to the symmetric distribution of the actuators (Δ16 = Δ25 = Δ34 = 180°), the motion patterns A, B, and C can be simplified to consider the phase difference of the single-sided actuator 1–2–3. According to Figure 8, three changes are conducted: A → C, C → B, and A → B. A → C and C → B can be supposed as similar locomotion, since only one group of oscillators needs to change phase, indicating that most of the actuators have similar movements in the two motion patterns. Therefore, the transformation should be very smooth. But A → B needs to change two sets of oscillators which cannot be a similar motion. If a transformation like A → B is unavoidable, it is best to change through similar motion, such as A → C → B through a bending motion or A → AB → B through a coupling transition. It is recommended to change state between adjacent motion patterns. Otherwise, it will cause large deviation and even malfunction. In the transformation, the oscillation amplitude should be adjusted at the same time, since it is related to both the changing process and result.


[image: image]

FIGURE 8. Transformation of different motion patterns. β is the pitch angle round Y. (A) Motion pattern A → motion pattern C. (B) Motion pattern C → motion pattern B. (C) Motion pattern A → motion pattern B. All transformation is conducted in 5 steps. Both phase and amplitude changes linearly.



CPG-based locomotion control with phase difference adjustment enables fast transformation between motion patterns and formation of several coupling motions. Without a doubt, most of the mammalian movements are a synthesis of simple movements, i.e., the running process is the synthesis of motion pattern A and motion pattern C. In addition, it is worth mentioning that the motion pattern of the parallel waist is not only determined by the phase difference of the oscillator, but also by the amplitude.



Duty Factor ρ

The significance of introducing σ is to make an asymmetrical duty cycle in oscillation, so that the locomotion is more controllable and coordinated, such as the leg swinging of walking robot (Xiong et al., 2017), the wings flapping of flying robot (Briod et al., 2014), and the fin swaying of underwater robots (Wang et al., 2019). But the asymmetry oscillation always brings about deformation of the waveform as well as the period changes, which has been discussed in Materials and Method and Analysis of Synchronization. And we noticed that selection of ρ is also influenced by the phase difference, i.e., in the Z-direction motion, the difference between the oscillator 1 and the oscillator 2 is 180°. Therefore, in order to maintain the consistent action, if the ρ of the oscillator 1 is 3/4, the ρ of the oscillator 2 should be 1/4. Thus, the locomotion coordination can be ensured. So, if the motion transformation is performed, the value of ρ must also be changed correspondingly. A fixed ρ value may not satisfy the phase difference requirement. The coupling motion of motion pattern A and C is analyzed in Figure 9. In the transformation from motion pattern A to C (Δ13 = 0 → Δ13 = 0.5), ρ should do the same change.


[image: image]

FIGURE 9. Position trajectory and waveform of coupling motion. T = 0.5 s, ψ = [0, 0.5, 0.2, 0.3, 0, 0.5], ρ1 = [3/4, 1/4, 0.55, 0.45, 3/4, 1/4], ρ2 = [1/4, 3/4, 0.45, 0.55, 1/4, 3/4], ρ3 = [3/4, 1/4, 3/4, 1/4, 3/4, 1/4]. Forward duration (below zero line) and back duration (above zero line) are influenced by ρlimb3, which is corresponding to limb 3 and Δ13. β is the pitch angle round Y. (A) Constant coupling strength, k(t) = 5. (B) Proposed coupling strength k(t) = ke(t).



During the above motion, the existence [image: image] in the (21) leads an unexpected change on period of oscillation signal in the steady state. Unsuitable ρ will make it worse. ρlimb3 keeping unchange (ρlimb3 = 3/4) through the transformation (Δ13 = 0.2) leads an unpredictable forward-back duration ratio shown in Figure 9A. This effect cannot be eliminated if k is non-zero, which reduces the control ability of ρ to the waveform. Moreover, the effect or the change is actually difficult to detect or predict. The method of this paper can control the waveforms of each oscillator as well as the ρ and phase difference, so that some special motion points even can control effectively shown in Figure 9B. The value of ρ should be adjusted timely according to the phase difference to make the transformation more coordinated and less impact. Furthermore, precise control and smooth motion are to be further improved by optimizing control and learning, evolution and other methods.




SIMULATION

To investigate the effects of neurobiologically inspired control method on bionic parallel waist, we conducted co-simulation by MATLAB/ADAMS. The parameters of the parallel platform are shown in the Appendix (Supplementary Material). The control frame is presented in Platform and System and shown in Figure 1C. With the bionic control method, control signals for the motor driver are generated by the oscillators and synchronous network. Specifically, we set 3 transition states for magnitude (SM), phase (SP), and coupling strength (SC) to evaluate the performance of the method. Oscillation signals, joint angles, and moving platform locomotion trajectories including movements and rotations are shown in Figure 10. Before 2.5 s, the platform performs in motion pattern A, so there are only movements along Z axial. The magnitudes are regulated by linear transformation in 0.5 s and they make the moving distance change from 0.25–0.28 mm to 0.241–0.292 mm. To perform a bending movement (rotation around Y axial), ψ is gradually set from [0, 0.5, 0, 0.5, 0, 0.5] to [0, 0.5, 0.2, 0.7, 0, 0.5] in 0.5 s from the moment at 2.5 s to regulate the phases of limb 3 and 4. This leads the moving platform to rotate around Y axial and slight movements along X axial. In the coupling strength transition at 4.5 s, coupling strength k(t) = 5 turns to k(t) = ke(t) and signals become stable in 0.32 s according to the effective time surface of ke(t). The duty factor is set constant as ρ = [1/4, 3/4, 1/4, 3/4, 1/4, 3/4] and the distortion begin to diminish at 3.5 s when k(t) = ke(t). Influence on the movements and rotations of this factor also can be seen in Figure 9.


[image: image]

FIGURE 10. Oscillation signals, joint angles, and locomotion trajectories. T = 0.5 s, k(t) = 5, ψ = [0, 0.5, 0, 0.5, 0, 0.5], and ρ = [1/4, 3/4, 1/4, 3/4, 1/4, 3/4]. Magnitude transition (SM): movement Z (0.25, 0.28 mm) → (0.241, 0.292 mm). Phase transition (SP): ψ → [0, 0.5, 0.2, 0.7, 0, 0.5]. Coupling strength transition (SC), k(t) = 5 → k(t) = ke(t).





CONCLUSION

A synchronous bionic control strategy based on σ-Hopf for a bionic parallel waist is proposed. To identify and evaluate waveform distortion of asymmetry σ-Hopf oscillation in synchronization, the transition state is analyzed. The variable coupling strength is raised to eliminate distortion and ensure effective and stable synchronization simultaneously. On this basis, the bionic control network for the parallel waist is constructed to realize the typical behavior. The effects of amplitude, frequency, phase, and duty factor on the behavioral deviation, motion pattern transformation, and forward-back duration adjustment are discussed. The main contributions of this paper are:

1. σ-Hopf oscillator has a symmetrical circular limit cycle and the waveform is regular and stable. Different from other oscillators, its frequency, amplitude, and duty ratio can be adjusted independently, which contribute to the control of different moving speeds, motion range, and forward-back duration. These advantages can enhance behavioral diversity and agility of bionic robot, which is of great significance for bionic control.

2. The waveform characteristics of σ-Hopf oscillator makes the synchronization process more complicated than symmetric oscillator. Our analysis and methods show a way to eliminate the deformation and ensure the fast convergence. Thus, without changing the characteristics of σ-Hopf oscillator, synchronization process is achieved and can be used for the coordinated behavior and coupled locomotion of the multi-joint bionic robot.

3. The σ-Hopf oscillator based neurobiologically inspired control is put forward to enhance the controllability for the bionic waist, which has really strong coupling characteristics. Not only the initial and final state of motion, but also the intermediate state and instantaneous state can be controlled precisely. This will benefit the transition and transformation of the locomotion and makes the coupling motion more flexible.

In this paper we provide a waveform-controllable oscillator and an undistorted synchronization method for the bionic robot, i.e., legged robot, flying robot, and swimming robot, etc. In the future, we will build the entire motion control network of the quadruped robot with bionic waist for coordinated motion. As the network architecture becomes more complex, the proposed method will make more sense for the controllable locomotion and synchronization process.
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A brittle star, an echinoderm with penta-radially symmetric body, can make decisions about its moving direction and move adapting to various circumstances despite lacking a central nervous system and instead possessing a rather simple distributed nervous system. In this study, we aimed to elucidate the essential control mechanism underlying the determination of moving direction in brittle stars. Based on behavioral findings on brittle stars whose nervous systems were lesioned in various ways, we propose a phenomenological mathematical model. We demonstrate via simulations that the proposed model can well reproduce the behavioral findings. Our findings not only provide insights into the mechanism for the determination of moving direction in brittle stars, but also help understand the essential mechanism underlying autonomous behaviors of animals. Moreover, they will pave the way for developing fully autonomous robots that can make decisions by themselves and move adaptively under various circumstances.

Keywords: brittle star, decentralized control, autonomous robot, locomotion, determination of moving direction


1. INTRODUCTION

Most robots are designed to perform given tasks in predefined environments and lack the ability to autonomously determine and move toward their moving direction while adapting to various unpredictable situations. In contrast, animals can feasibly adapt to the unpredictable real-world and move toward their desired direction. Interestingly, this ability is not unique to higher organisms with sophisticated brains, but is inherent even in primitive living organisms (Meyer et al., 2017). This fact suggests that decisions are not made solely by a central controller, i.e., brain, and that decentralized control plays a significant role in animal locomotion. Many studies have been devoted to elucidate the decentralized control mechanism underlying animals' adaptive locomotion (Kimura et al., 2007; Schilling et al., 2013; Kano et al., 2017a,c), yet they have not succeeded in achieving both autonomous determination of moving direction and adaptation to unpredictable circumstances simultaneously. Clarifying it will help understand the mechanism of autonomous behaviors of animals as well as develop fully autonomous robots that can make decisions by themselves and behave adaptively and reasonably on this basis.

Brittle stars, a group of echinoderms that locomote on the sea floor, are a suitable model for addressing the above-mentioned issue. They have a penta-radially symmetric body in which five arms radiate from the central disc and are capable of moving omni-directionally (Figure 1) (Arshavskii et al., 1976b; Astley, 2012; Kano et al., 2012; Watanabe et al., 2012). They lack a central nervous system but instead possess a rather simple distributed nervous system consisting of radial nerves along the arms, which join a circumoral nerve ring at the disc (Figure 1) (Cobb and Stubbs, 1981). Despite such a simple nervous system, they can make decisions about their own movement (e.g., to escape from predators or to approach food), and once the decision is made, they locomote by coordinating their arm movements in real time (Arshavskii et al., 1976a,b; Astley, 2012; Matsuzaka et al., 2017; Clark et al., 2019). Moreover, they have outstanding resilience to bodily damage. Even after arbitrary loss of their arms, they promptly determine their moving direction and reorganize the coordination of the remaining arms to resume locomotion (Arshavskii et al., 1976a; Kano et al., 2017b).


[image: image]

FIGURE 1. Body and nerve structure of a brittle star (Ophiarachna incrassata).



It is likely that the moving direction is determined in the circumoral nerve ring by integrating sensory information detected at the arms. However, previous works on the locomotion of brittle stars (Arshavskii et al., 1976a,b; Astley, 2012; Kano et al., 2012, 2017b; Watanabe et al., 2012) did not elucidate the essential mechanism for the determination of moving direction. Recently, we have investigated the role of the circumoral nerve ring in the determination of moving direction through behavioral experiments (Clark et al., 2019). In particular, we observed the locomotion of brittle stars whose circumoral nerve ring was transected at various points. We found that brittle stars tended to move toward the direction opposite to the transected points, and that arms do not coordinate when the neural connection between the arms is lost by the transection. It is expected that these findings impart important insights into the determination of moving direction.

In this study, we propose a mathematical model that explains the behavioral findings on the nerve ring transection to deepen the understanding of the mechanism for the determination of moving direction in brittle star locomotion. In particular, based on our previous model for the adaptive inter-arm coordination of trimmed-arm brittle stars (Kano et al., 2017b), the extended model is proposed wherein the moving direction is modeled phenomenologically with an analogy of water tanks connected by tubes. We demonstrate via simulations that the proposed model well reproduces the results of the behavioral experiments.



2. BEHAVIORAL FINDINGS

In this section, we present representative results of the behavioral experiments in which the circumoral nerve ring was transected in various ways (Clark et al., 2019). In particular, here we present the following four cases (Figure 2):

• Experiment 1. The nerve ring was cut in one place.

• Experiment 2. The nerve ring was cut in two places, with each arm retaining at least one nerve ring connection with an adjacent arm.

• Experiment 3. The nerve ring connection between each arm was cut (i.e., five separations). Moreover, an aversive stimulus was added to one of the arms.

• Experiment 4. The nerve ring was cut in two places but on both sides of the same arm. Moreover, an aversive stimulus was added to one of the neurally connected arms.
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FIGURE 2. Results of the behavioral experiments: (A) Experiment 1, (B) Experiment 2, (C) Experiment 3, and (D) Experiment 4. Points where the nerve ring is cut and points where an aversive stimulus is added are indicated by scissors and blue circles, respectively. In the snapshots, the moving direction, points where the nerve ring is cut, and points where an aversive stimulus is added are indicated by black, orange, and blue arrows, respectively. Except for (B), data was taken from the work by Clark et al. (2019).



Note that in all experiments, we first observed the behavior of intact brittle stars for 10 min. Then, we cut the nerve rings and observed the behavior for a further 10 min. We used potassium chloride (KCL) solution as the aversive stimuli. Detailed procedures and the results of the experiments are provided in the work by Clark et al. (2019).

The results are shown in Figure 2. In Experiment 1, brittle stars tended to move in the direction opposite to the point where the nerve ring was cut (Figure 2A and Supplementary Movie 1). In Experiment 2, the arms connected by the nerve ring tended to coordinate; however, neurally disconnected arms did not tend to coordinate. Namely, it was often observed that the two connected arms coordinated to move in a certain direction, whereas the other three arms coordinated to move in the opposite direction (Figure 2B and Supplementary Movie 2). In Experiment 3, the arms did not coordinate and, thus, locomotion was not observed. When a stimulus was applied to one of the arms, only the stimulated arm responded whereas the other arms did not respond (Figure 2C and Supplementary Movie 3). In Experiment 4, the four neurally connected arms coordinated to move away from the stimulus, whereas the neurally isolated arm did not coordinate with the other arms and, thus, did not contribute to locomotion (Figure 2D and Supplementary Movie 4).

In summary, the following findings were obtained from the above experiments.

1. Brittle stars tend to move to a direction opposite to the point where the nerve ring was cut.

2. Neurally isolated arms cannot coordinate with other arms.

3. Sensory input (i.e., stimulus) is transmitted to neurally connected arms and enables them to coordinate.

Thus, it is likely that neural connection in the nerve ring plays an important role in the determination of moving direction.



3. MODEL

Based on the above findings, we propose a mathematical model. We have previously proposed a decentralized control model for the inter-arm coordination and succeeded in reproducing the locomotion patterns of brittle stars in which several arms were amputated (Kano et al., 2017b). This model was implemented in a brittle star-like robot, and it adapted to physical damages like real brittle stars; thus, it likely captures the essence of brittle star locomotion. However, the moving direction is determined by the central command. Thus, we here modify our previous model so that the moving direction is determined in a self-organized manner at the nerve ring. We review our previous model in section 3.1, and then we propose the modified model in section 3.2.


3.1. Review of Our Previous Work

The schematic of the body system in our previous model (Kano et al., 2017b) is shown in Figure 3A. The body consists of a pentagonal central disc and five arms radiating from its vertices. Each arm has only two degrees of freedom, i.e., yaw and pitch joints. Each arm can detect the ground reaction force parallel to the ground. The reaction forces acting on the right- and left-hand sides of the ith arm are denoted by FR, i and FL, i, respectively.
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FIGURE 3. Schematics of the previous model (Kano et al., 2017b) and the proposed model. (A) Body system. (B) Definitions of d and ri. The ai values are also shown schematically. (C) Evaluation of reaction force from the environment when ai−1 > ai > ai+1. (D) Outline of the decentralized control mechanism. Detailed explanations are provided in the main text. (E) Schematic of the proposed model. Five water tanks are connected by tubes. Water level denotes ai. Dashed lines denote āi. Black arrows indicate water flow. Schematics in (A,C,D) were reproduced from Kano et al. (2017b).



It is assumed that the desired moving direction of the center of the body is predetermined and is denoted by the vector d. On this basis, parameters ai (i = 1, 2, 3, 4, 5) are defined as

[image: image]

where ri denotes the vector pointing the proximal end of the ith arm from the viewpoint of the center of the disc. Thus, ai is large when the proximal end of the ith arm is oriented toward the direction of motion from the viewpoint of the center of the central disc (Figure 3B).

Using the ai values, each arm can evaluate whether the detected reaction force assists with propulsion toward the desired moving direction or not. In particular, UR, i and UL, i, which are defined as

[image: image]

represent to what extent the detected reaction force from the right/left assists with propulsion toward the desired moving direction, and the ith arm can make the evaluation on the basis of the values of UR, i and UL, i. For example, let us consider the case in which the ith arm is oriented toward the moving direction, i.e., ai−1 > ai > ai+1 (Figure 3C). When the ith arm experiences a reaction force from the left, UL, i is positive and, thus, the reaction force assists with propulsion. Meanwhile, when the ith arm receives a reaction force from the right, UR, i is zero and, thus, the reaction force does not assist with propulsion.

Based on the above, the torque generated at each joint is determined according to the following rule (Figure 3D). First, each arm moves randomly to detect the reaction force against the ground (Figure 3Di). If the reaction force assists with propulsion toward the desired moving direction, the arm pushes against the ground, i.e., a power stroke begins (Figure 3Dii). Then, a recovery stroke begins when the joint angle reaches a certain threshold (Figures 3Diii,iv). On the other hand, if the reaction force impedes propulsion toward the desired moving direction, no action is generated (Figure 3Dv). Detailed mathematical formulas are provided in the Appendix and Kano et al. (2017b)



3.2. Proposed Model

In the above-mentioned model, ai is determined by using the predetermined desired moving direction d (Equation 1). However, because real brittle stars likely determine their moving direction by integrating sensory information detected at each body part, it is natural to consider that ai is determined in a self-organized manner. Hence, here we modify the model, focusing on how to control ai.

Unfortunately, a neurophysiological basis for the determination of ai is lacking at the present stage. Hence, we model ai phenomenologically: we control ai by considering an analogy with water tanks connected with tubes (Figure 3E). In this analogy, five water tanks, each of which corresponds to each arm, are located on a plane and they are connected with tubes. The water level of the ith tank represents the value of ai. The water levels between adjacent tanks tend to decrease because water flows from a tank with higher level to that with lower level; thus, ai evolves in a diffusive manner. In each tank, water is added or removed so that the water level approaches the target level. The target level increases and decreases when attractant and aversive stimuli are added to the corresponding arm, respectively.

Thus, the time evolution of ai is described as follows:
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where τ is a time constant and D denotes the diffusion coefficient, which is related to the diameter of the tubes in Figure 3E. The target water level āi is given by

[image: image]

where c0 is a positive constant and si denotes the stimulus applied to the ith arm, which is positive and negative in the case of attractant and aversive stimulus, respectively.

It is assumed in our model that a nerve ring cut corresponds to a tube cut and that water outflows from the cross-section of the cut tube. Thus, in the case of a nerve ring cut at the place between the ith and (i+1)th arms, for example, the time evolution of ai is calculated by replacing ai+1 on the right-hand side of Equation (3) with zero.

We note that the definitions of UR,i and UL,i are slightly changed from Equation (2) as follows:
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The hyperbolic tangent functions are introduced to make the parameter tuning feasible and to well mimic the behavioral findings, yet this change is not essential for the determination of moving direction.




4. SIMULATION

To validate the proposed model, we performed simulation experiments. Experimental conditions the same as Experiments 1–4 in section 2 were examined. The parameter values, which were determined by trial-and-error, are as follows: τ = 0.2 s, c0 = 1.0, D = 1.0 × 103, λ = 2.0 s−1, βyaw = 2.0, βpitch = 30.0, γyaw = 5.0, γpitch = 10.0, κu = 1.0 × 102, γs = 80.0, θth = π/6 rad. The proportional gains of the yaw and joints are 1.5 and 0.7 kgs−2, respectively, while the derivative gains of the yaw and pitch joints are 0.6 and 0.0 kgs−1, respectively.

The results are shown in Figure 4. In Experiment 1, the simulated brittle star tended to move in the direction opposite to the point where the nerve ring was cut (Figure 4A and Supplementary Movie 5). In Experiment 2, the connected two arms coordinated to move in a certain direction, whereas the other three arms coordinated to move in the opposite direction (Figure 4B and Supplementary Movie 6). In Experiment 3, the arms did not coordinate and, thus, locomotion was not observed. Locomotion was not initiated even when a stimulus was applied to one of the arms (Figure 4C and Supplementary Movie 7). In Experiment 4, the four neurally connected arms coordinated to move away from the stimulus, whereas the neurally isolated arm did not coordinate with other arms and, thus, did not contribute to locomotion (Figure 4D and Supplementary Movie 8). Thus, the behaviors of real brittle stars shown in section 2 were generally well reproduced by the proposed model.
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FIGURE 4. Simulation results: (A) Experiment 1, (B) Experiment 2, (C) Experiment 3, and (D) Experiment 4. Points where the nerve ring is cut and points where an aversive stimulus is added are indicated by scissors and blue circles, respectively. In the snapshots, points where the nerve ring is cut are indicated by pink lines. Points where aversive stimuli are added are indicated by pink circles. Mass points are colored orange and blue when they contact with and lift off the ground, respectively.



However, there still exists a difference between the simulated and real brittle stars. Each arm of the brittle star in Experiment 3 and the neurally isolated arm in Experiment 4 looked relaxed and did not actively push against the ground (Figures 2C,D). Meanwhile, in the simulation, these arms generate torques and actively pushed themselves against the ground (Figures 4C,D). This is because the terms max[ai − ai−1] and max[ai − ai+1] in Equation (5) are always positive for the neutrally isolated arm.



5. CONCLUSION AND FUTURE WORK

In this study, we have focused on a brittle star which can autonomously determine the moving direction and move toward it adaptively under various circumstances by using its primitive distributed nervous system. Based on behavioral findings from the locomotion of brittle stars whose nerve rings were cut in various ways (Clark et al., 2019), we proposed a phenomenological mathematical model in which the direction of movement is determined in a self-organized manner, using an analogy with water tanks connected by tubes. We demonstrated via simulations that the behavioral findings can be well reproduced. Thus, our model likely captures the essence for the determination of moving direction in brittle stars.

We believe that this study imparts deep insights to biologists. While the previous models on animal locomotion (Kimura et al., 2007; Schilling et al., 2013; Kano et al., 2017a,c) focused on adaptation to various circumstances, the proposed model enables autonomous determination of the moving direction as well as adaptation. Thus, it will help understand the mechanism underlying autonomous behaviors of animals. Moreover, from an engineering perspective, the proposed control mechanism will be helpful in designing fully autonomous robots that can determine their moving direction as well as adapt to the circumstances encountered in real time, and it can potentially be used for disaster scenarios.

However, several problems still remain. First, a biological basis for the proposed model is still lacking. In particular, the physical meaning of ai from a neurophysiological basis is unclear. Second, there still exists a discrepancy between the simulated and real brittle stars. Third, it is still unclear how the control mechanism of brittle star locomotion is related to that of other animals. Further neurophysiological studies and mathematical modeling on this basis are needed in the future. Extension of the proposed model to describe the coupling between the inter- and intra-arm coordination also remains as a future work.
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APPENDIX

The joint torque is determined according to proportional-derivative control, and the time evolution of the target joint angles of the ith arm is defined as follows:
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where λ is a positive constant and [image: image] with ϕyaw, i and ϕyaw, i being the target angles for the yaw and pitch joints, respectively. Note that the signs of the yaw and pitch joint angles are taken as positive when the arm bends leftward and upward with respect to the central disc, respectively. The vectors Ξi, Pi, and Ri contribute to the generation of the noise, power stroke, and recovery stroke, respectively. Hereafter, we describe mathematical formulas for these terms.

The noise vector Ξi is defined as

[image: image]

where αyaw and αpitch are positive constants and ξyaw, i and ξpitch, i are uniform random numbers in the range [−1, 1], which vary with a fixed interval. It should be noted that the noise is essential because the robot cannot interact with the environment in the absence of the noise. Namely, if the noise is absent, the driving force of the robot does not exist, and the robot cannot detect the reaction force against the ground.

The power stroke vector, Pi is defined as

[image: image]

where βyaw and βpitch are positive constants, and UR,i and UL,i are defined in Equation (2) in the main text.

The recovery stroke vector Ri is defined as

[image: image]

where γyaw and γpitch are positive constants, and SR, i and SL, i are given by

[image: image]

where κs is a positive constant, and θyaw, i is the yaw joint angle of the ith arm. When the joint angle reaches the threshold angle θth or −θth, SL, i or SR, i increases, respectively; thus, the target joint angle changes, causing the ith arm to move in the opposite direction by lifting off from the ground.

In summary, the noise vector Ξi is essential for detecting the reaction force against the ground (Figure 3Di). The power stroke vector Pi is 0 unless the ith arm detects a reaction force that assists with propulsion; however, Pi acts in such a way that the ith arm can push against the ground when it detects an assistive reaction force (Figure 3Dii). The recovery stroke vector Ri is nearly equal to 0 unless the yaw joint angle of the ith arm exceeds the threshold ±θth; however, Ri acts in such a way that the ith arm moves itself forward when the yaw joint angle reaches the threshold (Figures 3Diii,iv).
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Despite substantial advances in many different fields of neurorobotics in general, and biomimetic robots in particular, a key challenge is the integration of concepts: to collate and combine research on disparate and conceptually disjunct research areas in the neurosciences and engineering sciences. We claim that the development of suitable robotic integration platforms is of particular relevance to make such integration of concepts work in practice. Here, we provide an example for a hexapod robotic integration platform for autonomous locomotion. In a sequence of six focus sections dealing with aspects of intelligent, embodied motor control in insects and multipedal robots—ranging from compliant actuation, distributed proprioception and control of multiple legs, the formation of internal representations to the use of an internal body model—we introduce the walking robot HECTOR as a research platform for integrative biomimetics of hexapedal locomotion. Owing to its 18 highly sensorized, compliant actuators, light-weight exoskeleton, distributed and expandable hardware architecture, and an appropriate dynamic simulation framework, HECTOR offers many opportunities to integrate research effort across biomimetics research on actuation, sensory-motor feedback, inter-leg coordination, and cognitive abilities such as motion planning and learning of its own body size.

Keywords: motor control, walking, compliance, leg coordination, proprioception, load sensing, internal model, motor learning


INTRODUCTION

In neurorobotics, animals are more than just a source of inspiration. They also serve as reference systems for many, apparently disparate computational competences such as: (i) reliable, resource-efficient, parallel and/or de-centralized computing in real time; (ii) autonomous, fast and robust decision-making in complex environments; and (iii) flexible coordination and control of many degrees of freedom (e.g., Ijspeert, 2014). To date, research has tended to all of these computational competences of animals, and neurorobotics has seen many successful abstractions and implementations of selected neural mechanisms.

Natural locomotion behavior of multi-legged animals is an example of intelligent interactive behavior where all of the mentioned competences are equally relevant. With regard to bio-inspired walking robots with six or more legs, early research concentrated on mechanical design (e.g., Pfeiffer et al., 1995) and force control (e.g., Devjanin et al., 1983; Schneider et al., 1995). This line of research has been developed further continuously, including bio-inspired approaches to system design such as evolutionary optimization (e.g., Bartsch et al., 2012). Concerning control, the implemented biomimetic approaches may be assigned to one of two major streams.

The first of these streams emphasized the principle of modular sensorimotor control with a focus on sensory feedback (e.g., Pfeiffer et al., 1995; Espenschied et al., 1996; Schneider et al., 2006). In many cases, the sensorimotor control modules were implemented by use of artificial neural networks (e.g., Berns et al., 1994; Schmitz et al., 2008; von Twickel et al., 2012), thus requiring learning prior to operation (e.g., Ilg and Berns, 1995) and/or during operation (e.g., Manoonpong et al., 2008). For example, the performance on difficult terrain can be improved through machine learning techniques (e.g., Bartsch et al., 2012; Goldschmidt et al., 2014).

The second stream of biomimetic approaches emphasized experimental findings on biomechanics and neural oscillators and implemented different forms of rhythmic pattern generators for hopping (e.g., Altendorfer et al., 2001) or walking (e.g., Arena et al., 2012), including highly modular approaches based on mechanical coupling alone (Owaki et al., 2017). A more theoretical approach within this stream of research also succeeded in exploiting chaotic properties of neural oscillatory networks (Steingrube et al., 2010). Both streams of research have at least partially included results derived from behavioral experiments, either by implementing particular motion patterns (e.g., Klaassen et al., 2002) or a continuum of free gaits based on the rules governing inter-leg coordination (e.g., Espenschied et al., 1996; Schmitz et al., 2008), but also theoretically derived criteria (e.g., Fielding and Dunlop, 2004). This plethora of approaches has been reviewed with respect to the mutual benefits of biology and engineering in general (e.g., Ritzmann et al., 2000; Ayers et al., 2002), and adaptive control strategies for multi-legged robots in particular (e.g., Arena and Patanè, 2009; Aoi et al., 2017).

In spite of the remarkable achievements of individual research efforts, the integration of multiple, equally well-developed competences in a single robotic platform is still a challenge. Here, we argue that a key challenge of neurorobotics is the necessity to integrate concepts from different fields of engineering and neuroscience—and the ensuing necessity to have appropriate robotic integration platforms. To illustrate how we envisage such collaborative, multi-competence effort on a single robotic integration platform, we use the hexapedal walking robot HECTOR (Figure 1; Schneider et al., 2014; Paskarbeit et al., 2015). As a research platform, HECTOR is special because it offers many opportunities for integrating concepts of neuroscience and engineering alike. It has 18 highly sensorised, compliant actuators, a light-weight exoskeleton (Figures 1D,E), and a hardware architecture that is suitable for de-centralized control. Together with a summary of our current understanding of motor flexibility in HECTOR’s biological paragon, the stick insect (Figure 1A), we provide examples of various aspects of natural motor control. In doing so, we close the loop between multiple embodied sensory systems and compliant actuators by different sensorimotor mechanisms of inter-leg coordination, including cognitive abilities such as motion planning.


[image: image]

FIGURE 1. HECTOR—from bio-inspiration to a physical robot. (A) The Indian stick insect Carausius morosus served as a template for the robot design. Especially, the relative distances of the leg onsets, the alignment of leg joint axes and the subdivision into three body segments were transferred during the design process. (B) Early abstraction of the three body segments prothorax, mesothorax and metathorax as compartments for the accommodation of “head-related” sensors, embedded computer system and battery, respectively. (C) First design sketch (Folkwang University of the Arts, Essen, Germany) of the hexapod robot considering the general shape demands from panels (A,B). (D) 3D-CAD-rendering of the light-weight, self-supporting body segments with an exoskeleton made of carbon fiber composites (manufactured at the Leibniz-Institute of Polymer Research in Dresden, Germany). Only few metal parts are included for directing the leg forces into the housings. (E) Photo of HECTOR. The body length of the assembled robot is 95 cm. The total mass is 13 kg. Approximately 7 kg of the mass comes from the 18 compliant joint drives in the legs.



The results presented in this article are grouped into six sections, with each section focusing on a different aspect of intelligent adaptive walking systems in biology and technology. Together, these sections provide an integrative view of a biomimetic walking system, ranging from: (I) compliant actuation; (II) distributed proprioception of posture and load; to (III) the particular role of body-substrate interaction; (IV) spatial coordination of multiple legs. Based on these aspects of de-centralized control, we (V) discuss different modular control concepts for adaptive coordination of multiple legs, including the role of internal models in context-dependent coordination of a complex body. Finally, we expand the cognitive repertoire of HECTOR by (VI) a neural network model that can form an internal body-representation for decision-making on the grounds of learned own motor abilities. Each one of the six facets will be introduced by a current view on biological systems and emphasize the behavioral relevance for an animal. This will be complemented by a specific suggestion on how to abstract biological insights and implement at least some of them in a technological framework. Last but not least, each section will point out why the contribution is relevant for an integrative hardware model of multi-legged locomotion and, thus, a holistic view on flexibility and robustness of multi-legged walking in animals and machines.



MUSCLES AND COMPLIANT ACTUATION

All biological locomotion systems are compliant, simply for the fact that biological actuators (i.e., muscles and tendons) are made of deformable macromolecular structures that may drive deformation of tissues or move adjacent limb segments connected by articulated joints. A common view is that muscle-tendon systems in animals are tuned to serve a particular purpose, either in accelerating or decelerating a body part or by transmitting forces efficiently (Dickinson et al., 2000; Alexander, 2003). As such, compliance in biological motion may store and release energy in a passive manner but may also contribute actively to improve movement efficiency. While both passive and active compliance is relevant for resource efficiency, a further benefit of passive compliance is safety in the sense that it allows dissipation of energy, for example during the impact of a foot at touch-down.


Compliance of Muscle

A muscle can be thought of as a force generator that is controlled by the central nervous system (CNS). The forces actively generated by the respective muscles, as well as the resulting torques at the actuated joints, are non-linear functions of the activation and contraction dynamics of muscles (Zajac, 1989; Zakotnik et al., 2006), as well as of the mechanical integration of the musculotendinous complex into the joint. The activation dynamics represents the time course of the chemical activation processes within muscle fibers (e.g., calcium dynamics). In case of vertebrate muscle, where muscle activation is largely dependent on the number of motoneurons recruited, muscle activation dynamics is typically described by a first-order non-linear differential equation (Zajac, 1989; Buchanan et al., 2004). In insects, where muscles are often innervated by very few motoneurons and single twitches can last very long, higher-order nonlinearities are used (Zakotnik et al., 2006; Wilson et al., 2013; Harischandra et al., 2019). The contraction dynamics represents the influence of muscle length and shortening velocity on the active force generation of a muscle (Hill, 1938; Aubert, 1956; Zajac, 1989; Romero and Alonso, 2016). Activation dynamics and contraction dynamics are assumed to be independent of each other although this has been discussed controversially (Rack and Westbury, 1969). Muscles are connected to segments via soft tissue e.g., tendons which also show a non-linear compliant behavior for which different formulations have been proposed (e.g., Hatze, 1974; van Soest and Bobbert, 1993; Thelen, 2003). The mechanical effect of muscle forces onto a joint is further influenced by the dependence of the lever arm length on joint angle, and non-linear damping due to the soft tissue in which the actuator is embedded.

Since muscles can generate active forces in one direction only, joint actuation has to be accomplished at least by an antagonistic pair of muscles in which one of the players can also be replaced by a passive elastic structure. Due to the presence of at least two muscles per joint and due to additional degrees of freedom arising from nervous activation of muscles, the mechanical function of any muscle-tendon system may vary greatly depending on the timing and magnitude of its recruitment (e.g., Sawicki et al., 2015). The level of co-activation of antagonistic muscles allows the regulation of joint stiffness (Hogan, 1984; Gribble et al., 2003; Zakotnik et al., 2006). The mixture of co- and reciprocal activation, for instance, allows an almost separate adjustment of compliance and joint angle, at least in certain intervals of the angular working range (Annunziata et al., 2011; Annunziata and Schneider, 2012).

Therefore, with regard to a particular motor task, the CNS is responsible for controlling not only the movement itself, but also the compliance of the system, particularly for maintaining stability during interaction tasks that involve impacts or other interaction forces between the body and an external object (e.g., as in manipulation tasks).



Compliance in Biomimetic Actuators

In the technical domain, a variety of damped and undamped compliant actuation systems have been developed that can be subsumed under the term “variable impedance actuators.” Recently, Vanderborght et al. (2013) have categorized this family of actuators into “active impedance by control,” “inherent compliance” (passive compliance), “inherent damping” and “inertial” actuators. Of these, inherent compliance and inherent damping actuators have the advantage of not requiring any active control of compliance (e.g., by a second actuator for adjusting joint stiffness), at the cost of having a mechanically fixed impedance behavior.

Inherent damping means that a passive visco-elastic element reduces oscillations of the compliant system when mechanically excited, for example in response to a collision with an obstacle. In contrast to active impedance by control actuators, passive actuator systems have no bandwidth-limitation of the elastic effect. In order to exploit the advantages of adjustable impedance, passive actuators may be operated in a “hybrid fashion,” where compliance can be adjusted by control, as opposed to modification of the mechanical properties. In this way, mechanically passive actuator systems may be used to implement muscle-like actuation (Annunziata and Schneider, 2012), even though muscles are not passive systems. The combination of inherent compliance and inherent damping leads to a well manageable behavior of HECTOR’s joint drives. However, it must be stressed that the control of compliant structures with high dynamic bandwidth, in general, is challenging. Solution approaches contain passivity based impedance control (Albu-Schäffer et al., 2007), classical impedance control (Hogan, 1985) or hybrid impedance control (Anderson and Spong, 1988).



The Compliant Joint Drives of HECTOR

The ability of physical interaction with the environment is a key feature of animal locomotion, involving repeated impacts of the feet on the ground, mechanical coupling of a variable number of legs through body and substrate and, as a consequence, discontinuous changes of force- and torque interactions among the individual joint actuators. The manifold of mechanosensory information arising through these bodily interactions is a foundation for sensory, (event)-driven walking controllers such as Walknet (as originally described by Cruse et al., 1995, see below). For the control of mechanical interaction of body and substrate, a reliable estimate of joint torques during resisted actuation is desirable. Much like the force estimate of isometric muscle contractions requires the combination of Golgi tendon organs and the compliant tendon, here, the combination of a sensor and the serial elasticity of the compliant actuator is needed.

The compliant actuators of HECTOR belong to the inherent compliance category: they use an elastomer coupling as the compliant element. Because the elastomer has visco-elastic properties, it introduces an inherent damping component into the actuator, too, other than a set of steel springs would do. Figure 2A shows a sectional view of the fully integrated, compact and compliant drive system which is used in each one of the 18 leg joints of HECTOR. Figure 2B shows a photo of the drive. The weight of each drive is below 0.4 kg. As a result, about 55% (7.2 kg) of the robot’s total weight (13.0 kg) is constituted by its joint actuators. The drive includes small-scale electronics, integrated as a PCB stack (Figure 2F). The PCB stack contains power-, communication- and control-electronics. It is software-controlled by an integrated 8-bit microcontroller. The core of the actuator is a brush-less DC motor, driving a light-weight harmonic drive gearbox. The short installation length of motor and gearbox allows for the small dimensions of the entire system (length ~90 mm, diameter ~50 mm). Motor and gearbox are followed by an elastomer coupling (Figures 2C–E), making it a serial elastic actuator (Pratt and Williamson, 1995). The main reason for favoring an elastomer coupling over a steel spring coupling was the fact that it can be scaled down to a diameter of 20 mm, allowing for compact integration (Figure 2D). The input flange with its hub is attached to the output of the gearbox. The output flange of the coupling with its hub is mechanically connected to the output of the joint. The torsion between input and output hub is mediated by two sets of three teeth (photo in Figure 2E), gearing into the six lobes of the elastomer star. The elastomer star was used as an inlay, i.e., not bonded to the metal teeth of the hubs. In principle, it can be bonded to the teeth as well. For torsion measurements at the elastomer coupling, it is equipped with a magnet and Hall sensor ensemble. A second one of these ensembles measures the output angle of the drive. A characterization of the non-linear behavior of the compliant element as well as a suitable fit function for a system model can be found in Paskarbeit et al. (2013).
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FIGURE 2. Compliant joint drive with elastomer coupling. (A) The section view of an elastic joint drive of HECTOR. It contains a power- and control-electronics stack, a brushless DC motor, a light-weight harmonic drive gearbox, and a sensorised elastomer coupling with two position encoders. (B) Photographic depiction of the elastic joint drive with mounting points for adjacent segments. Stable force transmission is achieved by the positive locking of segment and seating (input flange and output flange). (C) Explosion view of the coupling shown in panel (D). The input flange is linked to the output of the gearbox. It connects to the input hub that carries three teeth, each of which extends into a corresponding notch of the elastomer. The remaining three notches in the elastomer are held by the three teeth of the output hub which, in turn, is fixed to the output flange. The elastic torsion of the elastomer and the resulting twist between input and output hubs is measured by a Hall-effect position sensor (after Paskarbeit et al., 2013, with permission). (D) View of the elastomer coupling, as integrated into the drive. (E) Photo of input and output flange, together with elastomer star. (F) Image of the power- and control-electronics stack which is mounted in the back of the drive (after Paskarbeit et al., 2013, with permission).






DISTRIBUTED PROPRIOCEPTION OF POSTURE AND LOAD

All animals physically interact with their environment, as any overt behavior requires the generation of force: force to accelerate the own body’s center of mass (locomotion), force to deform or displace external structures (manipulation), and force to accelerate a limb in order to generate or acquire information through limb movement (signaling and active sensing). As a consequence, the control of force is a fundamental requirement of purposeful, interactive behavior. The sensory modality involved is proprioception, the mechanoreception of force and posture (for review, see Tuthill and Azim, 2018). Two hallmarks of proprioception are: (i) the intimate relationship between the process of sensory transduction and the biomechanics of the surrounding body tissue; and (ii) its distributed nature, i.e., the fact that each and every body part is equipped with different mechanoreceptors. The combination of these two aspects implies that the entire body of an animal essentially serves as one complex proprioceptive organ. In the following section, we will review some general aspects of distributed proprioception in insects, with a focus on load sensing in locomotion. In conjunction with these considerations, we will explain the concept of distributed proprioception in HECTOR.


Distributed Proprioception in Insects

Taking an evolutionary view, most insect mechanoreceptors are derived from ciliated epithelium tissue. As such, they are either embedded within or immediately attached to the cuticle of the exoskeleton. As the cuticle covers the entire insect body, cuticular mechanoreceptors may be found on all body segments, with particularly high density on legs, wings and feelers. The basic type of these epithelial mechanoreceptors is a tactile hair that is innervated by a single mechanosensory cell (Sensillum chaeticum). Groups of such tactile hairs are often located near the joints, forming patches or rows of hairs that may get deflected during movement of the adjacent joint. These hair plates serve as joint angle sensors (Figure 3C). A more derived version of epithelial mechanoreceptor is the Sensillum campaniformium, in which only a small cap- or dome-shaped structure can be seen externally. Like hairs, they typically come in groups, as indicated by the yellow, magenta and purple circles in Figure 3C. Campaniform sensilla (CS) are located at strategic locations for monitoring strains in the exoskeleton, usually near the joint at the base of a segment, where skeletal strain may be immediately related to a load imposed to the end of the segment. For example, at the base of the leg, cuticular strains can arise due to: (i) self-generated forces and torques (contraction of proximal leg muscles); (ii) constant body load; (iii) shifts in body load due to altered body orientation and/or slipping of legs; and (vi) externally applied loads. Indeed, the structure that is of particular relevance to load sensing in insects is the trochanter, a short leg segment that, in many insects, is firmly attached to the base of the femur, i.e., the first long leg segment (Figures 3A,C). The trochanter carries a number of proprioceptive organs that signal load and positional information. For example, Figure 3C shows a posture-encoding hair plate (white circle) and three groups of load-encoding CS groups (colored circles).
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FIGURE 3. Distributed proprioception in the insect walking system. (A) Schematic of the reference frame for force detection by campaniform sensilla (CS) of an insect leg. For a given axis orientation (φ, ψ) and joint angle (α) of the thorax-coxa joint, all other leg joints move the leg within the leg plane (orange). The black arrows indicate the directional selectivity of four trochanteral CS groups (G1 to G4) and two tibial CS groups (G6a and G6b) in the stick insect. Owing to their location on the leg and to their physiology, four of these groups signal loading and unloading either within (G3, G4, G6a, G6b) or orthogonal (G1, G2) to the plane of leg movement. For example, G1 responds strongest to posteriorly directed forces. (B) Analogous sites for biomimetic strain measurements on the leg of HECTOR. (C) Scanning electron micrograph of the trochanter of a stick insect hind leg, with three enlarged sections showing the dorsal trochanteral hair plate (trHP, white circle), and trochanteral CS groups G2 (yellow), G3 (magenta) and G4 (purple). White double-arrows indicate the different preferred strain direction of each sensilla group. (D) Putative wiring diagram of known reflex loops involving trochanteral and tibial CS in a standing stick insect, indicating target and sign of the sensory-motor couplings mediated by individual CS groups. Thick lines represent verified sensory-motor couplings, thin lines are presumed on the basis of cursory observations. The schematic motor neuron pools are arranged according to their actions on joints either within the leg plane of movement (orange: levator/depressor system of the Coxa-Trochanter (CTr) joint and flexor/extensor system of the femur-tibia joint) or perpendicular to this plane (yellow: protractor/retractor system). Note that the excitatory connection from tibial CS group G6b to the depressor of the trochantero-femur establishes a muscle synergy through inter-joint coupling within the leg plane. The asterisk at the inhibitory connection of CS group G3 to the depressor indicates that a sign reversal is known to occur during walking.



Because coxa-trochanter (CTr) and femur-tibia joints are hinge joints with nearly parallel joint axes, they cause the leg to move in a plane (see Figure 3A). The high density of CS groups on the trochanter ensures that loads are monitored at the proximal end of this leg plane, where force magnitudes are largest and, hence, resolution is maximal. The CS groups not only reliably encode magnitude and rate of change of force increments and decrements (e.g., Zill et al., 2011), their exact location and orientation in the exoskeleton also make them directionally selective. For example, CS groups G3/G4 are most sensitive to loads applied within the joint plane, whereas CS groups G1/G2 are most sensitive to loads applied perpendicularly to the leg plane. Other CS groups, e.g., G6a/G6b on the base of the tibia, supply further information about loads applied within the leg plane (Figures 3A,C). The tuning curves of these CS groups thus constitute a reference frame of load encoding that is aligned with the movement plane of the leg (Zill et al., 2012).

Owing to this alignment, the reference frame of load encoding is also congruent with the actions of the leg muscles. For example, protractor/retractor muscles of the thorax-coxa joint will cause actions that impose loads in the direction perpendicular to the leg plane. This is monitored by CS groups G1 and G2. Indeed, our current knowledge of the local reflex circuitry in walking legs suggests that each CS group affects the activity of those muscles that may alter their own sensory reading (Figure 3D). For example, activation of individual G4 receptors in a quiescent stick insect induces depressor activity, whereas activation of G3 receptors reduces the activity of that same muscle. In both cases, the resulting change in muscle activity resulted in force changes driving leg movement within the leg plane (for more details on CS activity and muscle synergies, see Zill et al., 2015, 2017).

Whereas this framework of distributed reflexes stabilizes the posture of a standing animal against perturbation, the situation becomes more complicated during locomotion. This is because the reflex effects of a given CS group may reverse during active motion. This is reminiscent of a force enhancement mechanism known from vertebrates (Prochazka et al., 1997a,b; Donelan and Pearson, 2004), where afferences from Golgi tendon organs are involved in a positive force feedback loop. The state-dependent reversal of the motor effects of CS groups G1/G2 on the protractor/retractor muscle system in stick insects suggests a similar mechanism in insect locomotion (Akay et al., 2007; for a similar effect on G3/G4, see Zill et al., 2012).

Figure 3D summarizes the motor effects of load sensors distributed on a stick insect leg. Note that connections indicate the target and sign of a reflex, not necessarily an identified monosynaptic neural connection. In a standing animal, this circuitry constitutes a set of negative feedback loops that may serve to limit excessive forces (Schmitz, 1993; Haberkorn et al., 2019). For example, combined excitement of CS groups G3 and G6a (magenta combination in Figure 3D) might be caused by large depressor forces, acting to push the leg downwards and outwards. The joint inhibition of extensor and depressor muscle activity will reduce the strain sensed by these CS groups on both the femur and the tibia. In active animals, the sign of at least some reflex actions may reverse (e.g., marked by asterisks in Figure 3D). In this case, a depressor force will lead to further enhancement of depressor force, thus forming a positive force feedback loop. This may aid sustaining the body weight during walking.



Distributed Proprioception in HECTOR

Given our current knowledge on distributed proprioception in insects and its relevance for adaptive coordination of multiple joints and legs, it is compelling to transfer some of its principles to technical walking machines. Structurally, the carbon-fiber-enhanced, light-weight exoskeleton of HECTOR is well-suited to be equipped with mechanoreceptors at various locations. For example, the principles of distributed load sensing in an insect leg may be mimicked by corresponding pairs of strain gauges placed at the locations indicated in Figure 3B. The matched pairs of loading/unloading-sensitive CS groups, e.g., G6a/G6b (Zill et al., 2011), could be abstracted by a pair of corresponding strain gauges on opposite sides of the same leg segment. This has been done for a single leg of HECTOR as indicated in Figure 4A. All strain gauge pairs are connected to a strain gauge board (Figure 4B) which communicates the strain information via the bus system of HECTOR (see below). Figure 4C shows a close-up of the α- and β-pair glued to the carbon fiber rod of the femur.
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FIGURE 4. Distributed proprioception in a leg of HECTOR. (A) A single leg of HECTOR with elastic α-, β-, and γ-joint drives (equivalent to the thorax-coxa, CTr, and femur-tibia joints of insects). Yellow and purple/magenta ellipses on the femur segment indicate locations for application of strain gauge pairs on the carbon fiber rod under the femur cover. Each strain gauge pair is named according to the joint axis which is predominantly responsible for the bending of the respective pair (colors as in Figure 3). The γ-pair is situated on the tibia segment. (B) Small-scale strain gauge board for the processing of four strain gauge pairs. The board can be mounted on the femur segment and connects to all strain gauges used on the leg structure. It can also be connected to the BioFlex bus of the robot communication infrastructure (see Figure 5). (C) Femur segment of the leg without cover, revealing the strain gauge pairs glued to the carbon fiber rod. The diagonal pair is sensitive to torsion of the femur and has no obvious biological equivalent. (D) Time courses of the α-joint torsion and the corresponding reading of the α-strain gauge pair during a single step. During the experiment, the leg was mounted to a sliding tether that simulated body movement by allowing the leg to push its own base forward and upward during stance (x and z directions in A). The dark gray area highlights the time interval during which the leg base was actively lifted and during which the leg had to carry its own weight. The light gray area indicates loading and unloading. (E) Same as (D) but for β-joint torsion and β-strain gauge pairs.



Figures 4D,E compare the α-torsion of the elastomer coupling in the α-joint drive with the output of the respective α-pair of strain gauges (D) and the β-torsion of the elastomer coupling in the β-joint drive with the output of the β-pair of strain gauges (E). Results show representative measurements for a single step of the leg which was mounted to a frame that allowed passive sliding of the leg base in the upward and forward direction during stance (gray areas in Figures 4D,E). The results show that both information sources, joint torsion and segmental strain, are analogous to each other but show different temporal response components due to different material properties of the measurement substrate (nitrile rubber in the elastomer coupling; carbon fiber rod at the femur). Strain gauges, however, potentially allow the measurement of strain also in directions which are not picked up by the elastomer couplings.

Irrespective of whether load distribution among legs is measured inside the joint drives or via bending forces, several sensor elements need to be read out simultaneously, or at least with similar data acquisition rates. In insects, this requirement is met by the distributed organization of the CNS, where most afferents from sensory organs of a given segment project into the specific ganglion of that body segment. For example, all afferents from trichoid hairs or CS on a middle leg project to the ganglion of the mesothorax. Since each segmental ganglion can be considered a stage of local information processing, including the circuitry for generating motor commands, sensory-motor control is highly distributed and de-centralized (see also “Modularity of Insect Motor Control” section).

In a robot with multiple limbs, a de-centralized control concept could be implemented in different ways: one extreme would be to assemble a network of multiple de-centralized hardware modules; another extreme would be the use of a single central processing unit running several separate but interacting software modules. In the case of HECTOR, a mix of these concepts has been implemented: a large number of sensors is read out by a set of only three bus master boards, each representing the information node in one body segment (a fourth bus master was integrated for later communication with the body segment drives). At the same time, a single central controller, located in the mesothorax, receives all sensory information from the bus masters and emulates the distributed control network in software. As shown in Figure 5, HECTOR’s main body consists of three segments, each of which carries two legs. The three compliant actuators per leg contain their own controller electronics (Figure 2F), including local sensors of various kinds (see leg details in Figure 5). Using a custom communication protocol that is based on an RS-485 interface in the hardware layer, the wiring in the legs can be reduced considerably (for details, see Schneider et al., 2012). The BioFlex bus master connects both legs of that body segment, including all its sensors and actuators, with the central controller. At present, the sensory equipment of each joint of HECTOR comprises eight different sensor types, supplying a total of 12 measurements per joint. These include the joint angle, the torsion of the integrated elastomer coupling, 3D-acceleration and orientation vectors, etc. (see leg details in Figure 5). Potentially, the central controller can thus exploit 216 measurements from the 18 leg joint drives alone, not including strain gauges (Figure 4), foot tip sensors (see “Multi-Taxel Touch Sensor for HECTOR Foot” section), vision or touch (see Hoinville et al., 2014).
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FIGURE 5. Communication scheme and location of main electronic parts of HECTOR. The robot has three body segments (pro-, meso-, and metathorax), each one of which carries a pair of legs. The front segment looks like a head as it carries eyes (cameras) and antennae (tactile probes) (Hoinville et al., 2014). Each leg comprises three compliant joint drives that communicate with a bus master (BioFlex Bus) in the respective body segment. Each bus master has two channels (2 Mbit/s each) to connect to a maximum of 250 clients which are polled by the bus master to allow real-time operation. The box for the left front leg lists the 12 sensor readings provided by the integrated electronics board of each joint drive and shows the multi-taxel foot tip sensor of a front leg. The bus masters are connected to the host computer (PC/104) in the mesothorax via high-speed USB. A fourth bus master in the mesothorax is dedicated to the two spindle drive setups for the inter-segmental joints.



The connection between the central controller and the bus masters is realized by USB, thus combining the universal availability of USB with a computationally efficient bus protocol. The efficiency of the bus protocol is especially important for the embedded microcontrollers in the joint drives since they are also responsible for the communication with the motors and must keep up a hard-real-time schedule. Since USB uses differential signaling too, the error rate is very low despite the fact that the communication lines run close to brushless DC motors and power lines. To further reduce the cabling, a common power supply is used for all electronics on board. All segments are supplied with 20–40 V from the battery pack in the rear segment (metathorax in Figure 5).




GROUND CONTACT AND LOAD-DEPENDENT COORDINATION

With regard to distributed mechanoreception, the foot is a special case. Because the foot is the main contact zone of the insect body, forces and motions of the foot are immediately related to events occurring at the interface between body and substrate. Even if a considerable part of substrate adhesion may be passive, it is important for animals to detect the onset and offset of ground contact, and to control the muscle forces necessary to achieve, maintain and terminate a firm engagement of the foot with its substrate. In particular when walking on rough terrain with potential step-to-step variation in surface structure and orientation of the substrate, detecting and encoding the properties of ground contact and substrate engagement are essential for postural stability, motion efficiency and, in case of a walking machine, safety.


Ground Reaction Forces in Insect Walking

A look at the forces acting on a foot during a step cycle immediately reveals that “having ground contact” is not a simple binary state, not even when walking on a perfectly flat horizontal surface. For example, Figure 6 shows mean foot trajectories for the stance phases of all leg types in an unrestrained, straight and planar walking stick insect. Additionally, it shows the mean magnitude and direction of the horizontal ground reaction forces (GRF), as measured in the study of Dallmann et al. (2016) at a given time of the normalized stance movement. Clearly, GRF vary strongly throughout the step cycle and differ a lot among leg types. Whereas the “breaking phase” with forward-directed (thus decelerating) force vectors is common to all legs, only middle and hind legs show a clear “propulsion phase” with significant rearward directed force vectors. Inward directed force vectors are also common to all legs, though with different timing and magnitude. In front and middle legs, breaking forces can last up to more than 50% of the stance phase (red and blue vectors in Figure 6). In contrast, a hind leg begins to contribute to propulsion much earlier, i.e., after about 25% of its stance phase (light blue vectors in Figure 6).
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FIGURE 6. Horizontal ground reaction forces (GRF) during unrestrained locomotion. Average horizontal force vectors of an unrestrained forward walking stick insect on a planar surface (drawn as inverted ground reaction force vectors). The vectors are mapped onto the position trajectories of the respective tarsus in a body-centered coordinate system (origin: the center of mass, being located at the rear end of the metathorax). Data from one representative animal, with separate measurements per leg, normalized to the duration of the stance phase. Black lines show force vectors every 1% of stance duration. Colored arrows indicate magnitude and direction of the horizontal force components at specific times of stance (red: 10%, cyan: 30%, blue: 50%, green: 70%, purple: 90%). Walking direction is from left to right. For details on ground reaction force measurements, see Dallmann et al. (2016).



Given the fact that a stick insect foot has five tarsomeres, all of which are moved by the same muscle-tendon complex (i.e., with a single degree of freedom for control only), the complex GRF pattern in Figure 6 suggests strong changes in passive forces acting on the foot. Since the tarsomeres are equipped with a variety of mechanoreceptors, including tactile hairs and CS, it is conceivable that they can monitor magnitude and orientation of force vectors as well as size and orientation of the contact area. Indeed, tarsal sensilla have been shown to reliably encode rate and amplitude of loads and resisted muscle forces at the tarsus (Zill et al., 2014, 2017), and to contribute to activation of both the tarsal retractor muscles and the more proximal flexor muscles involved in pulling the leg inward (Zill et al., 2015). This suggests that tarsal sensilla are involved in the establishment and maintenance of substrate engagement.

In addition, signals from tarsal CS could be suitable for detecting increments and decrements of vertical load in the process of triggering transitions from stance to swing (see “Load-Dependent Coordination” section). However, several studies have demonstrated that complete loss of the distal part of a leg does not impair proper step cycle transitions as long as the trochanteral CS groups are intact (Wendler, 1964; Keller et al., 2007). This finding indicates that the CS groups at the base of the leg are sufficient to detect ground contact. Moreover, the sensitivity, orientation, and locations of CS groups 1–4 (Figure 3C) are well-suited to monitor the GRF at the endpoint of the leg. The extensive sensorization of the insect foot could, of course, add more fidelity to the encoding of GRF by trochanteral CS groups. Moreover, it is likely to be relevant for the control of the foothold, in particular for encoding grip force or detecting slip. This is reminiscent of the integration of cutaneous and muscle receptors in vertebrates, where it has been argued that sensory monitoring of the ground contact conditions is relevant for understanding walking and for devising biologically inspired walking models (Frigon and Rossignol, 2006).



Multi-Taxel Touch Sensor for HECTOR Foot

With regard to our knowledge on foot sensorization in walking insects, the design of a sensorised foot for HECTOR was guided by two main goals: (i) the pressure distribution on the foot tip should be monitored at multiple measurement points, allowing to estimate both the magnitude and the spatial direction of the force vector; and (ii) the sensor array should yield a tactile image of the contact surface, potentially allowing for further analysis and/or classification of the substrate. Once achieved, the combination of these two properties would be of immediate relevance to the use of the foot tip as a sensorised gripper.

For a touch-sensitive foot tip of HECTOR, we chose to use piezo-resistive rubbers because of their smooth dependence of measured resistance on applied pressure (Drimus et al., 2014b). Other important advantages of this material are flexibility, overload robustness and low cost. The material can withstand pressure up to approximately 6 MPa (or 860 psi) for millions of actuations. By using a multiplexing algorithm, we could address multiple sensing elements with a small number of wires. As a result, we could acquire a tactile image by iterating through all possible combinations of matrix columns and rows, yielding a spatial array of measured values at any given moment.

A semi-spherical tip covered with as many tactile cells (taxels) as possible ensured that movements of the end-effector were not constrained by the sensor, while contact information could be acquired for most poses. For a foot tip diameter of 2 cm, a radial array structure of 12 sectors and five rings was chosen as the best compromise between manufacturing difficulties, cell size and spatial resolution (see sensor layout in Figure 7B). This determined the spatial resolution as 30° azimuth and 15° elevation for the force direction estimate in polar coordinates, with 60 taxels per tactile image. Among various electrode types, Drimus et al. (2014b) obtained the best results by using Flex PCB designs with high-conductivity finish and conductive epoxies (Figure 7). Also, permanent electrical contact between the electrodes and the piezo-resistive rubber patch was avoided, as this reduces the sensitivity for the low-force sensing range.
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FIGURE 7. Multi-taxel foot tip sensor. (A) Tactile cell distribution across the foot tip surface. There are five concentric rings with 12 sensing cells per ring. (B) The section cut through the sensorized foot tip, revealing the layered construction of sensor. (C) Finished prototypes with electronics. Lower panel: directional sensitivity of the foot tip sensor. (D) Tactile images (top) and corresponding test situations (bottom) for six different end-effector poses. The more slanted the pose, the more marginal is the location of mean activity in the tactile image (adapted from Drimus et al., 2014a, with permission). (E) Sensorized end-effector mounted on HECTOR.



In order to build a sensor array over a curved surface, we started with a plastic mold of the end effector tip, into which five concentric electrode rings were integrated, that were made of conductive silver epoxy (thickness apporoximately 0.5 mm; 8,331 Silver Conductive Epoxy Adhesive, MGChemicals) yielding a resistivity of 0.017 Ωcm. On top of this bottom layer, we cut a flower-like shape of conductive rubber, uniformly covering the effector tip. The top layer consisted of a custom-developed Flex PCB that covered the conductive rubber. With its 12 electrodes, it provided a perpendicular overlap with the epoxy electrodes. Both the epoxy and the Flex PCB electrodes were connected to Flex FFC connectors over a total of 18 signal wires (ground, 12 top and five bottom electrodes). A final thin protective layer of polyurethane-impregnated textile was applied, not unlike a sock, as shown in Figure 7B. For a detailed description of the manufacturing process, see Drimus et al. (2014a). The finalized prototypes, together with the electronics modules, are shown in Figure 7C.

The basic mechanism for measuring the pressure exerted on each rubber taxel is based on a voltage divider principle as described in Drimus et al. (2014b). Therefore the electronics for data acquisition consisted of a multichannel ADC, multiplexers, power supply and an RS-485 transceiver for integration into HECTOR’s Bioflex bus system, along with an Atmel UC3L064 microcontroller. Temporal resolution may be up to 500 tactile images per second. The microcontroller can reply requests via the Bioflex bus regarding force, pressure or angle estimates, as well as full tactile images with 8-bit values per taxel. According to model calculations, accurate estimates can be obtained for forces as low as 0.1 N. Below that, accuracy deteriorates due to contact resistance uncertainties within the piezo-resistive rubber (Drimus et al., 2014a).

The sensorised foot tip was tested by applying forces up to 30 N at different tilt angles, as illustrated in Figure 8D, along with the corresponding tactile images. The results show that the identity of the taxels triggered, as well as the force distribution gives an intuitive estimate of both force magnitude and direction. For incipient contacts (e.g., columns 2 and 4 in Figure 8D), only single taxels are triggered, whereas high contact forces result in the triggering of more cells (e.g., 3rd column in Figure 8D). Previous experiments with similar constructed tactile sensor arrays have shown very good classification rates for palpation procedures with a parallel gripper (Drimus et al., 2014b), as well as classifying different types of cylindrical terrains when used in combination with a compliant robot foot (Borijindakul et al., 2018). The sensorised end-effector mounted on HECTOR is shown in Figure 7E (see also Figure 5). For the presented foot tip sensor, preliminary experiments on substrate classification in response to a vertical contact event were successful for substrates as different as gravel, sand or a solid plane. Furthermore, surface sensing with a flexible leg prototype that was covered with similar piezo-resistive rubber showed promising results in the classification of different types of pipe substrate such as PVC, hard paper and sponge when used in a planar array (Borijindakul et al., 2018).
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FIGURE 8. Load-based inter-leg coordination in an insect. (A) Experimental setup for the simultaneous measurement of kinematics, GRF and muscle activity. Side view of an animal carrying a light-weight EMG backpack and motion capture markers (white circles) while standing on a force plate with its right middle (RM) leg just as the right hind leg is about to touch down. (B) Graphical summary of the putative mechanism underlying the transition from swing to stance in the RM leg after touch-down of the ipsilateral hind leg. CS groups G3 and G4 on the dorsal trochanter are highly sensitive to cuticular strains in the trochantero-femur of that leg. G3 is activated when dorsad bending torques increase, as by loading of the leg during stance. G4 activity signals a decrease of dorsad bending, as during unloading. Schematic of the G3/G4 reflex pathways onto coxal muscles in active animals. Broken lines indicate functional motor effects. G3 afferent activity excites (+) the depressor, i.e., a stance muscle, and inhibits (−) the levator, i.e., a swing muscle (Zill et al., 2012). G4 afferent activity is assumed to have the opposite effect. Unloading induced by a neighboring leg may reverse afferent activity from G3 to G4, thereby promoting the leg’s stance-to-swing transition. (C) Unloading of the middle leg coincides with a cessation of depressor activity. CTr torque of the RM leg and simultaneously recorded activity of the levator muscle (blue) and depressor muscle (red) of an example step. Dots above EMG traces indicate muscle spikes detected based on amplitude. TD: touch-down; LO: lift-off; tUL: time of unloading. (D) Raster plot of detected muscle spikes aligned to tUL of the RM leg (n = 73 steps from N = 8 animals). Walking speed corresponds to the mean speed of the center of mass during stance. The black box marks the step shown in (C). Note that the depressor activity stops at the time of unloading while levator activation shows a considerable time delay and cannot account for the onset of unloading of the middle leg. This holds true for the entire range of walking speeds tested (adapted from Dallmann et al., 2017, with permission).





Load-Dependent Coordination

Due to their sensitivity and their arrangement at the leg segments, CS lend themselves to monitor distant events, such as lift-off or touch-down events of neighboring legs. The footfall patterns of stick insects reveal a metachronal wave of swing moments from back to front ensuring temporal coordination. Middle legs, for example, start their swing shortly after the touch-down of the ipsilateral hind leg. From behavioral studies (Cruse, 1985) it is known that, besides position parameters, the loading state of the leg is critical for the decision when to switch from stance to swing. Since all legs in stance are mechanically coupled via body and ground, the middle leg should be unloaded as the ipsilateral hind leg touches down and starts to take on some body load. In principle, this unloading of the middle leg could be detected by the G3/G4 group of trochanteral CS (Figure 3C).

Given our knowledge of the sensory-motor loops involving trochanteral CS (Figure 3D), one can anticipate that afferent activity from G3 during stance should enhance the activity of the trochanteral depressor muscle, whereas unloading caused by touch-down of the neighboring hind leg terminates G3 activity and leads to G4 activity instead. Afferent activity from G4, in turn, activates the levator motoneurons (Figure 8B). Moreover, recordings of afferent activity from middle legs of free walking cockroaches already suggested that some CS are sensitive to unloading of the middle leg were activated upon touchdown of the neighboring hind leg (Zill et al., 2009, 2012). Using combined motion capture, ground reaction force measurements and parallel electromyographic (EMG recordings of the antagonist levator/depressor muscles of the middle leg in a stick insect (Figure 8A), Dallmann et al. (2017) showed that: (i) the sensitivity of the G3/G4 CS is sufficiently high to sense the torque change at the CTr joint upon unloading of the leg; (ii) the termination of depressor activity coincided with the time of unloading (Figures 8C,D, pink traces); and that (iii) unloading is not due to the onset of levator activity (Figures 8C,D, blue traces). The latter was revealed by the finding that the levator muscle becomes active only with considerable delay to unloading (Figure 8D, white region between pink and blue dots). A model of the animal in static equilibrium allowed the estimation of what may be called the unloading efficacy of a particular leg. Strong differences between unloading efficacy among legs revealed that the ipsilateral hind leg is the most likely candidate for unloading the middle leg with respect to both amplitude and timing (Dallmann et al., 2017). These results indicate that, when a leg touches down on ground during walking, it effectively takes on body load and thus unloads a specific neighboring leg. Given that a leg can detect the unloading reliably, this can locally trigger its transition from stance to swing, thus contributing to temporal coordination of a specific pair of neighboring legs. Since this mechanism of inter-segmental coordination is mediated by the mechanical information flow, it may be a robust, fast, and computationally cheap augmentation to neural mechanisms involving inter-segmental interneurons. Moreover, it is to date the only mechanism that was shown to implement a behavioral coordination rule proposed by Cruse and Schwarze (1988), Cruse (1990), rule 2 in Cruse et al. (1995). As it exploits interaction forces occurring between the legs and the substrate it is an inherently embodied, adaptive control mechanism and, therefore, well-suited for implementation in multi-legged robots.




SPATIAL COORDINATION OF LIMBS AND OMNIDIRECTIONAL AGILITY


Spatial Coordination of Limbs in Insects

Recent research on inter-leg coordination in animals has been somewhat biased towards aspects of temporal coordination, to the analysis and modeling of gaits in particular (flies: Wosnitza et al., 2013; Isakov et al., 2016; ants: Wahl et al., 2015; cockroach: Bender et al., 2011; Weihmann et al., 2017; stick insect: Grabowska et al., 2012; Szczecinski et al., 2018). While temporal coordination and its speed-dependent transitions certainly are of general importance to our understanding of steady-state locomotion—particularly regarding considerations of optimality (Weihmann, 2018), it does not account for the control of foot placement. This, however, may be of critical importance for climbing animals. Goats and their relatives provide for extreme examples of this, as they may even climb trees (see Figure 1 in Delibes et al., 2017), and several species inhabit rocky and/or alpine habitats (e.g., Lewinson and Stefanyshyn, 2016) where slipping and falling may cause deadly injuries. In insects, impact-induced injuries will be less critical due to their small mass. Moreover, fast-running insects are known to compensate for mechanical disturbances (Jindrich and Full, 2002) through viscoelastic properties (Dudek and Full, 2006), thus making foot-placement less important. Nevertheless, accurate foot placement will be of behavioral relevance whenever accurate control of limb posture and/or efficient climbing performance will affect fitness, e.g., in foraging, escape or camouflage behaviors.

Given the proprioceptor types of insects (Horridge, 1965; McIver, 1985; Tuthill and Azim, 2018) and their distinct afferent projection regions in the ventral nerve cord (Tsubouchi et al., 2017), it is plausible to assume distinct neural circuits for the control of force and load on the one hand (see sections above) and the control of limb posture on the other. Moreover, the impressive flexibility of motor behavior in insects suggests flexible recruitment of sensory-motor feedback mechanisms as required for a particular behavioral goal (Dürr et al., 2018). Studies on several behavioral paradigms have shown that limb posture may be set by exteroceptive encoding, e.g., through vision or touch, or by proprioceptive encoding. Examples for visual control of limb posture range from attentive behavior such as antennal tracking of visual objects (Honegger, 1981) to turning-related changes in the movement direction of front legs (Dürr and Ebeling, 2005; Rosano and Webb, 2007) and visually guided foot placement or reaching (Niven et al., 2010, 2012) to decision-making in climbing (Pick and Strauss, 2005). Tactually guided foot-placement occurs in stick insects that use their front legs to reach for a location that was touched by the ipsilateral antenna (Schütz and Dürr, 2011). Accurate foot placement in three dimensions through proprioceptive encoding has been shown in freely climbing stick insects (Theunissen et al., 2014), where foot contact locations of a trailing leg are systematically shifted according to the last foot contact of the leading leg (for review, see Dürr et al., 2018).

Compelling evidence that postural cues may strongly affect or even override otherwise rhythmic mechanisms comes from a simple experiment on the stance-to-swing transition in stick insects. In tethered walking stick insects, a single leg may be taken out of the stepping rhythm by placing the foot on a spatially fixed platform, while the other five legs continue coordinated walking. In this case, the position of the platform strongly affects the likelihood of foot lift-off and the re-emergence of rhythmic stepping of the sixth leg (Cruse and Epstein, 1982; see Supplementary Video 1 of Dürr et al., 2004). Other evidence for the relevance of postural cues in the control of stepping comes from goal-directed turning, e.g., in jumping spiders (Land, 1972). Generally, sensory-induced state transitions in stepping have been included in many models of inter-leg coordination in insects (Cruse et al., 1995; Ekeberg et al., 2004) and mammals (Ekeberg and Pearson, 2005) alike, and all of these examples include postural effects (note that postural cues such as leg retraction angle may co-vary strongly with cues related to interaction force, such as the decrease of load during late stance; see “Load-Dependent Coordination” section).

In insects, postural effects are particularly relevant in limb movements that are not mechanically coupled to the movement of other limbs, i.e., whenever the limb is not in contact with the substrate. For example, removal of a proprioceptive hair field on the trochanter strongly affects the height of the swing movement during in unrestrained walking stick insects (Theunissen et al., 2014), as well as the angular range of single-leg searching-movements in stationary animals (Berg et al., 2013). Removal of the same hair fields also raises the likelihood of intermittent searching movements during free walking (Theunissen et al., 2014). This is in line with an artificial neural network model of “apparent sequencing” of swing and searching movements (Dürr, 2001) that assumes that both movements are controlled by the same recurrent network and that the cyclic foot trajectory occurs whenever the swing movement is not interrupted by ground contact (for a detailed discussion of this matter, see Dürr et al., 2018).

Similarly, cyclic grooming of the hind wing in locusts (Berkowitz and Laurent, 1996) can be modulated by shifting a tactile stimulus such that the foot follows stimulus position (Matheson, 1998). Indeed, the lack of a position-dependent transition from one movement pattern to another (Dürr and Matheson, 2003), the robustness of grooming position against changes in load (Matheson and Dürr, 2003) and the strong effect of sensory manipulation on grooming position (Page and Matheson, 2009) indicate that a continuum of cyclic movement patterns, i.e., grooming at various spots on the body surface, is under postural control.

Finally, tactually guided, targeted reaching movements of front legs initiate climbing in stick insects (Schütz and Dürr, 2011). In conjunction with the spatial coordination of foot placement between front and middle legs and between middle and hind legs (Theunissen et al., 2014), there appears to be a chain of coordinate transformations from anterior segments to posterior limbs in stick insects. By reaching towards antennal contact locations with the front leg and subsequently placing middle and hind leg feet in very close locations, stick insects appear to exploit prior knowledge of established foot contacts. That way, spatial coordination of ipsilateral limbs can keep locomotion efficient in a variable environment. Such transfer of postural information from one leg to the other can be modeled by a simple feed-forward Artificial Neural Network (ANN, Dean, 1990). This has been exploited in several versions of Walknet, a model of decentralized control of hexapedal walking (Cruse et al., 1995; Dürr et al., 2004; Schilling et al., 2013). Recently, we expanded on the idea of transfer of spatial information among limbs, including antennae and walking legs (Dürr and Schilling, 2018). Based on a large sample of behavioral data, we first determined the size and shape of the volume comprising all positions that are within reach of any limb (Figure 9A). In analogy to the psychophysics of human reaching, this volume was termed the “peripersonal space” of a stick insect. A subspace of peripersonal space was then defined as the set of all foot positions that may be reached by at least two limbs. Within this “affordance space” (Figure 9B) accurate transfer of spatial contact information can be modeled by sets of small feed-forward ANNs (with neuron numbers within a physiologically realistic range; Dürr and Schilling, 2018). With regard to the neural representation of near-range space, these results show that a behaviorally relevant form of representation may not require the existence of a map-like, topological representation of external space, but may be implemented as a simple, direct posture mapping among pairs of limbs instead.


[image: image]

FIGURE 9. Spatial coordination in insects. (A) Active movements of antennae and walking legs of a stick insect delimit a volume around the body within which the limbs may touch an object. Since this volume comprises that part of the ambient space within which motor activity, proprioceptive and tactile sensory input may coincide, it may be called the peripersonal space of an insect. (B) Transfer of spatial contact information can work only in those parts of peripersonal space where at least two limbs may reach the same position in space. Since for all such positions, a contact experience of one limb indicates a potential contact position on another limb, an affordance is generated: a limb may reach a contact location on another limb. This was proposed as affordance space by Dürr and Schilling (2018). (C) Top: schematic postures of head and thorax as a stick insect climbs a sequence of two stairs. Middle: the inclination of the metathorax changes strongly (red; plotted as a function of metathorax position) and the head and all thorax segments move relative to each other. The head is pitched relative to the prothorax (black), the prothorax relative to the mesothorax (blue) and the mesothorax against the metathorax (green). Gray lines indicate the instants corresponding to the schematic postures above. Bottom: head pitch angle as a function of head position[adapted from Dürr and Schilling, 2018 (A,B; CC BY 4.0) and Theunissen et al., 2015 (C), with permission].



A second important aspect of spatial coordination in insects concerns the thoracic joints. Whereas the three thorax segments are firmly merged in the basic bauplan of several insect orders (e.g., in Diptera and Hymenoptera), it is a characteristic of some others that at least one thorax segment can be moved relative to the others. This may be in favor of agile use of the head in carnivorous staphylinid beetles or snakeflies (Raphidioptera), and/or the agile use of the front legs in mantids and mantispids. In the mentioned cases, only the prothorax appears to be moved actively, while the winged meso- and metathorax are firmly fixed to each other. In contrast, several stick insect species can actively move the meta-mesothorax joint as well (Theunissen et al., 2015). This is likely to improve agility during climbing, e.g., by considerable augmentation of the working range of front legs. Although the mesothorax is very long in stick insects, movement of the meso-methathorax joint hardly displaces the middle legs because they are located at the rear end of the segment and support the metathorax together with the hind legs. Figure 9C shows how the stick insect Carausius morosus uses its thorax joints during climbing, where the meta-mesothorax and meso-prothorax joints (Figure 9C, green and blue, respectively) cover mean ranges of 20–30 degrees as the animal climbs a stair approximately three times the body height. Movement of the mesothorax alone thus accounted for an increase of working range of the front leg tarsus by more than 8 mm, equivalent to about 30% of the leg length.

A third major role of spatial coordination is to control the magnitude and direction of the force vector for propulsion, i.e., the net force accelerating the center of mass. Since all joints of the legs in stance are mechanically coupled in parallel closed kinematic chains (at least when assuming no slip of the feet), a torque generated at any joint within this parallel set of closed kinematic chains will affect most (if not all) of the other joints. Whereas in animals this aspect of spatial coordination mainly concerns the efficient coordination of joint torques and, therefore, energy requirement, in engineering it is also a matter of avoiding high tensions that could harm the electronic actuators.

In curve-walking insects, spatial coordination affects the direction of the stance trajectory (Jander, 1985; Jindrich and Full, 1999; Dürr and Ebeling, 2005; Gruhn et al., 2009) and a modification of the spatial coordination of touch-down and lift-off positions between leading and trailing legs (Jindrich and Full, 1999; Ebeling and Dürr, 2006). The associated, transient changes in gait during turning are, at least in part, a consequence of the altered stance directions and step lengths. This view draws support from genetic manipulation experiments on Drosophila, showing that the proprioception of interaction forces is crucial for maintaining course (Isakov et al., 2016).

Owing to the distinct control problems for mechanically un-coupled swing, search and/or reaching movements as opposed to mechanically coupled stance movements, several modeling approaches have suggested to treat the two problems with separate control modules (e.g., Cruse et al., 1995; Espenschied et al., 1996). It is important to note that this separation of swing and stance control is mainly a conceptual one, and does not imply these control modules correspond to distinct physiological networks (Dürr et al., 2018). For example, early versions of the distributed neural network controller Walknet suggested a high-pass-filtered positive-feedback mechanism for the coordination of retraction and depression among multiple legs in stance (Cruse et al., 1998) that was inspired by state-dependent reflex reversal from resistance to assistance reflexes (for review, see Pearson, 1995; Büschges and El Manira, 1998).

From an engineering perspective, the adaptive modulation of local reflexes has been applied very early to six-legged (e.g., Berns et al., 1994; Ilg and Berns, 1995) and four-legged (e.g., Albiez et al., 2003) walking machines. In particular, the concept of local positive velocity feedback has been applied successfully for coordinating multiple legs in stance (Schneider et al., 2006). Based on these proofs of principle, it can be concluded that the distributed proprioception and the adaptive modulation of multiple local reflex circuits are sufficient for the control of a multi-legged robot locomotion (Schmitz et al., 2008). As yet, it is a complex problem, requiring either careful tuning or autonomous learning of multiple reflex pathways.



Omnidirectional Walking in HECTOR

Walking in HECTOR is organized in a computing framework that consists of four main software modules. The actual walking controller module was implemented in Python 3 with some time-critical routines like kinematics calculations and stability checks written in C++ and integrated via Swig. The dynamics simulation module was implemented in C++ using ODE. The walking controller module can either be connected to the dynamics simulation module or to a middleware module (if real robot operation is desired), both via TCP/IP. The middleware module (implemented in C++) translates control messages from the walking controller module and sends the required commands to the bus master boards in the body segments of the robot (see Figure 5). Details of the framework and a flow chart of the overall control sequence for walking can be found in Paskarbeit, 2017 (p. 42 and p. 124).

The walking controller of HECTOR implements distributed control with each leg being considered a separate agent that locally controls the alternation of stance and swing movements. The transitions from stance to swing and vice versa are governed by local rules acting between adjacent legs (Cruse, 1990; Cruse et al., 1995). For reasons of robustness, however, the spatial coordination of foot trajectories during turning is not controlled by modulation of distributed reflex loops. Instead, the central directional control of the whole robot is combined with the concept of local leg coordination as illustrated in Figure 10. The movement of the central body axis is considered (blue line in Figure 10A). This axis runs from a point p0 between the hind legs to a point p1 between the front legs with a center point in the middle (Figure 10B). These points can be used as “pull points” at which a pull vector h can be applied to initiate movement of the central body. By varying h, the robot may navigate into a desired direction. The example shown in Figures 10A–C uses only a single pull vector h1 at the front of the robot. Knowing h1, one can compute both the rotation angle ω and the displacement vector d to describe the intended movement by means of a transformation matrix. Assuming that the legs remain at their position before the displacement but the body is shifted towards the new positions p0′ and p1′ the inverse of the transformation matrix can be applied to the foot positions of all legs on the ground to calculate the individual leg trajectories for the next time step of a stance movement (Figure 10C). In the current example, constant application of pull vector h1 would move the body of the robot as indicated in Figure 10D. As an alternative to the explicit calculation of the inverse transformation matrix, an internal body model as described in “Modularity and the Decentralized Coordination of Multiple Limbs” section may be used for an implicit determination of the stance movements of each leg in the next time step. Since the pull vector h1 may be oriented in any direction the stance movements of individual legs need no longer be aligned with the fore-aft-axis of the robot as in straight walking or in slight curves.
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FIGURE 10. Spatial coordination in HECTOR. To direct the robot into a desired direction, two “pull points” may be used. (A) The two pull points, p0 and p1 are defined on the virtual body midline (blue circles). Foot positions are shown as red dots. (B) Concept for the computation of the rotation angle ω and the displacement vector d. Based on these two values, a transformation matrix can be constructed. The inverse of this matrix is applied to the leg tips in order to calculate the leg trajectories for the next time step which is shown in (C). Panel (D) indicates the movement of the pull points and the robot midline for a sequence of transformations. (E) During the resulting stance movement of a single foot on the ground, the leg must not leave its physically limited working area. In HECTOR this limit is formulated in terms of an unrestrictedness measure. For an ongoing stance movement, the current trajectory is extrapolated beyond the current position, yielding a test point that is checked for its unrestrictedness value. If this value lies below zero, a swing movement is elicited. (F) The target of the swing movement is set to a point on the unrestrictedness boundary. It is the intersection point with the backward extension of the current robot movement (red dotted line, attached to the home position of the leg). Instead of explicit transformation matrices, the internal body model may be used as well to estimate the respective movements of the feet.



As a consequence of this framework, the swing-to-stance transition does not take place at a specified posterior extreme position of the leg (see PEP in Cruse et al., 1995). Instead, the stance movement needs to be restricted in any direction with respect to the workspace of the individual leg during omnidirectional walking. The limit of the workspace is formulated in terms of an unrestrictedness measure (Paskarbeit, 2017) which has been derived from the complementary concept of restrictedness as formulated by Fielding and Dunlop (2004). An example for such a limited area is shown in Figure 10E. At the start position of stance, the leg conducts a stance trajectory according to the desired movement of the central body as described above. The course and curvature of the stance trajectory is extrapolated beyond the current position to yield a test point in each control cycle. The test point is then checked for its unrestrictedness value: if the value lies below zero, a swing movement may be elicited, otherwise the leg remains in stance. The target position of a swing movement is set to the intersection point where the backward extension of the last stance trajectory, laid out from a home position of the leg, crosses the unrestrictedness boundary (Figure 10F). This ensures that the leg can continue the last stance movement after touch-down.

The boundary for each leg results from a projection of a volumetric representation of unrestrictedness. The basic unrestrictedness measure is a scalar value that ranges from zero to one. Any volume in the workspace of a leg which has unrestrictedness values within this numeric interval can be reached by the leg. If a point in space has an unrestrictedness value below zero, it is restricted by definition and should not be entered by the leg. Hence, this can serve as a trigger for a stance-to-swing transition. Note that the conditional definition of the unrestrictedness volume is similar to the affordance volume described in conjunction with Figure 9B, except that there the boundary depends on a condition involving two legs, not just one. Indeed, unrestrictedness values can be described for various aspects of a leg that could potentially restrict leg movement. Figure 11 shows three examples for the left middle leg of HECTOR: the joint angle unrestrictedness uαβγ (Figure 11A), the singularity unrestrictedness us (Figure 11B) and the torque unrestrictedness uτ (Figure 11C). Since the values run between zero and one, multiple unrestrictedness values can be combined by computing the product (see Figure 11D). In different walking situations, different kinds of unrestrictedness measures may be considered. For instance, the torque unrestrictedness may be neglected during a swing movement, whereas in stance the torque limits of the drives must be maintained. A further useful unrestrictedness measure is the smallest distance between the geometric envelopes of two adjacent legs. As suggested by Figures 11E,F, this may be used to tell collision from non-collision constellations among legs.
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FIGURE 11. The unrestrictedness measure in HECTOR. Volumetric representation of unrestricedness values for the left middle leg of HECTOR. The horizontal slices are set at distances of 0.1 m in z-direction. Panel (A) shows the joint angle unrestrictedness. Black and red contour lines are given for α-angles of 0 and ± 1 rad. (B,C) The singularity unrestrictedness (B) and the torque unrestrictedness (C) for a vertically directed gravity vector. (D) Combination (product) of the three unrestrictednes measures of (A–C). Any unrestrictedness value larger than 0 indicates a position which can be reached safely. Panels (E,F) show a non-collision and a collision situation between two neighboring legs, respectively. The distance between the enveloping geometric primitives can also be used for a further unrestrictedness measure.



Example trajectories of HECTOR’s body segments during curve walking based on this control approach are shown in Figure 13E with the respective podogram in Figure 13F. Here, it becomes evident, that regular gait patterns are exceptions in walking situations with constant heading, speed and environmental conditions. A fixed gait pattern during curve walking is neither necessary in insect walking (Figures 13A,B), nor in robotic walking with moveable body segment joints (Figures 13C,D) or in the control case discussed above (Figures 13E,F).
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FIGURE 12. Hierarchical internal body model. (A) The body model comprises a body level network (blue) and six subordinate leg level networks (green). Left: the body level network controls the six leg vectors, l0 to l5, and the three main body segment vectors, s0 to s2. Right: each one of the six leg level networks controls a leg with three joints and segments. The two levels are inter-connected via the shared representation of the leg vector (white arrow) (adapted from Schilling and Cruse, 2012, CC BY 4.0). (B) Higher level of the internal body model. Arrows show all constituting vectors that are used to construct the local equations and relationships used to set up an Mean of Multiple Computations (MMC) network for the control of HECTOR. (C,D) One specific walking situation of a tripod gait, with the left front and hind leg on the ground together with the RM leg (with and without the underlying robot schematic). During the control of stance only those leg vectors are considered that are interacting with the ground, thus potentially contributing to propulsion, balance and steering. Legs that are currently in swing are suppressed within the body model (adapted from Schilling et al., 2012; © 2012 IEEE).
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FIGURE 13. Curve walking in stick insects and HECTOR with and without a body model. (A) Sequence of a free walking, blindfolded stick insect on a horizontal plane. Black line segments and red dots show body axis and head every 200 ms (duration: 106 s; median speed was 35 mm/s at the beginning and 25 mm/s at the end). Bold blue line labels the part shown in the podogram. (B) Podogram with black lines showing stance episodes of all six legs (L1 to L3: left front to hind legs; R1 to R3: right front to hind legs) and corresponding yaw rotation of the body axis. Blue lines show median rotational velocity per 60 ms window (thin dark blue) and per 1 s window (thick light blue). (C) Snapshots of the simulated HECTOR turning to the right using the internal body model of Figure 12. The internal body model was constantly pulled to the front and the right. Snapshots show one body posture per second and four leg postures per second (Figure 8B from Schilling et al., 2013, CC BY 4.0). (D) Podogram of the complete run shown corresponds to a turn of about 180°. The lower bar corresponds to 5 s of real time, or 500 iterations of the simulation time (adapted from Figure 7 from Schilling et al., 2013; CC BY 4.0). (E,F) Trajectories (E) and corresponding podogram (F) of the HECTOR simulation using the restrictedness measure as described in Figure 10, but not the body model. Red, green and blue lines in (E) show trajectories of the hind, middle and front segment, respectively. Gray arrow shows the pull vector.






MODULARITY AND THE DECENTRALIZED COORDINATION OF MULTIPLE LIMBS


Modularity of Insect Motor Control

Despite the importance of central brain structures such as the Central Complex for the selection, control and maintenance of heading (e.g., Strauss, 2002; Neuser et al., 2008; Seelig and Jayaraman, 2013; see also “Conclusions” section), and the significance of small sets of descending interneurons for specific behaviors such as sensory-induced turning (e.g., Zorović and Hedwig, 2013), backward walking (Bidaye et al., 2014) or landing (Ache et al., 2019; for review, see Bidaye et al., 2017), the control of locomotion in insects is highly decentralized. For example, there is no single region or network that governs the execution of a particular gait. Rather, step cycle parameters such as duty factor or stance duration vary continuously with velocity, resulting in a continuum of gaits (for review, see Dürr et al., 2018). Accordingly, there appear to be several network “modules” that interact to give rise to the overall behavior. Anatomically, the modularity of motor control networks in insects is reflected already by the segmental architecture of the CNS, with the ventral nerve cord comprising one ganglion per body segment, connected by nerves that may cover distances of up to several millimeters between the thoracic ganglia (note that thoracic ganglia are fused in more derived taxa such as flies). Each one of the thoracic ganglia contains the complete set of motoneurons that drive the two legs of the corresponding thorax segment.

As a result of pharmacological activation studies, each thoracic ganglion is thought to comprise distinct neural oscillator circuits for different leg joints, thus forming the basis of alternating activity of antagonistic muscles acting on the same joint (Bässler and Büschges, 1998). In stick insects, pharmacological activation appears to induce only little coordination of oscillatory activity among different leg joints (e.g., Büschges et al., 1995), whereas persistent coupling among leg joints has been reported for other insects (e.g., Ryckebusch and Laurent, 1993). Similarly, pharmacologically induced rhythmic antennal movements in stick insects show the same pattern of inter-joint coupling if proprioceptive feedback is still present (Krause et al., 2013). Although the neural components of the local oscillator networks in the walking system of insects remain elusive until today, the idea of coupled oscillators can be applied successfully in modeling of rhythmic intra-leg (e.g., Daun-Gruhn and Tóth, 2011) and inter-leg coordination (e.g., Tóth et al., 2015). As yet, only modeling approaches that emphasize sensory coupling between joints (Ekeberg et al., 2004) and between legs (Szczecinski et al., 2014, 2017) in addition to central oscillator activity can account for insect-like motor flexibility (Dürr et al., 2018). Correspondingly, several robotic approaches that were based on coupled oscillator networks have used sensory input for switching between distinct states in motor behavior (e.g., Ijspeert et al., 2007) or the entrainment of coordinated limb-movements (Owaki et al., 2013) over a range of walking speeds (Owaki and Ishiguro, 2017).

Owing to the distributed and de-centralized organization of proprioception (see “Distributed Proprioception of Posture” and “Load and Ground Contact and Load-Dependent Coordination” sections), inclusion of any proprioceptive feedback adds a “degree of de-centralization.” A purely proprioceptive-feedback driven and, thus, strictly de-centralized approach in the modeling of insect locomotion is Walknet (Cruse et al., 1998; Schilling et al., 2013). This distributed Artificial Neural Network controller implements behaviorally derived rules of inter-leg coordination (Cruse, 1990). To do so, it strictly separates the control of mechanically coupled as opposed to mechanically uncoupled limb movements (Dürr et al., 2004). As a consequence, mechanically uncoupled swing or search movements purely rely on postural feedback (three joint angles per leg, see also “Spatial Coordination of Limbs in Insects” section), whereas mechanically coupled movements are governed by ground contact (postural information is used too, but ground contact causes a switch between control modes). Since Walknet is a kinematic controller, it does not consider interaction forces. In analogy to the considerations of load-dependent inter-leg coordination (see “Load-Dependent Coordination” section), a ground contact signal may be considered a binarized version of an interaction force signal (for further discussion, see Dürr et al., 2018).

Given the considerations about spatial coordination of multiple legs in stance (“Spatial Coordination of Limbs in Insects” section), we propose that sensory information about ground contact or substrate engagement determines the control mode of a given leg. However, as an alternative to the two control schemes of the stance movement discussed earlier, i.e., state-dependent modulation of proprioceptive reflexes and the inverse-kinematics approach described in conjunction with Figure 12A, we introduced an internal, hierarchical body model that can coordinate the movement of all joints which are part of at least one closed kinematic chain. The hierarchical model has been introduced for the control of six-legged walking on flat terrain in dynamic simulation, including negotiating curves (Schilling et al., 2012). This model captured movements of the robot body in two dimensions, only. The model was extended and applied to have the robot HECTOR to climb stairs and to walk across rubble (Paskarbeit et al., 2015). The extension uses a singular-value decomposition approach to control the height of the body (and leg bases) over ground, thus relieving the constraint to two dimensions.

The hierarchical body model approach follows the idea of the passive motion paradigm (Mussa-Ivaldi et al., 1988). It is realized as a recurrent neural network that implements the Mean of Multiple Computations (MMC) principle that allows the combined solution of forward and inverse kinematics problems (Steinkühler and Cruse, 1998; Schilling, 2011). MMC networks implement a redundant set of kinematic equations, where each equation describes the triangular geometry of one part of the leg or body. As such, an MMC network maintains the decentralized and modular nature of motor control despite the fact that all equations and, thus, all partial kinematic problems are solved in conjunction by iterating a recurrent neural network. In the following, the basic characteristics of the model will be explained in order to address how this integrates into the embodied control approach.



A Hierarchical But Decentralized Body Model Based on the MMC Approach

A key principle of an MMC network is that the kinematics constrain the attractor space of the recurrent neural network. Because of these constraints, the activation of the network always corresponds to a correct spatial configuration—or posture—of the modeled body. In a multi-legged agent, considering all possible interactions between the joints that are mechanically coupled at any given instant in time poses a computational problem: the computational effort increases exponentially with the number of joints. In order to reduce the computational complexity of the problem, we proposed a hierarchical body model that allows the distribution of the computational task on two levels (Figure 12A). In this scheme, the lower “leg level” comprises the detailed kinematics of a given leg (green panels in Figure 12A). The higher level or “body level” (blue panel in Figure 12A) comprises the description of the main body segments. In case of HECTOR, the body level comprises the three thorax segments and their relations to the subordinate instantiations of multiple legs. At the body level, there is no detailed information about leg joints. Instead, the leg is represented as a three-dimensional vector that captures the leg’s contribution to support the body. In Figure 12A, this is shown by vectors connecting the main body segments (s0 to s2) to the feet of the six legs (l0 to l5), i.e., the ground contact locations. The two levels are connected through shared representations that are present on both levels. This is indicated by the white arrow in Figure 12A. Essentially, this leg target vector “summarizes” the kinematics of the entire leg while, at the body level, it may be regarded as the desired relation between the body and substrate.

On the leg level of the MMC model, each leg is described by a set of three joints and three segments, corresponding to the coxa, trochantero-femur and tibia of an insect leg. As shown in Figure 12A, each leg is described by a kinematic chain with a single degree of freedom per joint, where the α joint sets the orientation of the leg plane, while the β and γ joints move the foot within this leg plane. In HECTOR, as in the stick insect (Figure 3A), the joint axis of the α joint is slanted, causing a change in pronation/supination of the leg plane as the leg is retracted/protracted (see Theunissen et al., 2015; for time courses of this pronation/supination angle, and Dallmann et al., 2016; for consequences on individual joint torque contributions to propulsion and body support).

Other than standard approaches to inverse and forward kinematics of manipulators MMC networks do not suffer the problem of singularities that may prevent finding a suitable and unique solution for the inverse kinematics problem (for details, see Schilling, 2011). This is because for each triangular relation within the MMC network the optimal solution is easily computable. Moreover, multiple equations (one for each triangular relation) contribute to the convergence properties of an MMC network, thus exploiting a redundant description of the body kinematics for computing a mean solution (hence the acronym MMC for Mean of Multiple Computations).

In the hierarchical structure shown in Figure 12A, the body and leg levels share the description of the foot positions. At the leg level, this is achieved by describing the posture simultaneously and equivalently by a set of joint angles and by Cartesian coordinates of the foot position relative to the body (along with some mediating diagonal variables). At the body level, each leg with ground contact and all body segments are represented by a vector encoding the foot position. The body model is used differently in the control of swing and stance. As a consequence, only the legs that potentially contribute to propulsion, balance and steering through body-substrate interactions are considered at the upper level of the body model. With regard to the legs in swing, all corresponding equations within the MMC network are disregarded, as if being inhibited. As a result, the equations concerning legs in swing are not taking part in the multiple computations that will determine the posture at the next time step. For example, Figures 12C,D show a typical posture of HECTOR occurring in a tripod gait: only three legs have ground contact at this instant, and only the corresponding three-leg vectors can be used to compute the motion of the parallel closed kinematic chains formed by body, legs and substrate. For determining the posture of the next instant in time, the MMC network implements all possible combinations of connected leg segment vectors, along with additional diagonal vectors describing the interaction of the legs via the substrate (Figure 12B). From these, only the vectors shown in Figure 12C are “active” during a tripod stance episode. Much like described for the computations at the leg level, each variable can be computed in multiple ways, using a set of kinematic relations (for details on how to set up these equations, see Schilling et al., 2012).



Controlling Multiple, Mechanically Coupled Limbs Through a Body Model

Much like what has been described in conjunction with Figure 12A, the control of stance is induced by a passive movement of the front end, as if pulling the body into a given direction. Owing to the recurrent structure of the MMC network, this disturbance of the body model network propagates to all variables contained in the equations for the connected segments. Most notably, this includes all foot positions of the legs in stance. As a result, these variables are adjusted in a way, which complements the enforced movement. Moreover, as foot positions are shared by the body level and the leg level, the induced changes “spread” down into the leg level networks so as to adjust the variables of individual legs. As a consequence, all joint angles of the closed kinematic chains are adjusted in a cooperative way, supporting the overall body movement. The procedure of making these adjustments lasts for multiple iterations, as the network converges into a stable state. Then the resulting leg and segment vectors can be applied to control the actuators. The main difference between the concepts illustrated in Figures 10, 12 concerns the consideration of postural safety in Figure 10, and the simultaneous iteration of all posture control variables in Figure 12.

The body level allows for continuous changes of body orientation. In our simulations and on the robot HECTOR we found that already a single iteration step of the body level is sufficient to come up with good approximations for all leg vectors concerned. When the body level has converged to a particular leg vector, this leg vector serves as an input to the leg level network (Figure 12A, see dashed arrow from left to right connecting the higher with the lower level) ensuing subsequent iterations of these networks and converging to a suitable set of joint angles. In the opposite direction, sensory information acquired by a leg may be used to update the model continuously, thus integrating additional sensory information (Schilling et al., 2012).

The internal body model has been successfully implemented in simulation and on HECTOR. Using dynamic simulations, we first tested the body model in curve walking (Figure 13B; Schilling et al., 2012). It allowed HECTOR to navigate quite narrow curves, with markedly prolonged stance movements of the inner hind leg (R3 in Figure 13B) much like those reported for visually induced tight turns of tethered walking stick insects (Dürr and Ebeling, 2005). When walking slight curves, stick insects show much less asymmetry between inner and outer leg stance durations (Figure 13A) but this strongly increases with increasing curvature of the walked path. As the model simulation was pulled at the front and forced into tight curves, the body level came up with the complementing leg target vectors while exploiting the two inter-segmental drives of HECTOR (see Figure 5). The results suggested that the body model can be used for simultaneous active control of the inter-segmental drives and all legs on ground, allowing for complementary contributions in the negotiation of tight curves. During these simulations, the leg level networks provided robust and stable solutions to the inverse kinematics problems posed by the foot position vector input from the body level. Following the successful application in simulation, the body model has been used on the physical robot as well. There, it has been extended for situations on uneven and rough terrain through a mechanism that adapts the control of body height (Paskarbeit et al., 2015).



Internal Simulation of Movements and Planning

During its use in the control of stance, the body model essentially serves as a dynamic internal representation of body postures. Its convergence properties allow the flexible use of the same body model to generate appropriate reactive movements to a number of different types of disturbances (e.g., inducing a turn or a change in body clearance). When decoupling the body model from the actual joint drives, the same dynamic internal body model may also be used for movement prediction and planning. Recently, we applied it as an internal simulator to forecast the consequences of different alternative behaviors as a form of planning ahead (Schilling and Cruse, 2017). In this series of simulations, the model served a dual purpose, exploiting its full flexibility in motor control and planning. Besides its application for the control of multiple limbs in stance, as described above, the predictive capabilities of the system were used whenever the system ran into a novel, problematic situation. In a form of trial-and-error search, it was used to test possible behaviors, providing an estimate of their outcomes. These estimates allowed to decide whether the chosen behavior would lead to instability or else might help to overcome the problematic situation. Only if the internal simulation proved successful, the internally simulated behavior was applied to the actuators of the system (Schilling and Cruse, 2017). This shows how an embodied internal model may be grounded in lower-level motor control and can be used flexibly for a cognitive task such as planning ahead (Cruse and Schilling, 2016).




INTERNAL MODELS FOR BODY-SIZE LEARNING

The relation between the body and the brain is a crucial aspect of embodied robotics (e.g., Nabeshima et al., 2005; Pfeifer et al., 2007). Modern robotic systems are often requested to be very versatile and may even be designed in a completely reconfigurable way. To deal with such complexity, there is a growing demand for simple techniques that allow a robot to autonomously learn the capability of its body without human intervention (Sturm et al., 2008). The MMC model outlined in “Modularity and the Decentralized Coordination of Multiple Limbs” section is based on a predefined set of kinematic equations that is not subject to adaptation or learning at run-time. As a geometric sensory-motor representation of the body, it serves as a body model under the assumption of no growth or damage. In the following section we will consider the plastic use of such an internal body representation in a life-long memory of Drosophila melanogaster, implementing a simple form of body model based on recent experimental findings (Krause, 2015; Krause et al., 2019).


Biological Evidence on Body-Size Learning in Flies

Walking fruit flies can visually estimate the width of a gap in their walkway and engage in energy-consuming climbing behavior only when they see a chance to surmount the chasm (Pick and Strauss, 2005). Since the body size of adult fruit flies depends in part on environmental factors like food quality and temperature during larval stages, there can be considerable size variation among flies of the same genetic background. Therefore, an adaptation process is needed after hatching from the pupal case so that each fly can learn about its own body size. Indeed, visually deprived flies—both freshly hatched flies (Kienitz, 2010) and flies reared in a featureless environment (Krause, 2015)—try to surmount insurmountably wide gaps, whereas flies kept in structured environments with light later take decisions adapted to their body size (Krause et al., 2019).

Experienced small flies abandon attempts on gaps that their larger siblings from the same vials still attempt to climb. The default state of freshly hatched flies before calibrating their size memory is “very large.” They calibrate their body-size estimate to their actual body size by gathering visual feed-back from the retinal images of contrast edges during normal locomotion (parallax motion). The act of physically climbing across gaps is not required for this calibration process. Neurogenetic manipulation revealed that body-size learning requires the cAMP cascade. Learning mutants of the cAMP cascade do not adapt to their individual size. Instead, they try to overcome chasms, which are clearly impossible to cross. Mutant analysis and differential rescue experiments via the GAL4/UAS-system revealed that the information is stored in projection systems of the protocerebral bridge (PB) of the central complex (CX, Figure 14A). Furthermore, we have identified the biochemical learning cascade for this life-long body size memory, but the neural circuitry remains to be determined.
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FIGURE 14. Navigation control structure inspired by the Drosophila Central Complex. (A) Block scheme of the control structure. The visual system transfers information to the protocerebral bridge (PB) that is involved in body-size learning. The fan-shaped body (FB) participates in visual learning and orientation control whereas the ellipsoid body (EB) is in charge of spatial memory formation. (B) Scheme of the network devoted to learning whether an object is reachable within a certain number of steps and whether it is traversable depending on the acquired visual inputs. The green boxes represent simple mathematical transformations, whereas the blue circles represent spiking neurons. The learning process is performed at the level of the output neurons (red boxes). (C) Scheme of the angular positions acquired by the visual system as the robot moves forward from point (A) to point (B). The object of interest is a gate where different points of interest are detected. Different angles are acquired from the visual system to be processed by the network in (B) (adapted by permission from Patané et al., 2018 © 2018).





A Computational Model for Body-Size Learning

To simulate the neurobiological findings on gap-climbing Drosophila melanogaster flies, we developed a spiking neural network model for body-size learning using parallax-motion information. The model has been implemented and evaluated in a dynamic simulation of HECTOR navigating through a multi-chamber environment. HECTOR has a number of properties that make it a perfect platform for implementing cognitive functions that require embodiment with distributed, multimodal sensory information. One can make use of the embedded distributed sensory system consisting of six pressure sensors located in the tip of each leg, a complete inertial module on the main body and an omnidirectional vision system used to extract the relevant information from the objects located in the environment.

Following the neural structure of the fly brain, the relevant neural assemblies that constitute the Central Complex model are shown in Figure 14A. A neuronal lattice captures the essence of the visual system and is used to acquire spatial information about angular directions of the objects of interest and the heading of the robot. This visual information is transferred to the PB and the Fan-shaped Body (FB), which extract the where and what for heading control and visual learning, respectively. Moreover, it is mediated to the Ellipsoid Body (EB) for the formation of spatial memory (Neuser et al., 2008; Kuntz et al., 2017). Previous studies have tested this model design in the context of direction control, spatial memory and other capabilities (Soto et al., 2009; Arena et al., 2013b). Here, we report its extension to include the formation of body-size knowledge.

Within the dynamic simulation environment, the robot walks around and detects the position of visible objects of interest. The angular position of an object is acquired through a uniformly distributed ring of neurons that have a one-to-one match with the ommatidia of the eye (about 4.8° opening angle each) distributed in a range of about 300°. The output of the stimulated neuron is modulated with a post-synaptic weight that corresponds to the sinusoidal function of the angular position of the neuron. After forward motion from point A to B as shown in Figure 14C (equivalent to four robot steps in the experiments described here), the robot evaluates the new angular position of the object of interest. This second acquisition is used to estimate the distance between the robot and the object through parallax, i.e., the angular difference in the position of the same object from two different viewpoints.

The distance between the robot and the object is directly proportional to the distance traveled during the parallax-motion estimation, and the coefficient of proportionality depends on the initial acquired angle and its variation when acquired afterward. Starting from this mathematical formulation, a spiking neural network has been designed and implemented to yield similar results (Arena et al., 2013a). A block scheme of the proposed model is shown in Figure 14B. The information about object position acquired in two different time steps is discretized and weighted. An array of Class I Izhikevich neurons (Izhikevich, 2004) is then used to evaluate the ratio between the two acquired sinusoidally modulated inputs.

An array of synaptic gains is used to find the correct match: in the end, excitatory inputs should compensate the inhibitory ones in order to allow the neuron to fire. A bias current was added, making each neuron able to fire with a minimal additional input current. A series of time delays (τi) was included to evaluate the neuronal responses in sequence. Each neuron is connected with the others through inhibitory synapses forming a winner-takes-all network topology. The first active neuron (i.e., winning neuron) strongly inhibits the others and produces an output that is proportional to its corresponding gain factor. Assuming that the system knows the distance traveled between the two instants of acquisition (e.g., in terms of number of steps), the outcome of the first part of the network is a signal that is proportional to the estimated object distance. The last processing stage consists of an output neuron that is subject to a threshold adaptation learning process. Depending on an internally generated reward signal, the threshold level is adapted to either facilitate or reduce the spike rate of the neuron. Threshold adaptation can be considered a consequence of the nonlinearities present in the membrane dynamics of a neuron (Izhikevich, 2004). The threshold adaptation process can be modeled as a voltage-dependent current that is introduced as an additional input to the decision neuron. It can be expressed as IA = −gA*VTh, defining gA as an activation conductance and VTh as a dynamic threshold that is being learned. The current can be modified to hyperpolarize or depolarize neurons. The output neuron thus acts as a gate: its firing indicates that an object is reachable, whereas a silent state corresponds to unreachable ones. Therefore, the decision neuron will provide a prediction of reachability or unreachability that has to be verified by the robot.

At the beginning of an experiment, every object is assumed to be reachable, and in each trial, the robot walks towards a selected target. A reward is generated if the object can be reached within twelve steps. This distance may be considered the maximum energy or time available to fulfil the task. The threshold is then modified depending on the coherence between the reinforcement signal and the internal prediction that is provided by the network. If the prediction is correct, the threshold VTh remains unchanged. Otherwise, if the robot’s assumption of reachability (or unreachability) is not confirmed during the approach, the threshold VTh is increased (or decreased) by a value ΔVTh so as to hyperpolarize (or depolarize) the output neuron accordingly. As the entity of the threshold variation represents a compromise between the speed of the learning process and the precision required, the learning phase will end as soon as the threshold value reaches a steady state condition.

Further details on the mathematical description of the network and learning process can also be retrieved in Arena et al. (2013a, 2018), where the proposed network was applied to learn the reachability space in roving and walking robots. In applying this control structure to HECTOR, we adopted the same paradigm for the network structure and the learning algorithm. Through acquiring further sensory information from the visual system, body size learning could be extended to include additional capabilities, allowing the robot to estimate not only the distance of an object but also its height and the width through the selection of points of interest (e.g., center of mass, vertex and others). This was exploited in the experimental test of body-size learning, where the size of gates had to be judged depending on the learned body size (Figure 14C). The scenario of the simulated environment is shown in Figure 15A. It consists of four rooms that are connected by gates of different sizes. At the beginning of the learning phase, the robot was placed in one of these rooms and started to evaluate the estimated distance, height and width of the gates through parallax motion. In a sequence of approaches, the robot first chooses a particular gate at random and then tries to traverse it. Depending on the success of the approach, a reward signal is triggered to adapt the threshold VTh of the output neuron accordingly, thereby tuning the internal body-size representation. Traversable passages were placed between two adjacent rooms, while all the other gates were too small to be used. Therefore, the robot was confined to the four rooms (Figure 15A) while allowing for continuous, autonomous learning. Figures 15B,C show a typical walking trajectory of the robot while exploring the environment.


[image: image]

FIGURE 15. Demonstration of body-size learning. (A) The simulation environment consists of four rooms, each one containing three potential passages of different width and height. Each room is 10 × 10 m2, the gates facing outside are too small to be passed (width: 0.6–0.8 m, height: 0.3–0.4 m) whereas the other gates are large enough (width: 1.5–2.4 m, height: 0.7–1.0 m). (B) Trajectory walked by the simulated robot while exploring the environment during the learning phase. During the learning phase, the robot acquires the knowledge needed for the formation of the internal body-size model. (C) Trajectory walked by the robot during the test phase. The body-size model is now used to select and pass the suitable gates while avoiding the others. (D) Distribution of the possible behavioral choices made on the basis of the distance output neuron. When the traveled distance is next to the maximum reachable value (i.e. 12 steps) the robot, as in the biological counterpart, can either try to attempt unsuccessfully or to give up incorrectly. (E) Comparison between the unsuccessful attempts in three simulations, where the HECTOR model was changed by reducing the tibia segment by 10% (red) and 30% (blue).



Since the distance of the robot to the gates varies, the robot opts for different behavioral choices depending on the capabilities of its own body. Figure 15D shows the percentages of selected behaviors depending on the real distance between the robot and the gate. It can be noticed that for low distance values the chosen behavior is an attempt to reach the gate, and the result matches the hypothesis. For distances longer than the reachability threshold, the robot performs a correct give-up (i.e., a change of “interest” in favor of other objects), whereas in the intermediate region, next to the critical distance value, a series of unsuccessful attempts and incorrect give-ups are performed in accord with Drosophila experiments (Krause, 2015; Krause et al., 2019).

When the learning process of the output-neuron threshold converges to a stable solution, the robot can use the learned body-size model in the decision-making process. The robot is now capable of identifying gates that can be reached and traversed without getting stuck in a passage that is too narrow to pass. The trajectory performed by the robot at the end of the learning phase is shown in Figure 15C. After learning, attempts to pass through not traversable gates are absent.

To evaluate how the body-size knowledge is related to the actual robot size, the simulated HECTOR robot was modified by shortening the tibia of each leg, thus reducing the “reachability threshold” for a given number of steps. This was done for both a 10% and 30% length reduction of the tibia. The results are shown in Figure 15E, indicating that each robot learns different body-size models, according to the leg length and the corresponding reachability threshold. The maximum number of unsuccessful attempts differs according to the reachability threshold, such that the distribution peaks of the robots with shortened tibiae occurred at shorter distances. In summary, we could show that a spiking neural network model inspired by the Drosophila central complex can learn the body size of the robot through interaction with the environment, and in particular by comparing self-generated estimates of working range with the actual behavioral performance.




CONCLUSIONS

The sections “Muscles and Compliant Actuation,” “Distributed Proprioception of Posture and Load,” “Ground Contact and Load-Dependent Coordination,” “Spatial Coordination of Limbs and Omnidirectional Agility,” and “Modularity and the Decentralized Coordination of Multiple Limbs” provided an overview of the potential for integration of multiple lines of research on a common robotic research platform for biomimetic motor behavior, ranging from compliant actuation to cognitive functions. It has been proposed in the past that the goal of biomimetic robots is to “take inspiration from biological principles to design robots that match the agility of animals, and to use robots as scientific tools to investigate animal adaptive behavior” (Ijspeert, 2014). Here, we argue that a further, equally important goal is to collate and combine biomimetics research on disparate and conceptually disjunct research areas in the neurosciences and engineering sciences in order to integrate insights and concepts on a common platform. An important step in this direction was initiated with the iCub platform of the Italian Institute of Technology, that was introduced as an open platform for research on cognitive robotics, the role of embodiment for cognitive functions in particular (Metta et al., 2008, 2010). Regarding shared research on robot locomotion, a similarly prominent initiative was centered around the quadruped walking robot LittleDog of the company Boston Dynamics. Much like iCub, LittleDog was used by a number of labs to conduct research on the same platform (Murphy et al., 2010). In both of these cases, the research was mainly focusing on computer science topics in cognitive robotics (in case of iCub) or robust controller software for adaptive locomotion (in case of LittleDog). Arguably, the outcome of these very successful research networks was mainly in engineering (e.g., cognitive robotics, robot control).

In the case of the hexapod walking robot HECTOR, three properties proved to be particularly important for integrative research. The first of these properties is the highly decentralized hardware architecture (Figure 5) that allows to read out and combine a large number of measurements from different clients (“Distributed Proprioception in HECTOR” section). In the examples provided above, these include 18 sensorised actuators with twelve sensor readings per motor (“The Compliant Joint Drives of HECTOR” section), up to three strain sensor clients (“Distributed Proprioception in HECTOR” section) and one multi-taxel foot tip (“Multi-Taxel Touch Sensor for HECTOR Foot” section) per leg. Together with the second property, the room for additional components inside the exoskeleton (see Figure 1D), the decentralized hardware architecture allowed inclusion of a hardware-accelerated vision system (Meyer et al., 2016) or the use of the prothorax segment as a “head unit” hosting a visuo-tactile system. Finally, the availability of a dynamic simulation environment for HECTOR has allowed researchers from different labs to develop and test components while simulating the use of HECTOR’s hardware properties. To this end, we have concentrated on research regarding three overarching topics in biomimetic locomotion: (i) the particular significance of distributed load sensing; (ii) the emergence of gaits from local coordination rules (or constraints); and (iii) the formation and exploitation of internal representations of body posture and size.


Load vs. Posture

Three essential variables need to be controlled in legged locomotion: propulsion, stability and heading. All three of these control variables concern the appropriate acceleration of the center of mass (CoM), which, in turn, implies the generation of appropriate forces and torques causing the desired acceleration. Given the physical limitations of the body and its legs, propulsion, stability and heading can only be maintained through coordinated interaction of the limbs with the substrate. At first sight, monitoring the force/torque distribution across the joints of the limbs, and particularly the interaction forces acting on the feet appears to be the most direct way of controlling CoM accelerations. As yet, the effect of a change in torque at a particular joint drive on the CoM can be predicted only, if: (i) the posture of the limb that contains this particular drive is known; (ii) foot contact is sufficiently firm to transmit forces to the substrate without slip; and (iii) all other legs in ground contact give way appropriately in order not to counteract the intended effect. As a consequence, any controller that is to coordinate the movement of multiple legs during stance has to take account of the current body posture. In HECTOR, the measurement of individual joint torques is possible (“The Compliant Joint Drives of HECTOR” section). The three conditions for estimating effects of single drive torques on the CoM can be met by: (i) joint angle readings from the joint drives (“The Compliant Joint Drives of HECTOR” section) and/or the use of a kinematic internal body model (“Controlling Multiple, Mechanically Coupled Limbs Through a Body Model” section); by (ii) monitoring interaction forces with a multi-taxel foot tip sensor (“Multi-Taxel Touch Sensor for HECTOR Foot” section); and by (iii) monitoring strain forces on leg segments (“Distributed Proprioception in HECTOR” section) and a range of control concepts as discussed in “Omnidirectional Walking in HECTOR” and “Controlling Multiple, Mechanically Coupled Limbs Through a Body Model” sections.

Regarding the various sources of distributed sensory feedback that are available during locomotion, recent findings on freely walking stick insects suggest that load-sensing may be beneficial to monitor load transfer among legs and, thus, to determine the appropriate time for a stance-to-swing transition (Dallmann et al., 2017). Similarly, distributed monitoring of load signals have been used successfully for temporal coordination of multiple legs in robots (e.g., Owaki et al., 2013; Owaki and Ishiguro, 2017). Moreover, the normal and tangential components of the ground reaction force vector as experienced (or measured) by an animal provide an immediate link between stability and propulsion. Accordingly, freely walking stick insects adjust the relative activation of antagonist muscles according to altered load distributions when walking on slopes (Dallmann et al., 2019). Finally, the high spatial resolution of a sensorised foot tip can help to extract detailed contact patterns per foot and potentially serve to judge substrate properties (Borijindakul et al., 2018), thus linking locomotion and near-range exploration (for further discussion of this issue see Dürr et al., 2018).

Despite the multiple potential use of distributed force and load measurements, it remains to be shown whether and how insects integrate these distributed measurements for a global control of CoM acceleration. To date, several experimental results suggest that force/load measurements are mainly used for local control, i.e., for assistance and resistance reflexes at single joints (e.g., Akay et al., 2007; for review, see Zill et al., 2004) and, probably, to support temporal coordination of neighboring legs (Dallmann et al., 2017). Recently, it was shown that postural variables stay remarkably unaffected in stick insects that walk up or down steep slopes, despite the fact that this required substantial adjustment of single-joint torques (Dallmann et al., 2019). This suggests that stick insects tend to adjust muscle force so as to maintain a preferred body posture, rather than to adjust body posture so as to optimize force transfer to the substrate.



Gaits

Unlike in many other walking robots, the gait of HECTOR is not pre-programmed or governed by coupled central oscillators. Instead, the gait emerges from a combination of sensory-motor feedback that regulates limb posture, and/or pairwise coupling of neighboring legs through coordination rules (Cruse, 1990; Cruse et al., 1995). Owing to this approach, a persistent rhythm, i.e., one that characterizes a particular gait, can emerge only once the system enters a steady state. In contrast, transitions in speed, attitude, posture or direction are marked by discontinuities. The most basic types of discontinuity in legged locomotion are the local destabilizing and stabilizing transitions from stance to swing (lift-off) and swing to stance (touch-down), respectively (Dürr et al., 2004). In steady-state locomotion, these step-to-step “local discontinuities” define the overall rhythm or gait. Moreover, they effectively gate the information flow from load and force sensors. This is because strain-sensitive campaniform sensilla afferents of insects fire only if muscle forces are resisted, e.g., during stance (Zill et al., 2012).

In this context, it is important to decide on the function of a swing movement. In the most simple case (and common case in robotics), swing movements are but return strokes of the limb that serve to execute the next stance movement in very much the same way as the preceding one. Essentially, this reduces the control of a swing movement to the inversion of action at every single joint upon lift-off, and a delayed depression in order to re-gain ground contact. In walking insects, however, touch-down locations appear to be under postural control (e.g., Cruse, 1979; Theunissen et al., 2014), and on-going swing movements may be “re-targeted” towards locations detected by the visual (e.g., Niven et al., 2010) or tactile systems (Schütz and Dürr, 2011). Although the latter findings do not concern the stance-to-swing transition, they raise the question as to whether “global discontinuities” such as changes in body inclination or heading could be initiated by swing movements, or need to be initiated during stance. This is not clear because a targeted swing movement and the ensuing altered touch-down location could initiate a new “pulling direction” of the respective leg and, thus, affect the overall acceleration of the CoM during the subsequent stance movement.

In stick insects, the timing of various kinematic parameters suggests that the initiation of visually-induced turning occurs by a change in stance direction of the front legs, both in response to large-field visual cues (Dürr and Ebeling, 2005) and in turning responses towards visual landmarks (Rosano and Webb, 2007). At the same time, the persistent timing of yaw rotation velocity and stance movements of the hind legs during sustained curve walking (Figure 13A) indicates that in turning stick insects the function of the legs may differ between initiating (by front legs) and maintaining rotation (by hind legs). Similar to stick insects, HECTOR translates an intended change of heading into appropriate changes in foot trajectories, either by “global” use of an internal body model that moderates the transitions among the participating legs in stance (Figure 13B), or by “local” use of inverse kinematics (Figure 13C). In both cases, the foot trajectories during stance are terminated depending on postural cues (Figure 12; “Controlling Multiple, Mechanically Coupled Limbs Through a Body Model” section) and/or the combination of various posture and torque measures into a single estimator of unrestrictedness (Figure 11; “Omnidirectional Walking in HECTOR” section). As a consequence, the timing of lift-off very much depends on posture, thus mixing issues of spatial and temporal coordination in the resulting gait.

Therefore, we argue that gaits should be considered a matter of optimality of steady-state locomotion, rather than a matter of control. This view gains support from theoretical considerations of optimal phase shifts in multi-legged locomotion, so as to minimize energy by restraining vertical oscillations of the CoM (Weihmann, 2018). For closed-loop control of locomotion, a fixed gait imposes limitations that are undesirable for locomotion engineering, and probably inefficient for animal locomotion in a variable environment. Accordingly, we propose that gaits should emerge from a control scheme that ensures not only efficient propulsion and stability, but also sufficient adaptiveness in the face of step-to-step changes in body-substrate interaction, and flexibility in the function of particular limbs as behavioral goals change (Dürr et al., 2018). In HECTOR, we achieve this by a combination of de-centralized control and loose, pairwise coupling among limbs through coordination rules and/or the inclusion of internal spatial representations.



Multiple Spatial Representations

In this study, three kinds of internal spatial representations were considered. Perhaps the most simple form concerned postural mappings between neighboring limbs (“Spatial Coordination of Limbs in Insects” section). This pairwise mapping was originally proposed to model spatial targeting of touch-down locations in ipsilateral pairs of legs by (Dean, 1990), and introduced into the de-centralized walking controller Walknet (Cruse et al., 1995). Such mappings may serve as a distributed representation of the “space within reach” for at least two limbs. The corresponding pairwise posture mappings do not encode spatial information as such, but may serve to transfer spatial contact information to a neighboring limb in a behaviorally relevant manner. As a result, each posture mapping defines an affordance volume (Figure 9) within which a receiver leg can exploit the prior experience of a sender leg (Dürr and Schilling, 2018).

An extension of this approach implements a recurrent neural network to combine postural information about all limbs for the coordination of legs in stance. This was originally proposed by Kindermann and Cruse (2002) and later formulated in a more versatile form by Schilling (2011). The architecture of so-called MMC networks incorporates the geometric constraints of many joint positions in a redundant manner, and converges on solutions that meet these constraints, given a nearly arbitrary set of sensory inputs (see “Controlling Multiple, Mechanically Coupled Limbs Through a Body Model” section). The MMC architecture is not grounded on particular properties of physiological neural networks, except that it uses distributed proprioceptive input and implements recurrent neural connections. A possible neurobiological interpretation of its ability to coordinate the kinematics of parallel closed kinematic chains is that recurrent neural networks with rich proprioceptive input and appropriate connectivity may converge on stable states that should be considered an internal representation of body posture.

Finally, a spiking neural network was proposed that can exploit the consequences of own body actions to form an internal representation of body size (“Internal Models for Body-Size Learning” section). The model takes inspiration from findings on the central complex of the fruit fly Drosophila melanogaster (Strauss, 2002; Krause et al., 2019). So far, it is the only part of the described HECTOR project that is devoted to online learning. In essence, it deals with the problem that any internal spatial representation needs to be calibrated to the overall body size or limb proportions (for example, a simulated HECTOR with shorter or longer legs; Figure 15D). In more general terms, whenever body morphology changes during life-time, or cannot be known at a time suitable for pre-programming, there will always be the need to scale internal mappings.



Integrative Biomimetics

As most other biomimetic robots, HECTOR is not a scaled hardware model of any particular animal species, despite the fact that its original design was inspired by thorax and leg proportions of a stick insect (Figure 1). As outlined in all sections above, the technical issues tackled have their counterparts in experimental neuroscience, despite the fact that none of the implementations on HECTOR come even close to being a one-to-one model of the biological counterpart. The proposed solutions are thus conceptual models that reflect system properties of their biological counterpart rather than their physiological implementation. With regard to integration of different lines of research, we find that it can be advantageous to combine conceptual models because individual subsystems do not have to be adjusted to the particular implementations of other subsystems, as long as they can be interfaced. In relation to Marr’s three levels of analysis (Marr and Poggio, 1976), this loosely corresponds to an integration at the algorithmic level.

Moreover, the different methodologies that were applied in the neurobiological experiments conducted in conjunction with this article (e.g., reflex circuits in Figure 3, ground reaction forces in Figure 6, muscle activity in Figure 8, behavioral physiology of unrestrained locomotion in Figure 9, and neurogenetics of higher-order motor behavior in Figure 14) are paralleled by equally different methodologies in the engineering developments (e.g., mechatronics in Figure 2; sensor technology in Figure 7, modeling of recurrent neural networks in Figure 12, and of spiking neural networks in Figure 14). Since all of these methodologies—both in neuroscience and in engineering—require very different and potentially disjunct areas of expertise, we believe that it not only takes collaborative effort of different research labs to bring these areas of expertise together but that it is absolutely essential to have a common research integration platform like HECTOR and a corresponding dynamic simulation environment to do so.
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Locusts are a kind of agile insects that can move and maneuver so efficiently in the unstructured terrain and complex environment. This marvel survivability of locusts benefits from their flying-jumping multi-modal locomotion. But until recently, the main influences of the locomotion performance are still a controversial and unknown issue. In this paper, the idea of hybrid inspired method that combines biologically inspired robot with robot inspired biology was proposed to explore the principle of flying-jumping locomotion of locusts. Firstly, we analyzed the influence of leg burrs and flapping wings on the jumping performance by the biological experiments. Nevertheless, individual heterogeneity and uncontrollability of locusts result in the unconvincing results of biological experiments. Therefore, according to the thought of robotics-inspired biology, we proposed and built a locust-inspired robot with flying-jumping locomotion via the principle of metamorphic mechanism based on the biological-inspired robot. Lastly, the preliminary robotic experiments were carried out to validate our thought that the flapping wings and leg burrs of locust have a great influence on the jumping performance. This robotics-inspired biology method remedied the shortcomings of biological experiments through the consistency and controllability of the robot experiments. Meanwhile, through the hybrid inspired research, the results show both the leg burrs and flapping wings can help the locust jump longer and improve the stability by adjusting the landing attitude to some extent, while the biological experiments dedicate that the locust with leg burrs and wings have the self-stability ability.
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INTRODUCTION

The inspiration of biology as a well-known method has led to the design of biologically inspired robots (Meyer and Guillot, 2008). This category robots are also commonly called bioinspired robots (Iida and Ijspeert, 2016). Many bioinspired robots are inspired by the locomotion of animals to move and manipulate so effectively in their environment (Lu et al., 2018). But until recently, the main influences of determining the locomotion performance of different animals in different complex environments are still a controversial and unknown issue (Peyré-Tartaruga and Coertjens, 2018). The conventional method by biological experiments is the mainstream of exploring the locomotion principle of animals. The challenges of biological experiments are to snapshot the focused locomotion state and keep the repeatability of experiments. However, because of the individual heterogeneity and uncontrollability of animals, the biological experiments result in the irregular, or unconvincing results. Therefore, the robot experiments are serving as an advanced replacement for the biological system to explore and discover the principles or mechanisms behind the biology (Karásek et al., 2018). This method of providing new scientific knowledge for biology is named as robot inspired biology (Gravish and Lauder, 2018). Biologically inspired robot and robot inspired biology are the cross-disciplinary research frontiers of engineers and scientists in the future of robotic and biological locomotion research (Romano et al., 2019).

In this paper, the idea of hybrid inspired research that combines biologically inspired robot with robot inspired biology was proposed and adopted to explore the principle of locust flying-jumping locomotion. According to the idea of the biologically inspired robot, we conducted the biological experiments for initially exploring the flying-jumping locomotion of locusts. Such biological experiment provides the idea for developing one locust-inspired flying-jumping robot. According to the idea of the robot inspired biology, we explored the influence of leg burrs, and flapping wings on the jumping performance by robot experiments. In the following parts, we first reviewed the state of arts of locust flying-jumping locomotion research from both locust biology aspect and locust-inspired robot aspect before we continue our hybrid inspired research.

From the biological perspective of locusts, it is well-known that the locusts are a kind of agile insects capable of performing multi-modal locomotion with both flying and jumping to efficiently navigate in the unstructured terrain and complex environment (Zaitsev et al., 2015). On the one hand, locusts take the typical jumping locomotion as the main physical strategy to travel rapidly on the ground and manipulate different obstacles. Benefiting from the long hind legs with enlarged femora, locusts have a greater mass of extensor tibiae muscles and have a long stretching distance for acceleration. On the other hand, because of the long period of biological evolution, locusts have evolved the jump to launch into flight, and the flying locomotion with wings is a means of rapid escape. The research about the jumping behavior and adopt a catapult mechanism (Burrows, 2016), in which of the hind legs contract to store energy in distortions of the exoskeleton, and then suddenly release the energy to power the hind legs' rapid movement. This flying-jumping locomotion has the advantage of overcoming large obstacles in unstructured terrains comparing with the other wheeled and crawling locomotion. And because of that, the jumping locomotion via the locust biological experiment has been studied for several decades, starting from the 1970s with some distinguished work (Camhi, 1970; Bennet-Clark, 1975; Heitler and Burrows, 1977). In recent years, Chen et al. (2015) examined the mechanism of air posture adjustment of locusts and declared that the wings and abdomen are mainly utilized for air posture adjustment. Mo et al. (2019) studied the influence of substrate roughness on the jumping performance and claimed that there was no significant relation between ground roughness and jumping success. In order to improve the accuracy and efficiency of biological experiments, Zhou et al. (2019) developed a jumping locomotion detection system named JumpDetector with automatic trajectory tracking and behavior analysis to evaluate the endurance jumping of locusts.

Despite decades of study, little is known about how leg burrs and flapping wings influent the jumping performance. However, in nature, the complexity of leg burrs and flapping wings interaction with the ground and air often rivals or even exceeds that of theoretical analysis. But an advanced understanding of leg-wing interaction and flying-jumping locomotion in complex terrain is relatively lacking. To overcome this challenge, we firstly performed the flying-jumping locomotion studies of how the locomotion performance depends on leg burrs, flying wing, and leg morphology.

In the aspect of the research of locust-inspired robot, multi-modal locomotion robotic systems are new concepts of bio-inspired robotics with two or more of locomotion (Low et al., 2015; Mintchev and Floreano, 2016). Such bio-inspired robotic systems may lack direct connectivity to their biological counterparts, but are useful for understanding the principles of mechanical design and control as well as for understanding the principles behind the biology. In the recent years, there are some proposed robots with the flying-jumping multi-modal locomotion (Fukuda et al., 2012). Inspired by the flying and jumping behaviors of the desert locust, Beck et al. (2017) recently developed a miniature jumping robot with spreading wings and a tail to assistant jump over 1.7 m. Woodward and Metin (2014) and Woodward (2017) built a biologically inspired jumping-gliding robot, named as Multi-bat, whose mass is only 100 g. This robot has two four-bar mechanisms flapping wings which can make the robot jump over meters. In order to increase the jump gliding distance and reduce the landing impact energy, Kovac et al. (2008); Kovač et al. (2011) designed a jump gliding mechanism and installed it on the small locust jumping robot. Li et al. (2012) improved the previously developed jumping robot Grillo (Scarfogliero and Stefanini, 2006), added the wings to increase the jumping distance and hovering time, and the tail swinging from left to right can adjust the gliding direction. Chen et al. (2015) designed an air attitude adjustment system for a locust-inspired robot through the asymmetric movement of wings to verify the mechanism of attitude adjustment. It proved that locusts adjust their attitude in the air through the asymmetric movement of their wings.

The current research mainly designed the static wings on the basis of jumping robot to enhance the stability during the takeoff, flight, and landing. However, the static wing can only increase the gliding distance but not provide enough lift force. Zhang et al. (2017) proposed a multi-modal locomotion robot with jumping-flapping locomotion to study the feasibility of jumping aided takeoff, but it is only a conceptual design. Therefore, it is necessary to add flapping-wing on the basis of jumping locomotion, and to develop a locust-inspired robot with flying-jumping multi-modal locomotion, therefore the robot can use the jumping motion to take off the ground, and use the flapping wings to fly after taking off, then it can flap wings slowly to buffer the impact when landing. In nature, there are many insects that have similar locomotion modes like this. The locust is one of the insects that have both the flying and jumping locomotion. However, the influence of locust's leg burrs and flapping wings on jumping performance, the factors affecting the jumping performance and how the factors affect the jumping performance of locusts are still unknown. So, inspired by the locomotion of locusts, we built a flying-jumping bioinspired robot. We validated the deduction drawn from the biological experiment upon locusts by the robot prototype based on the idea of robotics-inspired biology.

Our contribution in this paper is to bridge this gap by the method of hybrid inspired research to discover the influence factors of locomotion performance, and use biological experiments and robot experiments to better understand biological movement and advance robotic mobility in the real world. On the aspect of biological experiments, we studied the animals' biology and locomotion behavior that influences the flying-jumping performance through some unique leg and/or wing surgeries for living locusts. On the aspect of robot physical experiment, we inspired from the locomotion of locusts to design and build new locust-inspired robots with the improved locomotor capabilities. Based on the locomotion mechanism of the locust legs coupled with its wings, the jumping mechanism and the flying mechanism were, respectively, designed and analyzed using the abundant force and trajectory characteristics of the gear-bar mechanism. Combined with the principles of metamorphic mechanism, the flying-jumping mechanism was designed by coupling the flapping-wing mechanism with the jump mechanism. We used robots as physical models to test hypotheses of the flying-jumping locomotion. These robots enable control and variation of influent parameters and allow precise, repeatable, and systematic experiments. The use of bio-inspired robots as physical models, rather than locust animals, provides a few advantages in studying the complex locomotion: (a) Biological experiments on locust animals can disrupt their lives and raise ethical questions, involving caging them and, if necessary, manipulating, or operating on them. (b) Biological experiments with animals vary from one individual to another and from one trial to another, and thus generate data with large variability, while robots are simpler than animals, with fewer degrees of freedom and more well-defined morphology and kinematics. Robots are much more repeatable. (c) Robots can often be modified more easily and allow easier parameter variation, whereas animals can be hard to modify without affecting their behavior.

This paper is arranged as follows. In section Locomotion Principle From Biological Experiments, we firstly investigated the influences of both the leg burrs and flapping wings on jumping performance by biological experiments, and then we made some biological deductions based on the biological experiment results. In section Design of Locust-Inspired Robot, we proposed one locust-inspired robot, which has flapping and jumping multi-modal locomotion based on the principles of the metamorphic mechanism. By the thought of robot inspired biology, we carried out the preliminary experiments to validate our thought that the flapping wings and leg burrs of locust have a great influence on the jumping performance.



LOCOMOTION PRINCIPLE FROM BIOLOGICAL EXPERIMENTS

Biological experiments on the characteristic and locomotion of locusts can accurately grasp the structural parameters and flying-jumping locomotion. The coupling principle of leg burrs, leg bounce, and flapping wings is the main factor that affects jumping performance. Therefore, exploring the mechanism between the leg and the flapping-wing are of great significance for the study of locomotion performance. In this section, the possible influencing factors, such as the number of leg burrs, the bounce legs, and the flapping-wing on the jumping performance are observed experimentally, and the mathematical model is used to calculate the influence on the jumping performance, to find out the factors affecting the jumping performance of the locusts, and to reveal the locust legs. The mechanism of motion coupled with the wing provides a theoretical basis for the study of robots with flying-jumping locomotion.

The mechanism of bionic locomotion is the basis and key point of research on the flying-jumping locomotion of locusts. From the perspective of biophysical structure, it is the inevitable trend of structural bionics. Based on the enlightenment from biological take-off, flight, and landing behavior, we explore the factors affecting the jumping performance of locusts and reveal the mechanism of stability affecting the takeoff, flight, and landing of locusts.

In order to study the influence of leg burrs and flapping wings of locusts on jumping performance, we conducted some biological experiments using one kind of wild east Asian migratory locusts living in China and analyzed their jumping and flying behavior. By observing the influence of the number of burrs in the legs, the flapping wings and the coupling of leg bouncing and flapping motion on the jumping performance, we try to find out the main factors that affect the jumping performance and reveal the mechanism of the coupling movement between the legs and wings.


Experimental Procedures of Locomotion

As shown in Figure 1A, the body structure diagram of locust consists of five parts, which are the head, the thorax, the abdomen, the wings, and the legs. Six legs are symmetrically distributed on both sides of the central axis of the body, which are two forelegs, two middle legs, and two hind legs. As shown in Figure 1B, the hind legs with many leg burrs are thicker and stronger than the forelegs and middle legs, which is good for the jump. Compared with the strong hind leg to promote the force, the forelegs and the middle legs are mainly used for crawling to provide the support force and the ground cushioning. The structure of flapping wings includes the forewings and hind wings, in which the leather of forewings is covered on the hind wings when not flying. The forewings, also known as the tegmina, have the tough wing veins and cover on the back of the body during crawling and protects the hind wing. When flying, the forewings can increase the contact area with air and increase the lift. The wing chord of hind wings is longer than the forewings. The texture of hind wings is soft and easy to deform. The hind wing, with film-like leather driven by the chest muscles, can be folded and shrunk.


[image: Figure 1]
FIGURE 1. The morphological characteristics of locusts (A) the body structure of locust consisting the head, chest, abdomen, wings, and legs; (B) flapping-wing and leg structure of locust.


The possible influencing factors, such as the number of leg burrs, the bounce legs, and the flapping-wing on the jumping performance are observed by experiments. The whole jumping performance of locusts is captured by cameras. The influences of different wing lengths and the number of leg burrs on the jumping performance are observed and analyzed. The biological experiment consists of the following five steps, namely, preparation, treatment, recovery, testing, and post-processing.


Preparation

In the preparation step, as shown in Figure 2A, in order to eliminate the influence of individual differences in biological experiments, we chose east Asian migratory locusts with similar body parameters (4~5 cm body length), strong physique and complete limbs. The candidate locusts were feed with enough food and reared at a cuboid glass container with about 22 W light and 30 ± 2°C temperature.


[image: Figure 2]
FIGURE 2. Biological experiments (A) experimental setup; (B) group of different treatments for flapping wings and leg burrs.




Treatment

In order to study the effect of leg burrs and flapping wings on jumping performance, we conducted some treatments for the candidate locusts. This is probably the most delicate experimental process step by manual. We must manually operate the candidate locusts to the leg burrs and/or flapping wings. As shown in Figure 2B, we carried out the different operations for both flapping wings and leg burrs, respectively. For the treatment of the wings, we divided them into three groups; (a) normal locusts without any treatment for flapping wings; (b) the locusts with half of the wings being cut off; and (c) the locusts without wings. Similarly, we conducted some treatments for leg burrs under the same external conditions. We obtained three candidate groups; (a) locusts with the complete leg burrs and without any treatment; (b) locusts with some leg burrs being cut off; and (c) locusts with all burrs being cut off. The experiment conditions and experiment environment are the same as those in the wings experiment. After the treatment, seven groups of candidates were obtained and denoted by the connection lines shown as Figure 2B.



Recovery

Because the treatments for candidate locusts will more or less affect their behavior, it is hard to make the locusts we chose to perform equally without variability. As a result, we made the following efforts to make the experiment data more authentic. In order to make the locust in each group have the unique variable, we let the locusts have enough rest and enough time to recover after operation treatment such as cutting off the leg burrs and/or wings. During the period of resting and recovering, we fed them with the equal amount of food, and make them live in the appropriate environment to keep them in a well-health condition and reduce the influences of irrelevant variables and inconsistent condition.



Testing

In the experiment, we use the high-speed camera to record the motion trajectory. Meanwhile, we use the scale as a background to calculate jumping height and distance directly. In order to obtain more accurate experiment data, we tried our best to shorten the duration of the experiment. We also add a group of locusts that jump on the oily ground as a contrast, in which the locusts only slipped on the ground and couldn't perform any jumping. In order to reduce accidental error, we let the locusts in each group perform 10 times jumps and recorded the average value of the jumping height and the jumping length in each group.



Post-processing

The video files were input into MATLAB software, and the jumping performance of different groups was recorded. The locomotion parameters of the jumping behavior were analyzed on the basis of the experiment data.




Result Analysis of Biological Experiments

From the experiments, we found that the locust stores energy slowly and releases energy quickly through the structure of hind legs to jump and then fly by the flapping wings. There are four phases in its jumping process: leg contraction phase, take-off phase, flight phase, and landing phase. The first phase is to adjust the body posture by forelegs and middle legs, meanwhile, the hind legs constrict to store energy. Then the energy is released quickly in the take-off phase, phase to make the body take off the ground. In the third phase, the body moves forward through wing flapping motion. Then in the last phase locusts use slowly flapping motion to provide some lift and jump buffer of leg joints to reduce the contact impact force between leg and ground. Meanwhile, locusts use the leg burrs on tibia legs and appendages to increase the friction force between legs and ground, to prevent the tipping, slipping, or the rebounding that causes them bouncing off the ground when they are landing. The jumping and flying locomotion is mainly related to hind legs and wings, so we analyzed the leg burrs and wing integrity. By observing the effect of the number of leg burrs, the wing integrity, and the coupling of leg bouncing and wing-flapping motion on the jumping performance, we try to find out the factors that affect the jumping performance and reveal the mechanism of the coupling movement between the legs and wings.

In the leg contraction phase, as shown in Figure 3 the force expression of the locust model is shown in the following equation:

[image: image]

where F is the force from the ground. The subscript i and j of F express the 1st leg, 2nd leg, and 3rd leg (foreleg, middle leg and hind leg, respectively). The subscript x, y, and z of F denote the component forces along the x axis, y axis, and z axis. The subscripts r and l of F denote the right leg and the left leg. The x and y are the position of the center of mass (CoM) of the locust.


[image: Figure 3]
FIGURE 3. Schematic diagram of locust jumping model. (A) Leg contraction phase; (B) the take-off phase.


We assume the forces from the right leg and the left leg are equal. At the same time, the force on the hind leg is much larger than that of foreleg and middle leg.

[image: image]

when analyzing the take-off phase of locusts, the forces acting on the front and middle legs can be ignored. The Equation (1) can be simplified as:

[image: image]

The force F3yr is provided by the ground along the coordinate axis y. When the leg of the locust and the ground do not slip, the force F3yr multiplied by the friction factor is the maximum static friction force. Therefore, when the force in the x direction is less than or equal to the maximum static friction force, the leg of locusts does not slip. Then we obtained the following conditions.

[image: image]

It is known that the friction factor between the ground and the legs of locusts affects the jumping performance of locusts. Therefore, the number of leg burrs of locust affects its jumping performance. The more the number, the better the jumping performance. When the number of leg burrs of locusts is relatively small, the friction between the ground and the legs of locusts is not enough to meet the acceleration condition of the body of locusts. At this time, the legs of locusts will slip to a certain extent, which will affect the jumping stability and jumping performance of locusts.

In the flight phase, the corresponding mathematical model was set up to analyze the influence of different flapping wings on the jumping performance of locusts. According to the work from Oertel (2010), we obtained the following equation:

[image: image]

where Cs is the lift coefficient; ρkis the air density; wing parameters Sc and rs are the area of the wing and the distance length from the point to wing root; θ(t) is the flapping angular velocity of flapping wings. According to the formula (5), it can be concluded that when air density ρk, lift coefficient Cs and wing flapping angular velocity θ(t) remain unchanged, the distance rs from a certain point on the wing to the wing root and the area Sc of the wing decrease, which will lead to the decrease of lift provided by the insect flapping wing. It can be seen that after we clipped part of its wings, not only the area of the wings Sc decreased, but also the rs decreased, then the lift provided by air to the locust wings would decrease, affecting the jumping height and distance. When the locust has no wings, that is, the area of the wings Sc and the rs are both zero. At this time, the locust has no lift, but only the ground force when jumping, so the jumping height, and distance are greatly reduced.

According to the experimental data, we analyzed the jumping performance of the above seven groups. We calculated the mean value and standard deviation of the jumping height and jumping distance with 10 times jump of each group. Through analyzing the results described in Figure 4, we found that the jumping height and the jumping distance of locusts with complete leg burrs were reduced to some extent after the part of leg burrs were cut off, and the jump height and the jump distance were further reduced when all of the leg burrs were cut off. Therefore, it is thought that under certain ground conditions, the number of leg burrs affects the jumping performance. The more the number of leg burrs, the better the jumping performance. When the number of leg burrs in is relatively small, the friction between the ground and the legs of locusts is not enough to satisfy the acceleration conditions of pushing locusts' bodies. At this time, locusts will slip on the ground to a certain extent, which will affect the stability and jumping performance of locusts.


[image: Figure 4]
FIGURE 4. The influence of leg burs and wings on jumping performance (n stands for the group of locusts with normal leg burrs and normal wings; h stands for the group of locusts with half-leg burrs cut off and normal wings; a stands for the group of locusts without leg burrs and with normal wings; hw stands for the group of locusts without leg burrs and with half wings; aw stands for the group of locusts without leg burrs and without wings; hy stands for the group of locusts with all leg burrs and half wings; ay stands for the group of locusts with all leg burrs and without wings).


Under the same number of leg burrs, we compared the results of wingless locusts with that of half-wing locusts, their jumping height and jumping distance decreased significantly. Compared with the complete-wing locust, the jumping height, and jumping distance of the half-wing locusts also decreased to a certain extent. Under the same wing length parameter, the jump height and jump distance of locusts without leg burrs are reduced to some extent. We compared the locusts without leg burrs to the locusts with complete leg burrs. So, we deduce that the flapping-wing movement of locusts also has a certain impact on jumping height and distance. Flapping-wing can help locusts improve jumping distance and jumping height.

Because biological experiments with animals vary from one individual to another and from one trial to another, and thus generate data with large variability, the jumping height, and distance values of locusts are generally different. The deviation of dispersion degree directly expressed by standard deviation is unreasonable. Therefore, the concept of coefficient of variation is introduced to represent the dispersion degree between different groups, so as to eliminate the influence of measurement scale and dimension on the measurement results. For this paper, the greater the value of the coefficient of variation, the worse the jumping stability. The coefficient of variation can be expressed as:
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where SD is the sample standard deviation; MN is the sample mean.

As shown in Figure 5, the variation coefficient of jumping height and distance with different groups are different. The quantity of leg burr affects the CV of jump performance. The large value of the coefficient of variation indicates the instability of jumping. After comparing the value of CV, the results show the leg burr complete locust burr-free cut off part of the leg burr legs locusts with jumping height and distance of the coefficient of variation in turn increase, so the leg burrs affect stability, on the leg burr, the less the jump data dispersion degree that the greater the stability of the worse. Nevertheless, these factors include the following factors:

(1) Individual heterogeneity results in the unconvincing experimental results. While animals vary from one individual to another and from one trial to another and thus generate data with large variability.

(2) External stimulus is different and uncontrollable for locusts. Giving the same stimulus, the locusts may feel different incentives or they may be immune to stimuli over a long experimental period of time.

(3) Surgery has different effects on individuals. The effect of the operation surgery for different locust is more or less different because of the operator and locust itself.


[image: Figure 5]
FIGURE 5. The variation coefficient of jumping performance.





DESIGN OF LOCUST-INSPIRED ROBOT

In the previous section, we carried out biological experiments and analyzed biological morphology and jumping performance. We preliminarily determined that the leg burrs and flapping wings of locusts have great influence on the jumping performance of living locusts. However, individual heterogeneity and uncontrollability of locusts resulted in the unconvincing experimental results. In this section, we proposed one robot prototype with flying, and jumping locomotion inspired by the locusts. This prototype has both flying and jumping locomotion based on metamorphic mechanism and lays a foundation for the study of robot inspired biology. In order to validate the deductions observed in the biological experiments and to remedy the shortcomings of biological experiments, we carried out some robot experiments for its consistency and controllability.


Jumping Mechanism

Inspired by the jumping structure of locust hind legs, we selected the torsion spring as the energy storage element to mimic the muscle of locusts. And the rope was selected to act as a tendon in the locust's legs. As shown in Figure 6, the mechanism proposed in this paper has the advantage in torque output. Specifically, a natural lever ratio can be obtained through the rotating shaft and the radius of the rope pulley, which results in the increase of the torque. The transmission ratio between the torsion spring and the rope pulley can be expressed as follow:

[image: image]

where lt is the length of the tibia, R is the radius of the pulley, θs is the angle between lt and lf. The actual transmission ratio is between 1/5 and 1/10, which increases the pulley's torque by 5–10 times. At the beginning of energy storage stage, the pulling force required is the smallest while θs is the largest. At this time, K is the largest (about 1/5), and the minimum gained multiple is obtained. At the moment before the end of the energy storage stage, the pulling force required is the largest while the θs is the smallest. It is known that K is the smallest (about 1/10), and the maximum gained multiple is obtained. In the process of energy storage stage, the pull force and the gained multiple are both increasing. Therefore, the minimum output torque of the motor can minimize to the greatest extent.


[image: Figure 6]
FIGURE 6. Jumping mechanism. lt is the length of tibial leg, lf is the length of the femoral leg, R is the effective radius of the pulley, and θs is the angle between lt and lf.


Another advantage of this design is that the torsion spring can reach a relatively large deformation angle about 100 degrees, which is more similar to the natural energy storage angle of the locust compared with other jumping robots. The gear system is driven by the motor, for the gear system can reduce the consumption of the motor and increase the output torque. Then the gear system drives the rope pulley to pull the rope and drive the rear leg to rotate. At the same time, torsion spring will be reversed and stores energy.

The motor is fixed on the central frame, and 6th gear is fixed coaxially with the rope pulley. The motor transmits the torque to the rope pulley through the speed-reduction gear system. One end of the rope is connected to the rope pulley, and the other end is connected to the 4th hole of the frame passing the movable pulley on the connecting rod which is at the end of the rear leg. And we made the rope 12 parallel to the rope 34. Because the movable pulley is installed on the connecting rod at the end of the hind leg, when the rope pulls the pulley, a torsion spring is given to the movable pulley through the connecting rod, which leads to saving half of the motor's force. According to the description of locusts' biological characteristics and the parameters of their limbs in chapter two, it can be seen that locust's femoral leg is almost as long as the tibial leg. So, we made lf = lt in the jumping mechanism we design. And in order to improve the stability of the robot, a parallelogram mechanism is used to synchronize the front support leg and the rear support leg. This design method can further rise the barycentre of the robot.

As shown in Figure 7, when the energy storage stage begins, the main driving motor transmits the rotational motion to the pulley through the speed-reduction gear system. And the rope pulley drives the rope to shrink with the jumping leg rotating clockwise. When the torsion angle of the torsion spring is close to 100 degrees, the linear motor drives the axle sleeve to move downward. Resulting in 6th gear and 5th gear separate from each other instantly. At the same time, the linear motor stops operating.


[image: Figure 7]
FIGURE 7. Jumping and metamorphic mechanism. (A) Energy storage state. (B) Trigger state.


Figure 7B is the trigger state. Because 6th gear suddenly loses meshing force, the rope wounded on the pulley will release rapidly under the force of torsional spring, then the jumping leg swings back quickly, and the robot will accelerate to complete the jumping motion. When the robot has landed on the land and is going to operate the next jump, the linear motor starts again and runs in another direction. Under the force of 1st pressure spring and 2nd pressure spring, 6th gear moves upward and meshes 5th gear again. Then torsion spring will store energy again to prepare for the next jump.



Flying Mechanism

The flapping mechanism we designed consists of two parts: biomimetic wings and driving mechanism. In consideration of the abundant motion and force transformation characteristics of the gear and connecting rod mechanism, we designed a pair of the symmetrical four-bar mechanism driving the wing support rod. The carbon fiber rod is inserted on the wing support rocker, and the wing is installed on the carbon fiber rod. When the wings begin to flap, the aerodynamic force produced by flapping up and down is unequal, so we designed the wings to flap up and down at a different speed. The mechanism is designed with quick return characteristic to make the flapping wing shoot up slowly and down rapidly. The flapping mechanism is shown in Figure 8. One end of the right connecting rod is connected with the 8th gear, the other end is connected with the swing rod. And both ends of the right connecting rod can rotate around the center of rotation, and the swing lever can rotate around the point O on the frame. The wing is mounted symmetrically on the left and right swing rods and the movements of the wings are the same.


[image: Figure 8]
FIGURE 8. Flapping mechanism (A) overall layout of the flying mechanism; (B) the principle of gear-bar flying mechanisms; (C) 3D model of the flying mechanism.




Metamorphic Mechanism and Coupling Mechanism

The metamorphic mechanism can transform the mechanism from one mechanism to another instantly, and the number of effective components or degrees of freedom will change. In order to design a robotic mechanism with the characteristics of instantaneous energy release from legs, the fixed posture of legs and wing flapping motion during the flight, we designed a metamorphic mechanism which can let the components merge and separate instantaneously. And we chose the rope to realize the instantaneous merger and separation between 5th gear and 6th gear. We also added a coupling module to couple the bionic jumping mechanism with the bionic flapping mechanism based on the aforementioned bionic jumping and flapping mechanism. For the linear motion characteristic of the linear motor, we used it to control the coupling between the jumping mechanism and the flapping wing mechanism.

From the coupling picture of gear system shown in Figure 7, it can be seen that the main drive motor, 1st gear and 2nd gear are shared through the metamorphic mechanism. 7th gear meshes with 8th gear, and the symmetrically distributed 8th gear and 9th gear drives the wings to flapping motion. 3rd gear on the other side transfers the torque to the pulley, which drives the leg to store and release energy, and realizes the coupling of jumping and flapping motion by a single main motor. In this paper, the pressure spring with both the characteristics of rigidity and flexibility is chosen for the coupling mechanism. The rigidity characteristic is used to provide 6th gear with support force and the flexibility characteristic is used to let 6th gear separate from 5th gear under the traction of the liner motor. In order to ensure that rope pulley can reverse under the spring force after 6th gear and 5th gear is separated from each other; we installed a sleeve with clearance fit between rope pulley and 6th gear. This sleeve not only plays an accurate positioning role, but also can quickly reverse under torsional spring force when being pulled.

Figure 7A shows the combined state of the metamorphic mechanism, that is, the combined meshing state of 5th gear and 6th gear. Figure 7B shows the separation state of the metamorphic mechanism, that is, the demeshing state of 5th gear and 6th gear, and the robot completes the jumping process.




ROBOTICS-INSPIRED BIOLOGY

In this section, we built the robot prototype with flying-jumping locomotion inspired by the locusts. Based on the idea of robotics-inspired biology, we carried out some preliminary experiments to validate the influence of leg burrs and flapping wings on the jumping performance, which remedied the shortcomings of the inconsistency, and uncontrollability in the biological experiments. Through the jumping test with the different number of leg burrs and the experiment with the static and flapping wing states, the effects of leg burrs and flapping wings on the jumping performance are revealed.


Prototype of Locust Inspired Robot

The robot prototype shown in Figure 9 was produced by the 3D printer, consisting of the gear-rod mechanism, gear transmission system, metamorphic mechanism, energy storage, and release mechanism. In order to make the robot achieve the best jumping performance, the weight of the robot should be as light as possible. The material we chose is presented in Table 1. We chose one hollow cup 820 DC motor with quite strong magnetic force and large torsion for aeromodelling which can achieve the non-load speed of 5,000 r/min with 3.7 V voltage and 0.1 A current.


[image: Figure 9]
FIGURE 9. Prototype of bioinspired flying-jumping robot.



Table 1. Materials and their density g/cm3.

[image: Table 1]



The Workflow of the Prototype

Figure 10 is the experiment platform. Similar to the locomotion mode of the locusts, the designed robot has four stages in its flying-jumping process. The motion sequences of flying-jumping locomotion with the proposed bioinspired robot. Figure 11 is the motion sequences of flying-jumping locomotion with the proposed bioinspired robot. The first stage is called the jumping preparing stage. Firstly, the main motor begins to run, and the rope pulley is driven to rotate by the gear transmission system to wound the rope around the rope pulley. Then the tibia leg is driven by the rope to gradually approach the external frame. At the same, the torsion spring generates the torsion angle to store the energy needed for jumping. In this stage, the flapping wing mechanism flaps slowly. The second stage is called the jumping stage. In this stage the torsion angle of the torsion spring reaches 100 degrees, then the linear motor starts to run to separate the two gears from meshing, and the rope wound on the pulley is released instantaneously under the force of the torsion spring force, which makes the robot jump off the ground instantaneously. The third stage is called the flying stage. In this stage the linear motor stops running and keeps the gears five and six out of mesh to prevent legs from swinging, at the same time, the wings flap quickly to provide lift force. The fourth stage is called the landing stage. In this stage, the rotating speed of the main motor is reduced, with the wings flapping slowly. And the deformation of torsion spring absorbs the impact energy when touching the ground.


[image: Figure 10]
FIGURE 10. The experiment platform.



[image: Figure 11]
FIGURE 11. The motion sequences of flying-jumping locomotion with the proposed bioinspired robot.




Experimental Verification

In this section, we have carried out experiments to validate the influence of leg burrs and flapping-wing on jumping performance. We also compared the data that we got from the experiments on the prototype with the data of the biological experiments.

In the experiment on the influence of leg burrs on jumping performance, we removed the wings and conducted two groups of experiments. The robot in the first group jumps with burrs stuck to the foot and the robot in the second group jumps without burrs on its foot. The average value of the jumping performance in each group is presented in Figure 12. We can find that the maximum jumping height of the prototype without burrs is 330 mm; the longest jumping distance is 335 mm; the jumping height is about 3.1 times of the body length and the distance is about 3.1 times. The maximum jumping height of the prototype with burrs is 392 mm; the longest jumping distance is 305 mm; the jumping height is about 3.8 times of the body and the distance is about 3.2 times. It can be seen that leg burrs can increase jumping distance, jumping height, and jumping stability, which is consistent with the previous deduction derived from the biological experiment on the locusts.


[image: Figure 12]
FIGURE 12. Jumping performance of locust bioinspired robot (A) jumping height (B) jumping distance Haw stands for the average jumping height with burrs and without wings; Hww stands for the average jumping height without burrs and wings; Hsw stands for the average jumping height with burrs and with static wings; Hfw stands for the average jumping height with burrs and flapping-wings; Daw stands for the average jumping distance with burrs and without wings; Dww stands for the average jumping distance without burrs and wings; Dsw stands for the average jumping distance with burrs and static wings; Dww stands for the average jumping distance with burrs and flapping wings.


In the experiment on the influence of flapping-wing on jumping performance, we conducted two groups of experiments. The first group jumps without wing-flapping motion. The second group jumps with wing-flapping motion. The average value of the jumping performance in each group is presented in Figure 12. We found that the maximum jumping height of the static wing is 270 mm. The longest jumping distance is 250 mm. The jumping height is about 2.6 times of the body length and the distance is about 2.6 times. The maximum jumping height of flapping wing prototype is 240 mm; the longest jumping distance is 780 mm; the height is about 2.3 times of the body length and the distance is about 8.2 times. According to the analysis of the experiment, it is not easy for the flapping-wing robot prototype to flip in the air during the jumping process, which greatly increases the jumping stability of the robot and reduces the damage to the robot. By comparing the results of data, it can be seen that the jump distance of the flapping-wing robot is greatly increased compared with that of the static wing robot, and the jumping height data are basically the same, which is consistent with the analysis of locust. Through the comparison of data results, it can be seen that compared with the robot with stationary wings, the jumping height, and jumping distance of the robot with flapping wings is greatly increased, and the flapping-wing flying motion exists in addition to the inertia force in the jumping and flying stage.

In order to analyze the influence of leg burrs and flapping wing on the jumping stability, according to the formula (6), the coefficients of variation were calculated based on the experimental results. As shown in Figure 13, we analyzed the coefficients of variation of the jumping performance including jumping height and jumping distance. The results dedicate that the coefficient of variation of the robot with leg burrs is relatively smaller than these of the robot without burrs. That is, the jumping locomotion of the robot with leg burrs is relatively stable, which is consistent with the results of biological experiments. Meanwhile, the robot with static wings has the smallest coefficient of variation compared with those experiments of robots (a) without burrs (b) with burrs (d) with flapping wings. This phenomenon indicates the wings greatly increases the jumping stability and reduces the damage to the robot. The jumping height data were basically equal, which was consistent with the analysis of biological experiments.


[image: Figure 13]
FIGURE 13. The coefficient of variation of jumping performance with robot Haw stands for the average jumping height with burrs and without wings; Hww stands for the average jumping height without burrs and wings; Hsw stands for the average jumping height with burrs and with static wings; Hfw stands for the average jumping height with burrs and flapping-wings; Daw stands for the average jumping distance with burrs and without wings; Dww stands for the average jumping distance without burrs and wings; Dsw stands for the average jumping distance with burrs and static wings; Dww stands for the average jumping distance with burrs and flapping wings.


The analysis of jumping height data shows that the jumping process of the prototype in this paper is controlled by simple equipment, and the jumping motion of the robot occurs instantaneously. If the wings beat too early, the robot will generate a certain lift when it does not jump, which will cause the foot to slide on the ground, and affect the jumping height of the prototype. Through the experiment of the prototype, the validity of the previous deduction is verified.




CONCLUSION

In this paper, we performed systematic experiments to understand the influences between the locomotors (both locust animals and bioinspired robots) and their jumping performance. The integration of hybrid inspired research contributed to the discovery of biology principles and the creation of bioinspired robot model, which also has proven powerfully in understanding the complex phenomena and predicting the design and control of robots.

We developed one simple but comprehensive robot prototype to validate and explain our observations from the biological experiments. Compared with other prototypes, the proposed robot inspired by locusts has multi-modal locomotion including jumping and flying based on metamorphic mechanism, which makes it perform the locusts' locomotion. We also discovered the sensitive dependence of locomotion performance on these leg burrs and flapping wings. We found that the number of leg burrs and the wing integrity has great influence the jumping performance, and the more the leg burrs are and the more complete the wings are the better jumping performance will be. Overall, our studies provided novel principles for bioinspired robots with flying-jumping locomotion, and at the same time, our robot-inspired experiment provides the insight to discover some principles behind the flying-jumping locomotion of biology.

At the current stage, the degree of freedom of the legs and flapping wings in our proposed prototype is limited. Multi-degree of freedom legs and the flexible wings will provide the potential to mimic more similar biological locomotion. The biological experiment is also hard to discover the principles of the coupling motion between the legs and the flapping wings during taking-off, air flight, and landing-off. In future work, we will have a tendency to concentrate on those issues based on the idea of hybrid inspired research.
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The maximum cooperative grasping mass and diameter of the human thumb and index finger were investigated by 7560 grasp-release trials on various masses of solid cylinders and various sizes of rings. The maximum grasping mass of the participants’ thumb-index finger depended on gender, age and the sum of thumb-index finger lengths (P < 0.05), but not on the hand-used and ratio of index finger to thumb length (P > 0.05). The maximum grasping diameter of the participants’ thumb-index finger depended on the age, sum of thumb-index finger lengths and ratio of index finger to thumb length (P < 0.05), but not on the gender and hand-used (P > 0.05). There was a non-linear regression model for the dependence of the maximum grasping mass on gender, age and the sum of thumb-index finger lengths and another non-linear regression model for the dependence of the maximum grasping diameter on the age, sum of thumb-index finger lengths and ratio of index finger to thumb length. Two regression models were useful in the optimal size design of robotic hands intending to replicate thumb-index finger grasping ability. This research can help to define not only a reasonable grasp mass and size for a bionic robotic hand, but also the requirements for hand rehabilitation.

Keywords: thumb and index finger, object mass and diameter, human characteristics, cooperative grasping capabilities, robotic hand


INTRODUCTION

By comparing with multi-fingered dexterous hands, two-finger bionic hand has simple mechanical structure and is easy for motion planning, so it is always used in the fruit harvesting robots (Bac et al., 2017; Silwal et al., 2017). However, the work environment of the fruit harvesting robots is extremely complex, such as the fruits in a plant are difference in size, shape, posture, and position (Li et al., 2019a, b), and the existing two-finger bionic hands are difficult to meet the grasping requirements of fruit harvesting (Li et al., 2013), so the robots are still not used for practical fruit harvesting so far. With the assistance of brain and eye coordination, individuals are always considered reliable performers when able to complete the tasks of grasping, moving and releasing a target fruit by using only the thumb and index finger, and the overall performance of this stable manipulation system is reasonable. The human hand is a powerful multifunctional tool, and exploration of its capabilities helps researchers to define a reasonable grasp mass and size for a bionic robotic hand, intending to replicate its abilities (Feix et al., 2014; Chen et al., 2019). From the viewpoint of ergonomics, fruit harvesting robot designers need to understand the cooperative grasping capabilities of the human thumb-index finger and the quantitative correlation between finger-length and grasping capabilities for newly designed two-finger bionic hands so as to improve their grasping performance (Yussof and Ohka, 2012; Wang and Ahn, 2017).

Studies highlighting the human thumb-index finger grasping behaviors have been published during the last decade. Some researchers revealed that the grasp stability during manipulation was primarily affected by the object weight, the relative curvature and friction force between the fingertips and object surface, and the distance between two contact points when an object was pinched by the thumb-index finger (Li et al., 2013; Luciw et al., 2014). Biegstraaten et al. (2006) concluded that the reaching and lifting movements were quite independent when an object was grasped with a precision grip (Biegstraaten et al., 2006). Vigouroux et al. (2011) proposed that when the human thumb-index finger grasped objects having different widths then the finger joint postures, muscle force and grip force varied significantly according to the object width, and an interesting result was that the muscle force/grip force ratios of the major flexor muscles remain particularly stable with respect to the width, whereas other muscle ratios differed widely. Furthermore, various research studies have also been carried out on human five-finger grasping capabilities (Vigouroux et al., 2011). Eksioglu (2004) demonstrated that the optimum grip span relative to an individual’s hand anthropometry was about 2 cm shorter than his modified thumb crotch length based on the judgment criteria of maximum voluntary isometric grip force, muscular activity and subjective rating. Seo and Armstrong (2008) illustrated that when cylindrical handles were grasped in a power grip posture, the ratio of the handle diameter to hand length can explain 62%, 57%, and 71% of the variances in grip force, normal force and contact area, respectively, Seo and Armstrong (2008). Li et al. (2010) anticipated that the hand circumference, among several anthropometric parameters such as height, weight, wrist, and forearm, lengths of hand and palm, had the strongest correlation with the maximal grip strength. Bansode et al. (2014) revealed that the dominant hand’s grip strength in males and females had significant positive correlation with the age, height, weight and body mass index and the span of the dominant hand, while it had no obvious correlation with the waist circumference and waist to hip ratio. Feix et al. (2014) found that the optimum grasping capability of the human hand was less than 500 g in terms of mass, and the width of the object at the grasp location was less than 7 cm.

In summary, significant progress has been made in this field. Nevertheless, less attention has been paid to the cooperative grasping capability of human thumb and index finger and its influencing factors. This means there is a technical gap for the ergonomic design of robotic hands intending to replicate the ability of the human hand. Therefore, on the basis of the existing literature data, we carried out studies in an effort to investigate the effect of human body characteristics (e.g., age, gender, stature, hand-used, sum of thumb and index finger lengths and ratio of index finger to thumb length) on the thumb-index finger grasping capabilities, namely, the maximum grasping mass and diameter of the thumb-index finger using a multiple non-linear regression analysis method.



MATERIALS AND METHODS


Material

To investigate the cooperative grasp capabilities of human thumb-index finger, 20 different masses of solid cylinders and 15 different external diameters of rings were manufactured as grasped objects in August 2017. The solid cylinders with a diameter dc of 40 mm were made of C45 carbon steel having the following characteristics: density of 7.85 g/cm3 and surface roughness Ra = 0.1 μm (Figure 1A). The rings with a height hr of 40 mm were made of acrylic and had a density of 1.2 g/cm3 and a surface roughness Ra = 0.05 μm (Figure 1B). The operative parameters of the solid cylinders and rings such as their heights, diameters and masses are listed in Table 1. The solid cylinders were used to study the effects of human body characteristics on the maximum mass of objects that can be grasped with the thumb-index finger, while the rings were used to study the effects of human body characteristics on the maximum diameter of objects that can be grasped with the thumb-index finger. Multi-factor grasp-release tests were performed within 72 h at room temperature (24 ± 1°C, 50–55% RH).
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FIGURE 1. Grasped object sizes and hand sizes: (A) solid cylinder, where dc and hc denote the diameter and height, (B) ring, where dr and hrdenote the external diameter and height, (C) hand sizes, Li – index finger length, Lt – thumb length.



TABLE 1. Geometric characteristics of grasped objects.
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Participants

A total of 108 volunteers (54 males and 54 females) were recruited from Henan Polytechnic University, HPU Kindergarten and Hexiang Primary School to participate in the grasp-release tests in this study. Their characteristics were as follows {mean [standard deviation (SD)]}: age, 11.9 (6.8) years; height, 141.5 (23.8) cm; thumb length, 41.9 (7.7) mm and index-finger length, 56.6 (10.0) mm. All the contributors were provided with a detailed description of the objectives and requirements of the experiment and then written informed consent was obtained from the participants over the age of 16 and from the parents of the participants under the age of 16. All the volunteers were right-handed, with normal hearing and corrected-to-normal vision, and had no history of injuries to their hands, mental illness or physical disabilities. This study was carried out in accordance with the principles of the Basel Declaration and recommendations of the Establishment of Institutional Ethics Committees in China.



Procedures

The participants washed their hands with soap and water and dried them with a towel about 5 min before tests. The stature of each participant was measured using a folding ruler to an accuracy of 1 mm. Each participant was facilitated with a calibration label patching on his hands, and his thumb and index finger were opened to take a photo with a digital camera (Canon IXUS 95IS) from the top of the palm (Figure 1C). The captured images were transmitted into the computer and then processed by the Digimizer Version 4.2.6.0 to extract the lengths of the two fingers. The lengths of the thumb and index finger were measured by the distance from proximal flexion crease of the finger to the tip of the respective finger (Figure 1C), which was in agreement with Kanchan and Krishan (2011), Ishak et al. (2012) and Jee et al. (2015). Subsequently, the grasped objects were placed on a table, and each participant was directed to sit in an office chair in front of the table with the right upper arm parallel to the trunk, the elbow resting on his/her right thigh and the forearm extended anteriorly. The participant was asked to lift and move an object from one position to another using the thumb and index finger of the right hand naturally. 15 s later the participant moved the object back using the thumb and index finger of the left hand. During grasping, the middle finger, ring finger, little finger and palm could not touch the object.

The cooperative grasping process of human thumb and index finger was a hand-brain-eye coordination behavior and can be divided into five steps (Figure 2). 1st step: location and sensing an object by vision system with guide of brain; 2nd step: the brain processes information obtained from vision system and makes a strategic decision (e.g., pre-grasp type, grasp force, and grasp position) for stable grasping; 3rd step: the brain commands hand to reach and grasp the object; 4th step: the tactile sensory information was feedbacked to the brain for further decision-making and if necessary the posture and force of grasp will be adjusted with the command of brain; 5th step: the hand grasps the object stably and moves it into another position.
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FIGURE 2. Cooperative grasping behavior of human thumb and index finger.


In this experiment, the grasped objects were solid cylinders of various masses (Figure 1A) and rings of various sizes (Figure 1B). Each participant grasped the solid cylinders based on its mass from light to heavy in order and then grasped the rings based on their external diameter from small to large in order. The maximum grasping mass of the human thumb-index finger indicated the maximum mass of objects that can be grasped with the thumb-index finger. The maximum grasping diameters of the human thumb-index finger indicated the maximum diameter of objects that can be grasped with the thumb-index finger. After each grasping task, the grasping result, namely, success or failure, was recorded carefully by a skilled observer. A grasp trial was characterized as successful if the grasp-release process was stable and no relative slip occurred between the index finger, thumb and object; otherwise, it was characterized as a failed trial. In total, there were 7560 grasp trials (108 volunteers × 2 hands × 20 solid cylinders + 108 volunteers × 2 hands × 15 rings) in the experiment.



Non-linear Regression Analysis

In this study, a non-linear regression analysis method is used to find two potential mathematical models of the relationships between the dependent variables (namely, the maximum grasping mass, and diameter of the thumb-index finger) and a set of independent variables (e.g., age, gender, hand-used, and sum of thumb-index finger lengths, ratio of index finger to thumb length). Because human thumb and index finger are co-existed and their lengths exist multicollinearity, two relative independent parameters: sum of thumb and index finger lengths and ratio of index finger to thumb length were selected to characterize the thumb and index finger lengths in the regression analysis. In consideration of the strong correlation between the stature and finger-length sum which was anticipated by Abdel-Malek et al. (1990), the finger-length sum was considered in the following regression analysis but the stature was not considered. Human body characteristics such as age and sum of thumb-index finger lengths were regarded as the original independent variables, and the maximum grasping mass and diameter of the thumb-index finger were set as the first and second dependent variables, respectively. After the experiments, the linear (e.g., y = kx) and non-linear (e.g., y = kx2, y = klnx) functional relationships between age and maximum grasping mass, between the sum of thumb-index finger lengths and maximum grasping mass, between age and maximum grasping diameter, and between the sum of thumb-index finger lengths and maximum grasping diameter, were estimated using the “curve estimation” of IBM SPSS Statistics 24.0 (version 24.0, IBM Corporation, United States) and then compared in order to select an optimal functional relationship between the two variables based on the adjusted coefficient of determination R2. A larger R2 indicated that the corresponding function relationship is more suitable for fitting the experimental data between the two variables. The constant was not included in each regression equation.

After the optimal functions between the original quantitative independent variables and the dependent variables were obtained, each non-linear function was regarded as a new independent variable to be used in the following multiple linear regression analysis and the significance level was set at 0.05. Because gender and the hand-used were categorical variables, before linear regression analysis, the two levels of gender, namely, male, and female, were coded as “0” and “1,” respectively, and the two levels of the hand-used, namely, left hand and right hand, were also coded as “0” and “1,” respectively. Finally, a multiple linear regression analysis was used to construct two potential mathematical models. The constant was not included in each regression model. The goodness-of-fit test was used to measure how well the observed data correspond to each regression model, the F-test was used to test the overall significance of each regression model, and the t-test was used to determine whether an independent variable had a statistically significant effect on the dependent variable in each model.



RESULTS AND DISCUSSION


Descriptions of Experimental Results

Figure 3 shows the maximum grasping masses of the human thumb-index finger under different human body characteristics conditions (e.g., gender, hand-used, age, and sum of thumb-index finger lengths). In this study, the maximum grasping masses of the thumb-index finger of participants ranged from 690.2 to 9859.6 g. The maximum grasping masses of the thumb-index finger of male participants were 5057.6 ± 2695.6 g (Mean ± Standard Deviation), significantly higher than those of female participants 3265.5 ± 1853.5 g (Figure 3A). However, there was no significant difference in the maximum grasping masses of the thumb-index finger in the left and right hands of participants; the maximum grasping masses of the thumb-index finger of the left hand were 4102.7 ± 2449.4 g, slightly lower than those of the right hand 4220.5 ± 2513.1 g (Figure 3B). In this study, the age of participants ranged from 3∼27 years old and the sum of the thumb and index finger lengths ranged from 56.9 to 132.6 mm. Obviously, the maximum grasping masses of the thumb-index finger of participants had a non-linear (e.g., quadratic function, logarithmic function) increased trend with increasing age and the sum of the thumb and index finger lengths (Figures 3C,D).
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FIGURE 3. Maximum grasping masses of the human thumb-index finger under different human body characteristics conditions: (A) Relationship between gender and maximum grasping mass (Mean ± Standard Deviation), (B) relationship between hand-used and maximum grasping mass (Mean ± Standard Deviation), (C) relationship between age and maximum grasping mass, (D) relationship between sum of thumb-index finger lengths and maximum grasping mass.


Figure 4 shows the maximum grasping diameters of the human thumb-index finger under different human body characteristics conditions (e.g., gender, hand-used, age, and sum of thumb-index finger lengths). In this study, the maximum grasping diameters of the thumb-index finger of participants ranged from 70 to 170 mm. The maximum grasping diameters of the thumb-index finger of male participants were 129.0 ± 22.2 mm, slightly larger than those of female participants 119.9 ± 25.2 mm (Figure 4A). The maximum grasping diameters of the thumb-index finger of the left hand were 124.0 ± 24.1 mm, almost equal to that of the right hand (Figure 4B). Similar to Figures 3C,D, the maximum grasping diameters of the thumb-index finger of participants also showed a non-linear (e.g., quadratic function, logarithmic function) increased trend with increasing age and the sum of the thumb and index finger lengths (Figures 4C,D).
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FIGURE 4. Maximum grasping diameters of the human thumb-index finger under different human body characteristics conditions: (A) Relationship between gender and maximum grasping diameter (Mean ± Standard Deviation), (B) relationship between hand-used and maximum grasping diameter (Mean ± Standard Deviation), (C) relationship between age and maximum grasping diameter, (D) relationship between sum of thumb-index finger lengths and maximum grasping diameter.


Table 2 lists the adjusted coefficients of determination of the linear and non-linear regression models between the quantitative independent and dependent variables. By comparing the adjusted coefficients of determination of three types of functions, the linear function provided the optimal functional relationship between age and maximum grasping mass, and between sum of thumb-index finger lengths and maximum grasping diameter; the quadratic function yielded the optimal functional relationships between sum of thumb-index finger lengths and maximum grasping mass; and the logarithmic function provided the optimal functional relationship between age and maximum grasping diameter. These results were used in the following regression analysis.


TABLE 2. Adjusted coefficients of determination of regression models between independent and dependent variables.
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Factors Affecting the Maximum Grasping Mass of Human Thumb-Index Finger

The non-linear regression model for the dependence of the maximum grasping mass on gender, age and sum of thumb-index finger lengths is presented in Eq. 1. The adjusted coefficient of determination, which is denoted as R2, was 0.97, which suggests that the model fitted the data well and indicates that this model can explain 97% of the variance in the maximum grasping mass that was predicted by the gender, age and sum of thumb-index finger lengths. It was concluded from the F-test that the overall fit was significant (P < 0.05). t-tests demonstrated that the maximum mass of the objects that the participants could grasp using the thumb-index finger depended on gender, age and the sum of thumb-index finger lengths (P < 0.05), but not on the hand-used and ratio of index finger to thumb length (P > 0.05).
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where Mmax – maximum grasping mass, g; G – gender; A – age of participants, years; and Lo – finger-length sum, mm.

The age of participants ranged from 3∼27 years old, which is at the stage of growth and development of human muscle (Lexell et al., 1992), so the age showed a positive significant effect on the maximum grasping mass of the human thumb-index finger. The sum of thumb and index finger lengths was positively related to the maximum grasping mass of the human thumb-index finger, the reason being that participants with big hands have long fingers and tend to have high muscular strength (Seo and Armstrong, 2008). The values G = 0 or 1, namely, male or female, were substituted into Eq. 1 to describe the maximum grasping masses of the participants. The difference in the maximum grasping masses of the thumb-index finger of males and females was 1070.5 g. Similar research results demonstrated that the grip strength of males was significantly higher than that of females (Puh, 2009) and the hand length had a significant effect on the grasp strength of human five-fingers (Li et al., 2010). The significant relationship between gender and the maximum grasping mass of two fingers can be attributed to the maximal voluntary contraction force of males being always greater than that of females of similar height (Shurrab et al., 2017). Therefore, increasing the maximal voluntary contraction force can improve the maximum grasping mass of human two-fingers. The grip strength is a similar parameter to the maximum grasping mass for measuring the grasping capacity of human fingers. These findings illustrated that the finger-length sum and the maximal voluntary contraction force would jointly affect the maximum grasping mass of thumb-index finger, which suggested that the two factors should be considered together for improving the maximum grasping mass of robotic hands during ergonomic design.



Factors Affecting the Maximum Grasping Diameter of Human Thumb-Index Finger

The non-linear regression model for the dependence of the maximum grasping diameter on the age, sum of thumb-index finger lengths and ratio of index finger to thumb length is presented in Eq. 2. The adjusted coefficient of determination, which is denoted as R2, was 0.99, which demonstrates that the model fitted the data well and this model can explain 99% of the variance in the maximum grasping diameter that was predicted by the age, sum of thumb-index finger lengths and ratio of index finger to thumb length. It was concluded from the F-test that the overall fit was significant (P < 0.05). t-tests showed that the maximum diameter of the objects that the participants could grasp using the thumb-index finger depended on the age, sum of the thumb-index finger lengths and ratio of index finger to thumb length (P < 0.05), but not on the gender and hand-used (P > 0.05).
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where Dmax – maximum grasping diameter, mm; Lo – sum of thumb-index finger lengths, mm; Lr – ratio of index finger to thumb length.

The sum of the thumb and index finger lengths ranged from 56.9 to 132.6 mm and the ratio of index finger to thumb length ranged from 1.09 to 1.65. The sum of the thumb and index finger lengths was positively proportional to the maximum grasping diameter. The longer the sum of the thumb-index finger lengths, the larger the span between two fingertips; hence, the larger the maximum grasping diameter of the participants using the thumb-index finger. When the sum of the thumb and index finger lengths increased by 1 mm, the maximum grasping diameter of thumb-index finger increased by 0.98 mm. When the ratio of index finger to thumb length increased by 0.01, the maximum grasping diameter of thumb-index finger increased by 0.0967 mm. The ratio of index finger to thumb length was positively related to the maximum grasping diameter, which indicated that the combination of a short thumb and a long index-finger would increase the maximum grasping diameter of the thumb-index finger. The main reason is that as an object is grasped by two fingers, especially with the power-grasp type, the short thumb easily serves as a supporting point to match the long index finger in enveloping the object contour to form a force closure plane. The short thumb is not easy to be constrained by the object shape and a force-closure stable grasp can be achieved in the contact plane based on the grasp stability criterion that were reported by Li et al. (2013). There is little information on this topic in the literature.



DISCUSSION

The Eq. 1 in see section “Factors Affecting the Maximum Grasping Mass of Human Thumb-Index Finger” quantitatively described the relationship between the sum of thumb and index finger lengths and the maximum grasping mass. When developing a two-finger bionic robotic hand, if the masses of potential target objects are given, an optimal length design of robotic thumb and index finger can be deduced using the Eq. 1 and an additional condition: the average ratio of index finger to thumb length is 1.36. Similarly, the Eq. 2 in Section “Factors Affecting the Maximum Grasping Diameter of Human Thumb-Index Finger” quantitatively described the relationship between the sum of thumb and index finger lengths, the ratio of index finger to thumb length and the maximum grasping diameter. When developing a two-finger bionic robotic hand, if the diameters of potential target objects are given, a suitable length design of robotic thumb and index finger can be deduced using the Eq. 2. Hence, the two non-linear regression models were useful in the optimal size design of robotic hands intending to replicate thumb-index finger grasping ability. When manipulating a novel object, sensory feedback provides us with information about its physical properties such as mass and then the brain is thought to select the most appropriate model maintained in our central nervous system for the current task (Lemon et al., 1995; Davidson and Wolpert, 2004). According to the maximum grasping mass set of thumb-index finger, a deep learning algorithm can be developed to justify whether some objects in an unstructured working environment meet the grasping requirements of bionic robotic hands. Furthermore, if there are some irregular objects (e.g., mug) in the unstructured environment, the maximum grasping diameter set of thumb-index finger can be used to make grasp planning algorithms for selecting the optimal grasping locations on an irregular object surface for a bionic robotic hand. Additionally, many time-varying problems always exist in the kinematic control problems of robotic fingers and the varying-parameter convergent differential neural network would be an efficient and accurate method for solving this grasping planning problem (Zhang et al., 2018a, b).



CONCLUSION

In this study, the maximum cooperative grasping mass and diameter of the human thumb and index finger in a wide range of unstructured tasks were investigated. The age of participants ranged from 3∼27 years old and the sum of their thumb and index finger lengths ranged from 56.9 to 132.6 mm. The results showed that the maximum grasping masses and diameters of the participants’ thumb-index finger ranged from 690.2 to 9859.6 g and 70 to 170 mm. The maximum grasping mass of the participants’ thumb-index finger depended on gender, age and the sum of thumb-index finger lengths (P < 0.05), but not on the hand-used and ratio of index finger to thumb length (P > 0.05). The maximum grasping diameter of the participants’ thumb-index finger depended on the age, sum of the thumb-index finger lengths and ratio of index finger to thumb length (P < 0.05), but not on the gender and hand-used (P > 0.05).

There was a non-linear regression model for the dependence of the maximum grasping mass on gender, age and the sum of thumb-index finger lengths and another non-linear regression model for the dependence of the maximum grasping diameter on the age, sum of thumb-index finger lengths and ratio of index finger to thumb length. Two regression models were useful in the optimal size design of robotic hands intending to replicate thumb-index finger grasping ability. This research can help to define not only a reasonable grasp mass and size for a bionic robotic hand, but also the requirements for hand rehabilitation.
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Conventional mobile robots have difficulties adapting to unpredictable environments or performing adequately after undergoing physical damages in realtime operation, unlike animals. We address this issue by focusing on brittle stars, an echinoderm related to starfish. Most brittle stars have five flexible arms, and they can coordinate among the arms (i.e., inter-arm coordination) as well as the many bodily degrees of freedom within each arm (i.e., intra-arm coordination). They can move in unpredictable environments while promptly adapting to those, and to their own physical damages (e.g., arm amputation). Our previous work focused on the inter-arm coordination by studying trimmed-arm brittle stars. Herein, we extend our previous work and propose a decentralized control mechanism that enables coupling between the inter-arm and intra-arm coordination. We demonstrate via simulations and real-world experiments with a brittle star-like robot that the behavior of brittle stars when they are intact and undergoing shortening or amputation of arms can be replicated.

Keywords: brittle star, decentralized control, inter-limb coordination, intra-limb coordination, resilience


1. INTRODUCTION

Modern mobile robots are required to perform adequately in harsh environments such as disaster areas, distant planets, and deep oceans (Murphy, 2004; Antonelli et al., 2008; Sanderson, 2010; Nagatani et al., 2013; Patané, 2019). The challenge now is how to make the robots coordinate, in real-time, their numerous bodily degrees of freedom under unpredictable circumstances, including changes in the environment and unexpected physical damages to the robots' structure. Previous studies tackled this problem by using learning techniques (Bongard et al., 2006; Mahdavi and Bentley, 2006; Mostafa et al., 2010; Koos et al., 2013; Christensen et al., 2014; Ren et al., 2014; Rubio et al., 2018, 2019; Yen et al., 2018) and trial-and-error methods (Cully et al., 2015), however, the performance level of robots using these techniques is not satisfactory. Specifically, the previous robots could only adapt to predictable circumstances or required a considerably long adaptation time.

Drawing inspiration from animals could be one solution to the aforementioned problem. Indeed, animals, even primitive living organisms, do not lose their functionality under unstructured and unpredictable real-world constraints, and they can adapt to various environments in real-time by coordinating their bodily degrees of freedom (Takamatsu et al., 2001; Schilling et al., 2013). This ability has been honed through evolutionary selection pressure, and it is likely that there is a sophisticated underlying mechanism. Owing to this, engineers have started implementing animal adaptation mechanisms in robots (Ijspeert, 2014).

Among the various animal species, in this paper, we focus on the locomotion of a brittle star; a variety in the phylum Echinodermata, which includes other varieties like starfish, sea cucumber, sea urchin etc. (Glaser, 1907; Arshavskii et al., 1976a,b; Wilkie, 1978; Cobb and Stubbs, 1981; Skold and Rosenberg, 1996; Carnevali, 2006; Astley, 2012; Kano et al., 2012, 2017; Watanabe et al., 2012; Matsuzaka et al., 2017; Clark et al., 2019). A brittle star has a central disc and five functionally interchangeable flexible arms that diverge radially from a central disc (Figure 1A), and it can move adaptively on unpredictable and unstructured terrains (Arshavskii et al., 1976b). Moreover, it has an outstanding adaptability to bodily damage; it can move even after losing most of its arms (Arshavskii et al., 1976a; Kano et al., 2017). It achieves this highly adaptive locomotion by real-time coordination of different arms (i.e., inter-arm coordination) and the many bodily degrees of freedom within each arm (i.e., intra-arm coordination) (Arshavskii et al., 1976a,b; Astley, 2012; Kano et al., 2012, 2017; Watanabe et al., 2012; Matsuzaka et al., 2017; Clark et al., 2019). Surprisingly, these coordinations are performed via an extremely simple decentralized nervous system along the arms, which join a circumoral nerve ring (Figure 1B, Supplementary Movie) (Cobb and Stubbs, 1981). Thus, brittle stars likely implement an ingenious autonomous decentralized control mechanism that enables adaptation to unexpected circumstances through the coordination of many body parts.


[image: Figure 1]
FIGURE 1. Body and nerve structure of a real brittle star (Ophiarachna incrassata). (A) Overview of a brittle star. Five flexible arms radiate from a central disc. (B) Micro-computed tomography image of a brittle star. The nervous system is indicated by pink and orange lines. Radial nerves that innervate the arms (orange lines) are connected via a circumoral nerve ring located in the central disc (pink lines).


Thus far, the essential control mechanism underlying the brittle stars' locomotion had stayed elusive for a long time, although several studies analyzed the locomotion patterns of brittle stars (Arshavskii et al., 1976a,b; Astley, 2012). Recently, we have addressed this issue by adopting a synthetic approach to infer essential mechanisms, by constructing phenomenological mathematical models and robots (Kano et al., 2012, 2017; Watanabe et al., 2012). Therein, we proposed a simple decentralized control model for the inter-arm coordination, based on the locomotion of brittle stars whose arms were trimmed or amputated in various ways (Kano et al., 2017). We implemented this mechanism in a brittle star-like robot and demonstrated that it can immediately adapt to damages, in one or several arms, by automatically coordinating the still responsive arms, in a way similar to real brittle stars. However, as the trimmed-arm brittle stars were intensively analyzed, our previous works focused on the way different arms are coordinated (i.e., inter-arm coordination), but not on the ways multiple bodily degrees of freedom within each arm are coordinated (i.e., intra-arm coordination). Thus, it remained unclear how brittle stars move adaptively by coupling the inter- and intra-arm coordination.

Herein, we aim to elucidate the decentralized control mechanism that couples the inter- and intra-arm coordinations in brittle stars' locomotion. Based on findings of the behavior of brittle stars, with various morphologies (various arm lengths, different numbers of arms etc.) and in different environments, we propose a decentralized control model that incorporates both inter- and intra-arm coordination mechanisms. Given that we are motivated to capture the essential mechanism rather than to strictly mimic the locomotion of real brittle stars, the proposed mechanism is simple and describes the minimal requirement of the brittle stars' locomotion. The validity of the proposed control mechanism was investigated via simulations, and with an experimental robot. The results show that the proposed mechanism, despite its simplicity, can reproduce the behavior of brittle stars to some extent.

The remainder of this paper is structured as follows. In section 2, we briefly summarize behavioral findings on brittle stars. In section 3, we propose a model of brittle star locomotion. Specifically, we present a model of the mechanical system and the decentralized control mechanism for the inter- and intra-arm coordination, which was deduced from the behavioral findings. In sections 4, 5, we demonstrate that a simulated brittle star (section 4) and an experimental brittle star-like robot (section 5) reproduce the locomotion of real brittle stars. Finally, we draw our conclusions and indicate the scope of future work in section 6.



2. BEHAVIORAL FINDINGS

Herein we introduce locomotion patterns of real brittle stars (Ophiarachna incrassata) under various conditions. Figure 2A shows a typical locomotion pattern of an intact brittle star, which is called “breaststroke” (Arshavskii et al., 1976a). The brittle star assigns distinct roles to the arms. One arm is designated the center limb, another two are the forelimbs, and there are two hindlimbs. The center limb is pointing into the movement direction. The forelimbs are the primary structures that work in coordination to move the organism forward, and the hindlimbs have a minimal role in propulsion.


[image: Figure 2]
FIGURE 2. Snapshots of locomotion of real brittle stars under various situations: (A) an intact brittle star on a flat terrain, (B) a brittle star with five shortened arms on a flat terrain, (C) a brittle star with two arms on a flat terrain, (D) a brittle star with one arm on a flat terrain, and (E) an intact brittle star on a terrain with several square objects. Red and blue arrows denote points where the arms exploit and avoid objects, respectively.


Figures 2B–E showed the snapshots of the locomotion of brittle stars when the number of arms, arm length, and environment were changed in various ways (Supplementary Movie). When all the arms were shortened, the inter-arm coordination pattern was similar to the “breaststroke” of intact brittle stars (Figure 2B) (Kano et al., 2017). When some of the arms were removed, brittle stars moved by coordinating the bodily degrees of freedom in the remaining arms (Figures 2C,D). More specifically, the arms were often anchored to the ground and then they push themselves against the anchored points and effectively move. Figure 2E shows the locomotion of a brittle star on a terrain with several square objects. The arms push themselves against objects when they receive reaction forces that assist propulsion; meanwhile, they avoid the objects when they receive reaction forces that hinder propulsion.

We also performed the following behavioral experiments to specify the origin of the inter- and intra-arm coordinations (Figure 3, Supplementary Movie). Figure 3A shows snapshots when a brittle star, with only one arm and its proximal end of the disc, is placed on a terrain with a square object. Although only a fraction of the disc remained, the arm could move by exploiting the object; thus, locomotion was observed. Figure 3B shows the snapshots of the behavior of an arm, which was completely detached from the disc. In this case, the arm could not locomote by coordinating its body parts, although it responded to physical stimuli in a reflexive manner. These results suggest that the proximal ends of the arms in the central disk play important roles in locomotion through coordination of the body parts.


[image: Figure 3]
FIGURE 3. Snapshots of motion of real brittle stars when only fraction of the body remains. (A) Locomotion of a brittle star with one arm and its proximal end of the disc on a terrain with a square object. (B) Motion of an arm without the disc. The arm was physically stimulated with an ink brush to induce motion.




3. MODEL

Based on the findings described in section 2, we propose a minimal model of the body and the control system of a brittle star, aiming to capture the essence of the inter- and intra-arm coordination. We note that the model described in this section is used for simulations in section 4. The robot slightly differs from this model, due to technical reasons, as we will describe in section 5.


3.1. Body

A real brittle star comprises a central disc and five flexible arms. The arm comprises a series of segments, each containing a roughly discoidal vertebral ossicle surrounded by four muscles that connect adjacent ossicles (Figure 4) (Wilkie, 1978). The arm can bend horizontally as well as vertically by contracting these muscles. In a typical locomotion, horizontal movement is larger than that of vertical. However, vertical movement plays an important role in determining the points of ground contact.


[image: Figure 4]
FIGURE 4. Schematic for anatomical structure of an arm.


Based on the above anatomical feature, the body is modeled as shown in Figure 5. The body is described by mass points, rigid links that connect mass points, and joints. The central disc forms a pentagon, and arms radiate from its apexes. In each arm, while intact, N mass points are concatenated in a one-dimensional array. Yaw and pitch joints are implemented between adjacent mass points. The arms are actuated by changing the target angles of these joints. The arms are enumerated by i, and the joints within each arm are enumerated by j. Considering that the distal side of real brittle stars' arms are thinner than the proximal side, the mass of the mass points in the arm mi,j is set to decrease as j increases. Specifically, mi,j is given by:

[image: image]

where marm and α are positive constants, where α is smaller than 1. The mass of the mass points in the disc is set to be a constant, denoted by mbody.


[image: Figure 5]
FIGURE 5. Schematic of the body model. Definition of the joint angle is shown in the magnified view.




3.2. Arm Control Model

Based on the findings in section 2, we hypothesized that the arms are controlled according to the following procedure (Figures 6, 7 and Supplementary Movie):

1) Determining the moving direction: Although real brittle stars likely determine it by integrating stimuli received over the entire body, herein, we assume for simplicity (Figure 6) that it is given by a central command.

2) The internal force at the proximal end of each arm (namely, the force to which each arm pulls/pushes the central disc) is detected. Then, it is evaluated whether the detected force assists propulsion or not, and this information is sent to a lower level (i.e., peripheral side of the arms) (Figure 6).

3) The following local reflexive mechanisms work at the lower level, based on the result evaluated in 2).

(a) When the force detected at the proximal end assists propulsion, we deduced that the following local reflexive mechanism works in real brittle stars: when a certain part of the arm receives a reaction force from the environment, several contralateral upper muscles on the distal side and ipsilateral lower muscles on the proximal side contract (Figure 7A). The muscle contraction of the distal segments works to increase the reaction force because it enables the arm to further push against the ground. Meanwhile, the muscle contraction of the proximal segments works to pull the central disc toward the contact point. Thus, the arm can exploit the environment to move effectively. This local reflexive mechanism can be expressed in the body model, as shown in Figure 5: When the arm receives a reaction force from the right(left)-hand side, several distal yaw segments bend to the left (right) while several proximal yaw segments bend to the right (left) (Figure 7A). At the same time, several distal pitch segments bend to push themselves against the ground while several proximal pitch segments bend to lift off the ground (Figure 7A).

(b) When the detected force at the proximal end impedes propulsion, we deduced that the following local reflexive mechanism works in real brittle stars: when a certain part of the arm receives a reaction force from the environment, several contralateral lower muscles on the distal side and ipsilateral upper muscles on the proximal side contract (Figure 7B). The muscle contraction of the proximal segments works to make the proximal part anchored to the ground. Meanwhile, the muscle contraction of the distal segments works to raise the arm and to carry it to the moving direction. Thus, the arm can move by reducing the resistive reaction force. This local reflexive mechanism can be expressed in the body model shown in Figure 5: When the arm receives a reaction force from the right(left)-hand side, several distal yaw segments bend to the left (right) while several proximal yaw segments bend to the right (left) (Figure 7B). At the same time, several distal pitch segments bend to lift off the ground while several proximal pitch segments bend to push themselves against the ground (Figure 7B).


[image: Figure 6]
FIGURE 6. A conceptual diagram of the proposed control mechanism.



[image: Figure 7]
FIGURE 7. Feedback mechanism: (A) exploitation and (B) avoidance. In the upper figures, muscles that contract due to the local reflexive mechanism are depicted in red and blue for the distal and proximal segments, respectively. This local reflexive mechanism was implemented in the proposed body model (Figure 5), as shown in the lower figures. The blue and red arrows represent the torques to bend the joints, as shown in the inset. The definition of the unit vector ni,j is also shown in the inset.


The above-mentioned control mechanism is mathematically described as follows. The moving direction, which is assumed to be given as a central command, is denoted by the vector D. Note that the absolute value |D| denotes the magnitude of the “will" of locomotion. The internal force at the proximal end of the ith arm is denoted by Fi. Subsequently, the inner product of D and Fi, denoted by Ti, is derived. Namely,

[image: image]

The detected force assists propulsion when Ti is positive, meanwhile, it impedes propulsion when Ti is negative. Then, the value of Ti is sent to the lower level.

The torque generated by the yaw and pitch joints, [image: image] and [image: image], are determined according to the proportional-derivative (PD) control (Rubio, 2016, 2018; Sun et al., 2018), namely,

[image: image]

[image: image]

where [image: image] and [image: image] are the real yaw and pitch joint angles, and [image: image] and [image: image] are the target yaw and pitch joint angles, ky and kp are the proportional gains for the yaw and pitch joints, cy and cp are the derivative gains for the yaw and pitch joints, respectively. The parameter β is a constant satisfying 0 < β < 1, which were introduced so that the torque generated at the distal side becomes smaller than that at the proximal side, like real brittle stars. The target joint angles are determined according to the local reflexive mechanisms described in 3(a) and (b). Thus, [image: image] and [image: image] are given by the following differential equations:

[image: image]

[image: image]

where τ, σy, σp, and γ are positive constants; ξy and ξp denote the noise, which are implemented to actively interact with the environment. The third terms on the right-hand side of Equations (5) and (6) denote the local reflexive mechanisms, where [image: image] and [image: image] are given by:

[image: image]

[image: image]

where nd and np respectively denote the number of distal and proximal segments to which the detected force is fed back; [image: image] and [image: image] are defined as:

[image: image]

where fi,j denotes the force vector acting to the jth mass point in the ith arm, and ni,j is the unit vector perpendicular to the arm (Figure 7). Note that the max and min functions were introduced in Equations (7) and (8) so that the indexes do not go out of the allowed range. Thus, the feedback mechanisms described in 3(a) and (b) work when Ti is positive and negative, respectively.

Note that the proposed control mechanism is an extension of the control mechanism for inter-arm coordination we previously proposed (Kano et al., 2017). In fact, when each arm is shortened, the feedback to the proximal side operates in a similar manner as the local reflexive mechanism proposed in our previous work (Kano et al., 2017). Therefore, it is expected that the proposed control mechanism will enable inter-arm coordination. Additionally, the proposed control mechanism also enables the bending of long flexible arms in an appropriate manner, and thus, it is expected that intra-arm coordination can be achieved.

Given that the proposed control mechanism is based on self-organization, the theoretical analysis of the model is a challenge. Likewise, predicting its resulting behavior is also difficult. However, in the following sections, we will demonstrate the effectiveness of the proposed control mechanism and the manner in which this mechanism can reproduce the brittle stars' locomotion to a certain extent by utilizing the self-organization principle.




4. SIMULATION

We performed simulation experiments to validate the proposed model. The simulation source code is provided as Data Sheet 1 in the Supplementary Material. In order to simplify the calculation; the three-dimensional dynamics of the body was derived by assuming that the yaw and pitch axis of the joints were perpendicular and parallel to the ground. The vector D which expresses the moving direction, was set to be a unit vector. The performance should be evaluated through the adaptability to either physical damage or environments rather than through the locomotion speed under a specific environment. Unfortunately, however, to the best of our knowledge, there is no index that can measure the adaptability, and it is difficult to quantitatively define fitness. Thus, we did not apply any optimization method but determined the parameters through trial-and-error. Ideally, common parameter values should be used for all experimental conditions. Unfortunately, they had to be individually adjusted for each condition, as shown in Table 1. Specifically, σy was set to be slightly smaller for the five flexible arms (Figure 8A) as compared to that in the other cases (Figures 8B–E). Doing so was necessary owing to the simplicity of the proposed model. Note that σp was set to be considerably smaller than σy because vertical arm movement is smaller than horizontal arm movement in real brittle stars. However, feedback to the pitch joints plays a significant role in locomotion, because points where the body anchors the ground are accurately determined with the use of this feedback mechanism.


Table 1. Parameter values employed in the simulation experiments.

[image: Table 1]


[image: Figure 8]
FIGURE 8. Snapshots of the simulated brittle star: (A) an intact brittle star on a flat terrain, (B) a brittle star with five shortened arms on a flat terrain, (C) a brittle star with two arms on a flat terrain, (D) a brittle star with one arm on a flat terrain, and (E) a brittle star with one arm on a flat terrain with several circular objects. Black and white arrows denote points where the arms exploit and avoid objects, respectively. Mass points on and off the ground are colored by green and purple, respectively.


The result is shown in Figure 8 (Supplementary Movie). In the case of five flexible limbs (Figure 8A), the arms pushed themselves against the ground to move effectively (Figure 2A). When the five arms were shortened (Figure 8B), two forelimbs adjacent to the center limb tended to move synchronously, like “breaststroke" pattern of real brittle stars (Figure 2B). When two arms (Figure 8C) or only one arm (Figure 8D) remained, arms were often anchored to the ground, and then they pushed themselves against the anchored points to move effectively, like real brittle stars (Figures 2C,D). Finally, the simulated brittle star with one flexible arm moved on terrain with pegs. Then, the arm pushed against pegs and moved effectively when it received reaction forces that assisted propulsion, while objects were avoided if it received reaction forces that hinder propulsion (Figure 8E); this agrees with the behavioral findings (Figure 2E).

In the above-mentioned behaviors, inter- and intra-arm coordination was appropriately used to adapt to various circumstances. When the five arms were shortened (Figure 8B), the simulated brittle star moved through the coordination of different arms (i.e., inter-arm coordination). Meanwhile, when one arm (Figure 8D) remained, the simulated brittle star moved through the coordination of different parts within the arm (i.e., intra-arm coordination). In other cases (Figures 8A,C,E), both inter- and intra-arm coordination were used. In summary, the simulated brittle star adapted to various circumstances by coupling the inter- and intra-arm coordination and qualitatively reproducing the locomotion of real brittle stars.

As additional data, we present the result when σy is 1.2, which is equal to the σy value in Figures 8B–E (Table 1), in the case of five flexible limbs (Figure 9). The arms are observed to be more vigorous than in the case of real brittle stars. This suggests that there was an excess amount of feedback, although the parameter is suitable for the other cases (Figures 8B–E).


[image: Figure 9]
FIGURE 9. Snapshots of the simulated brittle star in the case where the arms are intact and the body is on a flat terrain with σy = 1.2.




5. ROBOT

In this section, we present an experimental brittle star-like robot (PENTABOT III) and the results.


5.1. Hardware

The overview of the robot is shown in Figure 10A. The robot consists of a central disc with five arms. The diameter of the central disc, the arm length, and the total weight was 0.22 m, 0.35 m, and 3.2 kg, respectively. Four yaw and three pitch joints were embedded alternatively in each arm, and they were driven by servo motors (Futaba Co., RS-303MR) (Figure 10B). The position control, instead of the torque control, was adopted for controlling the motor; thus, the target angles [image: image] and [image: image] were determined according to Equations (5) and (6), and we did not use Equations (3) and (4), which are used to determine the joint torques. While the mass and the gain of the actuation torque of the distal segments were smaller than those of the proximal segments in the simulation model, they were identical in the developed robot. In each arm, a microcomputer (STMicroelectronics : NUCLEO-L432KC) and a control circuit board was embedded to determine the moving direction, to detect sensor values, and to determine the target angles of the motors.


[image: Figure 10]
FIGURE 10. Brittle star-like robot developed. (A) Overview of the robot. (B) CAD image for the arrangement of servo motors and sensors within an arm. (C) Proximal end sensor. (D) Back view and bottom view of the sensor. (E) Sensing mechanism.


Figure 10C shows the sensor mechanism for detecting internal forces at the proximal ends of the arms. Two combinations of slide rails, springs, and a linear potentiometer (Alps Alpine Co. Ltd., RDC10320RB) were layered perpendicularly. Because it was difficult to measure the internal force directly, we simply assumed that the components of the internal force vector were proportional to the displacement of the two linear potentiometers. Thus, the sensor values of the two linear potentiometers were directly used as the components of the vector Fi.

Figures 10D,E show the sensor mechanism detecting external forces from the environment. This mechanism consists of a semicircular rod, a potentiometer (Alps Alpine Co. Ltd., RDC506002A), and a spring. It was implemented at the bottom of servo motors that drive the yaw joints (Figure 10D). Figure 10E shows how this mechanism works. The semicircular structure at the bottom rotates when it receives external forces (e.g., frictional forces) from the right or left, and its rotational angle is measured by the potentiometer. When the arm lifts off the ground, the displacement of the potentiometer decreases due to the spring. Because it was difficult to directly measure the external force, we assumed that the external force vector was proportional to the displacement of the potentiometer for the sake of convenience. Thus, the sensor value of the linear potentiometer was directly used as the value of the external force [image: image].



5.2. Experimental Results

We performed experiments using the experimental robot. Table 2 shows the parameter values, which were individually adjusted by trial-and-error for each body configuration shown in Figures 2A–D. The frictional property of the floor was also chosen by trial-and-error so that the robot successfully moves.


Table 2. Parameter values used for the experimental robot.

[image: Table 2]

The result is shown in Figure 11 (Supplementary Movie). When all segments are present (Figure 11A), the arms pushed themselves against the ground to move effectively, which is qualitatively similar to real brittle stars (Figure 11A). When all arms were shortened (Figure 11B), the robot moved in a manner similar to a “breaststroke" pattern of real brittle stars (Figure 2B). When two arms remained (Figure 11C), the arms were often anchored to the ground, and then they pushed themselves against the anchored points to move effectively, like with real brittle stars (Figure 2C). When only one arm remained (Figure 11D), the robot moved in a qualitatively similar manner as real brittle stars (Figure 2D) although the central disc did not anchor well to the ground and was often pushed backward during arm extension. Thus, although there existed a slight discrepancy between the robot and real brittle stars, the behavioral findings were qualitatively reproduced.


[image: Figure 11]
FIGURE 11. Snapshots of the brittle star-like robot (A) with five flexible arms, (B) with five shortened arms, (C) with two flexible arms, and (D) with one flexible arm. All experiments were performed on a flat terrain.





6. CONCLUSION AND FUTURE WORK

We focused on the locomotion of brittle stars that move by coordinating their five flexible arms. Based on behavioral findings of brittle stars with various morphologies in various environments, we proposed a simple decentralized control model that incorporates both inter- and intra-arm coordination mechanisms. We demonstrated, via simulations, that the proposed model reproduces the behavioral findings qualitatively. Moreover, we developed a brittle star-like robot and performed real-world experiments; the robot moved in a qualitatively similar manner as the real brittle stars.

Previous studies that used learning or trial-and-error techniques (Bongard et al., 2006; Mahdavi and Bentley, 2006; Mostafa et al., 2010; Koos et al., 2013; Christensen et al., 2014; Ren et al., 2014; Cully et al., 2015; Rubio et al., 2018, 2019; Yen et al., 2018) required a considerable amount of time (more than several tens of seconds) to respond to unexpected physical damage. Meanwhile, we have recently developed a brittle star-like robot that can immediately adapt to unexpected physical damage (Kano et al., 2017), yet the number of degrees of freedom within the body was still small. In contrast, this study succeeded in considerably increasing the number of bodily degrees of freedom since our previous work (Kano et al., 2017), thereby paving the way to developing robots that can coordinate a large number of bodily degrees of freedom adapting to unpredictable circumstances in real-time.

This study is also significant from a scientific viewpoint because we succeeded in capturing the essence of the inter- and intra-arm coordination mechanism in brittle stars. Moreover, we believe that our finding imparts novel insights into the essential mechanism of animals' adaptive locomotion from a general perspective. In fact, the proposed mechanism has things in common with other animals. For example, in insect locomotion, local positive feedback mechanism works depending on whether the leg supports locomotion or not (Schmitz et al., 2008), which is similar to the control mechanism proposed in this study.

However, there are limitations in this study. First, we had to fine-tune parameters for each body configuration as well as to carefully choose frictional property of the floor. Second, the robot did not move as effectively as real brittle stars. In particular, the locomotion of the robot with only one arm was extremely slow. Third, we could not reproduce locomotion on a terrain with several objects (Figure 2E) with the robot. These limitations originate from mechanical and control issues. Concerning mechanical aspects, the reaction force was not properly measured by the current sensor system used. Additionally, the mass distribution of the robot and the friction between the body and the ground were not optimal. Regarding control, the proposed control scheme is not able to fully mimic the brittle stars' locomotion owing to its simplicity, even though it likely captures the essence of the locomotion. More complex control schemes may improve performance. Solving these issues remain as future work.

Another future direction of this work is the realization of a fully autonomous brittle star-like robot. For this, from the viewpoint of mechanics, the robot must contain batteries. From the viewpoint of control, the moving direction needs to be automatically determined. In our previous works, we performed behavioral experiments wherein the nerve ring was partially damaged (Clark et al., 2019), and based on this, we proposed a mathematical model for the nerve ring and succeeded in determining the moving direction in a self-organized manner (Kano et al., 2019). We believe that the control scheme for the fully autonomous brittle star-like robot can be developed by combining the model proposed in this paper with that for the nerve ring (Kano et al., 2019).
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In this paper, we present a gecko-inspired soft robot that is able to climb inclined, flat surfaces. By changing the design of the previous version, the energy consumption of the robot could be reduced, and at the same time, its ability to climb and its speed of movement could be increased. As a result, the new prototype consumes only about a third of the energy of the previous version and manages to climb slopes of up to 84°. In the horizontal plane, its velocity could be increased from 2 to 6 cm/s. We also provide a detailed analysis of the robot's straight gait.
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1. INTRODUCTION

In the last decade, soft robotics has become an established field in the robotics sciences, and is still growing rapidly. This discipline utilizes the properties of soft materials and structures for developing new types of machines showing a compliance similar to that of living organisms (Majidi, 2014). Examples of biological models include worms, caterpillars, and cephalopods (Kim et al., 2013).

Typically, soft robots are designed either for locomotion or for grasping and manipulation (Rus and Tolley, 2015). In the context of locomotion, typical principles are crawling, walking, running, jumping, flying, and swimming (Calisti et al., 2017). The zoo of soft robots includes representatives of all these principles. Climbing—a combination of locomotion and adhesion (Chu et al., 2010)—, however, is largely unexplored, besides a few exceptions (Gu et al., 2018; Tang et al., 2018; Qin et al., 2019). A great advantage of flexible machines is that they can hardly endanger themselves or their environment due to their softness. This raises the question why there are no universal, climbing soft robots, as they can easily survive a fall—Universal in the sense that they can move in any direction. In Seibel and Schiller (2018), we therefore introduced a soft robot that is specifically designed for climbing. Figure 1A shows a slightly modified version of the robot presented therein. Its design is based on the use of fast pneu-net bending actuators (Mosadegh et al., 2014) as the primary element and its locomotion is inspired by the gecko (Autumn et al., 2006). The attachment of the soft robot to the ground during gait is realized by suction cups as feet. The robot presented therein is able to climb surfaces up to 50° inclination.


[image: Figure 1]
FIGURE 1. Current prototypes of the gecko-inspired soft robot. (A) Large prototype, (B) small prototype.


However, the robot is linked to an external pressure source by supply tubes. In order to enable autonomous movements, it would have to carry its pressure source with it. Therefore, its movements should be as energy efficient as possible so that a potentially more lightweight pressure source can be used. In this paper, we investigate how the energy consumption of the robot can be reduced by constructive measures. This is an important step in the direction of mobile, untethered soft robotics.



2. NEW PROTOTYPE OF THE ROBOT

The new prototype of our gecko-inspired soft robot is designed in terms of a reduction of its pneumatic energy consumption. This is mainly achieved by downscaling the previous version. Therefore, the new prototype is denoted as small version and the previous one as large version. In the following, the robot's redesign process is described in detail.


2.1. Energy Consumption

The energy consumption of a pneumatic system is strongly related to its air demand, which can be calculated by multiplying the volume of the pneumatic system by the applied pressure. For a qualitative comparison, the energy consumption is considered equal to the air demand, as the used control unit is identical for both prototypes, and therefore, other factors affect both versions in the same fashion. In order to obtain a meaningful value for the energy consumption E of the robot, the air demand is set in relation to the shift in position:

[image: image]

Here, pi describes the applied pressure in the ith actuator (from a total of N actuators) with the volume Vi, and ni is the number of actuations of this actuator within a gait cycle. Furthermore, ncyc describes the number of cycles necessary to move from the start position xstart to the end position xend. With a constant distance Δx traveled, there are three ways to reduce the energy consumption:

• Maximize the shift in position per cycle and thus minimize the required number of cycles ncyc,

• Reduce the required pressures pi for the actuators while keeping the shift in position per cycle constant.

• Reduce the inner volumes Vi of the actuators.

The shift in position per cycle can be approximately estimated with one body length, as we will see in Figure 6 and Equation (5). In order to increase the shift in position, all six actuators of the robot have to be increased in size, which only has an effect by a factor of one on the shift in position, but by a factor of six on the air demand. Therefore, it is more promising to reduce the volume and the required pressure than to increase the shift in position per cycle.



2.2. Design Parameters and Realization of the Small Prototype

The most effective way to reduce the internal volume of a fast pneu-net actuator is to increase the number of chambers. This not only reduces the inner volume, but also increases the self-reinforcing effect of the actuator and thus also reduces the required pressure, as experimentally studied in Mosadegh et al. (2014) (and approved by own experiments documented in the Supplementary Data). From simulations in Polygerinos et al. (2013), it is also known that thinner walls lead to less required pressure and increased force output. Additionally, increasing the chamber height increases the force output. From these findings, it can be concluded that an actuator with many chambers, thin inner walls, and a big chamber height is desirable for best performance.

The design of the large prototype is based on the actuator dimensions from the Soft Robotics Toolkit (Website, 2019). In order to reduce the volume of the actuator, only the overall length ℓact and the number of chambers nch should be adjusted so that the fittings to the suction cups are not changed. The width wch and height hch of the chambers should therefore remain constant. The manufacturing process (3D printed molds, manual injection molding with Elastosil) makes it difficult to achieve wall thicknesses of less than 1 mm. Therefore, the inner wall thickness tw,i is not varied either. The total length chosen is ℓact = 76.5 mm. Own experiments have shown that a leg of this length has an advantageous stiffness to be integrated into the robot. As many chambers as possible are arranged on this length, which is nch = 15. The limiting factor here is the fragility of the 3D-printed molds. The inner volume V of an actuator can now be calculated using the following equation:

[image: image]

where hair, wair, and ℓair describe the height, width, and length of the air channel, respectively. It should be noted that this equation only describes the inner volume of an actuator at rest. If the actuator is actuated, the volume increases. However, for a qualitative comparison between the two versions, this approximation should be sufficient. Table 1 shows all necessary parameters for the design of both the large and the small version.


Table 1. Design parameters of the large and the small prototype of the gecko-inspired soft robot.

[image: Table 1]

The design of the small prototype is basically the same as described in Seibel and Schiller (2018). In addition to the size variation, two more details have changed. The supply tubes for the front feet and legs no longer lie in the torso's middle layer, but outside the robot. This allows the middle layer of the torso to be designed with minimal thickness, and the torso is more flexible overall, requiring less pressure to deform it. In addition, there is a dovetail at the ends of the legs and a groove at the ends of the torso to make the process of joining the torso and legs more precise and easier. Figure 2 shows an exploded view of the small prototype. All parts of the robot have to be manufactured individually and joined afterwards. A photograph of the small prototype is shown in Figure 1B. In order to be able to make a meaningful comparison between the two versions, the large prototype of the robot was also manufactured with external supply tubes and dovetail joints (see Figure 1A).


[image: Figure 2]
FIGURE 2. Explosion view of the small prototype of the gecko-inspired soft robot.





3. EXPERIMENTS

The robot consists of fast pneu-net bending actuators that take pressure as input. In most cases, however, the robot should take on a certain pose, that is, its limbs should have particular bending angles. For this reason, the angular input must be converted into pressure references. Figure 3 illustrates the control scheme for a single actuator. In A, the block diagram is shown. The angular reference rα is converted into a reference pressure rp by a mapping function p(α), depicted in B, which must be determined by an experiment. In comparison with the actual pressure, the PID controller C is fed, which in return generates the control signal u for the proportional directional valve G1. The pressure p is measured by a digital pressure sensor at the valve outlet. In the quasi-static case, this is the pressure inside the actuator G2, whose output is the bending angle α. A system of six of these channels connected in parallel to a compressor is required to operate all limbs of the robot. Control of the suction cups is realized by direct acting solenoid valves that are connected in parallel to a vacuum pump. All components required for control are combined in a compact, universal control board. In order to measure the bending angles of the robot, a camera is mounted above the walking plane (acrylic glass plate with an adjustable slope), as shown in Figure 4A. Apriltags (Wang and Olson, 2016) are attached to the feet and the torso ends of the robot (see Figure 4B). The position and orientation of the individual tags (and thus the position and orientation of the robot limbs) can now be detected in the camera images. In this way, the bending angles of the individual limbs can be calculated as follows:

[image: image]

where r1 describes the apriltag's orientation of one and r2 of the other end of a limb. Furthermore, R is the two-dimensional rotation matrix. The orientation angle of the robot ε is defined as the angle between the x-axis and the vector from the rear to the front end of the torso:

[image: image]


[image: Figure 3]
FIGURE 3. Control scheme: (A) Block diagram of the control loop for a single actuator. The block p(α) maps angle to pressure coordinates, C is the implemented PID controller, G1 describes the dynamics of the proportional valve, and G2 represents the dynamics of the tube and actuator. (B) Measured and fitted relation between bending angle and applied pressure in the horizontal plane of the left front leg of the small version.



[image: Figure 4]
FIGURE 4. Experimental setting. (A) Principal sketch, (B) apriltags attached to the robot's feet and torso's ends. The individual tags are indicated by different colors (red—front left, dark red—front right, orange—front center, dark orange—rear center, blue—rear left, dark blue—rear right).


Here, ex describes the unit vector in x-direction, p1 the position of the front end, and p4 the position of the rear end of the torso. All of the following experiments were repeated at least five times. In the following graphs, solid curves represent the mean value and the standard deviation is represented by an area, unless stated otherwise. Note that the measured bending angles are only used for analysis. The locomotion of the robot itself is controlled only by the pressure and the corresponding mapping function. The control scheme is intentionally kept as simple as possible in order to have as few dependencies on measurement systems as necessary and thus be able to run outside laboratory conditions.


3.1. Determining the Transient Time

The diameter and length of the supply tubes as well as the control hardware and software are identical for both versions. However, since the inner volume of the actuators is different, the small version requires comparatively less air to be transported through the tubes. This requires correspondingly less time and reduces the robot's movement phase, and thus also the cycle time. Figure 5 shows the step response for a reference pressure of pref = 0.75 bar of a small (green) and a large (purple) actuator. The bending angle of the small version reaches its equilibrium position after about one second, while the transient time of the large version lasts ~3 s.


[image: Figure 5]
FIGURE 5. Step response of a small (green) and a large (purple) soft actuator for a reference pressure of pref = 0.75 bar. The left graph shows the pressure and the right graph shows the angle response.




3.2. Experiments on the Horizontal Plane

In a first experiment, the behavior of the two robot versions in the horizontal plane is analyzed. The aim of this experiment is to understand and compare the motion within a cycle. In order to obtain measurement data for the entire cycle, the gait pattern is slowed down since the camera images are smeared when the movements are too fast and the tags can no longer be detected. Figure 6 shows the track of the tags placed on the large (Figure 6A) and small (Figure 6B) prototype during a cycle. Apart from the dimensions, both robots have a very similar motion quality. However, the overlaps of the track of the torso ends (orange and dark orange) as well as the left feet (red and blue) are much larger in the small version. In fact, the small version has a much better ratio of shift in position within a cycle Δx to body length ℓbl = ℓact + 2(hch + hbot + tw,o):
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[image: Figure 6]
FIGURE 6. Analysis of the track of feet during one cycle of straight gait in the horizontal plane. (A) Track of large prototype, (B) track of small prototype. (C) Single frames show the abstraction of pose at the extreme points as well as in the start, middle, and end position during cycle. (D) Graph of orientation angle ε during cycle of small (green) and large (purple) prototype.


This is mainly due to the fact that the torso of the small version has a better bending performance, as can be seen in the single frames of start, middle, and end pose in Figure 6C. Furthermore, the y-symmetry of the track of the torso ends is notable. Apparently, the rear torso end in the second half of the cycle qualitatively performs the same movement as the front torso end in the first half. Similarly, the movement of the rear torso end in the first half of the cycle is complementary to the movement of the front end in the second half. This necessarily results in a change of the orientation angle ε within a cycle. Figure 6D shows the history of ε during one cycle of straight gait. It can clearly be seen that the change in orientation within a cycle for the small version is larger than for the large version. The linear model for straight gait from Seibel and Schiller (2018) predicts the maximum displacement of the fixed feet for the poses at 25% and 75% of cycle time (i.e., approximately at the points of maximum orientation). This reveals how the problem of the model is solved in reality: the robot changes its orientation. The larger change of the small version is explained by the fact that the ratio of body length to leg length λ = ℓbl/ℓact is comparatively larger:

[image: image]

For a larger ratio λ, the linear model predicts a larger displacement of the fixed feet. Since a displacement of the fixed feet is physically not possible, this theoretically larger displacement results in a larger change of orientation. This effect can be seen very well in the selected poses in Figure 6C.



3.3. Experiments on the Inclined Plane

The gait pattern for the robot's straight gait consists of a total of six phases, of which two are complementary. This results in three categorical phases: movement phase, fixation phase, and release phase. Figure 7A shows the poses the robot should take within these phases. Based on the determination of the transient time in the previous section, the duration of the movement phase of the large version is set to three seconds and that of the small version to one second. The fixation phase lasts 0.1 seconds and the release phase also 0.1 seconds. Both are the same for both versions of the robot.


[image: Figure 7]
FIGURE 7. Gait patterns for straight movement of the robot. Fixed feet are indicated by filled circles and unfixed feet by unfilled circles. (A) Gait pattern for inclination angles δ < 70°. (B) Climbing pattern for high inclinations (δ ≥ 70°). Vacuum is applied to red and black filled feet. Black filled feet are fixed to the ground, whereas red feet do not necessarily have to be. In order to secure the fixation, the foot to be fixed is swinged back and forth once.


Within these phases, the reference bending angle for all limbs is either 0° or 90°. This angle corresponds in the horizontal plane and without external load to a certain pressure: the reference pressure (compare to Figure 3B). In the horizontal plane, the gravity force is perpendicular to the direction of movement. As the inclination angle δ increases, however, the gravity acts increasingly against the direction of movement of the robot, and therefore, the reference pressure must be adjusted in order to correspond to a bending angle of 90°. This means that the mapping function p(α) of each actuator must be recalibrated for each inclination.

In the following experiment, the velocity and energy consumption of the two robot versions are determined for different inclination angles δ. First, the same reference pressures are used for all the inclinations, without recalibrating the mapping function. Then, the reference pressures are adjusted according to the inclination angle, so that the bending angles in the extreme positions correspond as closely as possible to 90°. Figures 8A,B show how the maximum bending angles of the front legs and the torso decrease with increasing inclination, while the bending angles of the rear feet increase, when using the same pressure references (dashed curve). This is, however, to be expected since the front legs and torso need to operate against gravity, while the actuation of the rear legs is supported by gravity.


[image: Figure 8]
FIGURE 8. Maximum bending angle (A,B) and corresponding reference pressures (C,D) of front legs (red), rear legs (blue), and torso (orange) during a cycle. By applying the same pressure reference for different inclination angles (i.e., different loads), the dashed curves are obtained. The solid curves are obtained from the recalibrated pressure references, such that the bending angles match 90° as good as possible. Left diagrams are for large prototype and right diagrams for small prototype.


The solid curves in Figures 8A,B show the maximum bending angles for the recalibrated reference pressures. In Figures 8C,D, the values for the reference pressures are shown for each inclination. Especially the torso is more pressurized, while the reference pressures in the legs are slightly decreased. This indicates that the shift in position comes mainly from the torso, which is consistent with the finding from Fischer and Witte (2007) of the torso as the main organ of locomotion. The high standard deviation is mainly due to the fact that in some cases, the feet are not fixed immediately during the fixation phase, but rather during the subsequent movement phase. This results in a foot position that does not correspond to the gait model, and may not allow the corresponding limb to bend by 90°.

However, as the angle of inclination increases, not only does the load increase (due to the counteracting gravity force), but the normal force, which pushes the feet against the walking plane, decreases to the same extent. Due to the small normal force at high slopes (δ > 70°), the sealing lip of the suction cup may not be in contact with the walking plane over the entire circumference, which may results in a gap. In this case, the suction cup cannot grip despite vacuum being applied. Therefore, a new gait pattern for high inclinations is introduced, as depicted in Figure 7B. The movement and release phases remain identical, but the fixation phase is extended by four additional poses. Before the two supporting feet are released, the potentially unfixed rear leg is first swung forwards and backwards once, in the expectation that the corresponding foot will be fixed during this motion. Afterwards, the same happens to the potentially unfixed front leg. Then, both supporting feet are released and the next movement phase begins. In the Supplementary Video (from 1:34 min on), it can be seen that the foot to be fixed is sucked into a random location within the swinging motion. With additional pressure sensors, it would be possible to detect whether a foot is fixed or not. Through this feedback, the execution of the swing phase of an already fixed leg can be avoided or the swing phase could be repeated if the first run did not have the desired effect. But as the experiments show, the one-time execution of the swing phase is sufficient, and the time saving by avoiding unnecessary swing phases is not particularly large. Therefore, this hardware upgrade has been omitted so far.

The experiment with constant reference pressures shows that the velocity linearly decreases with increasing inclination angle, while the energy consumption increases, see Figure 9. The small version has about twice the velocity with half the energy consumption. Both versions manage to climb slopes of up to 63° without falling. At a slope of 76°, the large version does not come from the spot, while the small one even slides backwards. In the experiment with recalibrated reference pressures, the velocity and energy consumption of the large version remain almost constant up to an inclination angle of 63°. This is because the number of cycles required remains the same, while the applied pressure increases only slightly [refer Equation (1)]. With the climbing pattern for high inclinations (see Figure 7B), the large version manages to climb inclinations of up to 76°. Higher inclination angles, however, are not possible with this version as the torso cannot reach the corresponding bending angles without running into danger of bursting due to the required applied pressure. The velocity of the small robot version with recalibrated reference pressures is significantly higher compared to the performance with constant pressure references, but decreases with increasing inclination. Energy consumption is also comparatively lower. The small version even manages to master inclinations of up to 84° and is therefore very close to the goal of climbing a vertical wall. A further increase of the inclination, however, does fail here due to a lack of fixation. The normal force is simply too small to bring the suction cups close enough to the walking plane to allow them to suck. Since the robot cannot actively push its feet against the plane of movement, no further variation of the gait pattern will help at this point. A mechanism is needed that pushes the feet against the plane.


[image: Figure 9]
FIGURE 9. (A) Walking performance and (B) energy consumption for various inclination angles. Dashed curves show the values for constant and solid curves for recalibrated pressure references.


The complete data set of the experiments on the inclined plane is provided in the Supplementary Data.




4. CONCLUSION

The goal of this paper was to develop a new version of the gecko-inspired soft robot from Seibel and Schiller (2018) that consumes less energy in order to take another step in the direction of an untethered, soft climbing robot. By reducing the volume and increasing the self-reinforcing effect of the bending actuators, not only this goal could be achieved, but also the velocity of the robot was significantly increased (by 300%), as well as its ability to climb. Table 2 summarizes the results of this study. The large version has major difficulties in reaching the reference pose at all when climbing high inclinations, that is, the actuators do not provide enough force to bend to the desired angle under high load. Increasing the reference pressure would exceed the actuator's capability and cause it to burst. For the small version, however, climbing is not limited by a lack of force, but by a lack of fixation. Reaching the reference pose is no challenge for this version, even under high load. In order to improve the fixation, only a mechanism is needed that allows the robot to actively push its feet to the plane of movement. With such a mechanism, the robot could easily climb vertical walls.


Table 2. Comparison of the large and the small prototype of the gecko-inspired soft robot.

[image: Table 2]

Compared to other robots, this robot can move extremely fast. Qin et al. (2019) summarize the speeds of different soft crawling robots and introduces a novel robot with special emphasis on rapid locomotion, since its speed is much higher than of previous soft robots. Without a payload, this robot moves at a speed of about 0.1 ℓbl/s, while our robot can run five times the speed related to its body length.

In order to free the robot from its umbilical cord, a suitable on-board pressure and vacuum source must be found. Even though research is ongoing (Adami and Seibel, 2019), this task is still open. In any case, reducing energy consumption to 36% compared to the previous version brings this goal closer.
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Autonomous and remotely operated underwater vehicles allow us to reach places which have previously been inaccessible and perform complex repair, exploration and analysis tasks. As their navigation is not infallible, they may cause severe damage to themselves and their often fragile surroundings, such as flooded caves, coral reefs, or even accompanying divers in case of a collision. In this study, we used a shallow neural network, consisting of interlinking PID controllers, and trained by a genetic algorithm, to control a biologically inspired AUV with a soft and compliant exoskeleton. Such a compliant structure is a versatile and passive solution which reduces the accelerations induced by collisions to 56% of the original mean value acting upon the system, thus, notably reducing the stress on its components and resulting reaction forces on its surroundings. The segmented structure of this spherical exoskeleton protects the encased system without limiting the use of cameras, sensors or manipulators.

Keywords: exoskeleton, genetic algorithm, compliant structure, shock absorbability, cave diving


INTRODUCTION

In recent years the use of Autonomous Underwater Vehicles (AUVs) and Remotely Operated Vehicles (ROVs) has become increasingly popular in marine biology and underwater exploration. These vehicles enable humans to reach depths and areas which would otherwise be too dangerous for divers or simply inaccessible (Hudson et al., 2005). Yet especially when having to navigate in complex or confined spaces, such as flooded caves, shipwrecks or coral reefs, conventional ROVs still show significant practical limitations. Most ROVs are trivially underactuated and therefore incapable of precisely maneuvering under such circumstances in the first place. The need for a cable connecting to a control station further reduces an ROVs ability to freely move in confined spaces. AUVs are free of this restriction, however, due to their limited on-board signal processing and navigation, they are still often unfit for the interaction with fragile surroundings or are themselves prone to take damage from unintentional collisions (Hudson et al., 2005; Hernández-Alvarado et al., 2016). Especially in fragile confined spaces such as underwater caves, a rigid object colliding with the environment can cause the release of debris or even rocks.

So far, these limitations were addressed using computationally, expensive technical solutions. Typical implementations include adding a multitude of sensors in order to capture the state of the system more accurately when planning its trajectory and additionally carrying out local behavior based strategies (Warren, 1990; Estes et al., 1996; Valavanis et al., 1997; Chyba et al., 2009). However, any active technical systems can fail, and, in these cases, a passive structure or mechanism should prevent severe consequences to the system and especially its environment. As a result, there is an increasing need for a fail-safe, computationally and economically inexpensive solution to allow safe maneuverability of underwater vehicles in fragile and confined environments.


Biological Inspiration

In evolutionary terms there are two possible concepts to respond to mechanical stress: either increase the rigidity of your protective layer, e.g., an exoskeleton or shell, to prevent any deformation, or tolerate certain levels of deformation to minimize the risk of lasting damage (Vincent and Wegst, 2004; Dirks and Taylor, 2012; Wegst et al., 2015).

Especially in unicellular organisms such as ciliates, bacteria or algae, the “tolerate” principle is dominant (King and Beams, 1941; Stocker, 2011; Persat et al., 2015; Sumpio, 2017). These organisms are only separated from their environment by a single membrane or mostly unsclerotised cell walls. Most of these small organisms are also unable to avoid collisions actively; however, due to their small mass and since their “skeleton” is mostly ductile and flexible, they remain unharmed (Persat et al., 2015). The underlying idea of compliance instead of rigidity is applied in soft robotics and modern prosthetics (Trivedi et al., 2008; Belter et al., 2013; Coyle et al., 2018). For underwater vehicles and diving equipment compliance has been used for different actuation strategies (Arienti et al., 2013; Kim et al., 2013; Cianchetti et al., 2015; Laschi et al., 2016), however not yet for structural-skeletal concepts to enhance existing systems. A great advantage of this passively compliant mechanism is its versatility in possible shapes, allowing virtually any system to be equipped with these segmented structures. Here, we show how such a soft and compliant exoskeleton can improve the longevity of an underwater vehicle and reduce the stress, acting upon the system and its environment, in case of a collision.

An additional challenge, which a truly bio-inspired robust system faces, is the ability to compensate for a changing environment, varying carried load, or potential partial system failure. The growing interest in the application of AUVs for exploratory, survey, and economic purposes has led to the development of numerous control strategies, attempting to improve the robustness of such systems to time-variable ocean currents or waves (Elhaki and Shojaei, 2018; Zhong et al., 2018; Shojaei, 2019; Wang et al., 2019; Xia et al., 2019). Recently, the use of neural networks has become increasingly wide-spread in such control applications to account for changing weight distributions of moving manipulators and otherwise unmodeled hydrodynamics (Hernández-Alvarado et al., 2016; Elhaki and Shojaei, 2018; Shojaei, 2019). During the last century, extensive work in the field of biologically inspired adaptive control models has led to a set of principles that enable computation or decision making procedures which are otherwise impractical for traditional mathematical approaches (Lin and Liu, 2010; Hernández-Alvarado et al., 2016; Meena and Devanshu, 2017). Depending on the task of the system, the feedback-based motor controller needs to be adjusted, to work irrespectively of the attached sensory equipment and additional manipulators. To allow a robust, autonomous control of our AUV, we used a genetic algorithm as a means of tuning a system of interlinking PID controllers as a simple three-layered neural network. As the number of weight parameters in our approach is comparably limited, we attempted to use this directed genetic algorithm as a biologically plausible learning strategy, as opposed to backpropagation methods, which are usually employed in more complex network architectures (Riedmiller and Braun, 1993; Hernández-Alvarado et al., 2016). Using a decaying step-size within a genetic algorithm leads to a rapid convergence in its performance over a comparably small number of generations.

To provide a frame of reference for a successfully auto-tuned system, we compared the performance of this approach to the popular heuristic Ziegler-Nichols method for PID tuning (Ho, 1991; Valério and da Costa, 2006). As a proof of concept, we quantified the stabilization performance of the genetic tuning algorithm for the pitch and roll components of the system. Due to the symmetrical shape and weight distribution of our prototype, its behavior is known to be sufficiently predictable to enable an approximated tuning success when using the classic Ziegler-Nichols method (Ho, 1991). In the following sections, we briefly explain the design choices of our newly developed SAUV, outline the implementation and performance of the employed genetic PID tuning algorithm, and quantify the effectiveness of the biologically inspired soft and compliant exoskeleton.




MATERIALS AND METHODS

To demonstrate the effect of the compliant exoskeleton principle, derived from unicellular organisms, on a larger scale, a fully functional prototype was built. The resulting ability to absorb kinetic energy was experimentally evaluated using this prototype. To be equally agile in six degrees of freedom, we designed a spherical system with six bidirectional thrusters. This almost holonomic design also eliminates the need for a preferable direction of movement as its drag coefficient remains constant, regardless of the system's orientation (Turton and Levenspiel, 1986).


The AUV

The AUV has a total of six NTM Prop Drive 1000 KV brushless motors (by HobbyKing, Hong Kong) which are each connected to a Turnigy MultiStar 30 ampere electronic speed controller (by HobbyKing, Hong Kong). These ESCs were chosen for their ability to reverse the direction of the brushless motors, using the OneShot125 3D protocol. This principle allows generating thrust in either direction when required, especially in the case of rapid descent or aggressive orientation correction. Four motors are positioned in equal distance to each other and the center of mass, facing upwards. To cancel out the angular momentum, neighboring motors spin in opposite directions, as indicated in the control loop diagram, which is explained in detail in Figure 3. A further two motors are positioned facing forwards on either side of the system. These motors are required to move the system forwards or backwards without adjusting the pitch and to improve upon the system's ability to turn on the spot. CAD renderings of the complete system are shown in Figure 1.


[image: Figure 1]
FIGURE 1. Renderings of constructed SAUV: Soft Autonomous Underwater Vehicle with the compliant exoskeleton (blue, transparent) fitted around it. (A) front view, (B) top view, (C) isometric view. Up to four cameras may be mounted in the lower section of the SAUV. The system is connected to a ground station via a water proof CAT6 connector during the conducted trials to visualize current sensor readings and start the control protocol.


Two ultrasonic distance measuring modules were installed, one in the front, facing forwards, and one in the lower center of the system, facing downwards. These sensors provide the system with readings necessary for primitive obstacle avoidance and, if desired, to keep a constant relative position to the floor. In addition, an altimeter (MS5803 _ 14BA by Sparkfun, Boulder, Colorado, United States) is located in the back of the system to monitor the actual depth relative to the water level by measuring the current water pressure. Two 11.3 V lithium polymer batteries, connected in parallel, are located in a water-sealed container (HPL806 by iSi Deutschland GmbH, Solingen, Germany) in the lower section of the AUV. All other electronic components are contained in a secondary container of the same type in the upper section.

The entire system, at its current stage, is controlled by a Raspberry Pi 3 Model B (by Raspberry Pi Foundation, Cambridge, United Kingdom, Debian release V9.2) which is used to read all sensor input and send motor output commands using i2c protocol. For ease of handling, in all experiments conducted underwater, the Raspberry Pi was placed outside the towing tank and connected via a data transmission cable. During the experiments, however, there was no interaction with any of the control components.



Genetic Algorithm and Preliminary Trials

The stabilization and position tracking are achieved through a shallow neural network consisting of 4 interlinking PID controllers which were tuned through a simple genetic algorithm following to a (1, 5)20 evolution strategy (Rechenberg, 1989, 2000) (Figure 2). These 4 PID controllers are responsible for correcting and stabilizing the systems (1) pitch & roll, (2) yaw, (3) depth, and (4) frontal distance to an obstacle or object of interest. Due to the spherical shape of the system, the weights of the pitch and roll components are shared and thus tuned simultaneously. In general, our tuning approach is executed for one control segment at a time. In this genetic tuning algorithm an “individual,” is represented by a set of corresponding weights for each PID controller within the control loop, and an associated fitness, based on the resulting position tracking performance. The strategy itself can be divided into four distinctive steps: (i) Reproduction. Five copies of the fittest offspring of the previous generation are generated. (ii) Mutation. Each new offspring is randomly mutated, following Equation 3.1. A randomly generated value −1 ≤ M ≤ 1 divided by the number of generations and multiplied by the range specific to the component (Rp = 100, Ri = 10, Rd = 10) is added to the previous weight wjgen−1 of the set, respectively. (iii) Evaluation. After generating these sets, each is applied to the network of controllers and the system, and the fitness of the set is computed over an interval of 5 s in terms of the resulting Mean Squared Error (MSE) in the position or angular tracking performance Equation 3.2. The controller error, ectrl, used in this function corresponds to the currently tuned controller, e.g., epitch + eroll, when pitch and roll weights are tuned. (iv) Selection. The individual containing the set of values resulting in the lowest MSE is selected as the fittest offspring and becomes the parent of the successor generation. The process is then repeated over 20 generations in total. As this selection method is purely based on the system's accelerometer, gyroscope, ultrasonic and altimeter measurements, it does not require manual tracking or user input to execute the tuning process.
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To demonstrate the effectiveness of the genetic algorithm, a set of preliminary trials were conducted in a custom-built 60 × 60 × 80 cm (width × length × height) aquarium. This setup was chosen to test the algorithm, as in case of unstable behavior, the system could be easily recovered. In front of the aquarium, at a distance of 52 cm between the lens and the front-facing wall of the aquarium, a GoPro Hero 5 Black (by GoPro Inc., San Mateo, United States) on a tripod was positioned in portrait mode (vertically oriented) to record the prototype system within the aquarium (1,920 × 1,080 px at 59,94 fps). To compensate for the lens distortion, all footage was recorded with the integrated field of view set to linear. For later visual tracking of the system within the aquarium, a set of colored 4 × 4 Lego bricks were attached to the top of the horizontally facing tubes o the prototype.


[image: Figure 2]
FIGURE 2. Employed (1, 5)20 Evolutionary strategy, depicted using symbols by Rechenberg (Rechenberg, 1989, 2000). (i) A single set of variables is duplicated 5 times to produce a new generation. (ii) Each offspring is mutated and (iii) its fitness is computed based on the MSE (Equation 3.2) of the position tracking performance. (iv) From this population the offspring with the lowest MSE is selected and used as the parent of the next generation. This process is repeated over 20 generations at which point the best performing set of the last generation is determined and the tuning process ends.



[image: Figure 3]
FIGURE 3. Control diagram of the developed system, consisting of 4 interlinking PID controllers, to allow for accurate position tracking in pitch & roll (PIDpr), yaw (PIDy), depth (PIDd) and distance to an obstacle or object of interest in front of the SAUV (PIDf). At the beginning of each increment of the control loop the current state of the system in terms of the vector s(t) and the desired, or reference, state r(t) is determined. The reference state can either be the result of direct user input via a gamepad, a pre-programmed route to follow, or a state to maintain. The deviation from the desired state yields the current error of the system e(t), consisting of the respective values for each controller to correct for. The responses are then mapped to each motor according to the motors' rotation direction (lower left) by converting the summed outputs of the PID block xi into pulse width modulated signals for each ESC denoted as yi. (lower right) Each PID controller consists of three components: a proportional Pctrl, an integral Ictrl, and a derivative Dctrl component. Their respective weights wp, wi, wd are tuned by a genetic algorithm, depicted in Figure 2.


The system was calibrated outside of the water on a level surface before being lowered into the aquarium. Afterwards, the training program loop was executed, and all sensor data and the fittest PID weights of each generation were saved directly onto the Raspberry Pi. The desired state of the system, in this case, was a constant vertical position, 30 cm above the floor of the aquarium, and a level orientation, without changes in the pitch or roll axis. This mode is referred to as “Hold Position.” After 20 successfully executed generations over the course of 8 min and 20 s, the program was terminated automatically, and the system was lifted out of the water and onto the level surface again. For the next iteration, the system was recalibrated, its batteries recharged and it began with a newly randomized set of input weights. This process was repeated until five iterations had been executed without interference.

For comparison, the heuristic Ziegler-Nichols PID Tuning method (Ziegler and Nichols, 1942) was used as a reference point to which the performance of the genetic algorithm was compared for the pitch and roll components of the controller network. To this end, the respective weights of the pitch and roll nodes were initially set to wprd = wpri = 0 with the exception of the proportional gain being set to wprp = 1. This value was continuously increased until the system reached a stable oscillation, denoted by the constant Ku, the ultimate gain. Afterwards, the individual gains for the controller are calculated as described in the original publication (Ziegler and Nichols, 1942) by determining Tu, the period of the oscillation at Ku from the recorded video.
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To compare the position-tracking performance of the two tuning methods, the system was recalibrated, lowered into the aquarium, and the “Hold position” script is executed. The program loop was then initiated, and after 10 s the recording was started. This time is required, as the system propels itself upwards from the aquarium floor and settles at the desired position. From this point on, the video was recorded over a duration of 10 s, resulting in 599 images for each run. Furthermore, a second condition was tested, in which the system was to ascend and descend rapidly, named “Alter Position.” Under this condition the desired vertical position was switched every 5 s between 30 and 45 cm above the aquarium floor to provoke unstable behavior over a duration of 60 s, resulting in 3,594 images. The performance of all evolutionary iterations after 20 generations and the Ziegler-Nichols method were tested in 5 repetitions in “Hold Position” mode. After showing that all iterations converged regarding their resulting position tracking performance (see Figure 6), only iteration one and the Ziegler-Nichols method were then compared in 5 repetitions in “Alter Position” mode for the second half of the preliminary trials.



Exoskeleton

The model of the soft and compliant exoskeleton consists of a total of 10 interchangeable parts, which, when mounted onto the AUV, lead to an overall spherical shape. These parts were manufactured with a dual extruder 3D printer (Dual Extruder Metal Frame BIBO 2, Bibo Automatic Equipment Co., Ltd, Shaoxing, China) using a thermoplastic polyurethane filament (Flexible TPU Transparent, SainSmart Ltd., Lenexa, USA). Additionally, the thruster ducts of the AUV were elongated to provide connecting points for the exoskeleton whereas the elongated sections were created from the same material as the exoskeleton. These elongated sections ensure an equally elastic and compliant behavior of the system regardless of the direction of impact. All other structural components were 3D printed using a ZoneStar Prusa i3 filament printer (ZoneStar Innovation Technology Co., Ltd, Shenzhen, China) with clear PLA filament (by filamentworld, Neu-Ulm).

The radius of the resulting sphere of constant width was chosen to allow at least 30 mm of deformation in any direction before a rigid component would come into contact with its surroundings. The only exceptions to this rule are the mounting points of the laterally placed thruster ducts, in case of a direct 90° impact from either side. As the area, for which this is the case, is negligibly small, compared to the overall size of the system, a smaller circumference of the exoskeleton was favored.



Evaluation of Exoskeleton Performance

Before conducting velocity and impact trials, the system's motor controller was tuned, using the above described genetic algorithm, with the exoskeleton attached and not retrained for trials without it, as the exoskeleton's effect on the systems total mass is negligible. Furthermore, due to its symmetry, the exoskeleton does not affect the system's center of mass. The total weight of the system, excluding the exoskeleton, is 2,279 g, while the exoskeleton weighs 283 g.

In order to quantify the dampening effect of the soft and compliant exoskeleton, impact trials were conducted in a 1.2 × 2.2 m (depth x width) section of a towing tank. The movement of the AUV was recorded using two synchronized cameras (top, side, 1,920 × 1,080 pixels, 59,94 fps, a shutter speed of 1/120 s, GoPro Hero 5 black and Hero 3+ black, San Mateo, United States). The experimental setup is shown in Figure 4.


[image: Figure 4]
FIGURE 4. Depicted is a cell shaded rendering of the experimental setup for the conducted “wet” impact trials. The SAUV is lowered into the towing tank at position (A) and records all IMU data while accelerating toward position (B) where it collides with the towing tank wall. After registering the impact, the SAUV stops its motors and backs away from the wall before ascending to the water surface for the following trial. These trials are recorded by two cameras; camera 1—GoPro Hero 3+ silver, located 200 mm above the water level, camera 2—GoPro Hero 5 black, located underwater at the same depth as the SAUV.


The recorded video files were imported into Blender (release 2.79b, GNU General Public License, blender foundation) and analyzed using its internal pattern motion tracking. The resulting trajectories of multiple markers with known distances, to compensate for lens distortion when computing the absolute velocity, were then exported as pixel coordinates using a custom plugin (Blender Motion Tracking Export Plugin, MIT license, www.github.com/BiYonic/blenderMotionExport). An automatic analysis tool for this data was then written in Python 3.6 to compute vmax and tvmax, as well as to plot the velocity profile of each run.

To determine the maximum velocity, the AUVs motors were set to accelerate to 70% of their maximum velocity to determine vmax and the required time tvmax to reach it. As the voltage of the two LiPo batteries affects the maximum velocity, they were fully recharged in between impact trials with and without the attached exoskeleton. At the beginning of each trial, the AUV was lowered into the towing tank at a distance of approximately 1.2 m from a wall of the tank, facing it directly. The AUV automatically positioned itself at a depth of 0.5 m below the water level and corrected its drift and orientation steadily for 5 s, settling at a steady position before beginning to accelerate toward the wall in front of it. The AUV then set its horizontally oriented thrusters to 70% of their maximum output to allow for yaw corrections while driving forwards and began logging the acceleration and angular velocity of the system from its inertial measurement unit (IMU) at a refresh rate of 59 Hz ± 1.3. The thrust was kept constant until an impact was registered by the IMU which prompted the horizontal motors to stop and then reverse their direction to move away from the wall. After moving backwards for 1 s, the system was set to hold its current position for 5 s before stopping the recording of IMU data and ascending to the water surface to be redeployed for the next trial.

To derive the true net acceleration and to compute the resulting velocity from the recorded IMU data, gravity and orientation compensation was performed according to Nistler and Selekwa (2011) and implemented in python 3.6. This way the effects of the tilt in the pitch, roll, and yaw axes on the acceleration in cartesian space were accounted for and the position relative to the starting point of the system, as well as its velocity, could be computed accurately. Both inertial and gyroscope measurements are required for this correction. The recorded duration of a single trial does not exceed 20 s; thus, no additional filters were applied to compensate for possible sensor drift, as it is negligible. The compared magnitude of the net acceleration, as shown in Equation 3.7 is dependent on the following components: [image: image], the corrected acceleration vector, [image: image], the input acceleration vector including gravity, as recorded by the inertial measurement unit, [image: image], the computed velocity vector, [image: image], the computed relative position vector, and J, the X- Y- Z rotation matrix, in Equation 3.6. For further details, refer to the original publication by (Nistler and Selekwa, 2011).
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To quantify the effect of the soft and compliant exoskeleton itself, also “dry” impact trials were conducted with the SAUV as a simple gravity pendulum and a rigid wall, depicted in Figure 5. The initial value problem-setup was taken with a length of the pendulum of l = 75 cm, the SAUV itself was assumed to be a point mass and the initial conditions φ0 = 15 ± 0.2 and [image: image] The impact trials were conducted with and without the attached exoskeleton parts with n = 5, respectively, to record the resulting maximum angle after a collision, denoted as φ1. The true net acceleration was also plotted according to Equations (3.6) and (3.7) with 20 repetitions in each condition.


[image: Figure 5]
FIGURE 5. “dry” Experimental setup of the gravity pendulum. The SAUV is assumed to be a point mass m, initially at rest prior to release [image: image] at an angle of [image: image] ±0.2°. The maximum angle φ1 after the impact with a rigid wall is measured to compute the coefficient of restitution of CR.




Statistical Evaluation

During the described preliminary trials, the Shapiro-Wilk test was used to test for normal distribution. Whenever more than two samples were tested for homogeneity of variances, the Levene's test was performed. Otherwise, a two-sample F-Test was used. For multi-sample comparison of the mean values, the Kruskal–Wallis rank-sum test was used. If significance occurred either the Dunn's test or the Wilcoxon rank-sum test was used post-hoc to identify the responsible subgroups. Whenever normally distributed samples with homogeneity of variances were found between two samples, the Welch Two Sample t-test was used to test their mean.

To compare the computed net acceleration and velocities in trials with and without the mounted soft and compliant exoskeleton, the following cascade of tests was performed; The Shapiro–Wilk test was used to test for normal distribution in each data set, followed by the Barnett test to test for homogeneity of variances. Since in all tests, both criteria were met, a two-sample student t-test was performed to compare the mean between the two samples. For every velocity and impact test, the sample size was n ≥ 10 with a significance level of α = 5%. All statistical evaluations were performed in python 3.6, using the library scipy.stats.




RESULTS


Genetic Algorithm Performance in Preliminary Trials

Over the course of 20 generations in 5 separate iterations, a total number of 500 individual value sets have been applied and tested in “Hold Position” mode during the genetic algorithm tuning phase. The fitness of each individual was determined by its resulting MSE, computed during the runtime of the tuning phase by directly comparing the filtered sensor deviation of the inertial measurement unit within each generation. By comparing the MSE after 20 generations of all iterations in “Hold Position” mode to one another, convergence could be shown for the performance of the genetic algorithm tuning (Kruskal–Wallis = 0.81231, p = 0.9368), (Figures 6, 7).


[image: Figure 6]
FIGURE 6. The MSE(epitch) of the best performing parameter sets in the pitch component over 20 generations is shown, recorded during the genetic algorithm tuning process. The light blue area indicates the range of resulting position tracking performances over the 5 repeated iterations and the dark blue line the mean performance in each generation.



[image: Figure 7]
FIGURE 7. Summarizing the findings of the preliminary trials to evaluate the effectiveness of the genetic algorithm for tuning the nodes related to pitch control. (A) The deviation between the front and rear tracking points in centimeters, located on the rims of the horizontal thruster ducts. The stable oscillation achieved during the tuning process of the Ziegler-Nichols algorithm can be approximated by a sinusoidal wave with a period of Tu = 0.825. (B) Example stabilization in pitch axis over 10 s in “Hold Position” mode for the Ziegler-Nichols Tuned nodes compared to the performance of the genetic algorithm after 20 generations. (C) Resulting Mean Square Error in stabilization performance in “Hold Position” mode for all 5 iterations after 20 generations each compared to the performance of the Ziegler-Nichols method. (D) Resulting Mean Square Error in stabilization performance in “Alter Position” mode, during rapid vertical position changes, for the genetic algorithm from iteration 1 after 20 generations compared to the performance of the Ziegler-Nichols method.


During our preliminary trials, for comparison, the system was tuned using the classic Ziegler-Nichols method. Steady oscillation of the system was achieved when the proportional gain of the pitch and roll segment wprp reached Ku = 125. The oscillation period at that point was determined by an analysis of the footage obtained executing “Hold Position.” Tu is therefore equal to 0.825. The approximated deviation (t), in terms of the vertical distance between the rearand front tracking points of the system, can be described by [image: image] and a comparison to the recorded video data is shown in Figure 7A. After calculating wprp, wpri, and wprd, the stabilization performance in “Hold Position” mode led to an MSE of 0.15463 ± 0.0772. An example of this stabilization method and the performance achieved through the genetic algorithm are shown in Figure 7B.

The performance achieved with the use of the genetic algorithm and the Ziegler–Nichols method was significantly different during “Hold Position” (Kruskal Wallis = 12.308, p = 0.00903, with all Dunn p < 0.05). While the MSE over all iterations after 20 generations was between 0.0188 ± 0.0108 for iteration 3, and 0.0316 ± 0.0225 for iteration 5, the MSE for the Ziegler-Nichols Method was 0.15463 ± 0.0772. The MSE for all compared performances, as well as the maximum absolute error eM are shown in Figure 7C and Table 1.


Table 1. Experimental results of the pitch and roll controller tuning, quantifying the tracking error ectrl of the system in hold position and alter position mode.

[image: Table 1]

Our experiments in “Alter Position” mode, with rapid vertical position changes, however, showed no significant difference in the MSE of the pitch and roll stabilization when comparing the genetic tuning method to the Ziegler-Nichols method (Kruskal-Wallis = 3.1527, p = 0.0758). A comparison of the MSE is shown in Figure 7D. There was also no significant difference between the MSE of iteration 1 in “Hold Position” mode and “Alter Position” mode (Welch Two Sample t-test = −2.3097, p = 0.0537), or the MSE of the Ziegler-Nichols Method between “Hold Position” mode and “Alter Position” mode (Welch Two Sample t-test = 1.5641, p = 0.1685).



Velocity Profiles

Over a total of 11 initial trials vmax was measured to be 0.168 ± 0.072 m/s and the required time to accelerate to that velocity tvmax was 3.6 ± 0.68 s. A representative velocity profile is depicted in Figure 8. These results show that when requiring the velocity of the system to be equal to vmax prior to the impact, the distance to the wall must be ≥ 0.35 m. As the distance to the wall within the impact trials is ≈ 1.2 m the AUV was able to reach the desired velocity in every trial.


[image: Figure 8]
FIGURE 8. Example velocity profile: the measured absolute velocity of the system is indicated by the gray graph and for the black graph the same data was used, yet a Butterworth frequency filter was applied to account for the noise in the tracking data. The red dot indicates the point in time when the ROV began accelerating and the blue dot marks the instant vmax was reached. The interval between these points is equivalent to Δtvmax.


The computed average velocity from the IMU data for both setups, with and without the mounted exoskeleton, 2 s before the registered impact indicates that this is the case. Figure 9 shows the velocities measured during this time. The velocity 2 s prior to the impact without the exoskeleton was 0.167 ± 0.012 m/s and with the exoskeleton 0.160 ± 0.0049 m/s. Both samples are normally distributed and have homogeneous variances. The student t-test returned a p-value of 0.118, indicating no significant difference in the mean velocity with and without the mounted exoskeleton.


[image: Figure 9]
FIGURE 9. “Wet” Impact trials (conducted underwater in a towing tank). velocity vmax (Left): The boxplots show the computed velocity in m/s of the system 2 s prior to the registered impact. Rigid indicates the data produced by ROV without the mounted soft exoskeleton and Soft the data produced with the soft exoskeleton. The computed velocities are not significantly different, indicating there is no effect of the soft exoskeleton on the maximum velocity. Peak net acceleration amax (Right): The peak acceleration amax measured during all impact trials with (Soft) and without (Rigid) the mounted soft exoskeleton. A significant difference between the setup with and without the mounted soft exoskeleton is indicated by *** p returned from a two sample students t-test.




Impact Trials

In total, 11 “wet” trials with and without the soft exoskeleton were evaluated. Representative acceleration profiles of the “wet” trials are shown in Figure 10. These plots were generated to show the magnitude of the net acceleration, according to Equation 3.7, 1 s before and after the registered impact, over a total span of 2 s. The recorded peak net acceleration in the trials without the soft exoskeleton was 0.616 ± 0.141 m/s2 and in the trials with the soft exoskeleton 0.347 ± 0.05 m/s2 as shown in Figure 9. Again, both samples are normally distributed and have homogeneous variances. A students t-test shows a significantly lower impact acceleration for the trials with the exoskeleton (p < 0.001).


[image: Figure 10]
FIGURE 10. Magnitude of the net acceleration during underwater trials: the black graphs show the magnitude of the net acceleration, corrected for orientation and gravity, of a representative trial, excluding gravity, in m/s during an impact trial without the soft exoskeleton (A) and with the soft exoskeleton (B). The data is plotted for 1 s before and after the impact, meaning the onset of the impact was registered by the system at 1 s on the x-axes. The red dots indicate the peak acceleration measured during this time. The constant non-zero magnitude is caused by motor corrections and minor sensor noise.


The “dry” trials deliver a maximum angle after a collision of φ1 = 6.63 ± 0.75 for the soft trials and φ1 = 4.93 ± 0.38 for the rigid ones, which lead to a coefficient of restitution of CR = 0.432 ± 0.06 for the soft and CR = 0.329 ± 0.02 for the rigid trials. Representative acceleration profiles are shown in Figure 11. The recorded peak net acceleration in the “dry” trials without the soft exoskeleton was 4.1 ± 1.09 m/s2 and in the trials with the soft exoskeleton 2.87 ± 0.56 m/s2 as shown in Figure 12. Because the soft exoskeleton does not substantially affect the mass of the AUV, the acceleration is proportional to the acting force, leading to a factor of nearly 1.5.


[image: Figure 11]
FIGURE 11. Magnitude of the net acceleration during pendulum trials: the black graphs show the magnitude of the net acceleration, corrected for orientation and gravity, of a representative trial, excluding gravity, in m/s during an impact trial without the soft exoskeleton (A) and with the soft exoskeleton (B). The data is plotted for the entire duration of the trial, with the release of the system occurring after 3 s and recording until it comes to a rest. The red dots indicate the measured peak acceleration.



[image: Figure 12]
FIGURE 12. “Dry” Impact trials (gravity pendulum). Comparison Boxplot Peak net acceleration (Left): The peak acceleration amax measured during all impact trials with (Soft) and without (Rigid) the mounted soft exoskeleton. φ1max (Right): The boxplots show the measured maximum assumed angle of the pendulum after the impact of the system. A significant difference between the setup with and without the mounted soft exoskeleton is indicated by ** for a p-value < 0.01 and *** for a p-value < 0.001 returned from a two sample students t-test.





DISCUSSION

Inspired by the passive and compliant biological concept, we here present a soft and compliant exoskeleton, fitted to our newly developed SAUV (Soft Autonomous Underwater Vehicle). The SAUVs position tracking is accomplished by a shallow artificial neural network consisting of interlinking PID controllers which are tuned through a genetic algorithm.


Performance of the Genetic Algorithm to Control Motor Outputs

Our results show that using our SAUV as a training platform, application of the Ziegler–Nichols method resulted in an insufficient stabilization compared to the performance of the genetic algorithm. The Ziegler-Nichols PID tuning method is widely used in the controlling of plants, and over the course of the second half of the twentieth century various adjusted versions of it have been published for specific use cases (Ho, 1991; Valério and da Costa, 2006). The classic method used in this research has shown that its aggressive correction due to its high proportional gain leads to an overcompensation which is in itself not consistent yet yields an overall higher Mean Squared Error (MSE).

Other versions of this tuning method take this form of overshoot into account and provide a more appropriate response which can be taken into consideration if revisited in a future study (Ho, 1991). Nevertheless, the fact that such manual tuning methods take a considerable amount of time to perform with uncertain results makes it overall impractical for further use in this scenario. The process of determining Ku at a stable oscillation with adequately small increments as well as the evaluation required to compute Tu took a total of 6 h. Applying the genetic algorithm, following a (1, 5)20 evolutionary strategy provided significantly better results within only 8:20 min. Even if a reliable outcome, on par with the genetic algorithm method, could be expected from a heuristically weighted method, the sheer amount of time going into the tuning process would not justify its use. Especially when considering that this method is only applicable in an offline scenario compared to recently published online applications for PID tuning using neural networks (Hernández-Alvarado et al., 2016).

As the learning process itself was performed exclusively during “Hold Position” it is apprehensible that the performance of this method was less accurate under rapidly changing conditions in “Alter Position” mode, which aims at producing large disturbances. To a certain extent, this behavior can be interpreted as overfitting of the tuning parameters. The purposely chosen small size of the aquarium might also be the limiting factor at this point, as after a short period of time the creation of vortices within the water could be observed when the system was at work. Because the duration of a single repetition for “Alter Position” mode was six times longer than the duration of a “Hold Position” mode repetition, it would have to be further investigated whether a decrease in performance could be observed over time which would hint at a negative influence of the testing conditions. It is important to note that the converging performance was not necessarily due to similar combinations of weights but rather multiple local minima of the MSE which all led to acceptable behavior. The simple genetic algorithm, employing a “winner-takes-all” approach paired with fitness function determined by a single dimension of performance, likely needs to include further parameters, training generations, or greater variability in the training conditions to approach a more globally optimal behavior (Lin and Liu, 2010; Jayachitra and Vinodha, 2014; Meena and Devanshu, 2017).

In the future, to improve upon the system's position tracking performance under more complex conditions, control strategies explored in recent publications are to be considered. Especially the current lack of a feed-forward model to control the SAUV, rather than a purely feedback-based control approach needs to be addressed (Elhaki and Shojaei, 2018; Shojaei, 2019; Wang et al., 2019) as well the potential issue of actuator saturation by utilizing anti-windup compensators (Galeani et al., 2009; Cui et al., 2016; Xia et al., 2019).

In general, the preliminary trials have confirmed the suitability of a biologically plausible genetic algorithm to automatically tune specific sections or the entirety of the controller architecture of such an underwater vehicle. The shallow network structure consisting of interlinking PID controllers can be effectively tuned after comparably few generations and performs significantly better than the heuristic Ziegler-Nichols tuned controller. Major advantages of this implementation include (a) the ability to retrain the system quickly when additional equipment is attached, (b) changing the fitness parameter to include, e.g., the power consumption of the system to select for energetically efficient control strategies, and (c) using the previously adapted parameters to fine-tune the system's response during use. All of the aforementioned advantages are to be explored in-depth as the development of the SAUV continues.



Performance of the Soft and Compliant Exoskeleton

The impact trials in this study clearly show that soft exoskeletons are a viable means to increase the safety and longevity of underwater vehicles while preserving their performance and without limiting the use of sensors or the attached cameras' fields of view. The conducted experiments show that the biologically inspired soft and compliant exoskeleton significantly reduces the net acceleration during an impact without restricting the AUVs performance in terms of its maximum velocity. A lower acceleration indicates lower mechanical stress on the system itself as well as lower reaction forces on its environment. Secondary peaks in the computed net acceleration, as in Figure 9, appear whenever there are multiple contact points with the wall during an impact. These peaks are less dominant when the soft exoskeleton is attached as its spherical shape leads to a smaller number of contact points but a larger overall contact area. The higher coefficient of restitution of CR = 0.432 ± 0.06 for the soft and compliant exoskeleton further indicates a greater reversible deformation. The “dry” trials indicate a reduction in the resulting impact forces of at least 30% when the exoskeleton is mounted on the AUV. Furthermore, in the “dry” trials an increase in the duration of the impact, indicated by the stretched acceleration curves, allows more time for the system to deform. The most striking result lies in the “wet” trials, where a mean reduction of 56% in the occurring peak accelerations can be demonstrated.

To further analyse the effects of an impact on such a system, conducting numerical simulations is a fitting approach. Precise computation of the resulting forces and stresses on the system cannot be performed from IMU data alone, as parameters such as stiffness, damping ratios, as well as contact area vary with the direction and point of impact (Tempelman et al., 2012). Nevertheless, the peak magnitude of the net acceleration is an adequate measure of the severity of an impact.

There is a broad spectrum of applications for this soft exoskeleton. Especially since its use enables divers to safely interact with almost any existing ROV and AUV of any scale as they would no longer have to fear the consequences of an impact by the system. An AUV fitted with a soft exoskeleton may, for example, accompany divers and provide them with lighting of their surroundings or objects in focus to ensure the diver is able to use both of their hands while operating. It is also feasible to send an AUV alongside divers until they reach a machine, crevice or archaeological site which is not directly accessible to the divers. A small AUV with a soft exoskeleton can enter these areas to collect data or perform other tasks. Using our constructed SAUV in a flooded mine, we aim to use it for an automated gathering of omnidirectional video footage for photogrammetry and ultimately an automated 3D reconstruction of previously unmapped or inaccessible cave systems.

Another possible application for such an exoskeleton is the enhancement of scooters and other diving equipment used to propel divers or keep them at a certain depth. Especially when more than one person is operating underwater at the same time, which is a key safety requirement (Buzzacott et al., 2009), the risk of a collision or interference with other machinery must be kept to a minimum. The same principles of the soft exoskeleton may be applied here which make the overall use of these systems safer. In conclusion, the application of our proposed soft exoskeletons results in the following benefits to any underwater vehicle or appliance:

• greatly improves the ability of ROVs and AUVs to operate in an unpredictable environment

• allows for safe operation in close contact with human divers

• reduces the risk of damage to the ROV or AUV

• reduces the risk of damage to the fragile underwater environment

• is a cost-effective means to reduce the need for perfect obstacle avoidance

• is a cost-effective means to upgrade the operational scope and safety of existing systems.
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Self-organization of locomotion characterizes the feature of automatically spontaneous gait generation without preprogrammed limb movement coordination. To study this feature in quadruped locomotion, we propose here a new open-source, small-sized reconfigurable quadruped robot, called Lilibot, with multiple sensory feedback and its physical simulation. Lilibot was designed as a friendly quadrupedal platform with unique characteristics, including light weight, easy handling, modular components, and multiple real-time sensory feedback. Its modular components can be flexibly reconfigured to obtain features, such as different leg orientations for testing the effectiveness and generalization of self-organized locomotion control. Its multiple sensory feedback (i.e., joint angles, joint velocities, joint currents, joint voltages, and body inclination) can support vestibular reflexes and compliant control mechanisms for body posture stabilization and compliant behavior, respectively. To evaluate the performance of Lilibot, we implemented our developed adaptive neural controller on it. The experimental results demonstrated that Lilibot can autonomously and rapidly exhibit adaptive and versatile behaviors, including spontaneous self-organized locomotion (i.e., adaptive locomotion) under different leg orientations, body posture stabilization on a tiltable plane, and leg compliance for unexpected external load compensation. To this end, we successfully developed an open-source, friendly, small-sized, and lightweight quadruped robot with reconfigurable legs and multiple sensory feedback that can serve as a generic quadrupedal platform for research and education in the fields of locomotion, vestibular reflex-based, and compliant control.

Keywords: quadruped robot, multiple sensory feedback, self-organized locomotion, vestibular reflexes, compliant control, flexible configuration


1. INTRODUCTION

The motor behaviors of animals are characterized by numerous features (Dickinson et al., 2000). Several of these basic features, such as self-organization, vestibular reflexes, and compliance, play fundamental roles in achieving adaptive and versatile locomotion behaviors. Self-organization of locomotion represents the capability of autonomously spontaneous locomotion generation (Taga et al., 1991; Owaki et al., 2013; Tao et al., 2018). Vestibular reflexes and compliance can extend the functionality of self-organized locomotion in response to unexpected situations, such as abrupt changes in the ground plane and external perturbation. Therefore, understanding the biological principles of these properties contributes to revealing the underlying mechanisms of adaptive locomotion generation (Taga et al., 1991), and the subsequent development of advanced artificial legged robots (Hutter et al., 2017). However, it is not convenient to investigate the locomotor principles by means of animal experiments alone, because, in general, it is difficult to perform repeated measurements of the variables or quantities of unrestrained animal behaviors (Ijspeert, 2014). Fortunately, quadruped robots can serve as useful research tools for studying and validating the mechanisms or hypotheses of the various features of legged locomotion (Ijspeert, 2014; Karakasiliotis et al., 2016).

Over the past decades, several excellent quadruped robots have been developed for researching certain specific locomotion characteristics. For example, several large-sized quadruped robots, such as BigDog (Marc et al., 2008), LS31, Wildcat2, and HyQ serial (Semini et al., 2011, 2016), with masses of over 100 kg and driven by hydraulics, have been developed through studies on high-power actuators, dynamic motions, and navigation (Raibert, 1986). The purpose of these studies focused on developing high-performance artificial machines for mobility in natural environments through engineering approaches. However, despite the performance of the robots shedding significant light on legged robotic applications in the transport field, thus far, they have not been used to investigate the mechanisms of self-organized locomotion generation and basic research. Moreover, their heavy weight and large size may result in a high-operation complexity as well as pose dangers for handlers or researchers who may use them as a legged platform for studying bio-inspired locomotion control (Eckert et al., 2018).

Therefore, several moderate-sized robots (with masses between 20 and 50 kg), such as the MIT Cheetah (Seok et al., 2013; Wensing et al., 2017; Bledt et al., 2018), ANYmal (Hutter et al., 2016), Spotmini3, and Laikago4, have been developed for researching the specific issue of quadrupedal locomotion, which includes proprioceptive actuators, electrically powered actuators, as well as learning agile and dynamic motor skills (Hwangbo et al., 2019). These robots have exhibited such stable and dynamic locomotor capabilities that they are quite suitable for studying high-level application techniques (for example, path planning, navigation, and transportation). However, it remains somewhat challenging to use these robots for investigating middle-level locomotion control (such as self-organized locomotion generation, reflex mechanisms, and compliant control), because their powerful actuators [that of the MIT Cheetah is ~230 Nm (Bledt et al., 2018)] still pose a danger to single researchers while directly manipulating their joints (Eckert et al., 2018). Furthermore, the development and hardware costs of these robots are quite high.

Consequently, small-sized, in detail, lightweight and compact, quadruped robots would offer an excellent option for studying adaptive locomotion generation. Several existing studies in this field have been presented to date. For example, Fukuoka et al. constructed a series of Tekken robots (Kimura and Fukuoka, 2004; Fukuoka and Kimura, 2009) and the Spinalbot robot (Fukui et al., 2019) to investigate bio-inspired adaptive locomotion mechanisms [central pattern generators (CPGs) and reflexes mechanism] with predefined interlimb coordination. Although their robots exhibit dynamic locomotion and gait transition, it is hard to use them for studying self-organized interlimb locomotion owing to their binary foot contact sensors, as the self-organized interlimb coordination is a continuous and dynamic interaction process among continuous sensory feedback, neural control, and body-environment dynamics (Owaki et al., 2013; Tao et al., 2018).

To overcome this problem, a series of the OSCILLEX robots (Owaki et al., 2012, 2013; Owaki and Ishiguro, 2017) were developed by Owaki et al. These robots were equipped with analog force sensors to obtain continuous foot contact feedback. They were used to investigate self-organized interlimb coordination for self-organized locomotion based on decoupled CPGs. With a simple robot structure in which each leg has two degrees of freedom (DOFs), OSCILLEX can autonomously perform adaptive locomotion patterns according to the walking speed and weight distribution. Nevertheless, it is difficult to use OSCILLEX with fixed leg configurations to investigate the effectiveness and generalization of self-organized locomotion regarding various leg configurations. Typically, existing small-sized quadruped robots lack sufficient sensory feedback (i.e., body inclination, joint current, and joint voltage) to investigate vestibular reflexes, compliance, and other adaptive and versatile behaviors in various expected situations. Moreover, they are not an open-source platform; therefore, limited access is offered to the community for rebuilding robots in their own studies. Therefore, to explore the features of quadrupedal locomotion (i.e., self-organized locomotion, vestibular reflexes, compliance, and their interactions, a small-sized, lightweight, and affordable quadruped robot) as a friendly research tool, with flexible configurations and sufficient sensory feedback, is a significant necessity for our research community.

In this study, we highlight our efforts to develop an open-source, small-sized, affordable quadruped robot, called Lilibot, in simulation and hardware, with flexibly reconfigurable leg orientations and multiple sensory feedback. The compact Lilibot was flexibly organized using lightweight modular components. These features enabled it to serve as a friendly quadrupedal platform. Furthermore, an adaptive neural controller was implemented to test Lilibot performance. The test included: (1) self-organized locomotion under flexibly reconfigurable leg orientations; (2) vestibular reflexes for stabilizing the body posture on a tiltable plane; and (3) compliant behaviors regarding an external load. Details on Lilibot and its adaptive neural control are provided in section 2. The performance examination of Lilibot is presented in section 3. Finally, section 4 provides a discussion of the experimental results and conclusion.



2. METHODOLOGY

In this section, we briefly introduce the main approaches and processes of Lilibot design, of which the basic restrictions are the small size, in detail, light weight, robust, and compactness but rich sensory feedback. To meet these requirements, selection and sizing of high-end small servo motors with comparative torque density were firstly considered. Secondly, according to the motor dimensions (XM430 from ROBOTIS5) and a template model (Full and Koditschek, 1999) of a mammal (i.e., dog), we determined the kinematics and link structures of the leg. The leg should have a large workspace for flexible leg configurations, as well as sufficient proprioceptive sensory feedback for compliant control. Thirdly, the legs were appropriately organized using a trunk, in which several necessary electrical devices for supporting the vestibular reflex control were installed. The final step was to optimize the mechanics of Lilibot iteratively through physical simulation controlled by specific algorithms in the virtual robot experimentation platform (V-REP) (Rohmer et al., 2013).


2.1. System Overview

In this quadrupedal locomotion research system, the real Lilibot and its simulated model in the V-REP are controlled by an adaptive neural controller (Figure 1) through the Robot Operation System (ROS) (Quigley et al., 2009). The ROS serves as a framework for linking the three components (simulated robot, controller, and real robot) and providing their communication channels through the ROS interfaces. In the simulation (Figure 2A), various values [i.e., motor commands from the controller, sensory signals from the simulated robot, and outputs of all sub-control modules (Figure 2B)] of the system can easily be monitored using the graph tools of the V-REP. The parameters of the monitored values can be easily adjusted through the user interface (UI) of the V-REP. Moreover, kinematics and dynamics modules as well as scene objects (i.e., force sensors) of the V-REP can be used to inspect the leg workspace and joint forces of Lilibot. The measurements can be regarded as estimations to iteratively optimize the leg structure design before constructing a physical one (Figure 2C). From this point of view, we can improve the robot development efficiency and save the development cost. In the Lilibot system (Figure 1), we can first develop and evaluate an adaptive neural controller in the simulation and then directly test it on the real robot without any modifications. The details of the real Lilibot and the adaptive neural controller are presented in the following parts.


[image: Figure 1]
FIGURE 1. System overview of Lilibot. The adaptive neural controller is implemented in ROS such that it can directly communicate with both the simulated robot in the V-REP simulation and the real robot. The simulated and real robots were consistently developed, such that the simulation demonstrates a good estimation of the actual performance. A video showing a comparison between the simulated and real robot behaviors can be seen at http://www.manoonpong.com/Lilibot/video6.mp4.



[image: Figure 2]
FIGURE 2. Lilibot simulation and its developmental process. (A) The virtual robot experimentation platform (V-REP) (Rohmer et al., 2013) simulation scene of Lilibot. The mechanical model of Lilibot is loaded into the V-REP to create a simulated robot in a virtual environment. The V-REP provides the graph tools to monitor various signals (including motor commands, outputs of the sub-control modules, and sensory signals). Besides, the custom UI of the V-REP can be used to adjust the control parameters [such as in this study, CPG frequency and amplitude as well as sensory feedback strength of the decoupled CPGs control (see Tao et al., 2018) and the weight parameters of the vestibular reflex control (Figure 7)]. (B) The simulator is based on the V-REP and the robot operation system (ROS) (Quigley et al., 2009). The communication between the controller (ROS node1) and the simulator (ROS node2) is accomplished through three ROS topics and a parameter server. The topics include (1) a “motorValues” topic transmitting motor commands of joints from the controller to the simulated robot; (2) a “sensorValues” topic transmitting sensory signals of the simulated robot to the controller; (3) a “neuralNetworkOutputs” topic transmitting the outputs of the sub-control modules. The parameters of the controller are accessed through a ROS parameter server. The communication between the controller (ROS node1) and the real robot (ROS node3) is also performed in the same manner through the ROS topics and the parameter server. (C) The mechanical design is iteratively optimized using the V-REP simulation.




2.2. Robot Development
 
2.2.1. Specifications of Lilibot

The final version of Lilibot, following optimization by means of simulation in the V-REP, is presented in Figure 3. With reference to the current proficient template [SLIP (Poulakakis and Grizzle, 2009; Yu et al., 2012)] and anchor (for example, Spotmin and Laikago) of quadrupedal locomotion, Lilibot was designed with four identical legs, namely the right front (RF) leg, right hind (RH) leg, left front (LF) leg, and left hind (LH) leg. Each leg consists of three links, namely the hip, femur, and tibia, and has three active joints (hip 1 joint, hip 2 joint, and knee joint), which are driven by smart servo motors (4.2 Nm, XM430 from ROBOTIS). The tibia link is connected to a foot with a shape resembling a “T” that provides a large support area. The main components of the leg are illustrated in Figure 3C, and are constructed using 3D printing or made of carbon fiber. The four legs are attached to a rigid trunk that carries an inertial measurement unit (IMU), an onboard PC, and a Li-ion battery (14.8 V–4 Ah), which could supply Lilibot as a compact mobile platform to run for more than an hour. With a payload of ~1.25 kg, Lilibot can walk for up to 30 min6. The weight and dimensions of Lilibot are presented in Table 1. Detailed information regarding the leg configurations and multiple sensory feedback is provided in the following subsection. The open source (including the code for the interface and 3D CAD model) of Lilibot can be viewed at https://gitlab.com/neutron-nuaa/lilibot. The total hardware cost of Lilibot is 5,381 USD.


[image: Figure 3]
FIGURE 3. Lilibot. (A) CAD model. (B) Real robot with a weight of 2.5 kg. Its length, width, and height are 30, 17.5, and 20 cm, respectively, when it stands. (C) Main components of one leg. (D) Mobile processor system.



Table 1. The weight and dimensions of Lilibot.
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2.2.2. Flexibly Reconfigurable Leg Orientations

Different species of four-limbed mammals, such as dog, infant, and horse, particularly with varying size scales, have distinct skeleton topologies, especially in the legs. Therefore, when researchers have modeled their structures for building real robots (anchor models) to study quadrupedal locomotion, various leg orientations (joint/leg configurations) have appeared in certain impressive robots (Marc et al., 2008; Fukuoka and Kimura, 2009; Semini et al., 2011; Sprowitz et al., 2013; Wensing et al., 2017; Bledt et al., 2018). Several researchers have specifically studied the influence of multiple leg orientations on the movement performance. For instance, Xiuli et al. demonstrated that centrosymmetric joint configurations (i.e., outward and inward pointing, Figure 4) are beneficial for avoiding slipping to increase stability (Xiuli et al., 2005). Moreover, Meek et al. argued that appropriate leg configurations could achieve optimal stabilization in specific situations, such as a simulated quadruped robot with inward-pointing configuration has the lowest pitching motion compared to other three configuration types (Meek et al., 2008). Therefore, it is necessary to construct Lilibot with flexible leg configurations, thereby facilitating studies on the effectiveness and generalization of locomotion control under the different configurations.


[image: Figure 4]
FIGURE 4. Leg workspace and various configurations. (A) The leg has a large and symmetric workspace that enables the robot to exhibit four different configurations or orientations, as indicated in (B–E). (B) All-elbow configuration. (C) All-knee configuration. (D) Outward-pointing configuration. (E) Inward-pointing configuration.


Based on the assumptions, we developed Lilibot with flexible leg configurations. This advantage results from each joint of the legs having extensive rotation ranges, which provide the legs with a large and symmetric workspace (Figure 4A). Hence, Lilibot can flexibly reconfigure its leg orientations. Figures 4B–E present Lilibot with four configuration types using different leg orientations. With reference to Xiuli et al. (2005), we called these the all-elbow, all-knee, outward-pointing, and inward-pointing configurations. The configurations have been used in various classical robots; for example, the all-elbow and all-knee configurations were applied to certain small- and moderated-sized robots [Spotmini, Laikago, and MIT cheetah (Seok et al., 2013)], while the inward-pointing configuration was applied to several large-sized quadruped robots [including HyQ (Semini et al., 2011) and BigDog (Marc et al., 2008)], and the outward-pointing configuration was applied to the very heavy robot LS3.



2.2.3. Multiple Sensory Feedback

Abundant sensory feedback plays a vital role in the successful implementation of various control strategies in robots. Thus, we installed as many sensors as possible on this relatively small robot to investigate adaptive and versatile behaviors (see Table 2). As a result, a nine-axis IMU and twelve smart actuators with encoders and analog-to-digital converters were installed in Lilibot. The IMU (JY901 of ZNJ) can measure the body inclination, angular velocities, and velocities around three axes. Moreover, each actuator with an encoder and one analog-to-digital converters on the joint can detect and feed the joint position, velocity, current, and voltage. Furthermore, considering the simplification of the foot structure, we utilized the current feedback of the servo motors at the knee joints to reflect the ground reaction force (GRF) quantity by means of an indirect conversion algorithm. The mechanism of the algorithm is that the GRF of a leg, which indicates the load on the leg, has a positive correlation with the keen joint current. The algorithm is given by the following equations:
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where fi represents the indirect GRF of the leg i, which is normalized into a range (0, 1). τi is the current feedback of the servo motor at the knee joint, while ki and bi are the slope and intercept of the linear function gi, respectively. flimit is the threshold of the indirect GRF, and v is the joint velocity. A measured GRF (obtained from the custom-designed force plate platform for legged robots) is used as a baseline for tuning the model parameters. One can observe a positive correlation between the keen joint current signal and the GRF signal. The signals show high activation (>0.0) when the leg is in a stance phase and low activation (around 0.0) when it is in a swing phase. An experiment for tuning the parameters of the model can be seen in Figure S1. This algorithm not only decreases the robot structural complexity, but also increases the stability of the perceptive system of Lilibot, owing to removing the extra force sensors on its legs and, hence, reducing complex signals acquisition and communication tasks.


Table 2. All sensors and amount of sensory feedback of Lilibot.
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Although Lilibot exhibited a small size and compact space, the onboard PC (NUC7 from Intel Inc.) can simultaneously acquire 61 sensory feedback signals (see Table 1) at a frequency of 180 Hz. The rich sensory feedback and compact actuators enable Lilibot to be a compact and generic legged platform for supporting various control modes (e.g., position control, velocity control, and compliant control, as well as vestibular reflex control). In addition to the existing sensors, additional USB ports of the onboard PC provide available interfaces for including other sensors.




2.3. Adaptive Neural Controller

To test the performance of Lilibot as a friendly quadrupedal platform, particularly for studying adaptive and versatile behaviors, including vestibular reflexes and leg compliance, it is necessary to implement control. For this purpose, by exploring bio-inspired approaches with sensorimotor loop (Hülse et al., 2007) and referring to Owaki et al. (2013), an adaptive neural controller (Figure 5) was developed7. It consists of three sub-control modules: (I) decoupled CPGs control; (II) vestibular reflex control; and (III) compliant control. The decoupled CPGs control can be used to validate whether Lilibot could perform self-organized locomotion, derived from the self-organized interlimb coordination, as well as its effectiveness under different leg orientations. The vestibular reflex control was designed to validate whether Lilibot could adaptively stabilize the body posture on a tiltable plane. The compliant control based on the hybrid torque-position control principle was designed to test whether Lilibot could exhibit compliant behaviors when responding to an external load. Both the decoupled CPGs and vestibular reflex control modules output the desired positions of all joints. The desired positions are transmitted to the compliant control module (low-level control). Thereafter, the compliant control transforms the desired positions into the desired currents that finally drive the robot as torque control.


[image: Figure 5]
FIGURE 5. Framework of adaptive neural controller.



2.3.1. Decoupled CPGs Control

The details of the decoupled CPGs control are illustrated in Figure 6. The control has four identical and decoupled neural SO(2) oscillators (Pasemann et al., 2003) (acting as CPGs). A single leg of Lilibot is controlled by the decoupled CPG consisting of two fully connected standard additive time-discrete neurons, N1 and N2, both using a sigmoid transfer function. Although there is no connection between the CPGs, their outputs interact through their corresponding/local foot contact feedback, i.e., GRFs. The GRFs shape the outputs of the CPGs such that proper phases between the CPGs emerge to obtain a stable gait. The two outputs with a phase shift of π/2 are transmitted to control the actuators of the hip 2 and knee joints of the leg (Figure 3). As a result, the two joints of each leg move with a phase shift of π/2. In this manner, for each leg, the knee joint flexes first and is followed by the hip 2 joints generating forward leg motion in the swing phase. During the stance phase, the knee joint extends to allow the foot to touch the ground before the hip 2 joint moves backward. Note that the hip 1 joints of all legs are set to fixed positions for the sake of simplicity. This intralimb movement coordination guarantees ground clearance during the swing phase and ground contact during the stance phase.


[image: Figure 6]
FIGURE 6. Schematic of decoupled CPGs. Each CPG, which comprises two mutually interactive neurons, obtains a global robot state through the GRF as sensory feedback. The mathematical model of the decoupled CPGs can be seen in the Supplementary Material. The weights and bias terms of the CPG were empirically set to W12 = 0.21, W21 = −0.21, W11 = 1.4, W22 = 1.4, and B1, 2 = 0.01 in the following experiments. The details of the parameter setup can be found in Manoonpong et al. (2008).


To achieve stable gaits, a self-organized method is applied by means of physical communication based on local sensory feedback (namely, GRF) (Tao et al., 2018). In this manner, the GRFs are fed to the corresponding CPGs to modulate their phases. Owing to the GRF differences among the four legs when the robot wriggles on the ground, the effectiveness of the modulations is diverse, and thereby, the phase shifts among the four CPGs emerged autonomously. This results in phase differences in the limb movements. As the phase differences converge, a self-organized locomotion gait is generated.



2.3.2. Vestibular Reflex Control

Inspired by natural vestibular reflex behaviors, our neural reflex mechanism (Tao et al., 2018) was extended to vestibular reflexes for testing the performance of the IMU inclination measurement on Lilibot, as well as the capability of Lilibot to stabilize its body posture. In this case, four distributed vestibular reflexes (Figure 7) were implemented to control the legs depending on the body pitch and roll inclination. For example, when there is a detected inclination in the pitch or roll plane, the downward-inclined and upward-inclined legs would be controlled to extend and flex, respectively.


[image: Figure 7]
FIGURE 7. Schematic of vestibular reflex control mechanism. The weights of the neural reflex network are set empirically.


The single vestibular reflex is realized by a feedforward neural network with four layers composed of six neurons. Their transfer functions are hyperbolic tangent functions, except for those of N5 and N6, which are linear functions. The weights w1r and w1p, are specified in the table in Figure 7, and determine the interlimb coordination of the responding movements. Although the neural network has non-linear transforms, for the sake of simplification, the functionality of the transformation can be considered as a combination of several multiplication and addition operations because the inputs (body inclination) of the neural network are scaled into the linear interval of the transfer functions. The neural network outputs two coordinative signals, which are transmitted to the hip 2 and knee joints of a leg through low-level control (e.g., compliant control), thereby manipulating the leg to extend or flex depending on the body inclination.



2.3.3. Compliant Control

As a low-level control, compliant control (Figure 8) is implemented to control actuators precisely and gently when the robot encounters unexpected external perturbation. It has three control loops: (1) feedforward control for rapid response to the desired position, (2) high gain proportional derivative (PD) control for position control with feedback to reduce the position error, and (3) current PD control for torque control. The outputs of the position control are the desired inputs of the torque control. The control framework was implemented on Lilibot to demonstrate compliance for negotiating external loads, as detailed in subsection 3.3.


[image: Figure 8]
FIGURE 8. Block diagram of compliant control mechanism loop: θD and θA represent the desired and actual joint positions, respectively; τD and τA are the desired and actual motor torques; and ID is the desired current for driving the motor.






3. EXPERIMENTS AND RESULTS

Four sets of experiments were performed to test the performance of Lilibot, implemented with the presented adaptive neural controller, as a quadrupedal platform. The three control modules (decoupled CPGs control, compliant control, and vestibular reflex control) in the adaptive neural controller were conducted separately first for clearly demonstrating the functionality of the different features of Lilibot. Subsequently, a combination of the vestibular reflex and compliant controls was executed to evaluate their integrated functions. Therefore, the experiments consisted of: (1) self-organized locomotion under different leg orientations, driven by the decoupled CPGs control, (2) leg compliance to compensate for an unexpected external load, driven by the compliant control, (3) body stabilization on a tiltable plane, driven by the vestibular reflex control, and (4) body stabilization and payload compensation on a tiltable plane, driven by the combination of the vestibular reflex and compliant controls.


3.1. Self-Organized Locomotion Under Different Leg Orientations

Four experiments were performed to test whether Lilibot could exhibit self-organized locomotion driven by the decoupled CPGs control under the four leg orientation types (four leg configurations (see Figures 4B–E). In all experiments, the decoupled CPGs were initialized to output in phase with the same parameters, while the robot was held in the air at the beginning [see the stage (i) in Figure 9]. We observed that as soon as the robot was placed on the ground [see stage (ii) in Figure 9], the representation feedback of the GRFs on the feet was fed to the CPGs to modulate their neural activities, thereby adapting the phases of the CPGs' outputs [see stage (iii) in Figure 9]. Consequently, a trot gait autonomously emerged in stage (iv). In the gait diagram (see Figure 9), the black regions represent the stance phases, which are detected by the GRFs. For example, if a GRF is higher than a threshold value, a stance phase is indicated. Thin stripes in the gait diagram represent oscillations of the GRFs data around the threshold value. According to the results, such a quadruped-like gait was generated in a self-organized manner under the four leg orientation types when using our decoupled CPGs. A video clip of this experiment was recorded (at http://www.manoonpong.com/Lilibot/video1.mp4).


[image: Figure 9]
FIGURE 9. Process of self-organized locomotion generation under four leg orientation types, as indicated in (A–D). (A) All-elbow configuration. (B) All-knee configuration. (C) Outward-pointing configuration. (D) Inward-pointing configuration. The outputs of the CPGs started in phase, and once the robot interacted with the ground, the phases began to be adjusted by the GRFs. The gaits quickly emerged within 8 s.


To evaluate the energetic cost of the locomotion under the four leg configurations, the specific resistance was used. It is defined as the ratio between the consumed energy and the transferred gross weight times the distance traveled (Manoonpong et al., 2016):
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where E is the consumed energy of the robot motors when the robot walks a distance d (i.e., 1 m) and mg is the weight of the robot. The energy is estimated from: E = IVt, where I and V are the electric current and voltage, respectively. They can be acquired from the joint current and voltage sensors. t is the time the robot uses when it walks a distance d. The average specific resistances of Lilibot under the four leg configurations (all-elbow, all-knee, outward-pointing, and inward-pointing) are ~3.57±0.12, 3.32±0.43, 5.16±0.32, and 3.82±0.30, respectively. A low ϵ corresponds to high energy-efficient walking. Thus, the results indicate that the all-elbow and all-knee configurations have relative high energy efficiency and the outward-pointing configuration exhibits the lowest energy efficiency. The details of the experiment can be seen in Figure S2.



3.2. Compliant Behavior for Unexpected Load Compensation

Compliance is an important function that allows a robot to effectively deal with unexpected load or large perturbation. In this experiment, we demonstrated that Lilibot could deal with an unexpected load (i.e., hand loading) based on the presented compliant control (Figure 10). To clearly demonstrate the effect of the compliant control, we switched off the decoupled CPGs and vestibular reflex control (high-level control) by setting their outputs to zeros (see Figure 5). At the beginning of the experiment, the robot stood on the ground in stage (i), in which all joints stayed in their normal positions. The normal positions as a reference were inputted into the compliant control as the desired positions (see Figure 8). Thereafter, we pushed the robot body by a hand in stage (ii) from ~3 to 8.2 s, and instead of the rigid status controlled only by highly stiff position control, the robot actively exhibited softness. When the push was withdrawn in stage (iii), the robot returned to its initial standing posture. As an example, the angle feedback of the right front leg joints is depicted in Figure 10, reflecting the active compliant movement of the joints responding to the external hand load. Consequently, it was concluded that Lilibot is capable of exhibiting compliant leg behavior based on our controller. A video clip of this experiment was recorded (at http://www.manoonpong.com/Lilibot/video2.mp4).


[image: Figure 10]
FIGURE 10. Compliant behavior of Lilibot and angle feedback of the hip 1, hip 2, and knee joints of the RF leg. The normal positions of joints were the desired positions of compliant control. The robot was placed on the ground and was stooding in the initial stage (i). In stage (ii), a hand was used to apply a force on its body, and the robot exhibited compliance to compensate for the perturbation. During stage (iii), the robot returned to its normal position after the load was removed.




3.3. Body Stabilization on a Tiltable Plane

To test the effectiveness of the IMU sensor of Lilibot for body stabilization, an experiment was conducted using the presented vestibular reflexes on Lilibot because the vestibular reflex control can stabilize the robot according to the inclination feedback measured by the IMU. Firstly, Lilibot, with vestibular reflexes, was placed on a tiltable plane (see Figure 11). The experiment consists of four procedures [stages (i)–(iv)]. The plane pitch angle was changed in stage (ii), and the robot performed extension or flexion of the legs to stabilize the body, depending on the inclination feedback from the IMU. As a result of the vestibular reflexes, the pitch angles of the body returned to ~0 following oscillation. Similarly, the changed plane roll angle made the robot extend or flex its legs to maintain its body level in the roll direction during stage (iii). The experimental results demonstrate that the vestibular reflexes could sustain the stabilization of Lilibot on a tiltable plane. Therefore, we also assert that the IMU enabled Lilibot to exhibit vestibular reflexes. A video clip of this experiment was recorded (at http://www.manoonpong.com/Lilibot/video3.mp4).


[image: Figure 11]
FIGURE 11. Snapshot and body attitude angles of Lilibot in the experiment, where Lilibot sustained its body attitude stabilization while the supported tiltable plane inclined around the pitch and roll planes in stages (ii) and (iii), respectively.




3.4. Body Stabilization and Payload Compensation on a Tiltable Plane

A combination among the self-organized locomotion, vestibular reflexes and leg compliance plays a crucial role for adaptive locomotion on natural terrains (Fukuoka et al., 2003; Liu et al., 2013). As an example here, we show a combination of the vestibular reflexes and the leg compliance. This combination was applied to demonstrate body stabilization under a complex situation.

To demonstrate the effectiveness of the combination, we performed two comparative experiments: (1) vestibular reflexes with leg compliance and (2) vestibular reflexes without leg compliance. In both experiments, Lilibot was placed on a tiltable plane under a roof (i.e., an upper plane). The roof acts as a payload (>1.0 kg) if the supported tiltable plane is inclined upward (e.g., 20 degrees) where Lilibot hits the roof. Note that a case with only leg compliance was not used because Lilibot without vestibular reflexes cannot keep balance on the plane if it is tilted or inclined. The experimental results are shown in Figure 12.


[image: Figure 12]
FIGURE 12. Body stabilization on a tiltable plane with negotiating a payload under vestibular reflex control without and with compliant control. (A) The pitch angle of the robot and the reference inclination of the tiltable plane. (B–E) are the knee joint positions and currents of the right front (RF), right hind (RH), left front (LF), and left hind (LH) legs, respectively. The yellow colored areas mark the period when the plane was inclined upward. Black circles on the right graphs indicate that the front legs of the robot exhibited compliance to negotiate the payload (B,D). Due to the compliance, the knee joints could flex instead of rigidly resisting the payload, thereby consuming lesser current compared to the case of the pure vestibular reflex control (left graphs). The flexing knee joints could decrease the pitch angle of the robot body [right graph (A)], thereby sustaining the body stabilization.


It can be seen that the behaviors of the robot under the two controls were different when it negotiated the payload while standing on the slope. Without leg compliance, Lilibot rigidly resisted the payload; thereby, the knee joints of its front legs drew a substantial amount of current (Figures 12B,D). In this situation, the pitch angle of Lilibot also showed a large value (Figure 12A). This could result in imbalance. In contrast, with leg compliance, Lilibot could soften or flex its legs (showing compliance behavior) when it encountered the payload. By doing so, the knee joints of its front legs drew less current (Figures 12B,D) since the Lilibot did not resist the payload. The results indicate that Lilibot under the combination of the vestibular reflex and compliant controls showed better performance and adaptation compared with pure vestibular reflex control. A video clip of this experiment was recorded (at http://www.manoonpong.com/Lilibot/video4.mp4).




4. DISCUSSION AND CONCLUSION

In this work, we developed a small size, light weight quadruped robot (Lilibot) with flexible configurations and multiple sensory feedback. Lilibot can act as a friendly open-source platform for research and education in the field of locomotion. The features of small size and light weight provide Lilibot with several apparent advantages, such as an easily modular design, and simple yet practical structure. It can be handled with ease to conduct joint control and locomotion generation owing to its appropriate (1) actuator torque (4.2 Nm, which is not dangerous to handlers), (2) size (its length, width, and height are 30, 17.5, and 20 cm, respectively, when it stands), and (3) weight (2.5 kg) for operation. Moreover, it has a considerable endurance capability, which allows it to handle a payload of ~1.25 kg (50% of its weight) with walking, for up to 30 min. This enables Lilibot to carry extra exteroceptive sensors (e.g., cameras and laser radars for studying motion planning in complex environments). In addition to the real robot, the compatible Lilibot simulation (see Figure 2) allows to develop and test controllers before transferring to the real one.

The experimental results show that Lilibot, with its controller, can exhibit three basic functions, including autonomous gait generation under different reconfigurable leg orientations (Figure 9), compliance behavior for unexpected load compensation (Figure 10), and body stabilization on a tiltable plane (Figure 11). The three functions that we focused on have been found in various animals. They play crucial roles in biological legged locomotion (Dickinson et al., 2000; Fukuoka et al., 2003). The functions are fundamental ingredients for developing an advanced artificial legged system with adaptive, autonomous, and self-organized locomotion. In addition, a variety of sensory feedback (see Table 2) is required to realize the three functions. Therefore, by exploiting these functions, we can effectively demonstrate the capability of Lilibot serving as a quadrupedal platform for research and education in bio-inspired locomotion. We provide the detailed reasons why the three functions are interesting as follows:

Firstly, self-organization of locomotion, in this study, is considered as an ability of a legged system (e.g., Lilibot) that can form a gait in a self-organized manner, in which its inherent physical properties play a crucial role for interlimb coordination via sensory feedback (i.e., continuous via interacting with the ground Owaki et al., 2013. The appropriate single leg movement driven by CPG signals can demonstrate the basic motor function of a leg while the formed interlimb coordination driven by decoupled CPGs with GRF modulations can be used to explore the interaction between robot dynamics and the environment (see Figure 6). The self-organized locomotion realized on the flexible or reconfigurable structures of Lilibot shows both the adaptation of the decoupled CPGs control to its different leg configurations and the utilization of its motor current feedback to reflect the GRF quantity for gait formation. This elucidates the effectiveness of the robot structure design and the used robot actuators with proprioceptive feedback (e.g., current).

In this work, Lilibot shows trot gaits in the four leg configurations under the decoupled CPGs control with the same initialization. The gaits indicate that specific phase relationships among the four CPGs of the legs emerge automatically. The phases of CPGs are inhibited by their continuous GRFs (see Figure 6) if the legs are still on the ground. For example, if a leg is driven to swing by the CPG signals but it cannot swing or lift above the ground, then the GRF will inhibit the CPG signals to make the corresponding leg stay on the ground (stance phase) slightly longer to acquire more GRF. Acquiring more GRF or the maximum GRF during the stance phase of each leg leads to more stable locomotion. A situation that provides maximum GRF at each leg with stable locomotion is when diagonal legs of the robot move at the same phase, e.g., the right front leg and the left hind leg stay on the ground at the same time while the other legs swing in the air and vice versa. This results in a trot gait. This strategy holds for any leg configuration as long as the body can keep balance during a stance phase. An example of the gait generation process can be seen in Figure S3.

In the experiments of the self-organized locomotion (shown in Figure 9), we used a low frequency of the CPGs (i.e., ~0.85 Hz). This is to obtain a slow movement for observing the progression of the phase shifts among the decoupled CPGs during the self-organized process with the predefined frequency; therefore, the robot walked slowly. The obtained gaits were static in all leg configurations because we used “T”-shaped feet, which constantly provide large support areas during walking. However, we can also obtain a dynamic gait by increasing the CPG frequency and using an “O”-shaped feet (see http://www.manoonpong.com/Lilibot/video5.mp4).

Consequently, the self-organization of Lilibot in different leg orientations demonstrates the effectiveness of the robot structure design, the GRF model (see Equations 1–4), and the proprioceptive feedback of joints. It also confirms that Lilibot can easily be used to study the functionality of the limb morphology. However, the flexibly reconfigurable legs are currently organized by a rigid trunk, which cannot be used to study the functionality of the spine dynamics for self-organized locomotion generation. Thus, in the future, we plan to integrate actuated joints in the trunk to connect the front and rear legs, which will imitate a compliant spine with active stiffness.

Secondly, the vestibular reflexes, which are the fundamental biological principle of legged locomotion, have been demonstrated in many quadruped robots for adapting body posture to maintain balance when facing, e.g., an inclination (slope) (Kimura and Fukuoka, 2004; Liu et al., 2013) or a perturbation (Fukui et al., 2019). For instance, when quadrupeds stand or walk on a slope, they need to actively adjust the normal position of their leg joints to acquire proper body posture, thereby sustaining their balance on the slope (as shown in section 3.3 and Fukuoka et al., 2003). In addition, in the work of Fukui et al., the vestibular feedback was used to modulate CPG activities for producing gait transitions (Fukui et al., 2019). The vestibular feedback was integrated into CPG control to improve the adaptation of the interlimb movement pattern that is originally generated by coupled CPGs with predefined connections. However, in our work, the vestibular reflexes were used to directly modulate the outputs of the decoupled CPGs for body posture stabilization (as shown in section 3.3). Our vestibular reflex mechanism and the CPGs control are independent. Thus, one can remove the reflex mechanism without destroying the self-organized locomotion formed by the decoupled CPGs control. Besides, the achievement of the vestibular reflexes can illustrate the effectiveness of the controlled structure (i.e., Lilibot structure) and the vestibular feedback.

Thirdly, compliance is a vital characteristic of muscles. It allows biological and artificial legged systems to rapidly adapt to external disturbances [such as an unexpected load compensation (as shown in section 3.2) and uneven terrain locomotion (Xiong et al., 2015)]. Thus, implementing compliance can prevent the robot from being damaged by the disturbance. Moreover, the compliant control can cooperate with vestibular reflex control to realize greater body stabilization when facing a payload on a slope (as shown in section 3.4) and allow for energy efficient locomotion when walking on uneven terrains (Xiong et al., 2015).

Taken together, the self-organization allows a quadruped robot to automatically form adaptive gaits, whereas the vestibular reflexes enable the robot to maintain balance on a non-level ground or slope and the joint compliance can prevent damage as well as lead to energy efficient locomotion (Xiong et al., 2015). A combination of the three functions will be performed in the future as one of our research plans.

In addition to the discussions of the three functions, we review the foot structure of Lilibot here. In contrast to the general foot shapes used previously, the leg structure developed and employed here, with the “T”-shaped feet (see Figure 3C) significantly increases the walking stabilization. This is because the “T”-shaped feet provide a higher static stability margin compared to other foot shapes, such as the ball-shaped foot used by Oncilla (Sproewitz et al., 2011) and the half-cylinder-shaped foot used by Tekken (Kimura and Fukuoka, 2004). The “T”-shaped feet allow users to focus on the interlimb coordination of the gait generations, and hence, overcome the problems of intralimb coordination for improving stabilization. However, this shape is not beneficial for lateral stepping due to the smaller lateral contact area, and it is also challenging to adapt to uneven terrain. Therefore, we plan to develop new adaptive compliant feet with a relatively high stability margin and contact area (Canio et al., 2016; Hauser et al., 2018).

In summary, we have successfully developed a small-sized and lightweight quadruped robot, known as Lilibot. The structure of Lilibot, which imitates four-limbed mammals, such as dogs, consists of four identical legs connected by a rigid trunk, as well as “T”-shaped feet with large support areas to provide a higher static stability margin. Each leg has only three active DOFs. Nevertheless, the large joint workspace enables the robot to exhibit flexible leg orientations to imitate various types of mammal morphologies. This characteristic of the robot contributes to studying the adaptation of self-organized locomotion regarding various leg configurations, based on different biological systems (for example, dogs, horses, and infants). This advantage was demonstrated by using decoupled CPGs to control Lilibot under its four leg orientation types in the experiments. Moreover, inspired by a hexapod robot (Mathias et al., 2018), the suitable smart actuators on the joints are employed, which not only simplify the electric system of the robot, but also provide a large variety of sensory feedback (61 sensory feedback signals in total). The sensory feedback allows Lilibot to perform compliant and vestibular reflex controls, thereby demonstrating external load negotiation and body stabilization, respectively. Based on the results, we suggest that Lilibot can be considered as a friendly and generic quadrupedal platform for studying self-organized locomotion, vestibular reflexes, and compliant behavior.
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FOOTNOTES

1https://www.bostondynamics.com/ls3

2https://www.bostondynamics.com/wildcat

3https://www.bostondynamics.com/spot-classic

4https://www.unitree.cc

5http://www.robotis.us/

6http://www.manoonpong.com/Lilibot/video0.mp4

7In this paper, we briefly describe the controller since it is not the main focus of the paper, but it is necessary for demonstrating the performance of our open-source platform Lilibot (which is our main focus).
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Spatial Spatial contrast (SC) Reducing spatial redundancies
makes it well suited for unsteady
lighting conditions.

Spatial difference (SD) Cheap

Temporal  Temporal contrast (TC) Reducing temporal redundancies
makes it well suited for uneven
lighting conditions.

Temporal difference (TD) ~ Easy to implement

Data Frame event (FE) Cheap hardware and easy to

acquisition implement

Asynchronous event (AE)

Low latency, requires relatively few
computing power

The categories (Spatia) and (Tempora) differentiate between relative contrast and
absolute differences. lts flexible and adaptive nature makes relative contrast beneficial
in case of unsteady and uneven lightning condiitions.
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