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Editorial on the Research Topic
MILD Combustion: Modelling Challenges, Experimental Configurations, and Diagnostic Tools

Over the last years, particular attention has been paid to combustion regimes that are able to ensure stable, complete, and efficient combustion, together with a strong reduction of pollutants, such as CO, NOx, and soot. Moderate or Intense Low oxygen Dilution (MILD) combustion (Cavaliere and de Joannon, 2004) has gathered increasing attention in recent years, as it ensures very high combustion efficiencies with very low pollutant emissions, compared to conventional combustion regimes, due to the reduced temperature peaks and macroscale homogeneity, achieved by means of high recirculation of exhausts in the reaction volume. Such a combustion regime shares similarities with other combustion concepts, such as flameless combustion (Wünning and Wünning, 1997), high temperature air combustion (HiTAC) (Katsuki and Hasegawa, 1998), and colorless distributed combustion (CDC) (Arghode and Gupta, 2010). The acronym MILD will be retained for the rest of the present editorial.
MILD combustion has been implemented in several furnace-based power generation and manufacturing applications; however, its extensive application is still partially hindered by the limited understanding of many facets of underpinning elementary processes and their peculiar interplay in this combustion mode.
One of the major peculiarities derived from the change of the elementary processes is related to the very strong interactions between turbulence and chemistry occurring in this regime. In MILD combustion, two contrasting effects emerge: Damköhler number is of the order of unity or less, whereas the turbulence level is very high, to ensure effective gas recirculation and mixing at the microscale. These two characteristics lead to a new paradigm of the combustion process where no flame fronts are visible and the combustion process covers an extensive part of the combustion chamber. It is evident that some principles, well consolidated for a standard combustion process, are no longer applicable in MILD combustion. For example, many common combustion model assumptions, such as the infinitely thin reaction zone, cannot be made in MILD conditions. Analogously, consolidated kinetic models are not able to accurately reproduce experimental data at least in some relevant working conditions.
To overcome these issues, many effective tools for studying and designing MILD combustion processes and systems with novel conceptual approaches have been developed over the years. However, consolidated combustion models and a consistent experimental database are still required to identify MILD combustion regimes and to effectively represent chemical kinetics, heat transfer, turbulence–chemistry interactions, and other processes in this peculiar regime.
The objective of this research topic is to highlight and discuss open issues, opportunities, and new findings in MILD combustion, with a focus on modelling approaches, experimental configurations (available and under development), and the critical assessment of existing diagnostic tools.
The research topic has two main cores. The first is represented by reviews on key issues faced over the years since the formal definition of MILD combustion in the early 2000s. This part represents an excellent reference summary for an exhaustive overview of this process, with the accent on the open questions.
Indeed, the review by Sabia and de Joannon highlights the critical effects of the high dilution level on the chemical kinetics of fuel oxidation, focusing on the role of diluent species. Based on the literature data, they show how the overall reduction of reaction rates due to dilution stresses the competition among different kinetic paths and brings out very peculiar behaviors, previously undetected, that help better understand chemical kinetics and the role of third body effect in MILD and standard combustion conditions.
Li and Parente thoroughly review the application of reactor-based models to the simulation of a canonical MILD combustion system, the jet in hot co-flow (JHC). The effectiveness of the partially stirred reactor and eddy dissipation concept combustion models in the context of Reynolds Average Navier–Stokes (RANS) and large eddy simulation (LES) is assessed. The importance of taking into account finite rate chemistry effects and of providing a reliable estimation of the characteristic time scales is underlined.
Reduced reaction rates and the mixing between diluted and/or preheated reactants in MILD combustion locally induce the formation of peculiar reaction structures which are reviewed by Sorrentino et al. They focus on the igni-diffusive structures and their “distributed ignition” nature. The authors analyze the main characteristics of such structures in the mixture fraction space, namely, the thickness of the oxidation structures, the presence/absence of a pyrolysis region, and the loss of correlation between the maximum heat release rate and the stoichiometric mixture fraction.
The peculiar characteristics of such a process also impact the formation of nitrogen oxides (NOx). Iavarone and Parente provide an evaluation of the possible kinetic pathways active in MILD conditions and outline suitable modelling approaches to predict NOx emissions in CFD simulations. An assessment of the performances of selected models in estimating NOx formation for lab-scale MILD combustion burners is then presented, followed by a discussion about relevant modelling issues, perspectives, and opportunities for future research.
Heat transfer plays a particular role in MILD combustion. Sorrentino et al. highlight the role of heat transfer in the combustion peculiarities of MILD reactors. In particular, the thermal behavior of these systems is analyzed to stress the distinctive role of heat losses, the relative contributions of both the convective and radiative terms, and their influence on MILD macroscopic features.
The experimental study of MILD combustion requires the establishment of new experimental configurations and diagnostic methodologies. Medwell and Evans review a number of optical diagnostic techniques (Rayleigh and Raman scattering, planar laser-induced fluorescence, coherent anti-Stokes Raman scattering ( CARS), and spectroscopy) for the characterization of the MILD combustion of gas and liquid fuels in the JHC.
Chinnici et al. discuss the hybridization of MILD combustion with renewable sources, reviewing the numerical work on a hybrid solar receiver combustor (HSRC), coupling a MILD combustion burner with a concentrated solar radiation receiver. The authors analyze the efficiency of the system as a function of the solar radiation contribution, indicating the requirements in terms of the reactor dimension to reach an appropriate coupling efficiency.
The second core of the research topic is represented by articles focused on original research on different topics under discussion in MILD combustion, covering the fundamental understanding of the process, its numerical modelling, and the identification of optimal reactive scalars to assist experimental diagnostics.
Swaminathan relies on recent direct numerical simulation (DNS) data to show that a revised theory involving at least two chemical timescales is required to describe the inception of MILD combustion and describe the strong interactions between autoignition and flame propagation. Moreover, the relevance of MILD combustion to supersonic combustion is explored theoretically, providing qualitative support using experimental and numerical Schlieren images.
Sidey-Gibbons and Mastorakos analyze the critical phenomena in MILD combustion using an asymptotic theory for extinction conditions of non-premixed flames and well-stirred reactors. Results of the analysis suggest that MILD combustion systems do not show sudden ignition and extinction behavior, and therefore exhibit a smooth, stretched S-shaped curve rather than a folded one with inflection points, thus providing a potential alternative definition of MILD combustion.
Ferrarotti et al. investigate the correlation between the heat releaser rate (HRR) and species mole fractions and net reaction rates in the JHC, suggesting that typical markers (O, OH, and OH*) correlate fairly well with HRR, but improved correlations can be achieved with appropriate species mole fraction combinations, particularly for the MILD region of the flame.
Goktolga et al. present direct numerical simulations of igniting mixing layers, considered representative of the JHC configuration, using both detailed chemistry and the multistage flamelet-generated manifold (MuSt-FGM) approach. Results indicate that the MuSt-FGM approach can predict the ignition delay time fairly well, while it overpredicts the average heat release rate.
Amaduzzi et al. benchmark the flamelet-generated manifold (FGM) approach with a reactor-based model, the partially stirred reactor (PaSR), for a MILD system with internal recirculation. The results show that the FGM model strongly overpredicts temperature profiles in the reactive region while yielding better results along the central thermocouple. The PaSR closure with a dynamic estimation of the mixing constant is found to provide improved results for both lateral and central thermocouple measurements. A flame index analysis indicates how the FGM model predicts a typical non-premixed region after the injection zone, contrary to the experimental observation.
Perpignan et al. present a novel approach for the automatic generation of chemical reactor networks (CRNs) from simplified CFD simulations, for the subsequent evaluation of pollutant emissions. Data from a non-premixed burner fuelled with CH4 at various equivalence ratios are used for this purpose. The CRN results are capable of reproducing the non-monotonic behavior with an equivalence ratio, which cannot be captured by simplified CFD simulations. However, the agreement between experimental and predicted NOx emissions is not fully satisfactory, indicating a need for improving the clustering step in the CRN generation process.
In conclusion, the research topic provides a comprehensive overview on the key features and existing challenges in MILD combustion, highlighting the current research efforts and the opportunities ahead. The unique combination of review and original research articles makes it a key collection for researchers and practitioners starting or already in the field.
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MILD combustion is gaining interest in recent times because it is attractive for green combustion technology. However, its fundamental aspects are not well-understood. Recent progresses made on this topic using direct numerical simulation data are presented and discussed in a broader perspective. It is shown that a revised theory involving at least two chemical timescales is required to describe the inception of this combustion not only showing both autoignition and flame characteristics but also a strong interaction between these two phenomena. The reaction zones have complex morphological and topological features and the most probable shape is pancake-like structure implying micro-volume combustion under MILD conditions unlike the sheet-combustion in conventional cases. Relevance of the MILD (micro-volume) combustion to supersonic combustion is explored theoretically and qualitative support is shown and discussed using experimental and numerical Schlieren images.

Keywords: MILD combustion, Scramjet, DNS, morphology, inception, S-curve


1. INTRODUCTION

The world total primary energy supply (TPES) has increased from 6.2Btoe (Billion ton of oil equivalent) in 1973 to about 13.8Btoe in 2016 (International Energy Agency, 2019)1. This 220% increase over a period of 43 years will continue further and more than 90% of this supply comes from combustion of coal, oil, gas, or renewable biomasses. Figure 1 shows the future projections of potential combustion share of TPES under three different scenarios. The inset is the actual data from International Energy Agency (2019) showing a gradual drop of the combustion share and a small rise in 2012 is because of the increase in coal combustion in some of the countries around the world. If one naively projects this data by assuming that the progress in technology to replace combustion for meeting the energy demand is steady and organic following the current trends then the combustion share is likely to be more than 80% even by the year 2070 (the curve with open triangle). The slope of this curve is related to the progress and advancement of alternative energy technologies. If one keeps an optimistic view for the non-combustion technologies progressing at 50% faster pace compared to the current trend then the combustion share falls just below 80% by 2070. This share decreases to 77% by the year 2070 even if one assumes that the alternative technologies progress at 70% faster pace, which is a highly optimistic view. It seems that a radical paradigm shift is required for a significant reduction of the combustion share and whether this is practical or not is an open question. A pragmatic approach to mitigate combustion impact on the environment is to seek for alternative combustion concepts and technologies which can significantly reduce CO2 and other pollutants emission and can also be employed as retrofits into the existing systems. Fuel-lean and MILD (moderate, intense, or low dilution) combustion concepts emerge as potential solutions.
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FIGURE 1. The contribution of combustion to world TPES and its future projection.



The interest here is on MILD combustion because of its ability to simultaneously reduce pollutants emission and increase overall thermal efficiency (Wünning and Wünning, 1997; Cavaliere and de Joannon, 2004). The efficiency gain comes from the energy recovered by recirculating hot gases and the emission reduction is because of reduced oxygen level in and temperature rise across combustion zones under MILD conditions. This mode of combustion is said to occur when the fuel-air mixture temperature, Tr, is higher than the reference auto-ignition temperature, Tign, for a given mixture and the temperature rise, ΔT = (Tb − Tr), is smaller than Tign (Cavaliere and de Joannon, 2004), where Tb is the burnt gas temperature. These two conditions are typically achieved by diluting the fuel-air mixture with exhaust gases and the dilution level is controlled carefully to keep the oxygen level typically below 5% by volume. If one uses (Tr − Tign) and ΔT − Tign as two axes as suggested by Cavaliere and de Joannon (2004) then the MILD combustion locates in the fourth quadrant and this is sketched in Figure 2 with pictures representing typical combustion types identified (Doan, 2018). The temperature raise, ΔT is larger than Tign for HiTAC and conventional (Feedback) combustion whereas it is smaller than Tign for the MILD and pilot-assisted combustion. The MILD combustion has Tr − Tign > 0 since the reactant temperature is larger than Tign. Typically, one expects the autoignition process to be dominant under this condition but direct numerical simulation (DNS) studies showed the presence of autoignition fronts with premixed and non-premixed flames and also their interactions (Minamoto, 2013; Doan, 2018). This challenges the use of conventional flame theories and models for MILD combustion.
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FIGURE 2. A diagram showing various combustion types: HiTAC (Fujimori et al., 1998), feedback or conventional (de Joannon et al., 2000), piloted (Dunn et al., 2010), and MILD (de Joannon et al., 2000; Medwell et al., 2007) combustion. This diagram is adapted from Doan (2018) under a Creative Commons license.



The heat release rate in this combustion is distributed spatially yielding a homogeneous temperature field with no visible flame (Katsuki and Hasegawa, 1998; de Joannon et al., 2000; Ozdemir and Peters, 2001; Minamoto and Swaminathan, 2014b; Sidey and Mastorakos, 2015; Sorrentino et al., 2016) and thus the MILD combustion is also called as “flameless” combustion. These features are atypical of conventional combustion having strong heat release in thin regions leading to inhomogeneous temperature or density field. DNS studies showed that some features of conventional combustion are also present under MILD conditions (Minamoto and Swaminathan, 2014b; Doan and Swaminathan, 2019b). Furthermore, the chemical kinetics plays a strong role in the inception of MILD combustion which can lead to some unconventional behaviors of reaction zones in response to scalar dissipation (or fluid dynamic strain) rate (Doan and Swaminathan, 2019c). Hence, the objective here is to survey the past DNS studies on MILD combustion and provide a broader perspective on MILD combustion physics by answering the following questions

1. What is the inception mechanism for MILD combustion?

2. What is the main combustion mode, autoignition or flames, under MILD conditions or is it a mixed mode combustion?

3. What are the typical morphological and topological features of reaction zones in MILD conditions?

4. What is the simplest way to model MILD combustion?

Since these questions are of fundamental nature, analysing DNS data is the best possible way to answer them. Also, it is worth to note that the modern combustion concepts such as Homogeneous Charge Compression Ignition (HCCI), Reactivity Controlled Compression Ignition (RCCI), and Gasoline Compression Ignition (GCI) for automotive engines may share some common features with MILD combustion. The next section reviews the DNS data briefly. The insights gained in many past studies are reviewed and discussed in section 3 to answer the above questions. The tentative modeling ideas arising from the physical insights are presented in section 4 and the relevance of MILD combustion to supersonic combustion, which is a topic of long-standing interest for high-speed air transport, is discussed in section 5. The conclusions are summarized in the final section.



2. DNS OF MILD COMBUSTION

Direct numerical simulation of turbulent combustion under MILD conditions is not common and only two research groups have attempted this in the past using two different flow configurations. van Oijen (2013) and his co-workers (Göktolga et al., 2015) considered ignition in a temporally evolving turbulent mixing layer between counter-flowing fuel and hot oxidant streams to mimic the flow and reacting features of jet-in-hot-coflow burner of Adelaide (Dally et al., 2002) operating under MILD conditions. The results of these studies suggested that autoignition occurred at the most reactive mixture fraction, ZMR, with different ignition delays depending on temperature and scalar dissipation rate experienced locally by the most reactive mixture. Also, the molecular diffusion of heat and mass were shown to be important and thus 3D simulations are inevitable to understand MILD combustion physics.

The DNS studies at Cambridge considered a cubic domain with carefully constructed flow and mixture conditions mimicking MILD combustion with recirculated hot exhaust gases. These simulations were conducted in two stages for computational economy. The first stage considered the mixing of reactants/fuel-air mixture with hot exhaust gases while the second stage involved combustion as shown in Figure 3. Both premixed (Minamoto, 2013) and non-premixed (Doan, 2018) MILD combustion were studied. For non-premixed MILD combustion, typically oxidant stream is diluted using the hot exhaust gases as shown schematically in Figure 3 and this is called as hot-oxidant and diluted-oxidant by de Joannon et al. (2012). The DNS procedures are described in detail by Minamoto and Swaminathan (2014b) for premixed and by Doan et al. (2018) for non-premixed cases, and a brief summary is given below.
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FIGURE 3. A schematic of DNS steps followed for non-premixed MILD combustion with internal recirculation of exhaust gases, adapted from Doan et al. (2018) under a Creative Commons license.



The initial and inflowing fields of mixture fraction, Z, reaction progress variable, c, scalar mass fractions, Yα, and velocity fields, ui, were generated in 5 preprocessing steps marked in Figure 3 without step 5. Bilger mixture fraction was used to define Z (Bilger et al., 1990) and the reaction progress variable was based on fuel mass fraction. A decaying homogeneous isotropic turbulence was simulated in step 1 to obtain the turbulence field inside the computational domain. Laminar MILD premixed flames for various Z values were computed and the scalar mass fractions were tabulated as a function of Z and c in step 2. Initial turbulent mixture fraction and reaction progress variable fields were constructed with prescribed means, 〈Z〉 and 〈c〉, and lengthscales, ℓZ and ℓc in step 3. Only the progress variable field was considered for the premixed cases. The step 4 mapped the species mass fractions Yα(c, Z) obtained in step 2 onto the initial mixture fraction and progress variable fields. The turbulence and scalar fields obtained respectively in steps 1 and 4 were allowed to interact in step 5 for about one large eddy turnover time, 40 μs, of the initial turbulence field. This step is not shown in Figure 3. This time is much shorter than the time, 140 μs, required for the normalized temperature cT = (T − Tr)/(Tb − Tr) to increase by about 10% in a perfectly stirred reactor having a mixture representative of volume-averaged DNS condition. The scalar fields obtained at the end of step 5 included unburnt, c = 0, burnt, c = 1 and also partially burnt, intermediate values of c, mixtures with equivalence ratio, ϕ, varying from 0 to 10 inside the computational domain for non-premixed cases and it was fixed to be 0.8 for the premixed cases. These preprocessed fields were then used as the initial and inflowing conditions for the MILD combustion DNS in the second stage shown in Figure 3. Elaborate details are discussed by Minamoto and Swaminathan (2014b) and Doan et al. (2018).

The combustion kinetics was described using MS-58 mechanism involving 19 species and 58 reactions (Doan et al., 2018), which was a modified version of Smooke and Giovangigli mechanism (Smooke and Giovangigli, 1991) with OH* chemistry from Kathrotia et al. (2012). The elementary reactions with OH* precursors were taken from KEE-58 mechanism (Bilger et al., 1990). This combined mechanism is validated in detail by Doan et al. (2018). The premixed MILD combustion DNS used Smooke and Giovangigli mechanism without OH*.

The thermochemical conditions of the MILD mixture used for the DNS are listed in Table 1. Since methane is used as fuel for these mixtures the reference ignition temperature is about Tign = 900 K. The mixtures NP-M1 and NP-M3 are for non-premixed cases whereas the other two mixtures are for premixed cases. The air is diluted for the non-premixed MILD combustion (see Figure 3) whereas the fuel-air mixture is diluted for the premixed cases. The diluted mixture temperature is kept to be Tr = 1, 500 K, which is comparable to that used in the experiments of Suzukawa et al. (1997). These conditions suggest that the combustion is strictly in the MILD regime of Figure 2. The conditions of three non-premixed and three premixed turbulent MILD cases are listed in Table 2. The non-premixed cases are simulated by Doan et al. (2018) and premixed cases are from the study of Minamoto and Swaminathan (2014b). The cases NP1 and NP2 used the mixture NP-M1, which has the same O2 level as for P-M3 and these two turbulent cases differed by the lengthscale ratio, ℓZ/ℓc. The case of ℓZ/ℓc < 1 was not considered because the mixing length scale for mixture fraction field is generally larger than the chemical length scales such as the flame thickness or ignition kernel size at Tr as large as 1,500 K. The mixture NP-M3 with 2% of O2 was used for the turbulent case NP3. The premixed cases P1 and P2 had the same dilution level as in the mixture P-M1 but different turbulence conditions – P1 had [image: image] which gave the Damköhler and Karlovitz numbers to be 1.72 and 4.78, respectively, whereas the case P2 had (3.8, 12.3) yielding 3.25 and 2.11 for the Damköhler, [image: image], and Karlovitz, [image: image], numbers. The case P3 had the same turbulence as for P1 at the inlet but used more diluted mixture P-M3 and hence the combustion characteristics are Da = 0.69 and Ka = 11.9. The burning velocity and Zeldovich flame thickness of the freely propagating laminar premixed flame used in the step 2 of the preprocessing step for the premixed MILD cases are SL and δf, respectively. The RMS of velocity fluctuations in the initial turbulence field with an integral length scale Λ0 is u′. Table 2 lists the characteristics of the initial scalar fields relevant for the discussion in this paper. Further detail can be found in the studies of Minamoto and Swaminathan (2014b) and Doan et al. (2018).



Table 1. Thermochemical condition of the oxidizer for MILD mixture.
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Table 2. DNS initial conditions.
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The cubic domain of size Lx × Ly × Lz = 10 × 10 × 10 mm3 with inflow and non-reflecting outflow boundary conditions in the x-direction and periodic conditions in the transverse, y and z, directions was used. The domain was discretized using 512 × 512×512 uniformly distributed grid points which ensured that all chemical and turbulence lengthscales were resolved for the three non-premixed and, P1 and P2 premixed cases. For the case P3, 384 grid points were used in all three directions. The DNS code SENGA2 solving fully compressible conservation equations for mass, momentum, internal energy, and species mass fractions, Yi, was used. These simulations were made on HECToR and ARCHER, the UK national high performance computing facility. Other detail such as numerical scheme, computational time, etc., can be found in the studies of Minamoto (2013) and Doan (2018).



3. INSIGHTS

Figure 4 shows the normalized heat release rate, [image: image], iso-surface having a value of 2. For the premixed case, the normalizing quantities are taken from a MILD flame element (laminar MILD flame) having an equivalence ratio of 0.8 whereas for the non-premixed case the local equivalence ratio is used to get the normalizing thermo-chemical quantities. This result is shown at about 1.5τf, where τf is the flow through time defined as the ratio of computational domain length Lx to the mean velocity, Uin, at the inlet boundary. The figure on the left is for the premixed MILD case P3 and on the right is for the non-premixed case NP1 and these two cases have almost the same dilution level and overall equivalence ratio. Thus, the overall temperature rise, which is about 200 K, is the same for these two cases and hence the temperature variation across the domain is shown only for the non-premixed case NP1. Typical thickness of local zones with strong heat release can be seen to be thin in some parts of domain and thick zones can also be seen in other parts visible in Figure 4. It is also observed that heat release (chemical reactions) occur in extremely convoluted zones distributed over a very large portion of the computational domain in both cases. This increases the possibility for interactions of reaction zones and clearly differentiates MILD combustion from conventional combustion having a clear flame front with localized heat release. Furthermore, reactions occur near the entrance of the computational domain, shown by the presence of the iso-surfaces there (see Figure 4), which is due to the elevated temperature of incoming stream with radicals initiating reactions.


[image: image]

FIGURE 4. Iso-surface of normalized heat release rate of 2 from (A) P3 and (B) NP1 MILD combustion cases. The temperature field is shown in the bottom and side surfaces in (B). The axes are normalized using the laminar flame thermal thickness for the premixed case P3. These figures are adapted from Minamoto (2013) for P3 and Doan (2018) for NP1 cases under a Creative Commons license.



Although there are some minor differences in the spatial distribution of the heat release, the overall pattern is more or less the same in these two cases. Hence, there is no difference whether the MILD combustion occurs in premixed or non-premixed mode as long as the turbulence and mixture thermo-chemical conditions are kept to be similar. This is not so for conventional combustion in premixed and non-premixed modes as it is well-known that the combustion is concentrated around the stoichiometric mixture fraction in non-premixed conventional combustion. The striking similarity is interesting and advantageous for developing MILD combustion models. However, there are complexities such as frequent and abundant interaction of reaction zones which are not easy to deal with in the classical turbulent combustion modeling such as flamelets, flame surface density approaches. Further insights on these points are discussed in section 4.


3.1. MILD Combustion Inception

The conventional non-premixed combustion aspects such as ignition (inception) and extinction are studied typically using S-curves which are constructed by solving steady flamelet equation in the mixture fraction space (Pitsch and Fedotov, 2001). This equation is

[image: image]

with NZ, st as the mixture fraction scalar dissipation rate (SDR) at stoichiometry and its reference value is [image: image]. The normalized temperature is θst = (Tst − Tst, r)/(Tst, p − Tst, r) = (Tst − Tst, r)/ΔTst. The normalized reaction is written for a one-step reaction and it involves a Damköhler number, [image: image], normalized activation temperature, β = Ta, eff/Tst, p, and heat release factor α. The exact form of this expression is not required here but can be found in earlier studies (Pitsch and Fedotov, 2001; Doan and Swaminathan, 2019c). A root which satisfies the above equation is obtained for given values of [image: image], β and various other parameters. The variation of θst with [image: image] obtained thus for [image: image], α = 0.679 βref = 8.03 and 5 different values of β is shown in Figure 5A. The ignition and extinction points are also marked in this figure. There is no stable combustion between these two critical points and they move toward each other as β decreases leading to a monotonic increase of θst as NZ, st decreases, which can be seen for β = 2 and 4 in the figure. The inception region is highlighted using an ellipse in Figure 5A, showing a drop in the normalized temperature as the SDR (mixing rate) increases. This behavior is contrary to what is observed for the inception of MILD combustion in the DNS results shown in Figure 5B for the three non-premixed cases. The symbols represent the variation of doubly conditioned SDR obtained as 〈NZ|θst, Zst〉 = ∫NZ P(NZ|θst, Zst) dNZ with θst, where P is the probability density function (PDF) of SDR conditioned appropriately. One can also consider 〈NZ|θ〉 vs θ which is also shown in the figure. These results are constructed using samples collected over the entire sampling period of 1.5τf. It is clear that the normalized temperature increases with mixing rate or SDR in the inception stage. This is because of the presence of radicals such as OH promoting chemical reactions in the incoming mixture which is absent for one-step reaction used for the S-curve analysis.


[image: image]

FIGURE 5. Variation of normalized temperature at stoichiometry location with the corresponding mixture fraction dissipation rate in (A) conventional non-premixed and (B) turbulent MILD non-premixed combustion. The variation of 〈NZ|θ〉 with θ constructed using the entire DNS sample is also shown in (B) using lines. These figures are adapted from Doan and Swaminathan (2019c) under a Creative Commons license.



The importance of OH becomes more apparent if one plots [image: image] with θ. The symbol [image: image] is the local value of the incoming OH mass fraction when there is no combustion, alternatively this is the local value due to convective-diffusive transport of the incoming OH mass fraction. This was obtained by performing a DNS with the same initial and inflowing fields as the MILD combustion cases but with no chemical reaction (Doan and Swaminathan, 2019a,c). Thus, ΔYOH < 0 means that OH coming from the inlet is consumed and ΔYOH > 0 implies that OH is produced locally. Since the interest is in the inception stage of MILD combustion, the variation of ΔYOH with corresponding θ is shown in Figure 6 for the samples collected from the first 5% of the computational domain in regions with large heat release rate, which are marked using [image: image]. The normalized temperature increase is seen only in the regions with negative ΔYOH implying the key role played by the incoming OH in the inception of MILD combustion. This leads to the increase of θ with NZ seen in Figure 5, which is different from the S-curve behavior. Hence, an alternative theory giving due importance for the role of chemical kinetics in the formation and consumption of radicals such as OH is required for MILD combustion. Such a theory is yet to be developed and it seems that at least two chemical time scales may be required to investigate the physics of MILD combustion inception.


[image: image]

FIGURE 6. (A) Variation of ΔYOH with θ for sample collected in the initial 5% of the computation domain and with [image: image] at an arbitrarily chosen time for the case NP1. The line denotes 〈θ|ΔYOH〉, adapted from Doan and Swaminathan (2019c) with permission. (B) PDF of ΔYOH conditioned on [image: image] for the case NP1 at an arbitrarily chosen time, adapted from Doan and Swaminathan (2019a) under a Creative Commons license.



The PDF of ΔYOH conditioned on the heat release rate is depicted in Figure 6B for the case NP1 at an arbitrarily chosen time. The nine curves shown are for [image: image] ranging from 0.1 to 0.9, where [image: image] is the maximum heat release rate observed in the data. The PDF shows a bimodal behavior for low heat release rate; the peak at negative ΔYOH is because of the OH in the incoming stream and thus they signify the unreacted mixtures whereas the peak at positive ΔYOH is for the product mixtures. The bimodal PDF shifts gradually into a monomodal PDF for locations with large heat release rate. The OH-PLIF (planar laser-induced fluorescence) commonly used for the combustion diagnostics will pick the signals, coming from mixtures with low heat release, corresponding to the right peak and is likely to miss the signals from regions with large heat release rate since YOH is almost the same as the background value, [image: image]. Thus, one needs extra care for studying MILD combustion using PLIF techniques (Doan and Swaminathan, 2019a).



3.2. Flame or Ignition?

From the fundamental perspective, the flame is established where there is convective-diffusive-reactive balance for the local scalar flux. When this balance is compensated by the temporal derivative (unsteady) term then the flame propagates. If there is ignition then typically the mixture is homogeneous locally and thus the convective and diffusive fluxes are small compared to the contributions from reactive and unsteady terms of the species balance equation. All of these can be seen quite clearly if one writes the balance equation for species i using standard notations:

[image: image]

where [image: image]. For a closer understanding of local flux-balance, one may write [image: image] and hence [image: image] implies a steady flame-like structure locally while [image: image] suggests an ignition-like structure and a positive value of [image: image] signifies propagating flame. The ambiguity may arise for [image: image] if there exists purely convective-diffusive type balance, which can be eliminated by conditioning [image: image] on the normalized heat release rate, [image: image]. This analysis has been done in the past and some of those results are shown in Figures 7, 8 to aid the discussion here. Minamoto et al. (2014) showed that ignition fronts and flames are present and also there are regions with entangled flame and ignition. This is depicted in Figure 7, where [image: image] represents [image: image] value normalized using ρr, SL and δth for the mixture used for the turbulent premixed case P3. It is apparent that the MILD combustion involves conventional features like flames and autoignition in some regions and also these two features can coexist in some other regions of the flow. This is a unique aspect of MILD combustion and which attribute is favored locally depends on the scalar gradient driving the various fluxes. Minamoto and Swaminathan (2014b) showed that the scalar gradient in the direction normal to the reaction zone is as strong as the tangential gradients in MILD combustion which is contrary to the conventional combustion showing stronger normal gradient compared to the tangential components [see Figure 11 of Minamoto and Swaminathan (2014b) and Figure 5.5 of Minamoto (2013)] for the premixed MILD combustion cases, P1 to P3 in Table 2. Similar behaviors were observed for the non-premixed cases NP1 to NP3. The time evolution of these attributes and their structures are studied by Doan et al. (2018) and Doan and Swaminathan (2019b). An example of this complex evolution is shown in Figure 8 depicting the Lagrangian tracks of few fluid parcels colored using [image: image] values. It is quite normal to see an ignition fronts evolving into steady or propagating flames in conventional combustion which is also seen in Figure 8. The intriguing and also quite unusual behavior observed in the figure is the evolution of a flame-like structure into ignition-like behavior as one moves along a particular track, which is indicated by the [image: image] changing from its positive to negative value. This is because of mixing and burning of unburnt mixtures of varied equivalence ratio in non-premixed cases and a close interaction between scalar mixing and chemical reactions. Overall, the MILD combustion is observed to display both autoignition and flame characteristics and a strong interaction between them.


[image: image]

FIGURE 7. Typical contours of [image: image] (color map) are shown along with flame dominated ([image: image], white contours) and reaction dominated ([image: image], black contours) regions from the case P3. The results are shown for the mid x-y plane at an arbitrarily chosen time. Typical reaction and flame dominated regions are marked respectively using a black box and a white box with solid lines, which are enlarged at bottom right and top right respectively. Several regions showing entangled reaction and flame characteristics are marked using black boxes with dashed lines and one of such region is enlarged on the side, adapted from Minamoto (2013) under a Creative Commons license.




[image: image]

FIGURE 8. Evolution of [image: image] along Lagrangian tracks of chosen fluid parcels and the tracks are drawn for a duration from 1 to 1.5τf. This results is shown for the case NP3 in Table 2, adapted from Doan (2018) under a Creative Commons license.



Takeno index, which is related to the gradients of fuel and oxidizer, can be used to delineate non-premixed and premixed reaction zones present in non-premixed MILD combustion. This analysis showed that the contributions to the overall heat release from premixed and non-premixed modes are comparable and the contribution of rich premixed mode decreased for the highly diluted case, NP3, compared to the case NP1 (Doan et al., 2018). The contribution of lean premixed mode did not change much between these two cases but the non-premixed mode contribution nearly doubled for NP3 compared to the NP1 case. Doan et al. (2018) also reported that the ignition front-like structures contributed about 25%, which is not small, to the overall heat release. The physical picture emerging from these insights is that the non-premixed MILD combustion involves rich and lean premixed zones, non-premixed zones and ignition front-like structures. A similar picture was also observed for premixed MILD combustion but without non-premixed zones (Minamoto et al., 2014).



3.3. Typical Morphological and Topological Features of Reaction Zones

Reaction zones can be identified using a threshold for [image: image] but Minamoto (2013) suggested that the conditional average of the heat release rate weighted by the scalar dissipation rate of reaction progress variable, Nc, and surface area, [image: image], and conditioned on [image: image], i.e., [image: image], is more suited to identify heat releasing zones in MILD combustion. The surface area, ΔS, is identified using [image: image] and the value of ξ+ corresponding to [image: image] served as a suitable threshold to identify heat releasing zone iso-surfaces in various cases investigated. A typical reaction zone identified using this method is shown in Figure 9A for the premixed case P1 and this is not a simply connected surface which is commonly seen in conventional turbulent premixed combustion. Also, this iso-surface is observed to enclose a volume and there are holes, indicated by the arrows, and this volume is extending over a good portion of the computational domain. It is not easy to characterize this reaction zone using the common shapes such as sheet, ribbon, tube, and blob. However, one can unambiguously define three length scales for any 3D objects using Minkowski functionals and there are 4 functionals for a 3D object (Minkowski, 1903), which are given by Sahni et al. (1998)

[image: image]

where [image: image] is the volume enclosed by the iso-surface S identified as above having a surface area of [image: image]. The two principal curvatures at a given point on S are κ1 and κ2 (κ1 ≥ κ2). These four functionals are Galilean invariant morphological properties of the object, the reaction zone identified as above. The fourth functional is the Euler characteristics of the object and thus it is related to the genus of the object [image: image] (Leung et al., 2012; Minamoto et al., 2014). Now, the three length scales ordered as T < W < L are defined using these four functionals as (Sahni et al., 1998)

[image: image]

These scales are representative and do not give the exact dimensions in the three directions except for a sphere of radius r for which T = W = L = r. Two shape finders, known as planarity P and filamentarity F can be defined using these three length scales and are given by Sahni et al. (1998)

[image: image]

Figure 9B shows the typical values of P and F for the reaction zones extracted from the cases P1 to P3 at an arbitrarily chosen time. For the sake of comparison, the values for the reaction zones of a conventional premixed flame are also shown in the figure. The premixed flame reaction zones have large P and relatively lower F values implying that these zones have sheet-like morphology, which is well-known. A wide range of P and F values is observed for the MILD reaction zones with the most probable values of P≃0.4 to 0.5 and F≃0.15 to 0.25. These most probable values suggest that the MILD reaction zones are like pancakes although there are reaction zones which are blob-like (very small values of P and F). Also, the topology, which refers to the connection, of MILD reaction zones are complex, see Figure 7. The non-premixed cases NP1 to NP3 showed similar variations for P and F. Hence, the MILD reaction zones are not simply-connected surfaces as in the conventional combustion and they have complex morphological and topological features, which are quite challenging for modeling.


[image: image]

FIGURE 9. (A) Morphology of a typical heat releasing zone in the MILD combustion case, P1. (B) Values of shape finder, P and F, in the cases P1 ◦, P2 [image: yes], P3 [image: yes], and conventional premixed combustion × , adapted from Minamoto (2013) under a Creative Commons license.






4. MODELING

Minamoto and Swaminathan (2014a) showed that these complex features, specifically interaction of reaction zones, pose challenges for flamelet-based modeling approaches. However, if one treats the local reaction zones as a collection of perfectly or well-stirred reactors (PSR or WSR) then the statistical variations of major and minor species mass fractions and mean reaction rates can be captured quite well. This was demonstrated by Minamoto and Swaminathan (2014a) for RANS approach and by Minamoto and Swaminathan (2015) for filtered reaction required for large eddy simulations (LESs). The filtered or mean reaction rate of progress variable required for LES or RANS is written as

[image: image]

where ξ and ζ are the sample space variables for mixture fraction and progress variable respectively and P(ξ, ζ) is the joint PDF which is to be modeled using either presumed or transported PDF approaches. The reaction rate, [image: image], can be found from the results of PSR/WSR operating over a range of mixture fraction values for the presumed PDF approach. This is the tabulated chemistry approach used in many past turbulent combustion studies employing flamelets-based models. For the transported PDF approach, the reaction rate function can be computed using the Arrhenius rate expression for the elementary reactions involved in the kinetic modeling. The performance of these two PDF approaches for MILD combustion is investigated by Chen et al. (2017) using jet in hot coflow (JHC) burner of Dally et al. (2002) as a validation case and reported that the results of tabulated chemistry approach compared well, except for CO, with the results of multi-environment PDF calculation by Lee et al. (2015). The various turbulence combustion models available are tested for MILD combustion by De and Dongre (2015) and they observed that Lagrangian (transported) PDF models compared well with measured mean temperature and major species mass fractions. The use of EDC, eddy dissipation concept, model for MILD combustion has also been explored in the past (Christo and Dally, 2005; Aminian et al., 2012; Parente et al., 2016; Li et al., 2017). Also, partially stirred reactor (PaSR) based models have been used in past studies of MILD combustion (Li et al., 2017). Many of these numerical investigations of MILD combustion used the JHC involving relatively simple flows as the validation case. The cyclonic MILD combustor of Sorrentino et al. (2017) was investigated numerically using the tabulated chemistry approach with both adiabatic and non-adiabatic PSR models by Chen et al. (2018) and it was observed that the numerical results compared well with measurements when non-adiabatic effects are included at the PSR and CFD levels. A careful survey of these past studies suggests that the PSR-based model can work well if the CFD model and reactors are built to be physically consistent with the experiments. A priori study using DNS data showed that this approach works well for sub-grid modeling also when the LES filter width is larger than the thermal thickness for the given thermo-chemical and mixture conditions (Minamoto and Swaminathan, 2015) and a posteriori validation of this SGS model is yet to be performed.



5. RELEVANCE TO SUPERSONIC COMBUSTION

Supersonic combustion is a longstanding technological area of interest for aerospace applications. Fuel, either hydrocarbon or hydrogen, is injected into a supersonic stream and the shockwave pattern emerging from the interaction of the cross-stream fuel jet with the supersonic air stream increases the static temperature and pressure. The combustion mode and the mechanism for flame stabilization under this condition is not well-understood and there are still many outstanding issues (Cain and Walton, 2002). The objective of this discussion is not to review and discuss these issues but it is rather to highlight that the combustion conditions and characteristics are akin to MILD combustion using simple theoretical arguments and by inspecting experimental and numerical Schlieren results.

Figure 10 shows a simple schematic of a supersonic ramjet combustor tube. The stagnation temperature and Mach number of the air stream entering the tube are T0,2 and M2. These quantities change to T0,3 and M3 after the fuel is injected and f is the fuel-air ratio. The stagnation temperature and Mach number just after the combustion zone are T0,4 and M4, respectively. The stagnation temperature is related to the static temperature at a given location through [image: image], where γ is the ratio of specific heat capacities. A simple energy balance across the combustion zone gives [image: image], where [image: image] is the rate of heat release per unit air flow rate and the factor (1 + f) is neglected for the last part of the above energy balance expression since f [image: image] 1. A simple rearrangement of this equation after making use of the relationship between the stagnation and static temperatures given above yields

[image: image]

where ΔT = (T4 − T3) is the static temperature raise across the combustion zone. In the view of Figure 2, T3 is the reactant temperature and from a practical perspective T3 must be larger than the ignition temperature, Tign, say, by a small δT so that δT/T3 [image: image] 1. It is quite easy to verify that (T3 − Tign)/T3 is larger than zero. For a typical supersonic combustor operation, f = 0.01, γ = 1.3, cp = 1.2 kJ/kg-K, M3 = 3.3, and M4 = 2.7 (Prisell, 2006) and substituting these values into Equation (7) one gets ΔT/T3 ≃ 0.4 for typical hydrocarbons with ΔHc = 40 MJ/kg and 0.6 for hydrogen with ΔHc = 120 MJ/kg. Thus, (ΔT−Tign)/T3 is negative which implies that the combustion conditions in a typical scramjet combustor lies in the fourth quadrant of Figure 2 corresponding to MILD combustion. Further evidence to this deduction is given in the comparison of Schlieren images in Figure 11. The image shown on the left is from the experimental studies of Scherrer et al. (2016) and the one on the right is from the DNS case NP3. The numerical Schlieren, obtained as explained by Doan and Swaminathan (2019a), should be compared qualitatively to region marked as “Combustion” in the experimental image and the later image also shows shock waves. The similarities between these two images are quite interesting and offer support to the above deduction. Thus, one must be cautious in using classical turbulence combustion models to study supersonic combustion which is likely to be MILD combustion showing quite complex and unique attributes as discussed in earlier sections. These deductions and observations are similar to and consistent with the views on micro-volume combustion expressed by Shentinkov (1958) and Summerfield et al. (1955).


[image: image]

FIGURE 10. A schematic of a scramjet combustor tube.




[image: image]

FIGURE 11. (A) Schlieren picture from a scramjet combustor experiment (adapted from Scherrer et al., 2016 with permission from them) and (B) numerical Schlieren from the case NP3, adapted from Doan and Swaminathan (2019a) under a Creative Commons license.





6. SUMMARY AND CONCLUSION

Turbulent combustion under MILD conditions has potentials to achieve ultra-low emissions, including CO2, and high thermal efficiency. Although this topic has been explored using modern experimental techniques since 1990s, a good understanding on their complexities and intricacies has evolved only in the last decade. Direct numerical simulations (DNS) have provided some detailed insights into this problem and it seems that the inception of MILD combustion cannot be described using the classical S-curve and alternative theories involving at least two chemical timescales is required. Such a theory is yet to be developed. The reaction zones under MILD conditions are observed to show the characteristics of autoignition and both premixed and non-premixed flames. The local scalar gradients controlling the various fluxes dictate the local combustion behavior. These gradients can be tailored by designing appropriate flow and scalar mixing patterns. The thermochemical and mixture conditions also play a role here. Despite the complexities of MILD reaction zones, they can be seen as homogeneous reactors locally and thus modeling approaches such as tabulated chemistry using PSR/WSR can work quite well if the CFD model and the reactor conditions are designed to be physically consistent with combustor conditions of interest. Overall, the MILD combustion could be seen as micro-volume combustion proposed in 1950s by Summerfield et al. (1955) and Shentinkov (1958). The relevance of this micro-volume combustion to supersonic combustion is shown and discussed. Further investigations using different fuels, dilution level and turbulence conditions would be useful to assess further the insights presented in this paper. Also, targeted and carefully conducted laser diagnostics of combustion under MILD condition is required.
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FOOTNOTES

11 ton of oil equivalent is 41.89 BJ or 11.64 MWh of energy.
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The intermittent nature of solar energy limits its further deployment to applications where firm supply and constant output is required. While energy storage is a viable option to increase solar share, in itself is not sufficient without an additional dispatchable energy source. Combustion of both fossil-based and renewable fuels can provide the demand ready energy source required and lends itself to hybridization with tower based Concentrated Solar Thermal, CST, energy. The Hybrid Solar Receiver Combustor, HSRC, is a novel technology that integrates both sources of energy in one device and offers tangible benefits in increased solar share, thermal efficiency and reduced capital and operation costs. This paper reports a brief review of the different findings from experimental and computational research carried out at the Center for Energy Technology of the University of Adelaide into optimizing the HSRC design, developing the first-of-a-kind laboratory-scale HSRC unit and evaluating its performance under different fuels, operating conditions and modes of operation. It highlights the benefits and need for utilizing MILD combustion in the HSRC to match the heat transfer characteristics and stability required to achieve similar operational range and efficiency from both sources of energy. A 5-kWel xenon-arc solar simulator and the combustion of a wide variety of fuels are used as the energy sources. This paper reports on the effectiveness of MILD combustion under these conditions and in particular it discusses flame stability envelop and its relation to heat extraction, temperature and pollutant emissions. It also reports on thermal efficiency, heat losses and heat flux distribution within the cavity for all fuels and operating conditions. It is found that the HSRC thermal performance is similar under the three operation modes (solar, combustion, and combined) and that operating under MILD combustion mode allowed fuel flexibility, homogeneous heat distribution and very low emission of NOx and CO. Also found that H/C ratio plays a minor role in the radiated energy to the heat exchanger within the cavity. Future research and further technology development need is also discussed in this paper.

Keywords: hybrid systems, MILD combustion, concentrated solar energy, hydrogen, heat transfer


INTRODUCTION

Concerted effort has been spent on carbon abatement from the energy generation sector over the last two decades. The majority of the investment has targeted the power generation sector as it accounts for more than third of carbon emission (IEA, 2018). Renewable power from wind, solar PV, and hydro have made a tangible impact on carbon emission worldwide. Multiple agencies have predicted that almost all of electricity generation will be carbon neutral by the year 2050, consistent with meeting current commitments to COP21 (http://www.cop21paris.org). However, decarbonizing the power sector alone will not be enough to keep the CO2 level in the atmosphere below 350 ppm to prevent the atmosphere temperature from rising above 2 degrees (https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement). Hence, beyond electrical energy, the two major energy sectors that should be targeted are the industry and transport sectors (Philibert, 2017). Philibert (2017) notes that electricity makes up to 26% of industry needs and the rest is in the form of thermal energy, almost half of it is at temperatures above 400°C. Similarly, transport is a major contributor to carbon emission, and while electric vehicles are likely to play a role in the light duty transport market, alternative fuels that can utilize existing internal combustion technologies will also be needed. The above highlights the need for generating renewable thermal energy at temperatures above 400°C and the production of alternative renewable fuels to replace fossil fuels.

Concentrating Solar Thermal (CST) technologies are promising avenues to generate high temperature thermal energy as well as alternative fuels, termed solar fuels (Kodama, 2003; Romero and Steinfeld, 2012; Agrafiotis et al., 2014). CST inherent intermittency is incompatible with industry needs of firm dispatchable supply and processes that require constant operating conditions (Jafarian et al., 2013, 2014). Thermal energy storage is one avenue to store heat using molten salts, phase change material or sensible energy storage. Thermal storage in locations of excellent solar resource can double the solar share from 20 to 40% (Nathan et al., 2017, 2018). Nonetheless, storage alone will never be sufficient to guarantee firm supply from a CST system, without solar multiples of more than 50 times, even at the best solar locations (Kueh et al., 2015). This finding highlights the need for the coupling of CST systems with other dispatchable source of energy to guarantee firm supply and constant output. Nathan et al. (2014) proposed the concept of combining CST and combustion as a means to solve this problem. The “hybrid” system capitalizes on CST low CO2 emissions feature and harnesses stored chemical energy in fuels via combustion. This allows to use CST when needed while also encompassing the utilization of a wide range of fuels (including alternative, renewables low-carbon, and/or carbon-free fuels) and technologies able to offer a trade-off between the net cost and the net level of CO2 mitigation.

The Hybrid Solar-Receiver-Combustor (HSRC) concept is a cost-effective and efficient method to utilize combustion to compensate for the variability and intermittency of the solar resource for applications in high-temperature processes (Nathan et al., 2014). Of the possible CST technologies available, the tower system with a large heliostat field and a cavity receiver are the most suitable to achieve the required high temperature and to contain the combustion products and achieve exhaust heat recovery. Cavity receivers trap the radiation via the aperture and reduces re-radiation inherent in tubular and bill-board style receivers (Goswami and Kreith, 2007). This single device concept allows three modes of operation namely; solar-only, combustion-only and a mixed-mode. A sketch of the HSRC concept is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic diagram of the conceptual design of the Hybrid Solar Receiver Combustor, HSRC. Adapted from Lim et al. (2016a).


Lim et al. (2016a,b,c, 2017a,b) have identified an HSRC configuration that achieves similar thermal performance in the combustion-only mode to that of a stand-alone combustor through an efficient use of the sensible heat from the combustion products. They showed that such a system has the potential to lower the capital cost by up to 21%. They also estimated that the HSRC can achieve up to a 19% reduction (depending on the natural gas price) in the levelized cost of electricity relatively to an equivalent cavity receiver with a back-up, stand-alone combustor. This estimate could be low as it only considers, as stated by Nathan et al. (2017), “the first three of the following five potential benefits that were identified by Nathan et al. (2014), as being: (1) reduced heat losses by reducing the total area heat exchange surfaces; (2) avoided start-up and shut-down losses associated with the need to warm-up the combustion system prior to its use; (3) reduced total infrastructure by the need to construct only one device instead of two; (4) increased capacity to manage thermal shock associated with short-term fluctuations in solar resource by using combustion to compensate for any reduction in Concentrating Solar Radiation (CSR); and (5) potential to harvest the solar resource at a lower total flux, owing to the possibility of supplementing the solar resource with combustion”. While a movable shutter can be used to seal the aperture during combustion-only operations, the simultaneous use of both the solar resource and the fuel is needed to harness the potential benefits (4) and (5). This, in turn, results in a combustion process directly-irradiated by CSR. As highlighted by Nathan et al. (2017), “this is a unique combustion regime, given that CSR can readily achieve fluxes some three to five times higher than is found in conventional systems (2–4 MW/m2 compared with the 800 kW/m2 of a gas turbine). The radiation also extends right through the visible spectrum, while irradiation from combustion systems is typically dominated by the infra-red spectrum”. Therefore, new fundamental understandings of these interactions are needed to progress the technology development.

Dong et al. (2016) and Medwell et al. (2011) investigated the influence of CSR on the structure of laminar jet flames and in particular soot propensity. They found that most of the radiation is absorbed by the fuels, ethylene in this case, that peak soot volume fraction increased by up to 250% and that the overall soot volume fraction increased by 55%.

Based on the techno-economics work of Lim et al. (2016a,b,c, 2017a,b), Chinnici et al. conducted multiple studies (Chinnici et al., 2017a,b, 2018a,b,c, 2019a,b) to investigate design concepts of an experimental HSRC system that can work under a variety of fuels, is suitable to hybridization with CSR and achieves equivalent high thermal efficiency for all three modes of operation. Chinnici et al. (2018a) proposed the use of MILD combustion (de Joannon et al., 2012; Evans et al., 2017, 2019) in the cavity due to its stability, fuel flexibility, efficient use of low-carbon and carbon-free, renewable fuels (Derudi et al., 2007; Parente et al., 2008; Ayoub et al., 2012), low emission and enhanced and semi-homogenous heat transfer. This paper provides a review of the different findings from the experimental and computational research into optimizing the HSRC design and evaluating its performance under different fuels and operating conditions.



METHODS

This section describes in brief the methods employed by Chinnici et al. (2017a,b, 2018a,b,c, 2019a,b) in the design, development and testing of the first-of-a-kind HSRC unit. A combination of numerical and experimental analyses was performed with the aim to achieve a proof-of-concept of the HSRC technology while also advancing current fundamental understanding of MILD and mixed processes.

Computational Fluid-Dynamic (CFD) was employed both in the initial design optimization of the device (geometry, selection of the most appropriate combustion technology) and to better understand the influence of the two main modes of operation (combustion-only and solar-only) and fuel type on heat transfer, thermal performance and combustion characteristics within the HSRC. To this aim, a 3-D CFD RANS model of a HSRC unit was developed using commercial codes to identify an optimized configuration and to complement the experimental investigation. A Monte-Carlo ray tracing method was used to describe the heat transfer from CSR. The MILD process was modeled using the Eddy Dissipation Concept (EDC) for turbulence-chemistry interactions, simplified and detailed mechanism for the chemistry, and the Discrete Ordinate (DO) approach for the radiation. Additional details of the model set-up and mesh can be found in Chinnici et al. (2017a,b, 2018b). In the design stage, the influence of several geometrical and operating parameters on the performance of the device was assessed to identify an optimized HSRC configuration for further experimental tests. In particular, the influence of the length-to-diameter (L/D) cavity ratio, the shape of the outlet section of the cavity, the annular jet arrangement, the heat exchanger (HX) design, and the type of combustion mode (conventional vs. MILD) were investigated. In a second stage, the CFD model of the optimized HSRC configuration was validated against experimental data and further numerical analysis was carried out to better understand the heat transfer mechanisms within the device.

Based on the initial design optimization, a 20 kW laboratory scale MILD HSRC (Figure 2) was developed, built and tested. All the details of the experimental set-up and rig can be found in Chinnici et al. (2018a), so that only the key features are summarized here. The device retains all the characteristics of conventional tubular solar receivers, i.e., an insulated cavity (with a length-to-diameter cavity ratio, L/D = 3) with an opening to allow CSR into it, and a heat exchanger (HX) carrying out the heat transfer fluid, HTF (air). In addition, the device features a combustor with a unique annular jet arrangement (Long et al., 2017, 2018a,b), which generates an intense recirculation of hot products needed for the establishment of the MILD regime, and a conical outlet section for the exhaust. For solar-only operations, the aperture was open while it was sealed by a conventional swirl burner (used to pre-heat the cavity prior to switch to MILD combustion) for combustion-only and combined modes (Chinnici et al., 2018a). A 5 kWel xenon-arc solar simulator and the combustion of a wide variety of fuels, namely natural gas (NG), liquefied petroleum gas (LPG), hydrogen (H2), and their blends (H2/NG, H2/LPG with different H2%) were used as the energy sources for the three modes. The total power input, Pin, the equivalence ratio, ϕ, and the total HTF flow rate (QHTF) were varied in the range 10–20 kWth, 0.8–1, and 150–1,000 slpm, respectively. Table 1 summarizes all the key operating conditions investigated by Chinnici et al. (2017a,b, 2018a,b,c, 2019a,b).


[image: Figure 2]
FIGURE 2. Schematic diagram of the 20-kW laboratory-scale MILD HSRC showing left) a side-view and right) an end-view. Adapted from Chinnici et al. (2018a).



Table 1. Experimental operating conditions for all the modes of operation investigated by Chinnici et al.

[image: Table 1]

The device features a series of N-thermocouples to continuously measure the inner wall cavity temperature, the total heat transfer rate through each section of the HX, the total heat extracted from the HX as well as the total and specific (radiative, convective, conductive) heat losses. A portable gas analyser was also employed to continuously monitor the composition of the exhaust stream. Details of these measurements together with their accuracies and definition of warm-up and steady-state conditions can be found in (Chinnici et al., 2018a).

To assess the performance of the device for each case investigated, Chinnici et al. defined an “absorption efficiency” (ηabs), i.e., the ratio of the heat absorbed by the HX to the total thermal input. To assess the effects of heat recovery on the performance of the device, they also defined a “potential thermal efficiency” (ηth), assuming that 80% of the sensible heat in the exhaust stream is recovered. The energy balance of the system for each mode, together with the details regarding the measurements and calculations of each efficiency and heat loss terms can be found in Chinnici et al. (2018a, 2019b).



KEY RESEARCH FINDINGS

As discussed in section Methods, the research into the HSRC and its operation involved initial design optimization and experimental testing. This section presents the key findings from the experimental and computational research into optimizing the design and evaluating the HSRC performance under different fuels and operating conditions at laboratory-scale. The experimental rig described in section Methods was used to investigate the effect of mode of operation, fuel type and heat extraction on the stability and thermal performance characteristics of the device.


Computational Analysis
 
Influence of Geometry and Modes of Operation on Performance

The geometrical parameters are essential for achieving the desired thermal efficiency and operation flexibility of the device. The reasons for this dependency relates to the importance of high rate of recirculation and reactants injection separation to achieve MILD combustion conditions. It also relates to the different heat transfer modes between the solar resource (radiation) and combustion (mostly convection). Ensuring the capture and distribution of solar radiation as well as the enhanced recirculation rate for MILD combustion requires careful selection of the aspect ratio of the diameter and the length of the device.

Figure 3 presents the combined effects of varying the length-to-diameter cavity ratio (L/D, for a fixed D), outlet shape (with and without cone), and mode of operation (MILD, conventional combustion, and solar-only mode) on the calculated thermal performance of the device, employing NG as fuel. Here, Pin was fixed to 12 kW for all cases (with ϕ = 0.9 for combustion operations) and a fixed temperature (Tcoil = 1,000 K) was applied as boundary conditions to the HX. It can be seen that the cavity length strongly influences the performance of the device. In particular, it was found that, for a conical outlet section, relatively long cavities (L/D ≥ 3) are required to achieve similar performance under the different modes while for all the other configurations the values of ηth were predicted to be lower for combustion operations than for the solar-only modes. This because, for combustion-only and mixed operations, the predicted values of the heat losses due to the unrecovered heat from the exhaust are greater than the convective heat losses under solar-only mode. Also, it can be seen that the shape of the outlet section is a key design parameter. In particular, for HSRC geometries with a circular outlet section, a cavity of sufficiently length (L/D > 5) is needed to achieve similar performance under the different modes. This because the use of a conical outlet enhances the recirculation of hot products into the device, which leads to an increase in the convective heat transfer rate. Figure 3 also shows that, for a fixed HSRC geometry, the MILD regime provides a better match with the solar-only mode in terms of performance in comparison with conventional combustion processes.


[image: Figure 3]
FIGURE 3. Calculated values of the thermal efficiency, ηth, as a function of the length-to-diameter cavity ratio, L/D, by varying the shape of the outlet section, mode of operation and combustion type (MILD vs. conventional).


Figure 4 presents the influence of the air jets arrangement on the calculated value of the recirculation rate factor, Kv (Chinnici et al., 2017b), for MILD operations and for a fixed value of L/D (L/D = 3) and shape of the outlet section (conical). Here, the azimuthal angle of the air jet, β, was varied while fixing its inclination angle (α = 30°). It can be seen that the design of the annular burner arrangement significantly influences Kv, and hence the recirculation of hot products within the device and the rate of convective heat transfer. In particular, it was found that the maximum peak value of Kv (6.3, which is a value higher than that of conventional MILD burners) was generated for a value of β = 5°. This configuration also features a value of Kv > 3 for more than 35% of the device length. Therefore, this burner configuration was selected for further experimental investigation.


[image: Figure 4]
FIGURE 4. Calculated values of the recirculation rate factor, Kv, along the x-axis of the device, by varying the azimuthal angle (β) of the air jets, and for a fixed value of the air jet inclination angle (α). The case refers to MILD operations (fuel = NG) with L/D = 3 and a conical outlet.


Overall, the numerical analysis of the device indicates that the geometry design and the selection of the combustion regime are critical parameters that need to be taken into account to identify suitable, optimized HSRC configurations for which similar performance can be achieved in the different modes of operation.



Heat Transfer Analysis of MILD and Solar-Only Modes

To further assess how the mode of operation and composition of the fuel influence the dominant heat transfer mechanisms within the device, Table 2 reports the calculated values of the radiative ([image: image]), convective ([image: image]), and the total rate of energy absorbed by the HTF pipes, for solar-only operations (Pin = 12 kW, inlet peak flux = 1 MW/m2), and for five fuels (NG, LPG, H2, NG/H2 = 1/1 v/v, and LPG/H2 = 1/1 v/v) under MILD operations (Pin = 12 kW, ϕ = 0.9), for the optimized laboratory-scale HSRC configuration. The calculated values of ηth, mean absorption coefficient, αg, and normalized emissive source term, [image: image], are also reported. Here, Tg is the mean gas temperature within the cavity and the subscript r represents reference values (Tr = 298 K and ag, r = 1 m−1). It can be seen that the majority of the energy input is transferred by radiation under solar mode and by a combination of radiation and convection under MILD combustion. For combustion operations, the ratio [image: image] was found to be >1 for all the cases investigated. For the H2 case, the calculated values of [image: image] and Re were greater than those of LPG, NG, and fuel blends cases. This because of a higher flame temperature, despite a lower value of αg (Chinnici et al., 2018b). In addition, the NG case features the smallest value of Re (despite αgbeing the lowest) due to the lower adiabatic flame temperature (the emissive power is a function of Tg4). For the NG case, a higher value of [image: image] was calculated in comparison with the other cases, “owing to a greater inlet air jet momentum, which, in turn, leads to an increase in the recirculation rate” (Chinnici et al., 2018b). Overall, the analysis highlights that, for the geometry and operating conditions investigated, the H/C ratio of the fuel stream plays a minor role in the radiated energy to the heat exchanger within the cavity under MILD operations. This is mainly because the calculated mean equivalent optical length is relatively small (~0.2 m).


Table 2. Calculated values of the average absorption coefficient, ag, normalized emissive source term, Re, convective and radiative heat transfer rates, and thermal efficiency for all the cases analyzed here (Pin = 12 kW, ϕ = 0.9, boundary conditions HTF coils: Tcoil = 1,000 K).
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Experimental Analysis
 
Influence of Mode of Operation and Fuel Type on Wall Temperature, Heat Flux Distribution, and Pollutants Emissions

Figure 5 presents the axial distribution of the normalized wall temperature (inner layer), Tc/Tc, max, and normalized heat flux through the HTF coils, Q/Qmax, for combustion-only (MILD and conventional combustion), solar-only and mixed mode (MILD and solar simultaneously), for a fixed value of Pin (12 kW for combustion operations), ϕ (0.9) and QHTF (150 slpm), and for the NG case. Here, Qmax and Tc, max are the maximum peak of the heat flux and wall temperature, respectively. It can be seen that the combustion-only and solar-only modes feature two different heat flux distributions, indicating that there is a need to manage the challenges associated with it (e.g., thermal stresses on HTF pipes). Nevertheless, it can also be seen that the MILD regime features a relatively uniform flux, and that this characteristic is also preserved under mixed conditions. That is, the use of a MILD process reduces the risk associated with hot spots within the HSRC for both combustion and combined operations in comparison with conventional combustion processes.


[image: Figure 5]
FIGURE 5. Axial distribution for all modes of operation of (A) the wall cavity temperature normalized by its maximum value, Tc/Tc,max , and (B) heat flux through HTF coils normalized by its maximum value, Q/Qmax. Conditions for combustion operations: Pin = 12 kW, ϕ = 0.9, QHTF = 150 slpm, fuel = NG. Data from Chinnici et al. (2018a,b, 2019b).


Figure 6 presents the measured values of Tc, Q under stable MILD and mixed operations, for a fixed HTF flow rate (QHTF = 150 slpm) and by varying the fuel type (Pin = 12 kW and ϕ = 0.9). It can be seen that, regardless of the composition of the fuel and mode of operation, the cavity features uniform heat flux and temperature distribution. The substitution of NG with LPG or H2 leads to a relatively small increase in the measured values of Tc and Q (of up to 1.5 and 3.5%, respectively). In addition, the simultaneous addition of CSR and MILD combustion into the cavity does not alter the shape of the heat flux and wall cavity temperature. This indicates that the MILD regime of NG, LPG, H2, and their blends can be successfully established and sustained in a cavity collecting heat from multiple energy sources and in fluid/heat communication with the ambient through the aperture. It is worth noting that only a small fraction of ambient air (<10% of the inlet combustion air) was entrained into the device under mixed operations, for all the cases investigated.
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Figure 6. (A,C) Measured axial distribution of the wall cavity temperature, Tc, and (B,D) heat flux through the HTF coils, Q, for the MILD (A,B) and mixed (C,D) modes of operation, as a function of the fuel type, and for a fixed HTF flow rate (150 slpm), thermal input (Pin = 12 kW) and equivalence ratio (ϕ = 0.9). Data from Chinnici et al. (2018a,b); Chinnici et al. (2019a).


Figure 7 shows the influence of the mode of operation (MILD and mixed) and fuel composition on the NOx emissions, for a fixed value of Pin, ϕ, and QHTF (Pin = 12 kW, ϕ = 0.9, QHTF = 150 slpm). It can be seen that for stable MILD operations, ultra-low NOx emissions (<20 ppmv @ 3%O2) were measured for all the cases investigated. It can be seen that a variation in the fuel type only leads to a relatively minor change in the NOx emissions (the maximum NOx variation was ~6 ppmv, obtained by replacing NG with H2). Also, it was found that the NOx emissions exhibit almost a linear dependence on the percentage of H2 in the fuel stream. This trend is consistent with previous works in different MILD burner configurations. In addition, it can be seen that the presence of CSR does not alter the NOx emissions of the MILD process significantly. This further indicates that the fundamental characteristics of the MILD regime are preserved in the mixed mode. It is also worth noting that the CO emissions were <10 ppmv for all cases investigated, indicating that the residence time within the cavity is sufficient to enable complete conversion, and that the maximum recorded NOx value under MILD conditions was ~85% lower than that of conventional combustion (not shown).


[image: Figure 7]
FIGURE 7. Measured NOx emissions for the MILD (A,B) and mixed (B) modes of operation, as a function of the fuel type, and for a fixed HTF flow rate (150 slpm), thermal input (Pin = 12 kW) and equivalence ratio (ϕ = 0.9). Data from Chinnici et al. (2018a,b); Chinnici et al. (2019a).




Influence of Mode of Operation, Fuel Type, and Heat Extraction on Thermal Performance and Heat Losses

Figure 8 presents the measured values of ηabs and ηth for the different fuels considered here, under MILD and mixed operations (Pin = 12 and 15 kW, ϕ = 0.9), and by varying QHTF. The measured performance for conventional combustion and solar-only operations are also reported for comparison. A comparison of ηth under the different modes highlights that the device can achieve similar performance (up to ~90%) in all modes, with a maximum outlet HTF temperature (Tmax, HTF) >750°C. This despite the energy sources (CSR, chemical energy stored in fuels) collected into the device being different in nature and featuring different heat transfer mechanisms. Also, the values of ηabs are higher for the MILD regime than those of conventional combustion (up to ~5%), and similar to those of the solar-only mode. For mixed operations, a net thermal gain was found in comparison with combustion operations. In particular, despite a slight decrease in ηth (~2%), the specific fuel consumption, i.e., the fuel consumption per unit of useful thermal output to the HTF (Chinnici et al., 2018a), was reduced by up to 20%. It can also be seen that, for MILD operations, the replacement of NG or LPG with H2 leads to an increase in ηabs, of up to ~9%. This difference is attributed to a higher radiative heat transfer rate (due to a higher cavity temperature) rather than the convection term. In fact, for the H2 case, the inlet jet air momentum is ~45% lower than that of LPG and NG, which, in turn, leads to a lower recirculation rate within the cavity (and hence, a lower rate of convective heat transfer).
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FIGURE 8. Measured values of absorption (ηabs) and thermal (ηth) efficiencies for (A) the different modes of operation, and (B) the different fuel analyzed under MILD conditions. Data from Chinnici et al. (2018b).


To further assess the influence of the mode of operation on thermal performance, Table 3 reports the values of the total and specific heat losses for the MILD and mixed operations, for the different fuels investigated here (Pin = 12 kW, ϕ = 0.9, QHTF = 150 slpm). The values for the solar-only mode are also reported for comparison. For solar-operations, the convective heat losses represent the main loss, ~45% of the total losses due to the relatively low cavity temperature. For MILD operations, the sensible heat in the exhaust represents the main loss, ~70% of the total losses. For mixed operations, the additional convective and radiative losses are relatively low (~5% of the total losses), which further explains the thermal net gain in comparison with combustion-only operations. Also, the convective term is similar for both MILD and mixed operations, which indicates that only a small amount of ambient air is entrained into the cavity through the aperture under mixed mode (~2.5% of the combustion air), for the geometry analyzed here.


Table 3. Measured values of the heat losses for the different modes of operation and fuel analyzed, conditions for combustion operations: Pin = 12 kW, ϕ = 0.9, QHTF = 150 slpm.
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Influence of Mode of Operation, Fuel Type, and Heat Extraction on Stability Characteristics

Figure 9 presents the stability maps (ηabs-H2% domain) for both MILD and MILD-solar processes for all the fuels investigated here, and for different values of the heat extraction (for a fixed value of Pin and ϕ). It can be seen that, regardless of the fuel composition and mode of operation, the stability maps feature three distinctive regions. For low to moderate values of the heat extraction, the MILD process can be successfully stabilized within the HSRC, which features no visible flame, ultra-low NOx (<20 ppmv) and a uniform temperature field. An increase in the heat extracted leads to the occurrence of a dynamic behavior, which features temporal oscillations of species and temperature, appearance of a reddish-colored flame and high CO emissions (up to ~1,000 ppmv). This well-known behavior is attributed to an insufficient amount of enthalpy needed to stabilize the MILD process. A further increase in the heat extracted leads to the conditions Tout < Tself−ign (being Tout and Tself−ign the exhaust temperature and the self-ignition temperature of the mixture, respectively) or τign> τres (being τign and τres the ignition delay time of the mixture and the mean gas residence time within the cavity, respectively), so that the combustion process can no longer be sustained.


[image: Figure 9]
FIGURE 9. Experimental stability maps for combustion-only and mixed operations, and for (a) NG/H2 and (b) LPG/H2 mixtures (Pin = 12 kW, ϕ = 0.9). The deduced boundaries for each system behavior are based on ~100 data points for each fuel. Typical in-furnace images for stable MILD and dynamic behavior are also reported (photos taken during combustion-only modes with the aperture open prior to switch to mixed operations). Data from Chinnici et al. (2018b).


For both MILD and combined operations, it can be seen that the combustion process can be stabilized in a wider range of conditions by substituting NG with H2 or LPG (the extension of the dynamic region reduces of ~60 and ~20%, respectively, in comparison with the NG case). This is attributed to thermo-kinetic effects rather than thermal only (Chinnici et al., 2018b) since the cavity temperature varied of only ~2% by varying the fuel composition. In addition, it can be seen that either the addition of H2 or CSR to the MILD regime enhances the stability of the combustion process, shifting the instability limits toward lower operating temperatures and reducing the extension of the dynamic region.





CONCLUSIONS

The current paper provided a review of the design, development, and testing of the first-of-a-kind Hybrid Solar Receiver Combustor technology, carried out at the Center for Energy Technology of the University of Adelaide. The key findings from the research into the HSRC and its operation are as follows:

- Technology Development: Despite the different nature of the energy sources and their different heat transfer contributions (radiation-dominated for CSR, combination of radiation, and convection for the combustion process), similar thermal performance can be achieved under the different modes of operation, for a wide range of operating conditions and fuel type. The experimental investigation showed that a net thermal gain can be achieved for very low solar fluxes (~6%) under combined mode, with a maximization of solar harness relatively to conventional tubular receiver and ~20% reduction in the specific fuel consumption in comparison with combustion-only operations. This confirms that the economic benefits estimated by previous techno-economic analyses are realistic in terms of LCOE and fuel consumption reduction. The use of MILD combustion for combustion-only and combined operations allows fuel flexibility/switchability, homogeneous heat distribution, very low emission of NOx and CO, and a better heat transfer match with CSR in comparison with conventional combustion processes. Nevertheless, the heat flux distributions for the solar and combustion-only modes of operation are significantly different for the present configuration, indicating that an appropriate design of the combustor and solar concentrating optics is required to minimize these differences and develop suitable control strategies for large-scale applications.

- Fundamental understanding: The main features of the MILD regime (ultra-low NOx, uniform temperature) are preserved in the combined mode (regardless of the fuel composition), despite the addition of CSR to the process and the heat/mass transport into and from the cavity through the aperture. The stability analysis revealed that both MILD and MILD-solar processes can be successfully stabilized in a wide range of heat extraction values. Also, the combustion process can be stabilized in a broader range of operating conditions by either adding CSR or H2 to the MILD regime. Furthermore, it was found that H/C ratio of the fuel stream only play a minor role in the radiated energy to the heat exchanger within the cavity and pollutant emissions.



FUTURE DIRECTIONS

A review of the key findings and current understanding of the influence of CSR on a combustion process also highlighted the need for further research to support the technology development. Particularly, the available experimental data are limited to a very low value of the solar-to-fuel, S/F, ratio (<10%) so that new data are required to assess the performance of the mixed mode at medium to high S/F values (10–50%). Also, all the data were collected under no wind conditions, so that the effects of wind speed and direction on the performance and stability characteristics of the device are presently not available. This is critical as the wind significantly influences the convective heat losses within a solar receiver. Data under well-controlled conditions (wind tunnel) are required to fill in this gap and for model validation. The use of active controls (e.g., sealing gas systems) to mitigate the effects arising from wind should be also investigated prior to scale-up. Measurements under transients loading are also needed to assess the system response in terms of performance and mechanical/thermal stresses. The use of different alternative fuels (e.g., syngas, ammonia) under MILD and mixed operations needs to be investigated to further the understanding of the influence of the fuel composition on performance.

The analysis also showed that a cavity of sufficient length (L/D ≥ 3) is needed to achieve similar performance under the different modes of operation. The calculated difference in the heat transfer rate between MILD and concentrated solar radiation implies that a different combustion technology, featuring higher radiative heat transfer rates, and heat fluxes similar to those of CSR (e.g., infrared radiant burners), may be required for direct hybridization of very short cavities or for solar receiver design different from tubular receivers (e.g., billboard receivers).
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The Flameless Combustion (FC) regime has been pointed out as a promising combustion technique to lower the emissions of nitrogen oxides (NOx) while maintaining low CO and soot emissions, as well as high efficiencies. However, its accurate modeling remains a challenge. The prediction of pollutant species, especially NOx, is affected by the usually low total values that require higher precision from computational tools, as well as the incorporation of relevant formation pathways within the overall reaction mechanism that are usually neglected. The present work explores a multiple step modeling approach to tackle these issues. Initially, a CFD solution with simplified chemistry is generated [both the Eddy Dissipation Model (EDM) as well as the Flamelet Generated Manifolds (FGM) approach are employed]. Subsequently, its computational cells are clustered to form ideal reactors by user-defined criteria, and the resulting Chemical Reactor Network (CRN) is subsequently solved with a detailed chemical reaction mechanism. The capabilities of the clustering and CRN solving computational tool (AGNES—Automatic Generation of Networks for Emission Simulation) are explored with a test case related to FC. The test case is non-premixed burner based on jet mixing and fueled with CH4 tested for various equivalence ratios. Results show that the prediction of CO emissions was improved significantly with respect to the CFD solution and are in good agreement with the experimental data. As for the NOx emissions, the CRN results were capable of reproducing the non-monotonic behavior with equivalence ratio, which the CFD simulations could not capture. However, the agreement between experimental values and those predicted by CRN for NOx is not fully satisfactory. The clustering criteria employed to generate the CRNs from the CFD solutions were shown to affect the results to a great extent, pointing to future opportunities in improving the multi-step procedure and its application.

Keywords: automatic chemical reactor networks, flamelet-generated manifolds, flameless combustion, MILD combustion, NOx emissions


INTRODUCTION

Combustion of fossil fuels and industrial processes were estimated to contribute with around 65% of all anthropogenic greenhouse gases emissions in 2010, while being responsible for ~85% of anthropogenic CO2 emissions (IPCC, 2014). While there have been efforts to reduce emissions, the global CO2 emissions have been increasing every year (International Energy Agency, 2018). Most scenarios developed for the future energy supply largely involve the combustion of biofuels, biomass, synthetic fuels, or hydrogen (Ellabban et al., 2014; Scarlat et al., 2015; Nastasi and Basso, 2016). Therefore, progress in combustion technology is necessary for the energy transition and also for the long term solutions that are being considered (Paltsev et al., 2018).


Motivation

Even though the major species of combustion are primarily dictated by the fuel that is being used, the emission of minor pollutant species is dictated by the combustion process. The emission of minor pollutants (CO, NOx, soot, and unburnt hydrocarbons) have a significant influence on local as well as the global environment. Carbon monoxide (CO) is a harmful substance usually present in flue gases when hydrocarbon or alcohol fuels are employed. Other typical pollutants are nitrogen oxides (NOx). When air is used as an oxidizer, the formation of NOx tends to occur during combustion as the N2 contained in air dissociates in the combustion reactions (Glarborg et al., 2018). The NOx emission from aircraft cruising in the upper layers of the troposphere or in the lower layers of the stratosphere is responsible for the formation of ozone (Grewe et al., 2012). At lower altitudes, the NOx emission is directly linked to respiratory diseases (World Health Organization, 2013), and is responsible for the acidification of water and rain that harms vegetation and wildlife (Camargo and Alonso, 2006). Therefore, there are tight regulations for the emission of CO and NOx and future restrictions on these emissions are being tightened, thereby posing challenges to designers of combustion systems.

One of the promising combustion technologies to lower pollutant emissions is the Flameless Combustion (FC) regime. Despite the fact that the FC regime does not have a clear and universally accepted definition, or that its physics are not yet fully understood (Perpignan et al., 2018a), it is clear that the regime has potential to substantially decrease emissions. Usually characterized by distributed reaction zones with lower temperature and species gradients, FC was shown to yield low NOx emissions while maintaining low CO (Kruse et al., 2015).

The modeling of FC is still challenging. Particularly, modeling tools able to predict pollutant emissions are required in order to assess, design and improve devices reliant on the regime. The use of Computational Fluid Dynamics (CFD) for modeling combustion largely relies on the use of simplified chemistry, as detailed chemical reaction mechanisms composed of hundreds of species and reactions cannot be accommodated at reasonable computational costs. Apart from the sheer number of reaction, solving detailed chemistry also adds the complexity of dealing with the wide range time-scales of the various chemical reactions, which causes the systems of equations to be stiff. Usually, the focus and strength of CFD has been on predicting reaction zone structures, temperatures and velocities, and not pollutant emissions.



CRNs for Emission Prediction

The lack of detailed chemical schemes has been pointed out as the main cause of discrepancy often seen between CFD and experimental results in emissions (Lyra and Cant, 2013). Because of that, the use of Chemical Reactor Networks (CRNs) to predict pollutant emissions has gained attention. A CRN is a set of ideal chemical reactors, in which detailed chemical reaction mechanisms can be applied at relatively low computational costs. On the other hand, most approaches developed for CRNs neglect turbulence-chemistry interaction and complex flow structures.

The design of CRNs manually has provided valuable results. The designs are usually based on experimental results or CFD simulations. The work of Lebedev et al. (2009) presented a CRN composed of six reactors to model a gas turbine combustor. The authors defined the CRN based on the mixture fraction field predicted via CFD. Likewise, utilizing velocity, temperature and species fields coming from CFD simulations, Park et al. (2013) developed a CRN to model a lean-premixed gas turbine combustor and obtained good matches with respect to experimental data.

More recently, Prakash et al. (2018) studied the effect of exhaust gas recirculation (EGR) on the emissions of a lean premixed gas turbine combustor using a manually designed CRN. The adoption of EGR might cause the required conditions for FC to occur, as O2 concentrations drop and initial temperatures rise. Studying FC, the work of Perpignan et al. (2018b) showed the results of a CRN manually built based on CFD made with the Flamelet Generated Manifolds (FGM) approach, which is also employed in the present work. The authors achieved better agreement with CO and NOx experimental data using the CRN than with the reacting CFD. The focus was on a gas turbine combustor designed to operate under the FC regime. The detailed chemistry enabled the analysis of the NOx formation pathways, showing that the thermal pathway is not as important as the prompt, NNH and N2O pathways. This showcases the capability of in-depth chemistry analysis when utilizing CRNs.

The application of CRNs to predict emissions from FC systems has, in principle, advantages when compared to conventional combustion systems (Perpignan et al., 2018a). The highly distributed reaction zones, as well as lower gradients of species and temperatures, are better represented by ideal reactors (Cavaliere and de Joannon, 2004). However, this observation is valid for the largest scales, as there is evidence FC might be composed highly interactive flamelets at the smaller scales (Minamoto et al., 2013, 2014; Minamoto and Swaminathan, 2014).

The manual generation of CRNs is, nonetheless, particularly reliant on the experience of the designer and suffers from the lack of repeatability as a significant amount of trial and error approach is involved. Additionally, creating networks manually impedes the reproducibility of results and hampers systematic studies. As an attempt to avoid these issues, strategies to generate CRNs automatically based on CFD solutions have been developed.

Early applications of automatic CRN generation were employed in simulations for analyzing furnaces (Benedetto et al., 2000; Faravelli et al., 2001; Falcitelli et al., 2002). Promising results were achieved as 3D CFD simulations were post-processed. The works utilized temperature and stoichiometry to define the ideal reactors, which could be PSRs or PFRs, based on the angle of the velocity vector. The underlying assumption was that the simplified chemistry models employed in the CFD were enough to predict temperature, velocity and major species. Moreover, these works provided insights into important variables to be taken into account when clustering CFD cells: temperature, a variable capturing the flow direction, and at least one measure of composition.

The same computational tool (with the same clustering criteria) was employed by Frassoldati et al. (2005) in the case of the swirling flame of the TECFLAM burner test case. The authors showed the effect of varying the number of reactors on the result of NOx emissions. For that specific case, having 300 reactors proved to be enough to guarantee no significant variation with a further increase in the number of reactors. Good agreement with the outlet value of NOx was shown, as only one operating condition was simulated.

Fichet et al. (2010) presented another strategy to use a CFD solution as an input to build a CRN. The authors utilized a gas turbine combustor to showcase the capabilities of the approach. They opted for discarding the temperatures calculated with CFD and recalculated the temperatures based on the heat release of the chemical reactions predicted by the CRN. There was no systematic study on the advantages and disadvantages of this approach. The authors reported good agreement between measured and simulated NOx emissions. However, only one operating condition was available.

Similarly, Monaghan et al. (2012) utilized the Sandia Flame D as a test case and post-processed a CFD solution to build CRNs. The authors reported improved results for minor species (OH and NO) with respect to the initial CFD solution. The strategy to cluster CFD computational cells into reactors involved using mixture fraction, temperature and the axial coordinate.

In yet another example, Cuoci et al. (2013) utilized a few test cases to explore their computational tool, including the one utilized in the present work, presented in section The Test Case. The authors analyzed one of the operating conditions to which they reported improved NOx predictions, while CO was overpredicted to some extent. According to the authors, the source of deviation in NO was the incorrect temperatures predicted by the CFD simulations.

Despite the valuable developments, the full potential and limitations of using both CFD and CRN are not fully known. For example, the effect of different clustering criteria on the final solution is not clear, and that is one of the objectives of the present work. Additionally, there are other unknowns in the approach, as the effect of neglecting turbulence chemistry-interaction or taking it into account (via a PaSR—Partially Stirred Reactor approach, for example), or the pros and cons of solving the energy equation in the CRN step.

For these reasons, Automatic Generation of Networks for Emission Simulation (AGNES) (Sampat, 2018) was developed at the Delft University of Technology. The computational tool uses Cantera (Goodwin et al., 2018), an open-source software dedicated to chemical kinetics as a framework. Yousefian et al. (2017) reviewed the available hybrid computational tools based on CRNs for emissions predictions. In their evaluation of the different available solvers for CRNs, the authors highlighted two of the characteristics of Cantera that made it attractive for the development of AGNES: the capability of solving the energy equation and the fact that it is a free and open source solver, as further discussed in section Chemical Reactor Networks. Being able to modify and control the code was essential for the development of AGNES.

In the present paper, AGNES is utilized to simulate a test case related to the FC regime, in order to showcase its capabilities, limitations, and improvement opportunities. Additionally, the analysis of the results aims to clarify the reasons for the emission behavior in the chosen test case. The unique contribution of the present research is the assessment of different clustering criteria on the outlet emissions of an FC system that has a complex NOx behavior with varying equivalence ratio, as shown in section The Test Case.




THE TEST CASE

In order to evaluate the performance of AGNES, a test case was chosen based on the available information and the relevance to FC. Data availability on emission characteristics of the combustor for various operating conditions was a stringent requirement in making the selection. The test case described by Veríssimo et al. (2011) was chosen as a test case. The combustor was developed to study FC in a non-premixed combustion mode. The combustor consists of a cylindrical combustion chamber with a central air jet surrounded by 16 fuel jets in the burner head. This configuration is a variation of the most common jet-induced recirculation geometry in which a central fuel jet is surrounded by air jets (Hosseini and Wahid, 2013). The inlet air was preheated to 673.15 K, while the fuel (pure methane) was at room temperature.

The equivalence ratio was varied by maintaining the fuel mass flow (heat input of 10 kW) and altering the air mass flow. Data on OH* chemiluminescence, flue-gas temperatures and, more importantly, emissions of CO and NOx were acquired for all operating conditions. The equivalence ratio was varied from ϕ = 0.455–0.909 and the behavior of CO and NOx emissions was found to be non-monotonic. The authors reported a peak in NOx around ϕ = 0.53, while CO was practically undetectable for the runs at ~ϕ = 0.53 and 0.59 (see Figure 1).


[image: Figure 1]
FIGURE 1. Mean OH* images for diverse global equivalence ratio values. From left to right, ϕ ≅ 0.91, 0.77, 0.67, 0.59, 0.53, 0.48 (Above). Emissions of NOx and CO in dry volumetric ppm adapted from Veríssimo et al. (2011) (Below).


This behavior was explained by the authors based on a combined effect of the global equivalence ratio and the mixing characteristics of the combustor. Starting from condition a in Figure 1 and going toward leaner conditions, more air flow was added. The higher central air jet momentum was responsible, according to the authors, for quicker and stronger entrainment of the fuel, which had weaker jets. The stronger mixing of fresh reactants caused more intense reaction zones (as shown in Figure 1), while not allowing as much mixing of combustion products prior to the reactions. The result was then higher NOx and lower CO. This trend was dominant up to conditions e or f , in which the usual pattern of having lower NOx and higher CO as going leaner becomes dominant over the mixing characteristics.

In a more recent study, Zhou et al. (2017) performed OH and CH2O PLIF on the same setup, and referred to operating conditions a, c, and e as flameless, transition and conventional modes, respectively. They support that conditions e and f behave like conventional diffusion flames, as mixing with combustion products is apparently minimal and combustion is dictated by the mixing between fuel and air. As mixing with combustion products is allowed by the weaker entrainment of fuel by the air jet, the combustion regime transitions to FC. A summary of the operating conditions with ϕ, air mass flow rate and outlet O2 concentration is shown in Table 1.


Table 1. Operating conditions investigated by Veríssimo et al. (2011).
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For conditions b and d, Veríssimo et al. (2011) provided point-measurements at various radial stations. Temperatures, major species (CO2 and O2) and pollutants (CO, UHC, and NOx) were measured at 10 radial positions at each of the 10 stations.

The test case was simulated before, by Cuoci et al. (2013) and Lamouroux et al. (2014), for example. However, the focus of these previous works was on local values and a single operating condition for the former, and on the effect of including heat losses on local values for the latter. The focus of the present work is instead on the outlet emissions of CO and NOx across different operating conditions.



COMPUTATIONAL MODELING

In an attempt to overcome the challenges in predicting emissions at affordable computational costs, a three-step approach is adopted in the current research: (1) solution of the flow-field with CFD using simplified chemistry and a turbulence-chemistry interaction model, (2) clustering of computational cells into ideal reactors based on criteria imposed to the CFD solution, and (3) solution of the generated CRN with detailed chemical reaction mechanisms. In the following subsections, the details of these steps are presented.

The specific objectives of the performed modeling are:

i. Evaluating the performance of the chosen CFD modeling

ii. Evaluating the performance of the developed computational tool

iii. Comparing the results obtained with CFD and CRNs

iv. Obtaining minor species concentration more accurately than those obtained with the CFD simulations used as input to the CRN simulations

v. Analyzing the NOx formation pathways for different operating conditions of the combustor


Computational Fluid Dynamics

The simulations were performed in order to assess the performance of CFD in predicting pollutant emissions and, more importantly, to generate the inputs for the subsequent modeling steps. The RANS (Reynolds Averaged Navier-Stokes) approach was adopted along two different turbulence-chemistry interaction models: EDM (Eddy Dissipation Model) (Magnussen and Hjertager, 1976) and FGM (van Oijen and De Goey, 2000). All simulations were performed in ANSYS Fluent®. The EDM was chosen to perform a comparison with FGM. The assumption behind the model is that reactions are chemically fast and are controlled by turbulent mixing. Therefore, it was not expected that the EDM would perform accurately, at least not for all the operating conditions of the chosen test case. The EDM is possibly the simplest turbulence-chemistry interaction model and the objective of utilizing it was to assess how the quality of the CFD simulation utilized as input affects the results obtained solving the resulting CRNs.

A two-step reaction mechanism was adopted for CH4 combustion, as shown by Equations (1) and (2). The EDM determines the reaction rates based on large turbulence time scales (k/ε), as shown in Equation (3) (Magnussen and Hjertager, 1976).
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The choice for FGM was based on its relatively low computational cost with respect to other models (Eddy Dissipation Concept, Conditional Source-term Estimation or transported-PDF, for example), and on its performance for various combustion systems (Verhoeven et al., 2012; van Oijen, 2018). This approach has shown to be promising for the modeling of FC, provided the progress and control variables are adequately chosen (Perpignan et al., 2018a). The approach allows the use of detailed chemistry in the pre-calculation generation of flamelets. Non-premixed flamelets were chosen due to the nature of the analyzed burner, and were solved using the GRI 3.0 chemical reaction mechanism (Smith et al.). Tests were performed utilizing the GRI 2.11 (Bowman et al.) and the POLIMI C1-C3 (Ranzi et al., 2012) mechanisms, but no significant differences were observed.

The underlying assumption of the FGM model, or any flamelet-based approach for turbulent combustion, is that a turbulent flame can be represented as an ensemble of laminar flames. The flamelets were calculated in the mixture fraction space according to Equation (4), for species, and Equation (5), for temperature, according to the formulation of van Oijen and De Goey (2000). The pre-calculated flamelet quantities were then tabulated based on mixture fraction, a predefined progress variable and enthalpy, which are the variables that require transport equations. A presumed β shape PDF was employed to account for the turbulence-chemistry interaction, which was a function of the mean and variance of the mixture fraction.
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The adopted progress variable as assumed to be dependent on the mass fraction of CO and CO2. Tests performed including H2O and H2 in the definition of the progress variable, species adopted by previous works, did not provide better results for this case. In order to calculate NOx species from the CFD simulations to perform a comparison with the results of AGNES, additional transport equations for NO, HCN, N2O, and NH3 were included. Reactions representing the thermal, prompt, and N2O pathways were considered. Reaction rates of NOx species accounted for the temperature fluctuations by means of a β-PDF.

The closure for the RANS equations was achieved using the k-ε turbulence model. Since the burner has round air and fuel jets, the Cε1 constant was adjusted to 1.6 to correct for the well-known round jet anomaly (Pope, 1978; Shih et al., 1995). Tests using a Reynolds Stress model did not provide superior results.

The modeling of heat loss is extremely important for the prediction of the temperature and the resulting emissions. The modeling of radiation was performed with the Discrete Ordinates model along with the weighted-sum-of-gray-gases approach to determine the required fluid properties. Heat conduction through the walls was imposed via wall temperature profiles. The profiles were determined partially based on the reported temperature values 5 mm from the walls for conditions b and d, as well as the outlet temperature. The profiles were first estimated by extrapolating the available data at the radial locations to the wall location. Subsequently, the resulting profile at the wall was multiplied by a factor to meet the outlet temperatures obtained in the experiments, thereby resulting in the same overall heat loss. For conditions in which local measurements were not available, linear interpolations and extrapolations of the profiles were performed, based on the equivalence ratio.

The computational mesh used was fully hexahedral and a 45° sector was simulated, which included two fuel ports, as shown in Figure 2. The angle was adopted to guarantee a good mesh quality in terms of skewness. The mesh refinement was defined based on monitoring the outlet values of chemical species, as well as mid-plane averaged quantities, to guarantee no significant changes were attained with further refinement. The initial mesh size was ~1 million elements and other four mesh sizes were tested until the difference in outlet species and averaged quantities was negligible. The final mesh was composed of ~2.5 million elements.


[image: Figure 2]
FIGURE 2. Hexahedral mesh employed for CFD simulations.


Periodicity was imposed on the lateral boundaries. The first set of simulations was performed with mass flow inlets of air and fuel with uniform profiles. As the effect of having a developed flow velocity profile imposed as the boundary was shown to influence the results, this was adopted for the simulations herein reported. The developed flow velocity profile was assumed to follow Equation (6), a power-law velocity profile. The turbulence intensity was assumed to be 5% of the mean velocity. Tests with increased intensity did not significantly affect the results. Turbulence length scale at the boundaries was estimated based on the pipe diameters for both air and fuel, as it was imposed to be 7% of these dimensions. The outlet boundary condition was imposed to have zero static gauge pressure.
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Chemical Reactor Networks

In order to simulate combustion with detailed chemistry at affordable computational costs, AGNES was employed. Having the results from the CFD simulations, the tool first clusters computational cells into reactors based on user-defined criteria. Clustering is executed with a Breadth First Search (BFS) algorithm used to traverse the computational domain. Such a domain traversal algorithm was chosen to ensure that the clustered cells are indeed connected to each other in the mesh, forming a continuous domain, and preventing the clustering of discontinuous pockets of cells satisfying the criteria. The clustering process proceeds until the total number of reactors (clusters) reaches the set-point imposed by the user, or until the specified maximum tolerance is attained. The quantity range value α is defined as shown in Equation (7), and it is dependent on a certain tolerance δ. The new local value, calculated by averaging the clustered cells, is allowed to deviate from the original local value as expressed by Equation (8). Several variables can be used simultaneously as criteria and every criterion must be satisfied for a cell to be included in a cluster.
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The resulting reactors have their properties assigned based on the properties of the CFD cells that compose the reactors. When maintaining temperatures as obtained from the CFD solution, which is the case for the present paper, averaged static temperatures are assigned, although total values are used during clustering to guarantee total enthalpy conservation.

The mass flow exchanged between reactors is calculated based on the mass flow between cells in the CFD solution. There is an inherent mass imbalance due to the precision of the CFD solution which needs to be corrected to ensure consistent mass conservation. This is done by accounting for the mass flow between any two reactors as a fraction of the total outflow from the source reactor and assembling a system of equations. The boundary conditions of total inflow and outflow are accounted for in the system. The system of equations (mass, species, and energy conservation) is solved for, giving a vector of total outflow from each reactor and the “corrected” mass flow between reactors is recalculated using this vector and the matrix of outflow fractions. The mass exchange between reactors is also stored and maintained when solving the CRN simulation.

The system of ODEs is characterized by non-linearity and stiffness. The stiffness of the system is attributed to the wide range of time scales encountered for the reactions involved. Some reactions, such as those responsible for heat release, are much faster than those responsible for the formation of minor species such as that of NOx. This makes it difficult to integrate as the fast reactions require a small time step to be captured whereas the slow reactions need to be integrated over a larger time scale. Therefore, two levels of solvers are implemented, a local and a global. The local solver treats each reactor individually, whereas the global solver treats all the reactors simultaneously as a system. Cantera is used in the following ways:

i. As a chemistry book keeping tool, in which Cantera ensures a consistent physical and chemical state of the reactors in the form of their temperature, density, and species mass fraction and storing the chemical reaction mechanism with all its thermodynamic properties.

ii. It can also be used to solve a reactor network, in which Cantera calls SUNDIALS to perform ODE integration of a stiff system of equations, while treating it as a dense matrix.

At the local solver level, both features are used, whereas at the global solver level Cantera is used only as a chemistry book keeping tool, as shown in Figure 3. This is due to Cantera's solver limitations of being unable to simultaneously handle large number of reactors, hence the governing equations are written explicitly and solved using SciPy, a Python-based ecosystem for mathematics, science, and engineering, to solve a sparse matrix equation for the entire network of reactors.


[image: Figure 3]
FIGURE 3. Flowchart of AGNES.


As previously mentioned, both a local and a global solver are employed. Locally, the solver available in Cantera is used to advance each reactor individually, changing its state and that of its connected reservoirs. This solver employs a different time-step to each reactor, based on its residence time. The global solver employs Cantera only to maintain the consistency of the chemical states, while all reactors are solved simultaneously with the sparse solver.

All reactors were considered to be PSRs. No turbulence fluctuation was taken into account in the CRNs. They were neglected because approaches with and without the inclusion of fluctuations are still being successfully employed (Yousefian et al., 2017) and a logical first step in the development of AGNES was to start without them. Moreover, this first application of AGNES is aimed at investigating the effect of clustering criteria on the solution. The inclusion of fluctuations may be important in some cases, as shown by Cuoci et al. (2013). For this reason AGNES will be modified to be capable of including fluctuations in the future.

The results herein presented were obtained by imposing a 3% tolerance. This resulted in different numbers of reactors for each test condition and imposed clustering criteria. Simulations were performed with both GRI 3.0 and GRI 2.11 mechanisms, to investigate the effect on NOx formation, as it has been shown that there are relevant differences in the NOx formation pathways under FC conditions (Perpignan et al., 2018b).

Several tests with various clustering criteria were performed in order to evaluate their efficacy to the present test case (Sampat, 2018). Apart from the obvious choice of temperature as a criterion, it was observed that the inclusion of velocity direction as a criterion was fundamental to capture the recirculation within the combustor, a key for capturing the chemistry within FC. Additionally, a variable acting as a tracer of the fuel, as well as a variable indicating the progress of reactions were required. In the present work, these are the YCH4 and YH2O, respectively. Two sets of criteria are explored, one with the aforementioned variables, and one with the inclusion of YO2.




RESULTS

In this section, the results obtained from CFD simulations are presented and discussed. The extent to which the CFD modeling was able to replicate the experimental data is shown, in terms of temperatures, major species and pollutant emissions. Subsequently, the results obtained with AGNES are thoroughly analyzed.


CFD Results

As expected, the FGM simulations showed better results when compared to the EDM, as shown in Figure 4. The temperature rise occurs earlier in FGM, better representing the experimental data points. It is worth noting the discrepancy between experimental and simulation values in the data point (z/D = 0.11). This difference might be attributed to the heating of the burner head and its piping, which might have caused the pre-heating of air to a temperature higher than that reported by the authors. Another hypothesis would be the effect of radiation on the thermocouple, although the authors assessed this effect. The error in temperature measurements was estimated by Veríssimo et al. (2011) to be around 5% (as is shown by the error bars in Figure 4).
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FIGURE 4. Experimental and CFD temperature results along the centerline of the combustor (Above) and temperature contour plots (Below) for condition b (ϕ ≅ 0.77) using FGM and EDM.


Although the centerline values of temperature shown in Figure 4 depict that FGM was superior, the extent of that is not well-represented. The peak temperatures attained in the combustor are not located at the centerline, but at the region where fuel and air mix. In this region, EDM peak temperatures are much higher than those predicted by FGM, as seen in the contours of Figure 4. Additionally, looking only at the centerline values shown in Figure 4 it may seem that reactions with FGM occur faster than with EDM, but that is not the case.

A major difficulty in simulating the case at hand is the uncertainties related to heat losses. Radiative heat losses play a role in the combustor, as well as conduction through the walls. The total heat loss can be derived by the reported values of outlet temperatures, although the exact location where the temperatures were measured is not fully clear. Therefore, a wall temperature profile was imposed based on the results available at 5 mm from the wall (r/D = 0.45), attempting to maintain them as close as possible. Temperature at this position is, however, not only dependent on the wall temperatures, but also on the reaction rates, recirculation, and radiation. The extent to which the simulations are able to reproduce these values is shown in Figure 5.


[image: Figure 5]
FIGURE 5. Experimental and CFD temperature results along the axial line where r = 45 mm for conditions b (ϕ ≅ 0.77) and d (ϕ ≅ 0.59).


The centerline values of O2 and CO2 shown in Figure 6 indicate that predictions for condition d were more accurate than for the condition b. The reasons for this may be related to the fact that condition d is, according to Veríssimo et al. (2011) and Zhou et al. (2017), closer to a conventional diffusion flame, while condition b would be more representative of FC, making it more difficult to model, as a control variable representing vitiated recirculated gases may be required for the representation of FC with FGM (Huang et al., 2017). However, the values of CO2 and O2 close to the outlet should not be dependent on the combustion regime or the type of modeling. As also shown in Figure 7, simulations for condition b have higher CO2 and lower O2 values at the outlet. The discrepancy between simulations and experimental values on the O2 values close to the outlet for condition b has been shown before in the results of Cuoci et al. (2013). The experimental uncertainty of 10% in the composition data does not justify the difference alone. Therefore, the uncertainty of the reported mass flows is probably causing the discrepancies.


[image: Figure 6]
FIGURE 6. Experimental and CFD results along the centerline of the combustor for O2 and CO2 concentrations for conditions b (ϕ ≅ 0.77) and d (ϕ ≅ 0.59).



[image: Figure 7]
FIGURE 7. Comparisons of experimental and CFD (FGM) parameters: temperature, O2 concentration, and CO2 concentration results along radial lines for condition b (ϕ ≅ 0.77).


The overall agreement between experimental data and the FGM simulations is good (Figures 7, 8). The largest deviations for temperatures occur closer to the burner head (z/D = 0.11), especially for condition b. Further downstream in the combustion chamber, the agreement is better. Simulations presented the overall characteristic of retaining lower temperatures near the centerline for longer axial distances, while combustion was more progressed (i.e., lower O2 and higher CO2 concentrations). This can be explained by a possible imperfect prediction of the mixing between burnt gases and reactants, as well as the effect that burnt gases have on the incoming reactants. Moreover, the aforementioned apparent inconsistency in temperature modeling (or measurements) close to the burner head, as well as the uncertainty related to mass flows might also have contributed.


[image: Figure 8]
FIGURE 8. Comparisons of experimental and CFD (FGM) parameters: temperature, O2 concentration, and CO2 concentration results along radial lines for condition d (ϕ ≅ 0.59).


The radial profiles (Figures 7, 8) show that the effects of the central jet spreading rate seem to be overpredicted in the simulations. This can be noticed by the fact that the gradients of the profiles tend to be lower than those obtained in the experiments for intermediate axial positions (z/D = 1.13 and 1.81). This was also the case in the reported previous computational works on the same test case (Cuoci et al., 2013; Lamouroux et al., 2014). However, the discrepancies could also be a result of poor prediction of reaction rates or heat transfer, instead of an artifact of the jet spreading prediction.

The predictions of pollutant emissions from the CFD modeling is poor, both in terms of the absolute values as well as in the trends (Figure 9). The emission of CO is highly overpredicted, in some conditions up to two orders of magnitude. The NO prediction is, on the other hand, underpredicted. The trend of NO is also not captured, as values increase monotonically with increasing ϕ. These results were to a certain extent expected, as the accurate prediction of CO with FGM is challenging (Ramaekers et al., 2010) and the NOx species modeling was not based on a detailed chemical reaction mechanism.


[image: Figure 9]
FIGURE 9. Outlet CO and NO results from CFD performed with FGM compared with experimental values.


Finally, the CFD results based on FGM performed reasonably well in order to be used as an input to the CRN simulations. Most of the variables have a good level of agreement (apart from pollutants). Better results could be expected by utilizing an FGM approach that is more suitable for modeling FC, such as the diluted-FGM, developed by Huang et al. (2017). Perhaps the mixing in the combustor has unsteady characteristics which can be captured adequately only by LES. However, previous attempts of simulating the test case with LES along with tabulated chemistry did not provide improved results (Lamouroux et al., 2014).



AGNES Results

The results obtained from the CRN simulations performed with AGNES are discussed herein with respect to the combustion model obtained from the CFD input (FGM or EDM), to the clustering criteria, and chemical reaction mechanism.

The CO predictions are improved significantly with respect to the CFD simulations performed with FGM, regardless of the clustering criteria (Figure 10). The same is valid for simulations based on the EDM, in which the main difference with respect to FGM is in the predictions of CO for conditions closer to stoichiometry. All results predict the trend of CO and have fairly similar values. Additionally, no significant difference between GRI 3.0 and GRI 2.11 can be noticed.


[image: Figure 10]
FIGURE 10. Outlet CO results from AGNES compared with experimental results. Different input simulations for AGNES (FGM or EDM) and post-processing options (GRI 3.0 or GRI 2.11, as well as clustering criteria).


The calculated NOx values based on the EDM simulations are overpredicted, as expected (Figure 11). The high peak temperatures attained with the modeling are responsible for the results being up to one order of magnitude higher. The results obtained from FGM are more complex to analyze (Figure 12). When temperature, velocity direction, YCH4 and YH2O are employed as clustering criteria, the NOx trend obtained with GRI 2.11 reaction mechanism is monotonic and its slope is the opposite of the experimental data: condition a had the highest NOx value. For GRI 3.0, overall values are higher than those of GRI 2.11 (a behavior previously reported by Perpignan et al., 2018b), but condition a has a lower value than condition b, making the overall trend non-monotonic. The values, however, are not in good agreement with experiments for both chemical reaction mechanism.


[image: Figure 11]
FIGURE 11. Outlet NOx results from AGNES having CFD simulations performed with EDM as input compared with experimental results.



[image: Figure 12]
FIGURE 12. Outlet NOx results from AGNES having CFD simulations performed with FGM as input compared with experimental results. Two different clustering criteria sets.


The inclusion of YO2 as a clustering criterion is fundamental to attain a trend closer to experimental data with respect to the non-monotonic behavior of the emissions. The results using GRI 2.11 have values in the same order of magnitude as the experimental values (below 10 ppm). Such difference highlights that the choice of clustering criteria has an effect on the accuracy of the solution. The computational time can also be affected by the choice of criteria, as the required number of reactors changes. Additionally, the variables available from the CFD input can potentially influence the choice for a given CFD modeling approach, provided it has advantageous variables to be employed as clustering criteria.

One should bear in mind that all experimental values were below 10 ppm, and such low values pose a significant challenge for computational simulations. The improvement with respect to the values predicted directly via CFD is remarkable, and that enables the use of AGNES to aid the design of FC combustors. The peak of NOx emissions is, however, not predicted by any simulation. While experiments reported the highest values of NOx for the condition e, simulations had maximum values for the condition b, which are also closer to experimental values for the case of GRI 2.11 that included YO2 as a clustering criterion.

The analysis of local NOx values for condition b presented in Figure 13 shows that there are significant discrepancies. Similarly to the results from CFD (Figure 7), the radial profiles have larger differences between central (r/D ~ 0) and peripheral (r/D ~ 0.5) locations than the experimental profiles for locations close to the burner head. Further downstream (z/D = 1.81 and 2.80), the opposite is true, as computations have flatter profiles than experiments. On the other hand, the centerline profile shows that the results are satisfactory and certainly represent an improvement with respect to the original CFD calculations. The overprediction of temperatures in locations close to the burner head (as shown in Figure 7) also play a role, as NOx values are increased at z/D = 0.11. The fact that NOx formation takes place in a relatively short axial region (around z/D = 1.13) and then stays relatively constant is remarkable, as seen in both simulations and experiments.


[image: Figure 13]
FIGURE 13. NOx values at selected local profiles. Comparison between experimental data and AGNES results obtained using an FGM simulation as input, GRI 2.11 and T, velocity direction, YH2O, YCH4, and YO2 as clustering criteria for condition b (ϕ ≅ 0.77).


Additionally, some features should be further investigated. The fact that the GRI 2.11 can be more accurate raises doubts regarding the prompt NOx formation, as discussed by Perpignan and Rao (2019). The GRI 2.11 is supposedly inferior to its successor, GRI 3.0, but the apparent better representation of the prompt NOx pathway might be related to different reaction rates in vitiated environments. The chemistry of NOx formation was shown to be different in previous literature, not only because of thermal NOx abatement (Nicolle and Dagaut, 2006; Fortunato et al., 2018).

In order to understand what causes the non-monotonic behavior of NOx, the rates of formation by each pathway were estimated. The rates of the reactions responsible for NO formation at the end of each pathway were taken into account. It is important to highlight that the pathways are not independent and interact with each other. Therefore, isolating their respective contributions is not entirely possible. Nonetheless, the analysis herein performed serves as an indication. The largest source of uncertainty is concerning the thermal and prompt pathways. The N atoms that are products along the prompt pathway tend to react via the second reaction of the Zeldovich pathway (Lefebvre and Ballal, 2010). Therefore, the NO formation coming from the second and third reactions of the Zeldovich pathway was neglected. The thermal NO contribution is considered to be that of the first equation (O + N2 ↔ NO + N), which is the rate limiting step of the pathway (Glarborg et al., 2018).

As far as the prompt pathway is concerned, the GRI 2.11 mechanism considers the route to follow the HCN → CN → NCO → NO pathway, which was for long believed to be pathway through which the reactions progressed (Lefebvre and Ballal, 2010). Currently, it is known that the NCN route is active instead (Glarborg et al., 2018). In the present analysis, the prompt pathway is considered as it was in the development of GRI 2.11. Therefore, the NO forming reactions shown in Equations (9)–(13) were taken into account to calculate the NO formation rate.
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The contribution of the N2O pathway was calculated by the NO formation rates of Equations (14)–(16). On Equation (15), it is clear that the N2O pathway interacts with the prompt pathway via the formation of NCO. That interaction, however, does not directly interfere with the calculation of the NO formation rate, as N2O and NCO are on opposite sides of the reaction.
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Finally, the NNH pathway was taken into account with the only reaction forming NO in the pathway present in GRI 2.11 (Equation 17).
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In Figure 14, a comparison between the NO formation rates for conditions a, b, and e is displayed for the case with GRI 2.11 and YO2 included as a clustering criterion. The figure displays the results along an axial line at the radial position r = 15 mm. This position was found to have the highest rates of formation and, therefore, it was selected. Several conclusions can be drawn from this analysis. The first important fact is that thermal NO decreases as ϕ is reduced (going from condition a–f). In fact, the rates of thermal NO reduces as much as 3 orders of magnitude from condition a to f , showing that the contribution of thermal NO cannot explain the overall trend.


[image: Figure 14]
FIGURE 14. NO formation rates at r = 15 mm along the axial direction for the different formation pathways. Values presented for conditions a (ϕ ≅ 0.91), b (ϕ ≅ 0.77), and e (ϕ ≅ 0.53).


Secondly, the role of the prompt pathway is shown to be important. The rates of NO production by prompt peak for condition b, which explains why this condition has the highest total value of NOx. Possibly, this peak was predicted for condition b in the simulations while it occurs for condition e according to the experimental data. The prompt pathway was previously shown to be responsible for the peak in NO at lean values for systems operating under FC or with high recirculation (Perpignan et al., 2018b; Perpignan and Rao, 2019).

Thirdly, the role of the NNH pathway is also prominent. Its peak NO formation value is higher at condition b than at condition a. It should be noted that reactions tend to occur further downstream for condition b if compared to the other two conditions. This is an indication of how important the predictions of jet development, recirculation and entrainment coming from the CFD solutions are, since NO formation via pathways other than thermal is dependent on slight variations in composition.




CONCLUSIONS AND RECOMMENDATIONS

The current work presented CFD and CRN simulations of a combustor developed to investigate FC. The FGM model and the EDM were employed in RANS simulations for simulating several operating conditions of the combustor. The CFD results were post-processed and CRNs were built via clustering of the mesh cells and solved with AGNES.

The following conclusions can be drawn from the study:

• The RANS CFD simulations performed with FGM are able to replicate experimental data to a good extent. The main discrepancies were found near the burner head region.

• CFD simulations performed slightly better for the condition in which a conventional combustion regime was attained (d) if compared to the condition with FC (b).

• The CO emission predictions of all simulations performed with AGNES had a fairly good agreement. The proposed approach can achieve good predictions of CO even with computationally cheap and robust CFD modeling as the EDM.

• The use of AGNES significantly improved the NOx predictions with respect to CFD, and a reasonable agreement with experiments was achieved.

• Simulations showed that, remarkably, the NOx is formed in a relatively narrow region (from z/D = 1.5–2.0, approximately).

• The variables chosen as clustering criteria proved to have a significant influence on the obtained results. For a given case, a certain set of criteria could prove to be necessary or optimal with respect to the number of reactors. To the best of our knowledge, this finding has not been previously presented in the literature.

• NO formation in the combustor seems to be dictated by the prompt and NNH pathways. The variation of prompt NOx is responsible for the non-monotonic behavior of NOx with ϕ.

Further investigations should be carried out to improve or clarify the following issues:

• The proposed method should be explored further in order to optimize clustering criteria.

• The reproduction of outlet emissions for the employed case may require the use of a CFD model able to perform both in the FC regime as well as in conventional combustion, as different operating conditions result in different combustion regimes.

• The validation and subsequent use of chemical reaction mechanisms for highly vitiated conditions would probably aid the performance of AGNES.

• The assessment on the effect of including turbulent fluctuations on the CRN is recommendable. This can be done by clustering the computational cells based on fluctuation values and/or by employing a Partially Stirred Reactor approach.

• The prompt pathway should be investigated under FC and highly vitiated environments due its key role.
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There is a wealth of existing experimental data of flames collected using laser diagnostics. The primary objective of this review is to provide context and guidance in interpreting these laser diagnostic data. This educational piece is intended to benefit those new to laser diagnostics or with specialization in other facets of combustion science, such as computational modeling. This review focuses on laser-diagnostics in the context of the commonly used canonical jet-in-hot-coflow (JHC) burner, although the content is applicable to a wide variety of configurations including, but not restricted to, simple jet, bluff body, swirling and stratified flames. The JHC burner configuration has been used for fundamental studies of moderate or intense low oxygen dilution (MILD) combustion, autoignition and flame stabilization in hot environments. These environments emulate sequential combustion or exhaust gas recirculation. The JHC configuration has been applied in several burners for parametric studies of MILD combustion, flame reaction zone structure, behavior of fuels covering a significant range of chemical complexity, and the collection of data for numerical model validation. Studies of unconfined JHC burners using gaseous fuels have employed point-based Rayleigh-Raman or two-dimensional Rayleigh scattering measurements for the temperature field. While the former also provides simultaneous measurements of major species concentrations, the latter has often been used in conjunction with planar laser-induced fluorescence (PLIF) to simultaneously provide quantitative or qualitative measurements of radical and intermediary species. These established scattering-based thermography techniques are not, however, effective in droplet or particle laden flows, or in confined burners with significant background scattering. Techniques including coherent anti-Stokes Raman scattering (CARS) and non-linear excitation regime two-line atomic fluorescence (NTLAF) have, however, been successfully demonstrated in both sooting and spray flames. This review gives an overview of diagnostics techniques undertaken in canonical burners, with the intention of providing an introduction to laser-based measurements in combustion. The efficacy, applicability and accuracy of the experimental techniques are also discussed, with examples from studies of flames in JHC burners. Finally, current and future directions for studies of flames using the JHC configuration including spray flames and studies and elevated pressures are summarized.

Keywords: laser diagnostics, jet in hot coflow (JHC), vitiated coflow burner (VCB), autoignition, planar thermography, moderate or intense low oxygen dilution (MILD) combustion, laser-induced fluorescence (LIF)


1. INTRODUCTION

Laser diagnostics are a well-established cornerstone of experimental combustion research. Laser diagnostics facilitate the measurement of temperature, velocity and a variety of chemical species in flames. Accurate experimental measurements are a unique source of invaluable real data to bolster the fundamental understanding of combustion. Laser-based measurements can provide data encompassing a broad range of length and temporal scales of flames. Furthermore, experiments are an essential tool for further advances in computational modeling, both by providing data for validation as well as identifying realistic boundary conditions for numerical studies.

Laser-based diagnostics enable measurements of flames without the need for intrusive sampling probes or thermocouples which disturb the flow-field of a flame and may have additional catalytic effects (Eckbreth, 1996). Not only can physical probes affect the flames they are measuring, they have limited spatial and temporal resolutions which limits their efficacy in turbulent flames. Lasers, however, can provide virtually instantaneous measurements at spatial resolutions of similar order of magnitude to Kolmogorov length-scales.

Flames in hot and diluted coflows are analogous to practical implementations of fuel issuing into preheated and oxygen-vitiated environments such as found in furnaces with exhaust gas recirculation (EGR) (Dally et al., 2004), modern diesel engines (Yao et al., 2009), and sequential or inter-turbine burners (ITBs) for gas turbines (Sturgess et al., 2005; Döbbeling et al., 2007; Perpignan et al., 2018). Fundamental studies of these flames have not only provided significant insight into autoignition processes, but have been used to generate extensive datasets in simplified configurations for validating turbulence-chemistry interaction models for numerical modeling of combustion systems. Fundamental studies of laminar and turbulent jet flames issuing into high temperature, low oxygen environments have been undertaken in jet in hot coflow (JHC) burners (Dally et al., 2002; Medwell et al., 2007, 2008; Oldenhof et al., 2010, 2011; Oldenhof et al., 2012; Medwell and Dally, 2012a; Sepman et al., 2013; Ye et al., 2016, 2017, 2018; Evans et al., 2017b, 2019a,b; Kruse et al., 2019), hot cross-flow burners (Sidey and Mastorakos, 2017), vitiated coflow burners (VCBs) (Cabra et al., 2002, 2005; Gordon et al., 2008, 2009; Macfarlane et al., 2018, 2019; Ramachandran et al., 2019), and partially premixed jet burners (PPJBs) (Dunn et al., 2007a; Dunn et al., 2009), as have spray flames in hot coflow burners (Correia Rodrigues et al., 2015a,b; Wang et al., 2019b). In each case, fresh fuel issues from a jet into a stream of hot gas generated by lean premixed flames, resulting in ≲15% O2 (by vol.). The remainder of the oxidant streams are typically composed of H2O, CO2, N2, and minor species. As each of these burners share this common jet-and-annular-coflow-burner configuration, they will all be referred to herein as JHC burners for ease of readability. Research undertaken in JHC burners has focussed on ignition processes in hot and diluted environments, particularly toward understanding high temperature autoignition (Mastorakos, 2009), and ignition processes in the moderate or intense low oxygen dilution (MILD) combustion regime (Cavaliere and de Joannon, 2004). Combustion in the MILD regime features homogeneous temperature distributions, low peak temperatures and temperature fluctuations, and offers reduced formation of soot and NOx. Furthermore, fundamental studies of the MILD combustion regime in JHC burners often feature order unity Damköhler with reduced chemical timescales approaching those of the turbulent jet. These characteristics of low temperature increases, and subsequently low radical species concentrations, lead to the requirement of highly sensitive temperature and species measurements in studying MILD combustion. Fortuitously, the often soot-free flames allow a variety of different laser diagnostics.

Experimental studies of diffusion flames in hot and vitiated conditions similar to those encountered in MILD combustion have revealed the existence of “weak-to-strong” transition points (Medwell et al., 2008; Medwell and Dally, 2012a; Evans et al., 2015a, 2019c). This occurs when a weakly reacting, attached diffusion undergoes a rapid increase in temperature and reaction zone thickness (Medwell et al., 2008; Medwell and Dally, 2012a). These transition points, which will be addressed at length in section 7, are critical to the stabilization and structure of flames emanating into hot and vitiated environments, and the capacity to predict this phenomenon is essential for practical, novel implementations of MILD combustion and similar low-emissions combustion technologies. Such improved understanding these transitions—and the structure of the upstream flames leading to their formation—may be achieved through targeted laser-diagnostics studies and subsequently validated, complementary numerical modeling. The high fidelity data that laser diagnostics can provide allows for the detailed study of reactive structures across the broad range of spatial and temporal scales in different optically-accessible JHC burners and reactors (Plessing et al., 1998; Cabra et al., 2002, 2005; Dally et al., 2002; Medwell et al., 2007, 2008; Gordon et al., 2008, 2009; Oldenhof et al., 2010, 2011; Oldenhof et al., 2012; Medwell and Dally, 2012a; Sepman et al., 2013; Sorrentino et al., 2015, 2016; Ye et al., 2016, 2017, 2018; Evans et al., 2017b, 2019a,b; Sidey and Mastorakos, 2017; Macfarlane et al., 2018, 2019; Kruse et al., 2019; Ramachandran et al., 2019). Laser diagnostics a provide means to investigate the small-scale and distributed reaction zones in macroscopically-near-homogeneous MILD combustion conditions. Such research not only improves the understanding of the behavior of these regimes, but provide reference cases and motivation for complementary numerical studies (Ihme and See, 2011; de Joannon et al., 2012; Ihme et al., 2012; Minamoto and Swaminathan, 2014; Minamoto et al., 2014; Sabia et al., 2015; Sidey and Mastorakos, 2015; Medwell et al., 2016; Evans et al., 2017a,b, 2019c; Sorrentino et al., 2017; Doan and Swaminathan, 2019; Wang et al., 2019a) which could otherwise be performed in isolation or target conditions with either limited practical applicability or data for model validation.

This paper presents a review of laser diagnostics applicable to studies of flames in canonical burners—particularly focusing on the JHC configuration—for the benefit of readers new to, or outside of, this field. Despite this particular focus on JHC burners, the techniques and discussions are also relevant to simple jet, bluff body, swirling and stratified flames. The paper will initially provide a brief background on laser-based experimentation, before discussing challenges of data quantification in laser-diagnostics. Having provided the requisite background, the paper then discusses the techniques used for velocity, species and temperature measurements of flames stabilized in JHC burners, the technical challenges they present and the findings from these studies. Finally, future diagnostics needed for better understanding flames in JHC burners will be discussed.



2. PRINCIPLES OF LASER DIAGNOSTICS


2.1. Principles of Light-Matter Interactions

Light can interact with matter in a range of different ways. Light can scatter off of atoms, molecules and particles in predictable ways, or—on a quantum scale—a photon can be absorbed and a new photon emitted. These new photons may have the same energy as the original (and thus be at the same wavelength), may have less energy or, in some cases, more energy. Detecting these emitted photons produces a quantifiable “signal.” The total number of these detected photons and their energies correspond to the intensity of the signal and its spectral response, respectively. The relationship between photon energy (E) and its wavelength (λ) or frequency (f) is given by Equation (1), where h is Planck's constant and c is the speed of light:

[image: image]

Equation (1) highlights that shorter wavelength photons have more energy than longer wavelength photons, i.e., ultraviolet (UV) photons have more energy than visible photons. Similarly, photon energy decreases from UV to blue to green to red to infrared light. Relevant UV wavelengths for combustion diagnostics lie between ~190 and 400 nm and visible light is considered as 400 and 700 nm.

Scattering of light from a dielectric particle (with effective diameter dp) is dependent on the wavelength of the incident light. Large particles (e.g., droplets or solid particles) scatter light according to the complex Mie theory (Eckbreth, 1996). Mie scattering is a far-field solution of Maxwell's equations in spherical coordinates, with light emanating from the surface of the particle of size dp. This results in direction-dependent scattering described by an infinite series of Legendre polynomials. Mie scattering is typically several orders of magnitude greater than the related phenomenon of Rayleigh scattering and is the underlying principle for techniques such as particle image velocimetry. Because of this disparate intensity, excessive Mie scattering may also prohibit other scattering measurements with lower signal levels, such as Rayleigh scattering.

Small, polarizable particles (e.g., atoms or molecules) may scatter light according to Rayleigh scattering. This follows a first-order approximation for particles much smaller than the wavelength of incident light. Scattering in any given direction scales as [image: image] and is a function of the effective refractive index of the particle. At molecular level, Rayleigh scattering occurs when a molecule absorbs a photon, increasing its internal energy, and then emits a photon at the same wavelength. This is shown using a simplified three-level energy diagram in Figure 1, where “0” is the “ground state.” The same simplified model of excitation may also be applied to individual atoms. The amount of Rayleigh scattering due to individual molecular species can be quantified and characterized by its Rayleigh cross-section (σ). Values of σ are tabulated for common gases in various sources (Namer and Schefer, 1985; Eckbreth, 1996; Masri et al., 1996; Kohse-Höinghaus and Jeffries, 2002; Sutton and Driscoll, 2004). The intensity of scattered light from a stationary molecule is a function of the direction compared to the incoming light. Following calibration and estimation of the gas composition, this can provide the local number of molecules per unit volume (number density, n) and, hence, local temperature based on the ideal gas law. In non-reacting flows, results from this method can be accurate to within 1% (Arndt et al., 2019).


[image: Figure 1]
FIGURE 1. Three-level model of excitation levels, showing Rayleigh (left) and Raman (Stokes, center, and anti-Stokes, right) processes. Note that the highest energy levels in these models need not necessarily correspond to stable atomic or molecular vibrational states.


Spontaneous Raman scattering is a non-linear analog of Rayleigh scattering, but produces signals approximately three orders of magnitude weaker. Whereas Rayleigh scattering emits only at the incident wavelength, Raman scattering from an atom or molecule in its ground state emits a lower energy photon corresponding to relaxation to an excited energy state (see Figure 1). This emitted photon is at a longer wavelength and the process is referred to as Stokes Raman scattering. Referring again to Figure 1, the opposite of this process—where a higher energy photon is emitted—is termed anti-Stokes Raman scattering. This requires atoms or molecules to already be in an excited state. Although this occurs in flames, only a small fraction of molecules are excited at flame temperatures, resulting in significantly weaker signals than Stokes Raman. Optical pumping prior to anti-Stokes Raman scattering excites a larger fraction of atoms or molecules than from thermal energy alone, and forms the conceptual basis of techniques such as coherent anti-Stokes Raman scattering (CARS) thermography (see section 6). Raman, Rayleigh and Mie scattering are all effectively instantaneous processes and measurement signals are dependent on the pulse energy, rather than the pulse duration although this may affect the background signal from secondary scattering or optical breakdown (plasma formation) (Eckbreth, 1996; Kojima and Nguyen, 2002). This is more prevalent at higher pressures where species number densities are higher (Eckbreth, 1996; Jiang et al., 2017).

Energy levels of atoms/molecules probed in optical diagnostics may be “virtual” (as is the case for Rayleigh and Raman scattering), or allowable energy levels (also termed “resonant,” as is the case in fluorescence techniques). Atomic and molecular energy levels are conceptually similar, with atomic energy levels corresponding to quasi-stable electron orbital shells and the latter being allowable states for combinations of molecular rotations and vibrations. Molecular levels correspond to allowable rotational energies of the molecules about each of its axes and the vibrational energies of the intramolecular bonds. Molecular excitation states are often closely grouped, with the discrete energies being a function of both the rotational and vibrational state. Probing these states by exciting molecules to a given energy level results in the emission of a lower energy, longer wavelength photon as the molecule cascades to its ground states. This process is known as laser-induced fluorescence (LIF) and is one of the most widely used approaches for detecting certain species within flames (see section 4). A similar process of exciting atoms, albeit from both the ground and thermally excited states (analogous to Stokes and anti-Stokes Raman scattering), is two-line atomic fluorescence (TLAF) which may be used for thermography (see section 6).



2.2. Laser Operation

Lasers supply “coherent” light centered about a given wavelength (~180–10,000 nm), with a precision of ≲0.1 nm, and often much less. This distribution in wavelength is described as the laser “linewidth.” Emitted photons from lasers are generated from atoms or molecules in a “gain medium” excited through “optical pumping.” High energy photons are absorbed and lower energy (longer wavelength) photons are emitted as the atom or molecule returns to its ground state. The output wavelength of a laser is subsequently a property of the gain medium and, additionally, properties of the optical components used in the construction of the laser.

Lasers used for diagnostics of flames stabilized in JHC burners are often flashlamp-pumped solid-state lasers or high energy dye lasers. Lasers for diagnostics are often “pulsed” such that the laser energy is delivered as short (≲10 ns), high energy pulses (or “shots”) at repetition rates between 10 Hz and 10 kHz. These brief periods of illumination enables the image to effectively “freeze the flow” and capture an image at one very specific instant in time. Similarly, multiple laser diagnostic techniques used “simultaneously” often employ pulsed lasers separated by ~100 ns, which is much slower than the flow or chemical timescales.

Many diagnostic techniques require specific unique wavelength light required to excite energy transitions in atoms and molecules of interest. These techniques necessitate the use of lasers which can be tuned to preselected specific wavelengths. Dye lasers are used to provide a tunable source of high energy laser pulses, spanning from deep UV to mid-IR (~190 nm to ~4.5 μm, respectively). Dye lasers use specific dyes to fluoresce at a desired wavelength when pumped with shorter wavelength light. Dyes themselves are often organic solids which are dissolved in solvents, such as ethanol, for use. Individual dyes have different effective lifetimes and, as a general rule-of-thumb, dyes pumped by UV lasers must be replaced significantly more often than those pumped with visible wavelengths. Not all wavelengths may be efficiently obtained by direct dye pumping and, in these cases, non-linear frequency doubling or two-mixing wave processes are employed. For example, the former is often used to generate the wavelengths near 283 nm for OH-LIF (discussed in sections 2.4 and 4), the latter used to generate the 410 nm laser for indium TLAF (section 6) and both are used in series to generate the 226 nm beam for NO-LIF studies.

An important consideration beyond laser wavelength and pulse energy is the intensity profile emanating from the laser. These profiles may be approximated as Gaussian, triangular, or “top-hats” (Gordon et al., 2008; Dunn and Masri, 2010), but are often significantly more complex due to imperfections in mirrors and sheet-forming-optics, and vary between individual laser pulses (i.e., shot-to-shot). Variations in beam profile may also be caused by variations in refractive index, inherent in flames, which result in refraction of the beam termed “beam-steering” (Kruse et al., 2018). As such, beam profiles may also be measured for each individual shot. This may be performed using a dedicated beam profiling camera, imaging fluorescence or scattering from a cuvette or glass sheet, or with a reference burner either in-plane or using a portion of the incident light sheet.



2.3. Data Collection and Processing

Due to the relatively low signal level, often only over very brief periods of time, scientific cameras used in combustion diagnostics are often intensified CCD (ICCD) cameras, although intensified scientific CMOS (sCMOS) cameras are becoming more prevalent as this technology matures. For simplicity, only CCD cameras will be referred to, though the operating principle is the same. Optical intensifiers operate by focusing photons onto a light-sensitive photocathode (e.g., through a camera lens), which in-turn releases electrons. Photocathode materials have specific sensitivities to different wavelengths of light and so must be appropriately selected as part of experimental design. A microchannel plate (MCP) behind the photocathode acts as an amplifier when a voltage is applied, accelerating electrons onto a phosphor screen. The phosphor screen is either imaged onto the CCD or coupled with fiber-optics. Modern CCD and sCMOS imaging systems have resolutions ranging of several megapixels and bit-depths between 12 and 16, meaning that each pixel can return a value between 0 and 212 (4,096) to 216 (65,536).

Scientific camera assemblies are often Peltier cooled to reduce thermal noise with the intensifier and detector. Cooling is often required as thermal interactions result in a non-zero baseline reading called “dark-charge.” This, along with the uniformity of the detection system (the CCD, intensifier and imaging optics), must be corrected for, particularly in quantitative measurements. Intensified scientific cameras are also prone to noise, which may be quantified using the signal-to-noise (SNR) ratio for a particular experiment or dataset. Signal may be effectively increased through the use of on-chip binning where a square number of pixels (usually four) act as a “superpixel” at a cost of in-plane resolution. This in-plane resolution is often less than the light sheet thickness which is typically ~0.1–0.2 mm (Gordon et al., 2008; Medwell et al., 2008; Kaiser and Frank, 2011; Ye et al., 2016) and limits the actual resolution of the imaging system. Smoothing is a means of improving SNR in raw data prior to post-processing. Smoothing may commonly be applied as square median or Gaussian filters, however “contour-aligned smoothing,” an anisotropic median filter which obtains filter sizes from a reference image, has shown significant success in improving SNR by up to a factor of ten (Starner et al., 1995).

Measurements made using pulsed lasers provide instantaneous data which may be analyzed in isolation to study transient processes such as ignition or instabilities or as part of an ensemble of repeated measurements. It is critical to ensure that a sufficient number of measurements are used in calculating mean and root-mean-squared deviation from the mean (often simply referred to as the RMS) to ensure convergence. In laminar or statistically-stationary turbulent flames, this number is not a function of the measurement rate (e.g., in Hz) on the condition that measurements are not biased by individual, transient processes. For example, high-repetition rate (~kHz) diagnostics may require more measurements to provide mean data, because processes such as the formation and evolution of an ignition kernel may be captured over several measurements and would not be independent from one-another. Despite this, the actual time required to record a sufficient number of independent data points to be statistically converged is still likely to be faster at 1 kHz than at 10 Hz.

Quantitatively, the convergence of mean data may be assessed using the standard-error-of-the-mean. It is important to highlight that this uncertainty is not the same as the RMS of the data. The standard-error-of-the-mean captures the statistical uncertainty of the mean data and is evaluated as the standard deviation of the measured data, divided by the square-root of the number of independent samples. This metric provides a range within which the mean data should lie and a range of uncertainty for comparison with modeling studies. As the standard-error-of-the-mean decreases with larger sample sizes, this statistical uncertainty may be readily reduced to within a few percent of the measured mean value using several hundred measurements.

Convergence of the RMS data requires more independent images than mean data. These RMS data represent the physical variations in the measurements, rather than the statistical uncertainty of mean data. The RMS consequently represents the statistical variation due to factors such as turbulence and may be further used to validate the choice of probabilistic distributions in numerical models.



2.4. Quantitative Laser Diagnostics

Laser diagnostics can provide experimental single-point (0-D), line (1-D), and image (2-D) data produced by the interaction of coherent light and the constituents of a flame. Laser light can interact with individual atoms, molecules, solid particles or liquids droplets, and the resultant signal can provide qualitative or quantitative data. Laser diagnostics techniques can be qualitative, quantitative using underlying and measurable physical properties, or semi-quantitative—requiring simplified modeling to produce absolute values. Each of these broad categories require varying complexity and produce different levels of diagnostic information. It is important, however, that they be clearly distinguished to avoid confusion to the readers of experimental studies.

Qualitative experimental measurements are the simplest form of laser-based diagnostics techniques. Measurements, such as qualitative LIF or Raman scattering, are often used to indicate the presence of certain chemical species in flames, such as the OH, CH, or NO radicals (Arndt et al., 2013; Foo et al., 2017; Macfarlane et al., 2017; Sidey and Mastorakos, 2017; Evans et al., 2019d), polycyclic aromatic hydrocarbons (PAH) species (Bartos et al., 2017; Sirignano et al., 2017; Makwana et al., 2018; Wang et al., 2018), N2 or fuel gases (Starner et al., 1995; Jiang et al., 2017). The signals emitted from LIF and Raman processes are dependent on the incident laser-pulse energies, laser wavelengths, the corresponding detection wavelengths, and the proportion of light that is captured. Therefore, the intensity of the detected signal cannot be directly interpreted as estimates of absolute values. This may be due to unknown incident beam profiles, or a lack of calibration data or reference-images. Even accounting for corrections to the laser energy distribution, detector uniformity and dark-charge, the collected signals do not necessarily represent normalized species distributions. Similarly, it is often required to calculate or estimate local collisional quenching (a function of the gas composition) and/or the Boltzmann distribution of the probed species—as described below.

The discrete energy states occupied by atoms and molecules, in the absence of reactions or irradiation, are governed by the Boltzmann distribution. According to this distribution, the ratio of atoms or particles in two energy levels, separated by an energy difference (ΔEij) at some temperature (T) is given by:
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where k is the Boltzmann constant, N the population fraction in each energy state and j is the higher energy state. This relationship becomes important when selecting excitation transitions for LIF experiments, and may be used to determine temperatures from comparative measurements of atomic, such as indium (Medwell et al., 2009a) or gallium (Borggren et al., 2017), and simple-molecular species, such as NO or OH (McMillin et al., 1994; Richardson et al., 2016). Similarly, the change in temperature across the reaction zone can introduce additional uncertainties in qualitative measurements (Sidey and Mastorakos, 2015; Kruse et al., 2019), or semi-quantitative measurements which do not include corrections to temperature (Medwell et al., 2007, 2008, 2009b; Ye et al., 2018). The latter approach may be considered valid following careful selection of excitation wavelength, to ensure little variation (e.g., ≲10% Medwell et al., 2007) in the Boltzmann fraction across the reaction zone.

Collisions between molecules are fundamental to reacting flows. While many collisions may cause, or enhance, chemical reactions, collisions between vibrationally-excited species and large particles may also result in de-excitation, without the emission of a photon. This process is known as collisional quenching and directly affects LIF measurements. Collisional quenching of an excited species may be evaluated using the local temperature, known collisional quenching coefficients between two-given species (e.g., OH and N2) and their number densities. This dependence on number density allows the effects of collisional quenching to be estimated using only the most populous species in a flame, such as O2, N2, CO, CO2, and fuel gases. Furthermore, although these coefficients are well-known for a number of diatomic species, such as OH and NO, their calculation is significantly more challenging for more complex intermediary combustion species, such as CH2O, preventing their quantification.

Temperature-dependent population distributions result in temperature-dependent absorption and Raman spectra. These spectra may be theoretically computed and subsequently used to determine flame temperatures and compositions by scanning excitation wavelengths in laminar flames or, with more application to turbulent flames in hot and diluted coflows, collecting single-shot spectra at a point or line from Rayleigh-Raman (Carter and Barlow, 1994; Masri et al., 1996; Barlow et al., 2000, 2015; Barlow, 2007; Dunn et al., 2009; Magnotti and Barlow, 2017) or CARS (van Veen and Roekaerts, 2005; Oldenhof et al., 2010; Correia Rodrigues et al., 2015a). These techniques are both capable of high accuracy temperature measurements to within 1.5% (Magnotti and Barlow, 2017) and 2% (Roy et al., 2010), although Rayleigh-Raman simultaneously provides quantified measurements of mixture fraction and major species to within 10% (Magnotti and Barlow, 2017). Specifically, in turbulent flames, accuracies of 2% are possible in measurements of CH4 (Magnotti and Barlow, 2017), 3% of N2 concentration, whilst CO2 and H2O concentrations can be measured to within 6% and equivalence ratio (Φ) measured to within 10% (Fuest et al., 2012). Similarly, concentrations of O2 may be measured to within 2% in laminar flames (Fuest et al., 2012). Both techniques have been extensively described in previous literature (Eckbreth, 1996; Kohse-Höinghaus and Jeffries, 2002), and are not discussed in-depth here.

Laser energy profiles in pulsed laser systems vary shot-to-shot. Whilst energy-profiles can be reasonably approximated as Gaussian for qualitative measurements (Cavaliere et al., 2013), and have been assumed as constant between shots in studies of non-linear and saturated LIF (Dunn et al., 2007a), linear LIF and Rayleigh techniques—where signal is proportional to laser fluence (energy divided by beam area)—are sensitive to inhomogeneities in the energy profile, as is the single-shot NTLAF thermography technique (Medwell et al., 2009a). Calibration data or simultaneous imaging of reference burners can be used to provide ensemble-averaged or instantaneous profiles, respectively, and additionally provide values for other system-calibration constants, such as image solid-angle and collection efficiency (Medwell et al., 2007, 2009b; Dunn and Masri, 2010).

For fluorescence measurements of individual species, the collected signal is a function of both the concentration of the species and the local temperature. The measured signal depends on the number density (n, see section 2.1) of the species of interest as each pixel or detector images a specified spatial volume, rather than a predetermined number of moles of gas. The number density for species i is given by:
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where X is the mole fraction of species i, P is the pressure, NA is Avogadro's number, R the universal gas constant and T is the temperature. It is therefore possible to estimate mole fractions from simultaneous species and temperature measurements, however, this introduces a dependency on accurate temperature measurements. Accordingly, species measurements may be reported in units of number density (Medwell et al., 2007, 2008; Ye et al., 2018). This coupling has promoted the use of iterative solution processes for calculating the mole fraction of species such as OH simultaneously with temperature (Gordon et al., 2008, 2009).




3. VELOCITY-FIELD MEASUREMENTS

Velocity and turbulence measurements in flames stabilized in JHC burners are critical for understanding turbulence-chemistry interactions and providing accurate boundary conditions for numerical model validation. Optical velocity measurements in gaseous flames are either performed using particle image velocimetry (PIV) or laser Doppler anemometry (LDA, also known as laser Doppler velocimetry). Both of these techniques require seeded particles which are capable of enduring flame temperatures, such as alumina, and faithfully following the flow. This latter condition requires a Stokes number less than unity and typically demands micron or sub-micron diameter particles (Honoré et al., 2000; Oldenhof et al., 2010; Oldenhof et al., 2012; Barlow et al., 2012). The condition that particles be spherical is particularly critical for LDA measurements, which may also be used to measure the velocity of fuel droplets in dilute spray flames (Kawazoe et al., 1990; Yuan, 2015). The reliance on particles in these techniques makes them susceptible to thermophoresis effects, where gas expansion due to strong thermal gradients results in local pressure differential biasing the flow away from the high temperature region. This effect scales with ΔT (Mungal et al., 1995; Frank et al., 1999), and is hence less of a concern in the near-field region of jet flames in hot and diluted coflows, where peak flame temperatures and thermal gradients are reduced (Plessing et al., 1998; Dally et al., 2002; Cavaliere and de Joannon, 2004). Particle seeding must be ensured in the both the jet and hot coflow streams to ensure even and unbiased measurements in the mixing region. This requirement to seed particles into the coflow has restricted velocity measurements in JHC burners which generate hot and diluted coflows on porous bed burners (Dally et al., 2002; Medwell et al., 2007, 2008; Ye et al., 2017, 2018; Evans et al., 2019b; Kruse et al., 2019).

Particle image velocimetry is a planar technique using Mie scattering from particles illuminated by a pair of pulsed lasers separated by a known time interval. Image pairs are most often captured using two identical lasers and a double-pulsed camera, although other configurations (such as two cameras or lasers of different colors) have been demonstrated. The displacement of groups of particles are subsequently calculated using cross-correlation between the image pairs, using interrogation windows of between 8 and 64 pixels. The size of interrogation windows and timing between pulses is dictated by the requirement that sufficient particles must be present in the corresponding interrogation windows in each image. As such different timings or multiple cameras may be required to measure velocities at different locations in a flame. The use of interrogation windows results in less velocity vectors than imaging pixels, although cameras used for PIV are typically of higher resolution than ICCD cameras, used for species and temperature measurements. Spurious velocity vectors may be generated by particles entering or leaving the light sheet and the need to avoid this has led to the development and refinement of stereo and tomographic PIV, employing thicker light sheets and multiple cameras. Scattering from soot and highly luminous flames may also provide interference.

Particle image velocimetry is able to provide planar information of the velocity field, and may be used to estimate the local strain-rate, vorticity and the RMS fluctuations in velocity. Velocities calculated by PIV inherently overestimate true values in regions of high gradients due to the need for interrogation windows (Kähler et al., 2012), but can be as accurate as 2% of the maximum flow speed (Kamal et al., 2015). Despite this, alternative image post-processing approaches have been proposed. When used in conjunction with scalar imaging techniques such as PLIF, PIV can provide information about fluid entrainment, local turbulence intensity and the behavior of the local flow-field during events such as ignition or extinction.

Laser Doppler anemometry measures the Doppler shift from a modulated, continuous wave laser to calculated particle velocity at a single point in a single direction. This may be extended to two or three lasers to measure multiple velocity components simultaneously. Unlike PIV, LDA is not limited by the repetition rate of a laser or camera and data are collected at sufficiently high frequencies to calculate first and second temporal derivatives at a single point. This technique is often used for measuring velocities at the jet and coflow exits in canonical burners with an accuracy within 0.5% for mean velocity and 2% for RMS (Wu et al., 2006; Kamal et al., 2015).



4. SPECIES MEASUREMENTS

Concentrations and images of major, intermediary and radical combustion species in jet flames in hot and diluted coflows have been obtained through single-point Rayleigh-Raman-LIF (Cabra et al., 2002, 2005; Dally et al., 2002; Dunn et al., 2009; Sepman et al., 2013) and planar LIF (Medwell et al., 2007, 2008, 2009b; Gordon et al., 2008, 2009; Dunn et al., 2009; Oldenhof et al., 2011; Oldenhof et al., 2012; O'Loughlin and Masri, 2011, 2012; Arndt et al., 2012, 2013; Sidey and Mastorakos, 2015; Ye et al., 2016, 2017, 2018; Kruse et al., 2019) measurements.

Single-point Rayleigh-Raman-LIF experiments performed in JHC burners have provided quantitative ensemble data of simultaneously measured temperature, major species and mixture fraction via Rayleigh-Raman, with CO- and OH-LIF (Cabra et al., 2002, 2005; Dally et al., 2002; Dunn et al., 2009; Sepman et al., 2013), often using an experimental configuration similar to that shown in Figure 2. The configuration in Figure 2 shows a 532 nm beam for Rayleigh-Raman measurements and three UV beams for CO-, OH- and NO-LIF, as well as lenses and photomultiplier tubes (PMTs) for signal detection. These experiments have investigated ignition processes and finite-rate chemistry in premixed (Dunn et al., 2009) and non-premixed flames in hot and diluted coflows (Dally et al., 2002; Sepman et al., 2013), including partial-premixing leading to autoignition (Cabra et al., 2002, 2005) and the structure of flames stabilized in hot coflows with as little as 3% O2. These high fidelity measurements have provided mean and RMS data, across a range of discrete radial and axial locations, which may be represented in scatter-plots, such as those presented in Figure 3 for an autoignitive, lifted CH4/air flame (Cabra et al., 2005). The data produced by these studies may be compared against strained opposed-flow or equilibrium chemistry, as done in Figure 3, or directly used for validation of combustion models within computational fluid dynamics frameworks (Hochgreb, 2019). The comparisons of scatter data against laminar opposed-flow simulations allow for the identification of regions where the time-averaged flames may or may not be treated as steady, laminar flamelets (Sepman et al., 2013). It is important to note from Figure 3 that the majority of measured points in diluted H2 flames lie on either the pure mixing or strained-flamelet lines after the z/djet of 11, with the remainder of points indicating transient ignition processes (Cabra et al., 2005). Here z is the downstream location and djet is the inner diameter of the pipe from which the central fuel jet issues. These transient processes were less prevalent for CH4/air in a hotter coflow with less O2, with the flame transitioning from almost pure mixing to completely burnt between 40 ≲ z/djet ≲ 50 (Cabra et al., 2005). Similarly, mean temperature and species measurements in a JHC burner with both preheated fuel and a hot coflow with ~4% O2 in the coflow demonstrated evidence of incomplete combustion, although the results did not offer any indication of whether the flames were dominated by transient processes (e.g., z/djet = 40 in at Figure 3) or if there was a bimodal distribution between burning and pure mixing states (Sepman et al., 2013).
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FIGURE 2. Layout of a single-point Rayleigh-Raman-LIF experiment, including measurements of CO-, OH-, and NO-LIF (Barlow, 2007). Reprinted from Proceedings of the Combustion Institute, vol. 31, R.S. Barlow, “Laser diagnostics and their interplay with computations to understand turbulent combustion,” pp. 49–75, Copyright 2007, with permission from Elsevier.
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FIGURE 3. Scatter-plot of instantaneous temperature and OH mole fraction at four axial stations in two different flames [with (A) CH4/air and (B) H2/N2 fuels] measured using Rayleigh-Raman-LIF. Curves represent calculated distributions (Cabra et al., 2005). Reprinted from Combustion and Flame, vol. 143, R. Cabra, J.Y. Chen, R.W. Dibble, A.N. Karpetis, R.S. Barlow, “Lifted methane-air jet flames in a vitiated coflow,” pp. 491–506, Copyright 2005, with permission from Elsevier.


Simultaneous planar LIF (PLIF) imaging provides increased spatial information about species distributions and may allow for direct, two-dimensional comparison of the spatial distributions and, in some cases, concentrations of intermediary and radical species (as well as the flow- and temperature-fields). Simultaneous planar imaging of OH and CH2O has been undertaken as part of numerous experimental campaigns in the JHC configurations (Medwell et al., 2007, 2008; Gordon et al., 2008, 2009; Duwig et al., 2012; Macfarlane et al., 2017, 2018; Ye et al., 2018). One such experimental configuration is represented in Figure 4, providing an overview of the optical layout required for simultaneous imaging of OH, CH2O and Rayleigh scattering for temperature (discussed in more detail in section 5), presented in Figure 5. The experimental arrangement shown in Figure 4 includes two dye-lasers for PLIF imaging and a third Nd:YAG laser for Rayleigh scattering thermometry. The laser sheets are co-planar in the imaging region. Overlap is achieved through the use of long-wave-pass (LWP) dichroic mirrors (also referred to as dichroic beamsplitters) which transmit light with wavelengths greater than some design value, and reflect light with shorter wavelengths. Short-wave-pass (SWP) dichroic mirrors—not used in the configuration shown in Figure 4—transmit shorter wavelengths and reflect longer wavelengths. Dedicated ICCD cameras are used to separately image the OH-PLIF, CH2O-PLIF and Rayleigh scattering signals, normal to the laser beam path (Medwell et al., 2007, 2008).


[image: Figure 4]
FIGURE 4. Layout of a planar Rayleigh-LIF experiment, including measurements of OH- and CH2O-LIF (Medwell et al., 2007). Reprinted from Combustion and Flame, vol. 148, P.R. Medwell, P.A.M. Kalt, B.B. Dally, “Simultaneous imaging of OH, formaldehyde, and temperature of turbulent nonpremixed jet flames in a heated and diluted coflow,” pp. 48–61, Copyright 2007, with permission from Elsevier.



[image: Figure 5]
FIGURE 5. Sets of OH, CH2O and temperature image “triplets” of C2H4-based (Medwell et al., 2008) and NG/He flames (Gordon et al., 2008) issuing into hot and diluted coflows. Left (A): reprinted from Combustion and Flame, vol. 152, P.R. Medwell, P.A.M. Kalt, B.B. Dally, “Imaging of diluted turbulent ethylene flames stabilized on a Jet in Hot Coflow (JHC) burner,” pp. 100–113, Copyright 2008, with permission from Elsevier. Right (B): reprinted from Combustion and Flame, vol. 155, R.L. Gordon, A.R. Masri, E. Mastorakos, “Simultaneous Rayleigh temperature, OH- and CH2O-LIF imaging of methane jets in a vitiated coflow,” pp. 181–195, Copyright 2008, with permission from Elsevier.


The image “triplets” presented in Figure 5 show OH, CH2O and temperature from two separate studies. The figure shows images taken from a study of turbulent C2H4 flames in different coflows issuing into 1100 K coflows with 3% and 9% O2, by volume and ignition kernel formation for a turbulent natural gas (NG)/Helium (~53% He by volume) flame issuing into a 1475 K coflow with 11% O2, by volume. Image triplets in Figure 5 show different flame-fronts and ignition structures. These include “weak-to-strong” transition points (Figure 5A) labeled 9% O2—C2H4, 9% O2—C2H4/Air and 9% O2—C2H4/N2 which are further discussed in section 7), as well as lifted triple-flames and ignition kernels (Figure 5B). It should be noted, that although a fluorescence signal may appear to be present on the centerline in the measured OH-LIF profiles of the C2H4 flames in Medwell et al. (2008) (not reproduced here), this is due to Raman scattering from the fuel and is not indicative of OH.

Imaging of CH2O is most commonly performed using the Nd:YAG third-harmonic wavelength of 355 nm (Gordon et al., 2007, 2008; Duwig et al., 2012; Macfarlane et al., 2017, 2018; Ye et al., 2018) or—less often—near 341 nm using a frequency-doubled tunable-dye laser (Medwell et al., 2007, 2008). The latter approach targets a specific energy transition, which allows for amelioration of the effect of Boltzmann fraction on the CH2O signal (Medwell et al., 2007). Significant work has been undertaken to estimate Boltzmann corrections for excitation by 355 nm photons (Gordon et al., 2008; Macfarlane et al., 2018). The increased number of assumptions in using 355 nm for excitation is, practically, outweighed by the experimental simplicity of using a frequency-tripled Nd:YAG laser with 30–300 mJ/pulse (Macfarlane et al., 2018; Ye et al., 2018) compared to a frequency-doubled tunable-dye laser outputting ~10 mJ/pulse (Medwell et al., 2007, 2008). In addition to this, temperature-dependent quenching corrections have been estimated for 355 nm CH2O-[P]LIF based on calibration (Paul and Najm, 1998; Kyritsis et al., 2004; Gordon et al., 2008) or estimated O2 and N2 concentrations (Yamasaki and Tezaki, 2005; Macfarlane et al., 2018) with temperatures dependencies between T−1−T−0.5. The choice of temperature exponent is most significant in the preheat zone, and has little effect on the estimated normalized concentrations in the reaction zone, near the peak LIF signals (Kyritsis et al., 2004; Gabet and Sutton, 2014). Despite this, calculations of constant quenching cross-sections have shown only minor differences from a T−0.5 dependence model in premixed flames (Ayoola et al., 2006).



5. THERMOGRAPHY IN GASEOUS, SOOT-FREE FLAMES

Temperature measurements in flames in JHC burners have been undertaken using semi-quantitative Rayleigh scattering (Dunn et al., 2007a; Medwell et al., 2007, 2008; Gordon et al., 2008; Ye et al., 2018), Rayleigh-Raman (Cabra et al., 2002, 2005; Dally et al., 2002; Dunn et al., 2009), CARS (Oldenhof et al., 2010, 2011; Correia Rodrigues et al., 2015a,b), and NTLAF (Evans et al., 2019b; Kruse et al., 2019). Of these techniques, Rayleigh-based techniques may only be used in gaseous, soot-and-droplet-free “clean” flames, in cases without significant background scattering: fluorescence or non-linear techniques are required in sooty or particle-or-droplet-laden flames.

The hot and diluted coflows of JHC flames suppress the formation of soot (Medwell et al., 2008; de Joannon et al., 2012; Ye et al., 2016, 2017; Evans et al., 2017b, 2019b). Soot may be suppressed for typically sooty fuels such as ethylene under MILD combustion conditions (Medwell et al., 2008; Evans et al., 2017b). In clean flames, thermometry may be performed using Rayleigh scattering. This method has been used to estimate temperature-fields in JHC-stabilized flames (Dunn et al., 2007a; Medwell et al., 2007, 2008; Gordon et al., 2008; Ye et al., 2018) by extracting number density from a location with a known effective Rayleigh cross-section (σeff). Local values of σeff are a function of the local composition, and is evaluated using the species with significant mole fractions. This includes N2, O2, H2, H2O, CO2, CO and all constituents of the fuel stream (Gordon et al., 2008). The calculation of the cross section may also require intermediary species such as C2H2 and C2H4 which are formed in significant concentrations during the combustion of larger hydrocarbons (Ye et al., 2015).

The determination of temperature from Rayleigh scattering measurements depends on both the accuracy of the estimated composition and scattering cross-section. As it is not feasible to measure the concentrations of all species, the composition of the flames is estimated using opposed-flow flamelet calculations in conjunction with estimations determined from Raman scattering and/or PLIF measurements. The former approach was discussed at length in section 2.4 and may probe multiple species to provide quantitative measurements after extensive calibration, although this has currently been restricted to point and line measurements only due to the high laser energies and complex optical layouts required. Spontaneous planar Raman has, however, been performed in a non-reacting H2/N2 system using a 10 kHz 532 nm laser delivering 750 mJ over a pulse duration of 70 ns at pressures ranging between atmospheric and 20 bar (Jiang et al., 2017).

Species estimates for Rayleigh thermometry may be calculated using opposed-flow flame calculations. This approach requires knowledge of the reaction zone and hence must include a simultaneous measurement of a reaction-zone-indicator, such as OH or CH. This approach is valid for line or planar images, where only one reaction zone is evident. Instances with “branched” reaction zones prohibit the assignment of “fuel” and “oxidant” sides of the reaction zone, and the validity of the opposed-flow flame approximation. The reacting or mixing-only opposed-flow calculations, allow for row-by-row matching of the calculated σeff from which an absolute temperature may be calculated. Typical uncertainties in this technique are approximately 10%, predominantly due to uncertainties in σeff and calibration assumptions (Gordon et al., 2008).

Rayleigh scattering may be performed using precalibrated beam profiles or a reference burner. The latter serves as a beam profile, species and temperature reference, which also lends itself to semi-quantified species measurements. Furthermore, polarization filters may be incorporated into the imaging system to reduce the influence of background scatter. The use of polarization filters, however, necessitates an additional term in the scattering equation to account for depolarization along the line-of-sight between the burner. This term is called the “King correction factor” and is a result of depolarization due to non-spherical molecules. This may affect the resulting measurements by up to 5% (Dunn et al., 2009). Depolarization may also be leveraged for species measurement, however, by measuring both the polarized and depolarized components of the Rayleigh signal and has been successfully demonstrated in simple jet flames (Fielding et al., 2002; Frank et al., 2002; Schießl et al., 2009). The depolarized signal is approximately two orders of magnitude weaker than the polarized signal, although still an order of magnitude greater than spontaneous Raman scattering (Fielding et al., 2002). Although the effective signal-to-noise ratio (SNR) could further be reduced through the application of contour-aligned smoothing (Starner et al., 1995). The ratio of the two signals, with a priori knowledge of the depolarization of each species, subsequently allows for the estimation of the local mixture and, hence, temperature (Fielding et al., 2002; Frank et al., 2002; Schießl et al., 2009).

Simultaneous measurements of species and temperature may be performed in “clean” flames using the previously described Rayleigh-Raman technique. Although this is a very well established technique (Masri et al., 1996; Nguyen et al., 1996; Frank and Barlow, 1998; Cabra et al., 2002; Dally et al., 2002; Barlow et al., 2005, 2015; Dunn et al., 2010; Magnotti and Barlow, 2017), it suffers from the low signal provided by spontaneous Raman scattering, which is ~1,000 times less than the corresponding, linear Rayleigh signal (Eckbreth, 1996; Frank et al., 2002). This promotes the use of high energy lasers, although short, high power laser pulses may result in “optical breakdown” (plasma formation). This is often overcome using a combination of multiple lasers (Dunn, 2008), laser pulse-stretching, combining beam-splitters and optical delay lines to extend the effective duration of a single laser pulse by up to an order of magnitude (Dunn, 2008). This is common practice to reduce the SNR of the Raman measurements, and a similar intracavity optical layout has previously been successfully demonstrated in simple jet and bluff-body flames (Starner et al., 1995; Kelman et al., 1998; Masri et al., 1998). In addition to pulse stretching, contour-aligned smoothing has been used to improve SNR of planar measurements by an order of magnitude (Starner et al., 1995). Improved SNR in point measurements has also been demonstrated by using a ~10 mJ/pulse, 350 ns pulse, 527 nm laser in preference to a ~50 mJ/pulse, 10 ns pulse, 532 nm laser (Mokhov et al., 2005). Notably, this shorter wavelength serves to increase the Raman scattering signal (which approximately goes as λ−4, Masri et al., 1996), although UV wavelengths may increase interference due to resulting LIF signals from species such as CH2O and PAH (Masri et al., 1996).

The instantaneous mixture fraction field provided by line and planar imaging of species may be spatially differentiated to provide estimates of scalar dissipation. Mixture fraction can be calculated directly in Rayleigh-Raman measurements, with the assumption that the measured major species are the major contributors the mixture fraction. Mixture fraction has also been parameterized using relative Raman and Rayleigh stokes signals directly, which also maps to temperature through a one-step chemical reaction (Starner et al., 1995). Irrespective of whether they use measured or predicted species concentrations, these evaluations of mixture fraction, however, all employ a simple two-stream formula for mixture fraction used in studies of CH4 and H2 flames with air as the only oxidant stream (Bilger et al., 1990). This does not, in general, hold in regions downstream of a JHC burner where an arbitrary fuel, hot coflow and surrounding air mix. The JHC configuration therefore requires a three-stream mixture fraction to characterize the whole flow-field (Ihme and See, 2011; Ihme et al., 2012; Evans et al., 2019c).



6. THERMOGRAPHY IN SOOTING AND SPRAY FLAMES

Fuel particles, droplets and soot restrict the use of spontaneous scattering thermography techniques in flames. Diagnostics for particle or droplet laden flames are therefore required to investigate the behavior of complex fuels in JHC burners. Similarly, although the coflow in JHC burners suppresses soot formation, soot has still been observed in flames fuelled by aromatic hydrocarbons such as toluene (Evans et al., 2019b; Kruse et al., 2019). The techniques which can be applied in sooting and particle or droplet laden flames may also be applicable to flames in confined chambers, although this is still restricted by optical access and the validity of underlying assumptions in the technique.

Coherent anti-Stokes Raman spectroscopy (CARS) is a non-linear thermometry technique whereby the spectrum of a given species in the flame (often N2) is measured. This three-photon technique requires two crossed lasers to excite a molecule to a “virtual” energy level, with a fourth photon emitted in a predetermined direction and measured by a spectrometer (Eckbreth, 1996; Barlow, 2007). Extending this, the use of a broad linewidth “probe beam” allows for a significant portion of the emission spectrum to be measured in a single pulse. The efficacy and accuracy of this technique has been the subject of numerous reviews (Eckbreth, 1996; Kohse-Höinghaus and Jeffries, 2002; Roy et al., 2010) and, as such, the theory is not addressed in-depth here. Temperatures measured with this technique can be accurate to within 2% following the appropriate selection of pump and probe wavelengths (van Veen and Roekaerts, 2005), although may be biased in regions of high thermal gradients in systems with large measurement volumes (Roy et al., 2010). This spatial limitation may be overcome using one-dimensional line measurements achievable with lasers capable of producing broad-linewidth pulses in femtosecond-scale pulses (Roy et al., 2010).

Coherent anti-Stokes Raman spectroscopy has been used in both gaseous and droplet-laden flames stabilized in JHC burners (Oldenhof et al., 2010, 2011; Correia Rodrigues et al., 2015a,b). This diagnostic has provided instantaneous, point-wise measurements of temperature to better understand flame structure and to provide accurate validation data and boundary conditions for numerical studies. Despite the high accuracy and robustness of CARS, it is widely limited to single-point measurements, although line and planar measurements have been demonstrated (Roy et al., 2010; Bohlin and Kliewer, 2014).

Two-color laser-imaging techniques may be used to provide planar imaging of flame reaction-zones. Such techniques use the Boltzmann distribution to calculate temperature from signals of the same species excited using different wavelengths. Well-characterized species such as OH may be used for two-color LIF by exciting two known energy transitions. This may be used to measure temperatures with an accuracy of 15% for mean measurements, or 30% for single-shot (Palmer and Hanson, 1996; Richardson et al., 2016), although local accuracies of 4–7% are possible (Giezendanner-Thoben et al., 2005). Measurements are often made in the linear regime and, like other two-color techniques, inherently include the assumption that quenching is not energy level dependent. This technique is only effective, however, in regions where these species are generated and are consequently limited to the reaction unless seeded into the flame.

An alternative to probing flame radical species is to seed selected atomic species into the flame. Useful species must have appropriate energy level distributions which allow for thermal excitation of the species in flame temperatures. One such species is indium, which has an excited energy level 0.24 eV above its ground level (Medwell et al., 2009a; Borggren et al., 2017). This corresponds to approximately 3% of the population existing in the excited level at a temperature of 800 K, making it an appropriate element for temperature measurement. Indium at concentrations ~100 ppm may be introduced by several means: as sublimated In(CH3)3 vapor (Borggren et al., 2017), dissolved in water or ethanol as InCl3 (Medwell et al., 2009a, 2014; Chan et al., 2010; Evans et al., 2019d), or introduced directly into the gas-phase as nanoparticles through ablation (Chan et al., 2012; Medwell et al., 2012; Gu et al., 2015). All three seeding methods, however, require atomic indium to be liberated from salt or nanoparticles for TLAF measurements.

Indium TLAF measurements are performed using two-line atomic fluorescence (TLAF) by optically pumping to an excited state and measuring the emitted photons. Using the diagram in Figure 1, this technique uses two lasers corresponding to the atomic transitions 0→ 2 and 1→ 2 in indium (Medwell et al., 2009a, 2010; Chan et al., 2010; Borggren et al., 2017) and hence have been termed as the “Stokes” and “anti-Stokes” processes (Medwell et al., 2009a). Although photons may be measured at the same wavelength as the excitation wavelength, this results in interference from Rayleigh and Mie scattering. Subsequently, the signal from exciting the ground energy level (Stokes, 0→ 2) is measured at the photons corresponding to the transition to the thermally excited state (2→ 1) and probing the thermally excited state (anti-Stokes, 1→ 2) is measured using the transition to the ground state (2→ 0). This technique only provides weak signal in the linear regime and is often extended to the non-linear regime for single-shot imaging.

Non-linear excitation regime two-line atomic fluorescence (NTLAF) thermography extends TLAF from a ratio technique, providing higher measurable signal at the cost of increased complexity. A typical NTLAF arrangement is shown in Figure 6, also showing simultaneous time-resolved laser-induced incandescence (TiRe-LII) and OH-PLIF (Kruse et al., 2019). This arrangement shows the two dye lasers and three cameras required to perform NTLAF measurements, and the system required to produce conditional distributions of temperature, OH-LIF signal, soot volume fraction and soot primary particle diameter and has been applied to laminar and turbulent jet flames, as well as flames stabilized in a JHC burner (Foo et al., 2017, 2018, 2019; Gu et al., 2017; Evans et al., 2019b; Kruse et al., 2019). Specifically, simultaneous measurements of sooting toluene and toluene/n-heptane flames in a JHC burner have shown both the formation of soot in the hot-coflow-controlled region (Evans et al., 2019b; Kruse et al., 2019) and the strong influence of the coflow O2 concentration on the evolution of soot, and associated radiative heat release, downstream (Evans et al., 2019b).


[image: Figure 6]
FIGURE 6. Layout of a planar NTLAF and OH-PLIF experiment, also showing measurements for sooting volume fraction and size with time-resolved laser-induced incandescence (not discussed here) (Kruse et al., 2019). Bandpass filters are denoted by F, cylindrical and spherical lenses are CL and SL respectively, DM is a dichroic mirror, BS are 50/50 beam-splitters, W is a waveplate and P is a polarizer. Reprinted from Proceedings of the Combustion Institute, vol. 37, S. Kruse, J. Ye, Z. Sun, A. Attilli, B.B. Dally, P.R. Medwell, H. Pitsch, “Experimental investigation of soot evolution in a turbulent non-premixed prevaporized toluene flame,” pp. 849–857, Copyright 2019, with permission from Elsevier.


The NTLAF equation and its derivation were provided by Medwell et al. (2009a). It is important to note that this technique requires the calibration of three constants and that spectral overlap is ensured by using relatively broad laser linewidths ~0.5 cm−1. The NTLAF technique has been shown to provide temperatures with an accuracy within 100–150 K (~5–10% of mean values); however, are only valid where sufficient signal exists. This conditioning roughly corresponds to flame temperatures greater than 800 K (due to the small population of thermally excited indium below this temperature) and Φ ≥ 0.8 (below which the atomic indium is oxidized). Planar NTLAF thermography has been demonstrated in sooting and spray flames, although cannot capture the lean ignition processes which occur in flames in hot coflows (Cabra et al., 2005; Evans et al., 2016a). A further complication of the NTLAF technique is the large non-linear excitation regime between linear and saturated TLAF, which imposes the requirement of shot-to-shot measurements of laser energy profiles.



7. CONTRIBUTION OF LASER DIAGNOSTICS TOWARD UNDERSTANDING FLAMES IN JHC BURNERS


7.1. Measurements of Temperature and Species

Qualitative and quantitative PLIF has been used to measure and visualize structures, species distributions and infer relative magnitudes of selected reaction rates in flames stabilized in JHC burners. Comparisons between single-point measurements and equilibrium calculations (recall Figure 3) provide indications of the flame progress at different downstream locations (Dally et al., 2002; Cabra et al., 2005). With the addition of simultaneous multi-species (and hence mixture fraction) point data provided by Rayleigh-Raman measurements, LIF of radical species has been used to identify ignition at most-reactive mixture fractions and flame evolution in mixture fraction-space (Cabra et al., 2005; Mastorakos, 2009). This can be seen in the experimental data shown in Figure 3, where elevated temperatures and non-zero OH concentrations begin to appear in the leanest mixtures before extending to richer regions of the flame (Cabra et al., 2005). This conclusion has been further supported by direct numerical simulations (DNS) and transient flamelet modeling (Mastorakos, 2009). This technique has not, however, been performed under MILD combustion conditions in flames which appear visibly lifted or exhibit a “weak-to-strong transition” in a continuous flame-front (Medwell et al., 2008, 2016; Medwell and Dally, 2012a; Evans et al., 2016b; Ye et al., 2017).

The Rayleigh-Raman diagnostic technique has been extended to one-dimensional data measurements, and extensive measurements of piloted jet flames have been performed to quantify scalar dissipation, length scales and flame-sheet orientation (Karpetis and Barlow, 2002; Barlow et al., 2005; Magnotti and Barlow, 2017), these have not been performed on flames in hot and diluted coflows. This is despite strong coupling between the burning state and heat release profiles of such flames to scalar dissipation rate (Oberlack et al., 2000; Özdemir and Peters, 2001; Ihme et al., 2012; Evans et al., 2016b; Ye et al., 2016, 2017).

Planar imaging of radical species and intermediary species provides instantaneous of images in, and near, the flame-front. The imaging of specific species in the flame can be used as a surrogate for the reaction-zone, such as OH or CH, or to identify fuel decomposition using species such as CH2O. Aromatic hydrocarbons, such as toluene or polycyclic aromatic hydrocarbons (PAH) may also be targeted in PLIF studies as soot precursors (Sirignano et al., 2017), but often provide interference due to their broad, molecular-size-dependent absorption and emission spectra (Sirignano et al., 2017). This interference is particularly evident with high pulse powers (~10 mJ/pulse over ~10 ns), such as 355 nm beams used for imaging CH2O (Gordon et al., 2009; Ye et al., 2018). Despite this, PAH—and consequently soot—formation is suppressed with hot and diluted oxidants, reducing the potential for interference (Medwell et al., 2008; de Joannon et al., 2012; Evans et al., 2017b; Ye et al., 2017). Interference from Raman scattering can also be evident depending on the combination of LIF species and fuel-structure, and was used to explain the on-axis signal in OH-PLIF measurements of C2H4 flames in a JHC burner (Medwell et al., 2008).



7.2. Reaction-Zone Imaging in Understanding Flame Stabilization

Images of the OH radical may be interpreted as representing the lean side of the reaction-zone. Consequently, OH-PLIF can provide indications of flame stabilization mechanisms, such as the formation and growth of isolated ignition kernels (Gordon et al., 2008; Oldenhof et al., 2011), triple flame bases (Gordon et al., 2008) or a “weak-to-strong transition” in a continuous flame-front (Medwell et al., 2008, 2016; Medwell and Dally, 2012a; Evans et al., 2016b; Ye et al., 2017), which may each be seen in Figure 5. The occurrence of these structures is largely dependent on the combination of fuel/oxidant composition and temperatures (Medwell et al., 2008, 2016; Medwell and Dally, 2012a; Evans et al., 2016a,b), which dictates both the stoichiometric and most-reactive mixture fractions, and the underlying flow-field, which governs the local strain-field between the fuel and oxidant streams (Ye et al., 2016). Of these mechanisms, ignition kernel formation and autoignitive triple flames have been examined at significant length, and a full discussion is not provided here (Gordon et al., 2008; Mastorakos, 2009; Yoo et al., 2011; Arndt et al., 2012, 2019; Sidey and Mastorakos, 2015; Macfarlane et al., 2017, 2018, 2019; Ramachandran et al., 2019). Observations from OH-PLIF (Medwell et al., 2008), and resulting numerical studies (Medwell et al., 2009b; Evans et al., 2016b, 2017a,b) suggest that the least studied of these mechanisms—the “weak-to-strong transition”—anchors as a weakly reacting diffusion flame close to the jet exit, in Φ ≈ 0.2 (Evans et al., 2016a) under temperature and flow-field conditions almost identical to the laminar coflow stream. These weak diffusion flames allow for the diffusion of O2 in the fuel stream (in a process which has been termed, “reaction-zone weakening” Medwell et al., 2009b) and provide enhanced formation of precursors, such as CH2O (Medwell et al., 2009b; Medwell and Dally, 2012b), before a critical “transition point” where thermal run-away occurs (Medwell et al., 2008; Evans et al., 2016b). It has been hypothesized that these weak reaction zones are confined between the extinction strain-rate on the fuel-side, and the lean flammability-limit on the oxidant-side (Evans et al., 2016b). This hypothesis has been supported by Reynolds-averaged Navier-Stokes (RANS) modeling (Evans et al., 2017a), although there has not been any experimental confirmation of this through quantitative mixture fraction measurements.

It has been shown that flame stabilization under MILD combustion conditions is highly sensitive to the radical pool in the hot oxidant stream (Medwell et al., 2013, 2016; Evans et al., 2017b; Doan and Swaminathan, 2019). These radical and intermediary species significantly reduce ignition delay times in low oxygen conditions (Medwell et al., 2013, 2016; Evans et al., 2017b; Doan and Swaminathan, 2019), but have less of an effect in conventional autoignition processes with ≳6% O2 (by vol.) (Medwell et al., 2016; Evans et al., 2017b). Measurable radical species such as OH have been reported in hot coflows with ≲9% O2, with concentrations of equilibrium OH in the coflow increasing with dilution level (Medwell et al., 2007, 2008). Coflow OH concentrations may, however, be up to an order of magnitude less than OH in the flame reaction zone, particularly with the addition of H2 to the central fuel jet (Medwell et al., 2007, 2008; Evans et al., 2015b). Subsequently, coflow OH concentrations are not often visible in images used in the description of flame stabilization, such as Figure 7 (Evans et al., 2015b).


[image: Figure 7]
FIGURE 7. Instantaneous OH-PLIF images of ethylene jet flames centered at different heights above the jet exit plane in 1250 K coflows with different O2 concentrations (given in % volume) and labeled (A–P) for discussion. The right-hand edges of the images correspond to the fuel jet centerline (Evans et al., 2015b).




7.3. Effects of Coflow Composition on Flame Lift-Off and Structure

The combination of reaction-zone weakening and weak-to-strong transition points results in the appearance of a non-monotonic trend in lift-off height with changing oxidant dilution (Medwell and Dally, 2012a), as shown in Figure 7. This figure shows an ensemble of OH-PLIF images from C2H4 flames issuing into 1250-K coflows with O2 concentrations of 3–11% (by volume) (Evans et al., 2015b). The scale is kept constant in all images and the figures are normalized by the instantaneous beam-profile (Evans et al., 2015b). The figure shows that the transition/lift-off height decreases with increasing coflow O2 concentrations between 6–11% (Figures 7J,O,P), although a distinguishable OH front exists in the coflow with 3% O2 (Figure 7M) at a similar height to that in the 9% O2 coflow. An absence of isolated ignition kernels was reported in this study (Evans et al., 2015b). These observations are consistent with similar studies of C2H4 (Medwell et al., 2008) and n-heptane (Ye et al., 2017) in JHC burners. This unbroken weak-to-strong transition is, however, in contrast to the isolated autoignition kernels seen in experimental investigations of CH4/NG (Gordon et al., 2008, 2009; Oldenhof et al., 2010, 2011) and C2H4 (Yoo et al., 2011; Luo et al., 2012) flames in hotter coflows (1395–1550 K) with 7.6–23% O2 (by mass). It is important to note that kernel formation in cases with less than 14% O2 (by volume) initializes 60–80 mm above the jet exit plane (Oldenhof et al., 2010, 2011) and may be subject to entrainment of quiescent air (Evans et al., 2019b). Despite this potential influence of the surrounding air, this phenomenon has also been observed in subsequent chemiluminescence imaging of CH4 flames in confined coflows with 6.9% O2 (by volume) and coflows of 1170–1475 K (Ramachandran et al., 2019), where ignition kernels were more significantly prevalent for fuel jets with Re < 10k, than for faster jets. The burner used in this study, however, used a thick-walled central jet with an I.D. of 5.3 mm and O.D. of 9.5 mm (Ramachandran et al., 2019), which is significantly greater than the 0.2 mm (Oldenhof et al., 2011), 0.6 mm (Evans et al., 2019b; Kruse et al., 2019) or 0.9 mm (Cabra et al., 2002, 2005; Medwell et al., 2007, 2008, 2009b; Evans et al., 2015b; Ye et al., 2017) used in other experimental studies or continuous boundary conditions used in DNS investigations (Yoo et al., 2011; Luo et al., 2012). The differences between the observed stabilization mechanisms of jet flames with similar Reynolds number, in coflows with similar temperature and oxygen concentration but significantly different jet wall thickness (Medwell and Dally, 2012a; Ramachandran et al., 2019) demonstrates the influence of the flow-field on flame stabilization mechanisms, and differences which must be considered before directly comparing results.

Planar images of the OH radical in flames stabilized in hot coflows can be used to provide insight into the flame-front (Medwell et al., 2007, 2008; Gordon et al., 2008, 2009; Ye et al., 2016, 2017, 2018; Macfarlane et al., 2017, 2018, 2019) and, in combination with simultaneous PIV, its interaction with the underlying flow-field (Lyons et al., 2005; Oldenhof et al., 2011; Oldenhof et al., 2012). This latter approach is not available simultaneously with Rayleigh scattering measurements of temperature, due to the overwhelming Mie scattering signal from PIV seed particles. Images of OH-PLIF indicate the continuity of the flame-front, and may be used to identify “holes” or “ruptures” in the flame (Lyons et al., 2005). An example of this may be seen in Figure 7F. It was reported that only this case at this height exhibited any “holes” and that discontinuities were present in 35% of images (Evans et al., 2015b). No discontinuities were observed in the other cases at any of the different measurement heights (Evans et al., 2015b). Although these holes may be indicative of local extinction, such features must be interpreted with caution, as they may be indicative of several different mechanisms (Watson et al., 2000; Watson et al., 2002; Lyons et al., 2005). Further information about the local mixture fraction or flow-field would, however, be required to draw definitive conclusions.



7.4. Further Analyses of Transitional Flames and Ignition Processes

Flame stabilization of lifted and “transitional” turbulent flames in JHC burners has been studied experimentally using laser-based diagnostics (Medwell et al., 2007, 2008; Gordon et al., 2008; Ye et al., 2016, 2017, 2018), photographs and chemiluminescence imaging (Medwell and Dally, 2012a; Evans et al., 2016b, 2017b; Ramachandran et al., 2019), analytical analyses (Evans et al., 2016b), and numerical modeling (Shabanian et al., 2013; Evans et al., 2015a, 2017a; Medwell et al., 2016). The culmination of these studies have revealed the strong influence of the oxidant radical pool (Medwell and Dally, 2012a; Evans et al., 2017b) and the effects of the underlying flow-field (Evans et al., 2016b; Ye et al., 2016) on flames in hot coflows with ≲6% O2.

Analytical analyses of CH4, C2H4, and CH4/H2 diffusion flames in these coflows have suggested that MILD combustion may be reasonably approximated by a monotonic flamelet, with ignition or extinction points (Evans et al., 2016b). It is imperative to note that this analogy was proposed as a phenomenological description of the global process, rather than as a substitute for high-accuracy measurements or detailed chemical analyses (Evans et al., 2016b). The same study proposed that the weak-to-strong transition may be indicative of a weak diffusion flame preceding a “conventional ignition” point (Evans et al., 2016b), as was shown in Figure 5A). Numerical modeling of transitional flames has been met with varied success (Shabanian et al., 2013; Evans et al., 2015a). Although experimentally observed weak-to-strong transitions have been reproduced in RANS modeling (Evans et al., 2015a), this modeling study required significant adjustment of model parameters to replicate experimental results. This “parameter-tuning” was required due to the low turbulence Reynolds number of the jet flame (De et al., 2011; Parente et al., 2016), Damköhler number of order unity (Galletti et al., 2007; Mardani et al., 2011) and strong preferential diffusion effects (Medwell et al., 2009b). The combination of these effects has additionally, in the authors' experience, resulted in significant sensitivity to inlet conditions and subgrid models in large-eddy simulations (LES) with flamelet tabulation. Although, partially-stirred reactor and transported PDF models have demonstrated good agreement (Li et al., 2019; Wang et al., 2019a). The modeling challenges posed by this configuration highlight the need for more experimental insight and validation data for the generation of comprehensive turbulence-chemistry interaction models. Laser-based measurements are thus essential in this configuration, with this dataset still beyond replication by DNS due to the substantial computational resources required and the subsequent need for simplifications in geometry, chemistry, inlet conditions and/or species transport.



7.5. Heat Release Rate Imaging

Analyses of simultaneous PLIF images can provide insight into the structure of flames, such as the effect of weakening reaction zones (Medwell et al., 2009b) or estimations of normalized heat release rate (Paul and Najm, 1998; Gordon et al., 2009). Distributions of heat release rate are based on the assumption that the formation of HCO from OH and CH2O is the dominant exothermic reaction in the flame (Paul and Najm, 1998; Gordon et al., 2009). It follows that the overlap between OH and CH2O distributions (or nOH × nCH2O) may be used to provide an estimation of the relative, local heat release rate. In practice, this analysis further assumes that the true concentration of CH2O scales linearly with the normalized CH2O after quenching and Boltzmann fraction approximations described previously. This analysis was initially performed in CH4/NG flames (Paul and Najm, 1998; Gordon et al., 2009), and has been supported by numerical simulations (Gordon et al., 2009; Sidey et al., 2016). The interpretation of nOH × nCH2O being representative of heat release rate has also been used in the analysis of dimethyl ether (DME) (Macfarlane et al., 2017, 2018), which is shown with chemiluminescence imaging in Figure 8. Although both OH and CH2O are routinely imaged using PLIF, their overlap may not always provide a suitable combination for estimating heat release rate, particularly in the MILD combustion regime (Sidey and Mastorakos, 2016). This has been confirmed numerically for flames with n-heptane (Ye et al., 2017), as well as both C2H4 and 1:1 CH4/H2 (by volume), with the product of OH and HO2 proposed as a heat release rate marker for the latter two fuels (Evans et al., 2017b).
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FIGURE 8. Images of (A) OH-PLIF, (B) CH2O-PLIF, (C) the overlap of CH2O-PLIF and OH-PLIF (used as a heat release rate surrogate) and (D) the sum of CH* and OH* chemiluminescence (Macfarlane et al., 2017). Reprinted from Proceedings of the Combustion Institute, vol. 36, A.R.W. Macfarlane, M.J. Dunn, M. Juddoo, A.R. Masri, “Stabilization of turbulent auto-igniting dimethyl ether jet flames issuing into a hot vitiated coflow,” pp. 1661–1668, Copyright 2017, with permission from Elsevier.




7.6. Current Directions

Laser-based studies of gaseous fuelled-flames in the JHC configuration have included hydrogen, methane, ethylene, propane, acetone, ethanol and its isomer dimethyl-ether, n-heptane, toluene, octan-1-ol and its isomer di-n-butyl-ether and larger hydrocarbons (Cabra et al., 2002, 2005; Dally et al., 2002; Medwell et al., 2007, 2008, 2009b; Oldenhof et al., 2010, 2011; Arndt et al., 2012, 2013, 2016; Medwell and Dally, 2012a; Papageorge et al., 2014; Walters, 2016; Ye et al., 2016, 2017, 2018; Evans et al., 2017b; Kruse et al., 2019), whilst only methanol (Wang et al., 2019b), and ethanol (Correia Rodrigues et al., 2015a,b) have been investigated in liquid spray flames due to the added complexity of diagnostics in two-phase flows. It is also noteworthy that there has been little research of either gaseous or spray flames at elevated pressures (Evans et al., 2019a), although it has been noted that there are both very few high quality datasets under these conditions, and a particular need for measurements pertaining to soot formation in liquid spray flames (Hochgreb, 2019). This is due to the technical challenges involved in the development of both appropriate facilities and diagnostic tools.

Laser diagnostics have proven to be a valuable tool in understanding flames in JHC burners. Laser diagnostics have identified phenomena which have not yet been replicated by numerical modeling which promotes the need for further, high quality measurements in canonical and poorly understood configurations.




8. ONGOING AND FUTURE CHALLENGES

Optical diagnostics of flames in JHC burners have revealed a wealth of information about the ignition and structure of flames in hot and diluted environments. There are, however, ongoing challenges particularly for measurements in confined burners. These include:

• Measurements of mixture fraction have not been undertaken in transitional flames stabilized in JHC burners, despite such data having been taken in similar MILD (Dally et al., 2002) and autoignitive (Cabra et al., 2002, 2005; Dunn et al., 2009; Dunn et al., 2010) flames. Quantitative Rayleigh-Raman or polarized/depolarized Rayleigh scattering (Fielding et al., 2002; Frank et al., 2002; Schießl et al., 2009) measurements extending from the jet exit plane of a JHC burner to beyond the weak-to-strong transition would provide further insight into the ignition processes in MILD combustion and transitional flames and the downstream evolution of the reaction zone.

• Planar imaging of scalar dissipation has been performed in a variety of lifted and partially premixed flames using Rayleigh-Raman (Masri et al., 1996; Barlow et al., 2005) and polarized/depolarized Rayleigh scattering (Fielding et al., 2002; Frank et al., 2002; Schießl et al., 2009). Although gradients of temperature have been imaged in partially premixed flames stabilized on JHC burners (Dunn et al., 2007b; Gordon et al., 2009), semi-quantified or normalized measurements of scalar dissipation in non-premixed flames stabilized in hot and diluted coflows with O2 concentrations ≤6% would provide insight into the structure of the reaction zone in MILD combustion conditions and the non-monotonic trends in flame stabilization evident from OH-PLIF.

• Practical implementation of MILD combustion in inter-turbine burners (ITBs) requires an improved understanding and modeling capability of turbulence-chemistry interactions at elevated pressures. These both require high quality, quantified experimental data. The acquisition of these data presents a number of challenges, not least the requirement of optical diagnostics suitable for confined, high-pressure JHC burners. Flames in such pressurized burners are implicitly confined—increasing background scatter and beam-steering effects—and are more susceptible to PAH and soot formation and soot growth (Karataş and Ömer L. Gülder, 2012), which may limit the efficacy and validity of simultaneous quantitative diagnostics. Additional quantification challenges in these conditions include the evaluation of quenching of different fluorescent and seeded species at elevated pressures and the need to resolve smaller Kolmogorov length-scales resulting from increased gas densities.

• The vast majority of studies performed in JHC burners have focussed on gaseous fuels. This is despite most transport fuels being carried and injected in the liquids phase. Although several studies of complex prevaporized liquid fuels have been undertaken in coflows with 3–9% O2 (by vol.), only simple liquid spray flames have been the focus of laser-based diagnostic studies. Extension of laser-based studies to liquid, and additionally solid, fuels using techniques established for sooting (Chan Q. et al., 2011; Chan Q. N. et al., 2011) and swirling (Evans et al., 2019d) or piloted spray (Medwell et al., 2013) flames.

• Rayleigh scattering has been central to the success of optical diagnostics of flames stabilized in JHC burners. This is currently the only diagnostic approach which can provide planar measurements of temperature without limitations of selected species formation or the requirement of particle seeding. Without modification this technique cannot be applied to confined or particle or droplet laden flames. Two modifications to the Rayleigh scattering technique include filtered Rayleigh scattering (Hofmann and Leipert, 1996; Kearney et al., 2005) and the use of structured laser illumination planar imaging (SLIPI) (Aldén et al., 2011; Kempema and Long, 2014; Kristensson et al., 2015) which offer the potential solutions to the removal of Mie and unstructured background scattering, respectively. These or other techniques to measure the temperature field—such as the extension of CARS to line and planar measurements or combinations of two-color diagnostics suitable to low temperatures and a broad range of mixture fractions—will facilitate the collection of quantitative experimental data for absolute measurements and the further development of conditional statistics.

• Many current numerical combustion models cannot reliably predict the structure of flames stabilized in JHC burners without tuning of turbulence-chemistry interaction model constants or physical parameters (De et al., 2011; Evans et al., 2015a, 2019c; Parente et al., 2016; Ferrarotti et al., 2019), although recent LES have (Li et al., 2019) demonstrated less sensitivity than has been observed in equivalent RANS models (Wang et al., 2019a). Furthermore, these models are often calibrated using one or more of a limited set of high quality Rayleigh-Raman-LIF (Dally et al., 2002; Cabra et al., 2005), CARS-LIF-LDA (Oldenhof et al., 2010, 2011), or Rayleigh-LIF (Medwell et al., 2008) data. Although these measurements have all targeted flames in JHC burners, they do not form a consistent dataset. This reinforces the ongoing need for high quality measurements in validation configurations, with an emphasis on the systematic variation of boundary conditions, to provide individual cases and trends which challenge current numerical modeling approaches.



9. CONCLUSIONS

The interactions between light and matter form the basis of laser diagnostics in flames. This review provides fundamental background and guidance to aid in the interpretation of laser-based measurements, whilst highlighting findings from experimental studies of flames in jet in hot coflow burners. This review has discussed the importance of laser-induced fluorescence, velocimetry, Rayleigh and Raman scattering measurements in studies of JHC burners, and highlighted potential techniques needed to meet future challenges in diagnostics.

The findings presented in this review reinforce the advantages of, and ongoing need for, laser-based diagnostics of flames to fill knowledge gaps which cannot be addressed by modeling or theory alone. Laser-based diagnostics have been used to identify different flame stabilization mechanisms in JHC burners, including ignition kernels and weak-to-strong transitions. These measurements have been supplemented with numerical analyses, however measurements of instantaneous mixture fraction, strain-rate and scalar dissipation would still be required to answer outstanding questions about flame structure and discontinuities in the flame sheet under a narrow range of conditions.

There is still a need to better understand flame stabilization and structure in JHC burners in environments better representing practical systems. The challenges these environments present to current modeling approaches and the lack of appropriate validation data cements the importance of laser-based measurements, and the ongoing need to continue to develop the capabilities of laser diagnostics.



AUTHOR CONTRIBUTIONS

Both authors jointly drafted the outline of the work and discussed the content and contribution. ME produced the initial draft and revisions (scientific, grammatical, and stylistic) were made by both authors.



FUNDING

Financial salary support provided to ME by the Australian Research Council through the Discovery Projects Programme.



ACKNOWLEDGMENTS

The authors thank Prof. Bassam Dally and Dr. Alfonso Chinnici of the University of Adelaide for their helpful discussions. The authors also acknowledge support from The University of Adelaide and financial support from the Australian Research Council.



REFERENCES

 Aldén, M., Bood, J., Li, Z., and Richter, M. (2011). Visualization and understanding of combustion processes using spatially and temporally resolved laser diagnostic techniques. Proc. Combust. Inst. 33, 69–97. doi: 10.1016/j.proci.2010.09.004

 Arndt, C., Gounder, J., Meier, W., and Aigner, M. (2012). Auto-ignition and flame stabilization of pulsed methane jets in a hot vitiated coflow studied with high-speed laser and imaging techniques. Appl. Phys. B 108, 407–417. doi: 10.1007/s00340-012-4945-5

 Arndt, C. M., Papageorge, M. J., Fuest, F., Sutton, J. A., and Meier, W. (2019). Experimental investigation of the auto-ignition of a transient propane jet-in-hot-coflow. Proc. Combust. Inst. 37, 2117–2124. doi: 10.1016/j.proci.2018.06.195

 Arndt, C. M., Papageorge, M. J., Fuest, F., Sutton, J. A., Meier, W., and Aigner, M. (2016). The role of temperature, mixture fraction, and scalar dissipation rate on transient methane injection and auto-ignition in a jet in hot coflow burner. Combust. Flame 167, 60–71. doi: 10.1016/j.combustflame.2016.02.027

 Arndt, C. M., Schießl, R., Gounder, J. D., Meier, W., and Aigner, M. (2013). Flame stabilization and auto-ignition of pulsed methane jets in a hot coflow: influence of temperature. Proc. Combust. Inst. 34, 1483–1490. doi: 10.1016/j.proci.2012.05.082

 Ayoola, B., Balachandran, R., Frank, J., Mastorakos, E., and Kaminski, C. (2006). Spatially resolved heat release rate measurements in turbulent premixed flames. Combust. Flame 144, 1–16. doi: 10.1016/j.combustflame.2005.06.005

 Barlow, R., Fiechtner, G., Carter, C., and Chen, J.-Y. (2000). Experiments on the scalar structure of turbulent CO/H2/N2 jet flames. Combust. Flame 120, 549–569. doi: 10.1016/S0010-2180(99)00126-1

 Barlow, R., Frank, J., Karpetis, A., and Chen, J.-Y. (2005). Piloted methane/air jet flames: transport effects and aspects of scalar structure. Combust. Flame 143, 433–449. doi: 10.1016/j.combustflame.2005.08.017

 Barlow, R., Meares, S., Magnotti, G., Cutcher, H., and Masri, A. (2015). Local extinction and near-field structure in piloted turbulent CH4/air jet flames with inhomogeneous inlets. Combust. Flame 162, 3516–3540. doi: 10.1016/j.combustflame.2015.06.009

 Barlow, R. S. (2007). Laser diagnostics and their interplay with computations to understand turbulent combustion. Proc. Combust. Inst. 31, 49–75. doi: 10.1016/j.proci.2006.08.122

 Barlow, R. S., Dunn, M. J., Sweeney, M. S., and Hochgreb, S. (2012). Effects of preferential transport in turbulent bluff-body-stabilized lean premixed CH4/air flames. Combust. Flame 159, 2563–2575. doi: 10.1016/j.combustflame.2011.11.013

 Bartos, D., Dunn, M., Sirignano, M., D'Anna, A., and Masri, A. R. (2017). Tracking the evolution of soot particles and precursors in turbulent flames using laser-induced emission. Proc. Combust. Inst. 36, 1869–1876. doi: 10.1016/j.proci.2016.07.092

 Bilger, R., Stårner, S., and Kee, R. (1990). On reduced mechanisms for methane · air combustion in nonpremixed flames. Combust. Flame 80, 135–149. doi: 10.1016/0010-2180(90)90122-8

 Bohlin, A., and Kliewer, C. J. (2014). Diagnostic imaging in flames with instantaneous planar coherent Raman spectroscopy. J. Phys. Chem. Lett. 5, 1243–1248. doi: 10.1021/jz500384y

 Borggren, J., Weng, W., Hosseinnia, A., Bengtsson, P.-E., Aldén, M., and Li, Z. (2017). Diode laser-based thermometry using two-line atomic fluorescence of indium and gallium. Appl. Phys. B 123:278. doi: 10.1007/s00340-017-6855-z

 Cabra, R., Chen, J.-Y., Dibble, R., Karpetis, A., and Barlow, R. (2005). Lifted methane-air jet flames in a vitiated coflow. Combust. Flame 143, 491–506. doi: 10.1016/j.combustflame.2005.08.019

 Cabra, R., Myhrvold, T., Chen, J., Dibble, R., Karpetis, A., and Barlow, R. (2002). Simultaneous laser Raman-Rayleigh-LIF measurements and numerical modeling results of a lifted turbulent H2/N2 jet flame in a vitiated coflow. Proc. Combust. Inst. 29, 1881–1888. doi: 10.1016/S1540-7489(02)80228-0

 Carter, C. D., and Barlow, R. S. (1994). Simultaneous measurements of NO, OH, and the major species in turbulent flames. Opt. Lett. 19, 299–301. doi: 10.1364/OL.19.000299

 Cavaliere, A., and de Joannon, M. (2004). Mild combustion. Prog. Energ. Combust. 30, 329–366. doi: 10.1016/j.pecs.2004.02.003

 Cavaliere, D. E., Kariuki, J., and Mastorakos, E. (2013). A comparison of the blow-off behaviour of swirl-stabilized premixed, non-premixed and spray flames. Flow Turbul. Combust. 91, 347–372. doi: 10.1007/s10494-013-9470-z

 Chan, Q., Medwell, P., Alwahabi, Z., Dally, B., and Nathan, G. (2011). Assessment of interferences to nonlinear two-line atomic fluorescence (NTLAF) in sooty flames. Appl. Phys. B 104, 189–198. doi: 10.1007/s00340-011-4497-0

 Chan, Q. N., Medwell, P. R., Dally, B. B., Alwahabi, Z. T., and Nathan, G. J. (2012). New seeding methodology for gas concentration measurements. Appl. Spectrosc. 66, 803–809. doi: 10.1366/11-06553

 Chan, Q. N., Medwell, P. R., Kalt, P. A., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2011). Simultaneous imaging of temperature and soot volume fraction. Proc. Combust. Inst. 33, 791–798. doi: 10.1016/j.proci.2010.06.031

 Chan, Q. N., Medwell, P. R., Kalt, P. A. M., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2010). Solvent effects on two-line atomic fluorescence of indium. Appl. Opt. 49, 1257–1266. doi: 10.1364/AO.49.001257

 Correia Rodrigues, H., Tummers, M., van Veen, E., and Roekaerts, D. (2015a). Effects of coflow temperature and composition on ethanol spray flames in hot-diluted coflow. Int. J. Heat Fluid Flow 51, 309–323. doi: 10.1016/j.ijheatfluidflow.2014.10.006

 Correia Rodrigues, H., Tummers, M. J., van Veen, E. H., and Roekaerts, D. J. (2015b). Spray flame structure in conventional and hot-diluted combustion regime. Combust. Flame 162, 759–773. doi: 10.1016/j.combustflame.2014.07.033

 Dally, B., Karpetis, A., and Barlow, R. (2002). Structure of turbulent non-premixed jet flames in a diluted hot coflow. Proc. Combust. Inst. 29, 1147–1154. doi: 10.1016/S1540-7489(02)80145-6

 Dally, B., Riesmeier, E., and Peters, N. (2004). Effect of fuel mixture on moderate and intense low oxygen dilution combustion. Combust. Flame 137, 418–431. doi: 10.1016/j.combustflame.2004.02.011

 de Joannon, M., Sabia, P., Cozzolino, G., Sorrentino, G., and Cavaliere, A. (2012). Pyrolitic and oxidative structures in hot oxidant diluted oxidant (HODO) MILD combustion. Combust. Sci. Technol. 184, 1207–1218. doi: 10.1080/00102202.2012.664012

 De, A., Oldenhof, E., Sathiah, P., and Roekaerts, D. (2011). Numerical simulation of delft-jet-in-hot-coflow (DJHC) flames using the eddy dissipation concept model for turbulence-chemistry interaction. Flow Turbul. Combust. 87, 537–567. doi: 10.1007/s10494-011-9337-0

 Doan, N., and Swaminathan, N. (2019). Role of radicals on MILD combustion inception. Proc. Comb. Inst. 37, 4539–4546. doi: 10.1016/j.proci.2018.07.038

 Döbbeling, K., Hellat, J., and Koch, H. (2007). 25 years of BBC/ABB/Alstom lean premix combustion technologies. J. Eng. Gas Turb. Power 1, 2–12. doi: 10.1115/1.2181183

 Dunn, M., and Masri, A. (2010). A comprehensive model for the quantification of linear and nonlinear regime laser-induced fluorescence of OH under A2Σ+←X2Π (1, 0) excitation. Appl. Phys. B 101, 445–463. doi: 10.1007/s00340-010-4129-0

 Dunn, M., Masri, A., Bilger, R., Barlow, R., and Wang, G.-H. (2009). The compositional structure of highly turbulent piloted premixed flames issuing into a hot coflow. Proc. Combust. Inst. 32, 1779–1786. doi: 10.1016/j.proci.2008.08.007

 Dunn, M. J. (2008). Finite-rate chemistry effects in turbulent premixed combustion. (Ph.D. Thesis). School of Aeronautical, Mechanical and Mechatronic Engineering, The University of Sydney, Sydney, NSW, Australia.

 Dunn, M. J., Masri, A. R., and Bilger, R. W. (2007a). A new piloted premixed jet burner to study strong finite-rate chemistry effects. Combust. Flame 151, 46–60. doi: 10.1016/j.combustflame.2007.05.010

 Dunn, M. J., Masri, A. R., and Bilger, R. W. (2007b). “Lifted turbulent premixed flames issuing into a hot coflow, imaging of temperature and OH,” in 16th Australasian Fluid Mechanics Conference (AFMC) (Gold Coast, QLD: School of Engineering, The University of Queensland), 1344–1349.

 Dunn, M. J., Masri, A. R., Bilger, R. W., and Barlow, R. S. (2010). Finite rate chemistry effects in highly sheared turbulent premixed flames. Flow Turbul. Combust. 85, 621–648. doi: 10.1007/s10494-010-9280-5

 Duwig, C., Li, B., Li, Z., and Aldén, M. (2012). High resolution imaging of flameless and distributed turbulent combustion. Combust. Flame 159, 306–316. doi: 10.1016/j.combustflame.2011.06.018

 Eckbreth, A. C. (1996). Laser Diagnostics for Combustion Temperature and Species, Volume 3 of Combustion Science and Technology, 2nd Edn. Amsterdam: CRC Press.

 Evans, M. J., Chinnici, A., Medwell, P. R., and Ye, J. (2017a). Ignition features of methane and ethylene fuel-blends in hot and diluted coflows. Fuel 203, 279–289. doi: 10.1016/j.fuel.2017.04.113

 Evans, M. J., Medwell, P. R., and Chan, Q. N. (2019a). “Commissioning a confined and pressurised jet in hot and vitiated coflow burner,” in 11th Mediterranean Combustion Symposium (Tenerife).

 Evans, M. J., Medwell, P. R., Sun, Z., Chinnici, A., Ye, J., Chan, Q. N., et al. (2019b). Downstream evolution of n-heptane/toluene flames in hot and vitiated coflows. Combust. Flame 202, 78–89. doi: 10.1016/j.combustflame.2019.01.008

 Evans, M. J., Medwell, P. R., and Tian, Z. F. (2015a). Modeling lifted jet flames in a heated coflow using an optimized eddy dissipation concept model. Combust. Sci. Technol. 187, 1093–1109. doi: 10.1080/00102202.2014.1002836

 Evans, M. J., Medwell, P. R., Tian, Z. F., Frassoldati, A., Cuoci, A., and Stagni, A. (2016a). Ignition characteristics in spatially zero-, one- and two-dimensional laminar ethylene flames. AIAA J. 54, 3255–3264. doi: 10.2514/1.J054958

 Evans, M. J., Medwell, P. R., Tian, Z. F., Ye, J., Frassoldati, A., and Cuoci, A. (2017b). Effects of oxidant stream composition on non-premixed laminar flames with heated and diluted coflows. Combust. Flame 178, 297–310. doi: 10.1016/j.combustflame.2016.12.023

 Evans, M. J., Medwell, P. R., Wu, H., Stagni, A., and Ihme, M. (2016b). Classification and lift-off height prediction of non-Premixed MILD and autoignitive flames. Proc. Combust. Inst. 36, 4297–4304. doi: 10.1016/j.proci.2016.06.013

 Evans, M. J., Medwell, P. R., and Ye, J. (2015b). “Laser-induced fluorescence of hydroxyl in ethylene jet flames in hot and diluted coflows,” in 7th Australian Conference on Laser Diagnostics in Fluid Mechanics and Combustion (Melbourne, VIC).

 Evans, M. J., Petre, C., Medwell, P. R., and Parente, A. (2019c). Generalisation of the eddy-dissipation concept for jet flames with low turbulence and low Damköhler number. Proc. Combust. Inst. 37, 4497–4505. doi: 10.1016/j.proci.2018.06.017

 Evans, M. J., Sidey, J. A., Ye, J., Medwell, P. R., Dally, B. B., and Mastorakos, E. (2019d). Temperature and reaction zone imaging in turbulent swirling dual-fuel flames. Proc. Combust. Inst. 37, 2159–2166. doi: 10.1016/j.proci.2018.07.076

 Ferrarotti, M., Li, Z., and Parente, A. (2019). On the role of mixing models in the simulation of mild combustion using finite-rate chemistry combustion models. Proc. Combust. Inst. 37, 4531–4538. doi: 10.1016/j.proci.2018.07.043

 Fielding, J., Frank, J. H., Kaiser, S. A., Smooke, M. D., and Long, M. B. (2002). Polarized/depolarized Rayleigh scattering for determining fuel concentrations in flames. Proc. Combust. Inst. 29, 2703–2709. doi: 10.1016/S1540-7489(02)80329-7

 Foo, K. K., Evans, M. J., Sun, Z., Medwell, P. R., Alwahabi, Z. T., Nathan, G. J., et al. (2019). Calculated concentration distributions and time histories of key species in an acoustically forced laminar flame. Combust. Flame 204, 189–203. doi: 10.1016/j.combustflame.2019.03.019

 Foo, K. K., Sun, Z., Medwell, P. R., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2017). Experimental investigation of acoustic forcing on temperature, soot volume fraction and primary particle diameter in non-premixed laminar flames. Combust. Flame 181, 270–282. doi: 10.1016/j.combustflame.2017.04.002

 Foo, K. K., Sun, Z., Medwell, P. R., Alwahabi, Z. T., Nathan, G. J., and Dally, B. B. (2018). Influence of nozzle diameter on soot evolution in acoustically forced laminar non-premixed flames. Combust. Flame 194, 376–386. doi: 10.1016/j.combustflame.2018.05.026

 Frank, J., and Barlow, R. (1998). Simultaneous Rayleigh, Raman, and LIF measurements in turbulent premixed methane-air flames. Proc. Combust. Inst. 27, 759–766. doi: 10.1016/S0082-0784(98)80470-0

 Frank, J. H., Kaiser, S. A., and Long, M. B. (2002). Reaction-rate, mixture-fraction, and temperature imaging in turbulent methane/air jet flames. Proc. Combust. Inst. 29, 2687–2694. doi: 10.1016/S1540-7489(02)80327-3

 Frank, J. H., Kalt, P. A., and Bilger, R. W. (1999). Measurements of conditional velocities in turbulent premixed flames by simultaneous OH PLIF and PIV. Combust. Flame 116, 220–232. doi: 10.1016/S0010-2180(98)00041-8

 Fuest, F., Barlow, R. S., Chen, J.-Y., and Dreizler, A. (2012). Raman/Rayleigh scattering and CO-LIF measurements in laminar and turbulent jet flames of dimethyl ether. Combust. Flame 159, 2533–2562. doi: 10.1016/j.combustflame.2011.11.001

 Gabet, K. N., and Sutton, J. A. (2014). Narrowband versus broadband excitation for CH2O PLIF imaging in flames using a frequency-tripled nd:yag laser. Exp. Fluids 55:1774. doi: 10.1007/s00348-014-1774-9

 Galletti, C., Parente, A., and Tognotti, L. (2007). Numerical and experimental investigation of a mild combustion burner. Combust. Flame 151, 649–664. doi: 10.1016/j.combustflame.2007.07.016

 Giezendanner-Thoben, R., Meier, U., Meier, W., Heinze, J., and Aigner, M. (2005). Phase-locked two-line OH planar laser-induced fluorescence thermometry in a pulsating gas turbine model combustor at atmospheric pressure. Appl. Opt. 44, 6565–6577. doi: 10.1364/AO.44.006565

 Gordon, R. L., Masri, A. R., and Mastorakos, E. (2008). Simultaneous Rayleigh temperature, OH- and CH2O-LIF imaging of methane jets in a vitiated coflow. Combust. Flame 155, 181–195. doi: 10.1016/j.combustflame.2008.07.001

 Gordon, R. L., Masri, A. R., and Mastorakos, E. (2009). Heat release rate as represented by [OH] × [CH2O] and its role in autoignition. Combust. Theor. Model. 13, 645–670. doi: 10.1080/13647830902957200

 Gordon, R. L., Masri, A. R., Pope, S. B., and Goldin, G. M. (2007). A numerical study of auto-ignition in turbulent lifted flames issuing into a vitiated co-flow. Combust. Theor. Model. 11, 351–376. doi: 10.1080/13647830600903472

 Gu, D., Sun, Z., Dally, B. B., Medwell, P. R., Alwahabi, Z. T., and Nathan, G. J. (2017). Simultaneous measurements of gas temperature, soot volume fraction and primary particle diameter in a sooting lifted turbulent ethylene/air non-premixed flame. Combust. Flame 179, 33–50. doi: 10.1016/j.combustflame.2017.01.017

 Gu, D. H., Sun, Z. W., Medwell, P. R., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2015). Mechanism for laser-induced fluorescence signal generation in a nanoparticle-seeded flow for planar flame thermometry. Appl. Phys. B 118, 209–218. doi: 10.1007/s00340-014-5972-1

 Hochgreb, S. (2019). Mind the gap: turbulent combustion model validation and future needs. Proc. Combust. Inst. 37, 2091–2107. doi: 10.1016/j.proci.2018.05.003

 Hofmann, D., and Leipert, A. (1996). Temperature field measurements in a sooting flame by filtered Rayleigh scattering (FRS). Proc. Combust. Inst. 26, 945–950. doi: 10.1016/S0082-0784(96)80306-7

 Honoré, D., Lecordier, B., Susset, A., Jaffré, D., Perrin, M., Most, J., and Trinite, M. (2000). Time-resolved particle image velocimetry in confined bluff-body burner flames. Exp. Fluids 29, S248–S254. doi: 10.1007/s003480070027

 Ihme, M., and See, Y. C. (2011). LES flamelet modeling of a three-stream MILD combustor: Analysis of flame sensitivity to scalar inflow conditions. Proc. Combust. Inst. 33, 1309–1217. doi: 10.1016/j.proci.2010.05.019

 Ihme, M., Zhang, J., He, G., and Dally, B. B. (2012). Large-eddy simulation of a jet-in-hot-coflow burner operating in the oxygen-diluted combustion regime. Flow Turbul. Combust. 89, 449–464. doi: 10.1007/s10494-012-9399-7

 Jiang, N., Hsu, P. S., Mance, J. G., Wu, Y., Gragston, M., Zhang, Z., et al. (2017). High-speed 2D Raman imaging at elevated pressures. Opt. Lett. 42, 3678–3681. doi: 10.1364/OL.42.003678

 Kähler, C. J., Scharnowski, S., and Cierpka, C. (2012). On the resolution limit of digital particle image velocimetry. Exp. Fluids 52, 1629–1639. doi: 10.1007/s00348-012-1280-x

 Kaiser, S. A., and Frank, J. H. (2011). The effects of laser-sheet thickness on dissipation measurements in turbulent non-reacting jets and jet flames. Meas. Sci. Technol. 22:045403. doi: 10.1088/0957-0233/22/4/045403

 Kamal, M. M., Zhou, R., Balusamy, S., and Hochgreb, S. (2015). Favre- and reynolds-averaged velocity measurements: interpreting PIV and LDA measurements in combustion. Proc. Combust. Inst. 35, 3803–3811. doi: 10.1016/j.proci.2014.06.061

 Karataş, A. E., Ömer, L., and Gülder (2012). Soot formation in high pressure laminar diffusion flames. Prog. Energ. Combust. Sci. 38, 818–845. doi: 10.1016/j.pecs.2012.04.003

 Karpetis, A., and Barlow, R. (2002). Measurements of scalar dissipation in a turbulent piloted methane/air jet flame. Proc. Combust. Inst. 29, 1929–1936. doi: 10.1016/S1540-7489(02)80234-6

 Kawazoe, H., Ohsawa, K., and Fujikake, K. (1990). LDA measurement of fuel droplet sizes and velocities in a combustion field. Combust. Flame 82, 151–162. doi: 10.1016/0010-2180(90)90094-8

 Kearney, S. P., Schefer, R. W., Beresh, S. J., and Grasser, T. W. (2005). Temperature imaging in nonpremixed flames by joint filtered Rayleigh and Raman scattering. Appl. Opt. 44, 1548–1558. doi: 10.1364/AO.44.001548

 Kelman, J. B., Eltobaji, A. J., and Masri, A. R. (1998). Laser imaging in the stabilisation region of turbulent lifted flames. Combust. Sci. Technol. 135, 117–134. doi: 10.1080/00102209808924153

 Kempema, N. J., and Long, M. B. (2014). Quantitative Rayleigh thermometry for high background scattering applications with structured laser illumination planar imaging. Appl. Opt. 53, 6688–6697. doi: 10.1364/AO.53.006688

 Kohse-Höinghaus, K., and Jeffries, J. B., editors (2002). Applied Combustion Diagnostics. New York, NY: Taylor & Francis.


 Kojima, J., and Nguyen, Q.-V. (2002). Laser pulse-stretching with multiple optical ring cavities. Appl. Opt. 41, 6360–6370. doi: 10.1364/AO.41.006360

 Kristensson, E., Ehn, A., Bood, J., and Aldén, M. (2015). Advancements in Rayleigh scattering thermometry by means of structured illumination. Proc. Combust. Inst. 35, 3689–3696. doi: 10.1016/j.proci.2014.06.056

 Kruse, S., Medwell, P., Beeckmann, J., and Pitsch, H. (2018). The significance of beam steering on laser-induced incandescence measurements in laminar counterflow flames. Appl. Phys. B 124:212. doi: 10.1007/s00340-018-7072-0

 Kruse, S., Ye, J., Sun, Z., Attili, A., Dally, B., Medwell, P., and Pitsch, H. (2019). Experimental investigation of soot evolution in a turbulent non-premixed prevaporized toluene flame. Proc. Combust. Inst. 37, 849–857. doi: 10.1016/j.proci.2018.05.075

 Kyritsis, D. C., Santoro, V. S., and Gomez, A. (2004). The effect of temperature correction on the measured thickness of formaldehyde zones in diffusion flames for 355 nm excitation. Exp. Fluids 37, 769–772. doi: 10.1007/s00348-004-0860-9

 Li, Z., Cuoci, A., and Parente, A. (2019). Large eddy Simulation of MILD combustion using finite rate chemistry: Effect of combustion sub-grid closure. Proc. Combust. Inst. 37, 4519–4529. doi: 10.1016/j.proci.2018.09.033

 Luo, Z., Yoo, C. S., Richardson, E. S., Chen, J. H., Law, C. K., and Lu, T. (2012). Chemical explosive mode analysis for a turbulent lifted ethylene jet flame in highly-heated coflow. Combust. Flame 159, 265–274. doi: 10.1016/j.combustflame.2011.05.023

 Lyons, K., Watson, K., Carter, C., and Donbar, J. (2005). On flame holes and local extinction in lifted-jet diffusion flames. Combust. Flame 142, 308–313. doi: 10.1016/j.combustflame.2005.04.006

 Macfarlane, A., Dunn, M., Juddoo, M., and Masri, A. (2017). Stabilisation of turbulent auto-igniting dimethyl ether jet flames issuing into a hot vitiated coflow. Proc. Combust. Inst. 36, 1661–1668. doi: 10.1016/j.proci.2016.08.028

 Macfarlane, A., Dunn, M., and Masri, A. (2019). The influence of fuel type and partial premixing on the structure and behaviour of turbulent autoigniting flames. Proc. Combust. Inst. 37, 2277–2285. doi: 10.1016/j.proci.2018.09.006

 Macfarlane, A. R., Dunn, M., Juddoo, M., and Masri, A. (2018). The evolution of autoignition kernels in turbulent flames of dimethyl ether. Combust. Flame 197, 182–196. doi: 10.1016/j.combustflame.2018.07.022

 Magnotti, G., and Barlow, R. (2017). Dual-resolution Raman spectroscopy for measurements of temperature and twelve species in hydrocarbon–air flames. Proc. Combust. Inst. 36, 4477–4485. doi: 10.1016/j.proci.2016.06.128

 Makwana, A., Wang, Y., Iyer, S., Linevsky, M., Santoro, R. J., Litzinger, T. A., et al. (2018). Effect of fuel composition on soot and aromatic species distributions in laminar, co-flow flames. part 2. partially-premixed fuel. Combust. Flame 189, 456–471. doi: 10.1016/j.combustflame.2017.08.015

 Mardani, A., Tabejamaat, S., and Mohammadi, M. B. (2011). Numerical study of the effect of turbulence on rate of reactions in the MILD combustion regime. Combust. Theor. Model. 15, 753–772. doi: 10.1080/13647830.2011.561368

 Masri, A., Dibble, R., and Barlow, R. (1996). The structure of turbulent nonpremixed flames revealed by Raman-Rayleigh-LIF measurements. Prog. Energy Combust. Sci. 22, 307–362. doi: 10.1016/S0360-1285(96)00009-3

 Masri, A., Kelman, J., and Dally, B. (1998). The instantaneous spatial structure of the recirculation zone in bluff-body stabilized flames. Proc. Combust. Inst. 27, 1031–1038. doi: 10.1016/S0082-0784(98)80503-1

 Mastorakos, E. (2009). Ignition of turbulent non-premixed flames. Prog. Energy Combust. Sci. 35, 57–97. doi: 10.1016/j.pecs.2008.07.002

 McMillin, B. K., Seitzman, J. M., and Hanson, R. K. (1994). Comparison of NO and OH planar fluorescence temperature measurements in scramjet model flowfield. AIAA J. 32, 1945–1952. doi: 10.2514/3.12237

 Medwell, P. R., Chan, Q. N., Dally, B. B., Alwahabi, Z. T., Mahmoud, S., Metha, G. F., et al. (2012). Flow seeding with elemental metal species via an optical method. Appl. Phys. B 107, 665–668. doi: 10.1007/s00340-012-5065-y

 Medwell, P. R., Chan, Q. N., Dally, B. B., Mahmoud, S., Alwahabi, Z. T., and Nathan, G. J. (2013). Temperature measurements in turbulent non-premixed flames by two-line atomic fluorescence. Proc. Combust. Inst. 34, 3619–3627. doi: 10.1016/j.proci.2012.06.027

 Medwell, P. R., Chan, Q. N., Kalt, P. A. M., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2009a). Development of temperature imaging using two-line atomic fluorescence. Appl. Opt. 48, 1237–1248. doi: 10.1364/AO.48.001237

 Medwell, P. R., Chan, Q. N., Kalt, P. A. M., Alwahabi, Z. T., Dally, B. B., and Nathan, G. J. (2010). Instantaneous temperature imaging of diffusion flames using two-line atomic fluorescence. Appl. Spectrosc. 64, 173–176. doi: 10.1366/000370210790619573

 Medwell, P. R., and Dally, B. B. (2012a). Effect of fuel composition on jet flames in a heated and diluted oxidant stream. Combust. Flame 159, 3138–3145. doi: 10.1016/j.combustflame.2012.04.012

 Medwell, P. R., and Dally, B. B. (2012b). Experimental observation of lifted flames in a heated and diluted coflow. Energy Fuels 26, 5519–5527. doi: 10.1021/ef301029u

 Medwell, P. R., Evans, M. J., Chan, Q. N., and Katta, V. R. (2016). Laminar flame calculations for analysing trends in autoignitive jet flames in a hot and vitiated coflow. Energy Fuels 30, 8680–8690. doi: 10.1021/acs.energyfuels.6b01264

 Medwell, P. R., Kalt, P. A. M., and Dally, B. B. (2007). Simultaneous imaging of OH, formaldehyde, and temperature of turbulent nonpremixed jet flames in a heated and diluted coflow. Combust. Flame 148, 48–61. doi: 10.1016/j.combustflame.2006.10.002

 Medwell, P. R., Kalt, P. A. M., and Dally, B. B. (2008). Imaging of diluted turbulent ethylene flames stabilized on a Jet in Hot Coflow (JHC) burner. Combust. Flame 152, 100–113. doi: 10.1016/j.combustflame.2007.09.003

 Medwell, P. R., Kalt, P. A. M., and Dally, B. B. (2009b). Reaction zone weakening effects under hot and diluted oxidant stream conditions. Combust. Sci. Technol. 181, 937–953. doi: 10.1080/00102200902904138

 Medwell, P. R., Masri, A. R., Pham, P. X., Dally, B. B., and Nathan, G. J. (2014). Temperature imaging of turbulent dilute spray flames using two-line atomic fluorescence. Exp. Fluids 55:1840. doi: 10.1007/s00348-014-1840-3

 Minamoto, Y., and Swaminathan, N. (2014). Scalar gradient behaviour in MILD combustion. Combust. Flame 161, 1063–1075. doi: 10.1016/j.combustflame.2013.10.005

 Minamoto, Y., Swaminathan, N., Cant, R. S., and Leung, T. (2014). Reaction zones and their structure in MILD combustion. Combust. Sci. Technol. 186, 1075–1096. doi: 10.1080/00102202.2014.902814

 Mokhov, A., Gersen, S., and Levinsky, H. (2005). Spontaneous Raman measurements of acetylene in atmospheric-pressure methane/air flames. Chem. Phys. Lett. 403, 233–237. doi: 10.1016/j.cplett.2005.01.021

 Mungal, M. G., Lourenco, L. M., and Krothapalli, A. (1995). Instantaneous velocity measurements in laminar and turbulent premixed flames using on-line PIV. Combust. Sci. Technol. 106, 239–265. doi: 10.1080/00102209508907781

 Namer, I., and Schefer, R. (1985). Error estimates for Rayleigh scattering density and temperature measurements in premixed flames. Exp. Fluids 3, 1–9. doi: 10.1007/BF00285264

 Nguyen, Q., Dibble, R., Carter, C., Fiechtner, G., and Barlow, R. (1996). Raman-LIF measurements of temperature, major species, OH, and NO in a methane-air bunsen flame. Combust. Flame 105, 499–510. doi: 10.1016/0010-2180(96)00226-X

 Oberlack, M., Arlitt, R., and Peters, N. (2000). On stochastic Damköhler number variations in a homogeneous flow reactor. Combust. Theor. Model. 4, 495–510. doi: 10.1088/1364-7830/4/4/307

 Oldenhof, E., Tummers, M. J., van Veen, E. H., and Roekaerts, D. J. E. M. (2010). Ignition kernel formation and lift-off behaviour of jet-in-hot-coflow flames. Combust. Flame 157, 1167–1178. doi: 10.1016/j.combustflame.2010.01.002

 Oldenhof, E., Tummers, M. J., van Veen, E. H., and Roekaerts, D. J. E. M. (2011). Role of entrainment in the stabilisation of jet-in-hot-coflow flames. Combust. Flame 158, 1553–1563. doi: 10.1016/j.combustflame.2010.12.018

 Oldenhof, E., Tummers, M. J., van Veen, E. H., and Roekaerts, D. J. E. M. (2012). Transient response of the Delft jet-in-hot coflow flames. Combust. Flame 159, 697–706. doi: 10.1016/j.combustflame.2011.08.001

 O'Loughlin, W., and Masri, A. (2011). A new burner for studying auto-ignition in turbulent dilute sprays. Combust. Flame 158, 1577–1590. doi: 10.1016/j.combustflame.2010.12.021

 O'Loughlin, W., and Masri, A. R. (2012). The structure of the auto-ignition region of turbulent dilute methanol sprays issuing in a vitiated co-flow. Flow Turbul. Combust. 89, 13–35. doi: 10.1007/s10494-012-9388-x

 Özdemir, İ. B., and Peters, N. (2001). Characteristics of the reaction zone in a combustor operating at mild combustion. Exp. Fluids 30, 683–695. doi: 10.1007/s003480000248

 Palmer, J. L., and Hanson, R. K. (1996). Temperature imaging in a supersonic free jet of combustion gases with two-line OH fluorescence. Appl. Opt. 35, 485–499. doi: 10.1364/AO.35.000485

 Papageorge, M., Arndt, C., Fuest, F., Meier, W., and Sutton, J. (2014). High-speed mixture fraction and temperature imaging of pulsed, turbulent fuel jets auto-igniting in high-temperature, vitiated co-flows. Exp. Fluids 55:1763. doi: 10.1007/s00348-014-1763-z

 Parente, A., Malik, M. R., Contino, F., Cuoci, A., and Dally, B. B. (2016). Extension of the eddy dissipation concept for turbulence/chemistry interactions to MILD combustion. Fuel 163, 98–111. doi: 10.1016/j.fuel.2015.09.020

 Paul, P. H., and Najm, H. N. (1998). Planar laser-induced fluorescence imaging of flame heat release rate. Proc. Combust. Inst. 27, 43–50. doi: 10.1016/S0082-0784(98)80388-3

 Perpignan, A. A., Rao, A. G., and Roekaerts, D. J. (2018). Flameless combustion and its potential towards gas turbines. Prog. Energy Combust. Sci. 69, 28–62. doi: 10.1016/j.pecs.2018.06.002

 Plessing, T., Peters, N., and Wünning, J. G. (1998). Laseroptical investigation of highly preheated combustion with strong exhaust gas recirculation. Proc. Combust. Inst. 27, 3197–3204. doi: 10.1016/S0082-0784(98)80183-5

 Ramachandran, A., Narayanaswamy, V., and Lyons, K. M. (2019). Observations on the role of auto-ignition in flame stabilization in turbulent non-premixed jet flames in vitiated coflow. J. Eng. Gas Turb. Power 141:061018. doi: 10.1115/1.4042807

 Richardson, D. R., Jiang, N., Blunck, D. L., Gord, J. R., and Roy, S. (2016). Characterization of inverse diffusion flames in vitiated cross flows via two-photon planar laser-induced fluorescence of CO and 2-D thermometry. Combust. Flame 168, 270–285. doi: 10.1016/j.combustflame.2016.03.005

 Roy, S., Gord, J. R., and Patnaik, A. K. (2010). Recent advances in coherent anti-Stokes Raman scattering spectroscopy: fundamental developments and applications in reacting flows. Prog. Energy Combust. Sci. 36, 280–306. doi: 10.1016/j.pecs.2009.11.001

 Sabia, P., de Joannon, M., Sorrentino, G., Giudicianni, P., and Ragucci, R. (2015). Effects of mixture composition, dilution level and pressure on auto-ignition delay times of propane mixtures. Chem. Eng. J. 277, 324–333. doi: 10.1016/j.cej.2015.04.143

 Schießl, R., Kaiser, S., Long, M., and Maas, U. (2009). Application of reduced state spaces to laser-based measurements in combustion. Proc. Combust. Inst. 32, 887–894. doi: 10.1016/j.proci.2008.05.063

 Sepman, A., Mokhov, A., and Levinsky, H. (2013). Spatial structure and NO formation of a laminar methane–nitrogen jet in hot coflow under MILD conditions: a spontaneous Raman and LIF study. Fuel 103, 705–710. doi: 10.1016/j.fuel.2012.10.010

 Shabanian, S. R., Medwell, P. R., Rahimi, M., Frassoldati, A., and Cuoci, A. (2013). Kinetic and fluid dynamic modeling of ethylene jet flames in diluted and heated oxidant stream combustion conditions. Appl. Therm. Eng. 52, 538–554. doi: 10.1016/j.applthermaleng.2012.12.024

 Sidey, J., and Mastorakos, E. (2015). Visualization of MILD combustion from jets in cross-flow. Proc. Combust. Inst. 35, 3537–3545. doi: 10.1016/j.proci.2014.07.028

 Sidey, J., and Mastorakos, E. (2017). Visualisation of turbulent swirling dual-fuel flames. Proc. Combust. Inst. 36, 1721–1727. doi: 10.1016/j.proci.2016.08.045

 Sidey, J. A., Giusti, A., and Mastorakos, E. (2016). Simulations of laminar non-premixed flames of kerosene with hot combustion products as oxidiser. Combust. Theor. Model. 20, 958–973. doi: 10.1080/13647830.2016.1201146

 Sidey, J. A., and Mastorakos, E. (2016). Simulations of laminar non-premixed flames of methane with hot combustion products as oxidiser. Combust. Flame 163, 1–11. doi: 10.1016/j.combustflame.2015.07.034

 Sirignano, M., Bartos, D., Conturso, M., Dunn, M., D'Anna, A., and Masri, A. R. (2017). Detection of nanostructures and soot in laminar premixed flames. Combust. Flame 176, 299–308. doi: 10.1016/j.combustflame.2016.10.009

 Sorrentino, G., de Joannon, M., Sabia, P., Ragucci, R., and Cavaliere, A. (2017). Numerical investigation of the ignition and annihilation of CH4/N2/O2 mixtures under MILD operative conditions with detailed chemistry. Combust. Theor. Model. 21, 120–136. doi: 10.1080/13647830.2016.1220624

 Sorrentino, G., Sabia, P., de Joannon, M., Cavaliere, A., and Ragucci, R. (2016). The effect of diluent on the sustainability of MILD combustion in a cyclonic burner. Flow Turbul. Combust. 96, 449–468. doi: 10.1007/s10494-015-9668-3

 Sorrentino, G., Sabia, P., de Joannon, M., Ragucci, R., Cavaliere, A., Göktolga, U., et al. (2015). Development of a novel cyclonic flow combustion chamber for achieving MILD/flameless combustion. Energy Proc. 66, 141–144. doi: 10.1016/j.egypro.2015.02.079

 Starner, S., Bilger, R., and Long, M. (1995). A method for contour-aligned smoothing of joint 2d scalar images in turbulent flames. Combust Sci. Technol. 107, 195–203. doi: 10.1080/00102209508907802

 Sturgess, G., Zelina, J., Shouse, D. T., and Roquemore, W. (2005). Emissions reduction technologies for military gas turbine engines. J. Propul. Power 21, 193–217. doi: 10.2514/1.6528

 Sutton, J. A., and Driscoll, J. F. (2004). Rayleigh scattering cross sections of combustion species at 266, 355, and 532 nm for thermometry applications. Opt. Lett. 29, 2620–2622. doi: 10.1364/OL.29.002620

 van Veen, E. H., and Roekaerts, D. (2005). Thermometry for turbulent flames by coherent anti-Stokes Raman spectroscopy with simultaneous referencing to the modeless excitation profile. Appl. Opt. 44, 6995–7004. doi: 10.1364/AO.44.006995

 Walters, E. M. (2016). Stability and liftoff of non-premixed large hydrocarbon flames in MILD conditions. (Masters thesis). College of Engineering, Oregon State University, Corvallis, OR, United States.

 Wang, H., Zhou, H., Ren, Z., and Law, C. K. (2019a). Transported pdf simulation of turbulent CH4/H2 flames under MILD conditions with particle-level sensitivity analysis. Proc. Combust. Inst. 37, 4487–4495. doi: 10.1016/j.proci.2018.05.167

 Wang, Y., Jain, A., and Kulatilaka, W. (2019b). CO imaging in piloted liquid-spray flames using femtosecond two-photon LIF. Proc. Combust. Inst. 37, 1305–1312. doi: 10.1016/j.proci.2018.05.016

 Wang, Y., Makwana, A., Iyer, S., Linevsky, M., Santoro, R. J., Litzinger, T. A., et al. (2018). Effect of fuel composition on soot and aromatic species distributions in laminar, co-flow flames. part 1. non-premixed fuel. Combust. Flame 189, 443–455. doi: 10.1016/j.combustflame.2017.08.011

 Watson, K., Lyons, K., Carter, C., and Donbar, J. (2002). Simultaneous two-shot CH planar laser-induced fluorescence and particle image velocimetry measurements in lifted CH4/air diffusion flames. Proc. Combust. Inst. 29, 1905–1912. doi: 10.1016/S1540-7489(02)80231-0

 Watson, K., Lyons, K., Donbar, J., and Carter, C. (2000). Simultaneous Rayleigh imaging and CH-PLIF measurements in a lifted jet diffusion flame. Combust. Flame 123, 252–265. doi: 10.1016/S0010-2180(00)00133-4

 Wu, Z., Masri, A. R., and Bilger, R. W. (2006). An experimental investigation of the turbulence structure of a lifted H2/N2 jet flame in a vitiated co-flow. Flow Turb. Combust. 76, 61–81. doi: 10.1007/s10494-005-9006-2

 Yamasaki, Y., and Tezaki, A. (2005). Non-linear pressure dependence of a-state fluorescence lifetime of formaldehyde. Appl. Phys. B 80, 791–795. doi: 10.1007/s00340-005-1798-1

 Yao, M., Zheng, Z., and Liu, H. (2009). Progress and recent trends in homogeneous charge compression ignition (HCCI) engines. Prog. Energy Combust. Sci. 35, 398–437. doi: 10.1016/j.pecs.2009.05.001

 Ye, J., Medwell, P. R., Dally, B. B., and Evans, M. J. (2016). The transition of ethanol flames from conventional to MILD combustion. Combust. Flame 171, 173–184. doi: 10.1016/j.combustflame.2016.05.020

 Ye, J., Medwell, P. R., Evans, M. J., and Dally, B. B. (2015). “Quantitative Rayleigh temperature imaging in turbulent flameames of prevaporised n-heptane,” in 7th Australian Conference on Laser Diagnostics in Fluid Mechanics and Combustion (Melbourne, VIC).

 Ye, J., Medwell, P. R., Evans, M. J., and Dally, B. B. (2017). Characteristics of turbulent n-heptane jet flames in a hot and diluted coflow. Combust. Flame 183, 330–342. doi: 10.1016/j.combustflame.2017.05.027

 Ye, J., Medwell, P. R., Kleinheinz, K., Evans, M. J., Dally, B. B., and Pitsch, H. G. (2018). Structural differences of ethanol and DME jet flames in a hot diluted coflow. Combust. Flame 192, 473–494. doi: 10.1016/j.combustflame.2018.02.025

 Yoo, C. S., Richardson, E. S., Sankaran, R., and Chen, J. H. (2011). A DNS study on the stabilization mechanism of a turbulent lifted ethylene jet flame in highly-heated coflow. Proc. Combust. Inst. 33, 1619–1627. doi: 10.1016/j.proci.2010.06.147

 Yuan, R. (2015). Measurements in swirl-stabilised spray flames at blow-off. (Ph.D. thesis). University of Cambridge, Cambridge, United Kingdom.

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Evans and Medwell. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	HYPOTHESIS AND THEORY
published: 21 January 2020
doi: 10.3389/fmech.2019.00072






[image: image2]

MILD Combustion Limit Phenomena

Jenni A. M. Sidey-Gibbons*† and Epaminondas Mastorakos†

Hopkinson Lab, Department of Engineering, University of Cambridge, Cambridge, United Kingdom

Edited by:
Mara de Joannon, Istituto di ricerche sulla combustione (IRC), Italy

Reviewed by:
Amir Mardani, Sharif University of Technology, Iran
 Giancarlo Sorrentino, University of Naples Federico II, Italy

*Correspondence: Jenni A. M. Sidey-Gibbons, jams4@cam.ac.uk

†These authors have contributed equally to this work

Specialty section: This article was submitted to Thermal and Mass Transport, a section of the journal Frontiers in Mechanical Engineering

Received: 01 May 2019
 Accepted: 24 December 2019
 Published: 21 January 2020

Citation: Sidey-Gibbons JAM and Mastorakos E (2020) MILD Combustion Limit Phenomena. Front. Mech. Eng. 5:72. doi: 10.3389/fmech.2019.00072



This work contains an analysis of the existence of critical phenomena in MILD combustion systems through an exploration of classical results from high-energy asymptotics theory for extinction conditions of non-premixed flames and well-stirred reactors. Through the derivation of an expression linking burning rate to Damköhler number, the criteria for a folded S-Shaped Curve, representative of a combustion system with sudden extinction and ignition behavior, was derived. This theory is discussed in detail, with particular focus on the limitations of the global chemistry it presents. The conditions reported by various previously-published numerical and experimental investigations are then discussed in the context of this theory. Of these investigations, those with the highest level of preheat and dilution had monotonic rather than folded S-Shaped Curves, indicating a lack of sudden extinction phenomena. It suggests that MILD combustion systems are those which lack sudden ignition and extinction behavior, therefore exhibiting a smooth, stretched S-Shaped Curve rather than a folded one with inflection points. The results suggest that the delineation between folded versus monotonic S-Shaped Curves may provide a useful alternative definition of MILD combustion.
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1. INTRODUCTION

Analyses mapping the transition between fully burning, partially burning, and chemically frozen states are crucial to the understanding of ignition and extinction behavior in general combustion systems. The examination of these critical phenomena is essential considering the practical applications relying on the successful occurrence or avoidance of ignition and extinction events. Detailing these behaviors in complex systems, such as those involving preheat and dilution as in the MILD regime, is of particular importance. Ignition may be achieved through a supply of heat or fuel-attacking radicals to a combustible mixture; in the case of hot product dilution, both are relevant and, from the results in Sidey et al. (2014), have a significant effect on a systems autoignition and propagation behavior. In conventional systems, with the supply of heat and/or oxidation initiation radicals, if the rate of heat addition or chain-branching radical production dominates, thermal runaway will occur, and the system mixture will ignite. Conversely, if the rate of cooling or deactivating and quenching reactions dominate, the mixture will not successfully combust. From this, it follows that extinction must then occur through the removal of heat or chain-branching radicals. This may be achieved in numerous ways, including the mixing with a cold or inert gas or reduction in mixture equivalence ratio or pressure, as discussed in Law (2006).

Observable from the results of the jet in cross-flow experiment presented in Sidey and Mastorakos (2015) and autoignition and propagation results presented in Sidey et al. (2014), the high temperature and reactive species concentration in burned product oxidiser dictates that MILD combustion systems may be dominated by autoignition behavior. MILD system reactants are preheated and, in the cases discussed throughout this work, in the presence of chain-branching radicals through mixing with hot combustion products. Mixing with hot products dilutes the reactants such that, in the absence of the heat or radicals supplied through this mixing, the reactants would be unable to initiate thermal runaway. Any ignition attempt with a similar concentration of fresh reactants diluted with a cold, inert gas (say, CO2) would be unsuccessful because the system would lack the ability for sufficient heat and radical production to reach feedback combustion conditions. Once reactant mixtures diluted with hot combustion products autoignite, they continue to burn in an autoignition regime continually supplied with hot combustion products either through an external or internal recirculation system. The ability of a flame to propagate, as opposed to autoignite, in a premixed system heavily diluted with hot, reactive gas is discussed in Sidey et al. (2014). Due to this constant supply of heat and, in some cases, combustion radical species, required as parameters of the MILD combustion systems presented in this work, all of which are adiabatic and well-mixed, it follows that conventional extinction conditions cannot occur.

The lack of conventional extinction behavior in MILD combustion systems was addressed theoretically by Cavaliere and de Joannon (2004) through the examination of a well-stirred reactor (WSR). The working temperature of a WSR, TWSR, and the initial temperature of its reactants, T° are reported in Figure 1, from Cavaliere and de Joannon (2004), as a function of reactant O2 mole fraction, XO2. The system, designated as atmospheric CH4-air in stoichiometric quantities with a residence time, τres, of 1 s, ignites from a weakly burning state at Tsi, the system self-ignition temperature. This self-ignition, or autoignition, temperature is not a fundamental system parameter and is instead dependent on reactor and mixture characteristics, but is well defined for a WSR with a known τres and reactants of known composition. The behavior of the system working temperature, TWSR, is heavily dependent on XO2. Specifically, as dilution increases, and thus XO2 decreases, TWSR is reduced. Cavaliere and de Joannon take T° = 1100K as a specific example in Figure 1; for the most highly diluted case, the temperature rise during combustion, ΔT, is very low. This case, adhering to the conditions very high reactant preheat temperature and very low combustion temperature rise, exemplifies the Cavaliere and de Joannon definition of MILD combustion. The relationship between TWSR and T° in Figure 1 provides a comparison between the peak temperature of the system and its reaction timescale, linked to T°. Through this graphical analysis, known as an S-Shaped Curve analysis, the criticality characteristics of a system may be assessed. Conventional S-Shaped Curves are characterized by a weakly burning lower branch, intensely burning high temperature branch, and an unstable region connecting the two; these curves are referred to as “folded” (Figure 1, XO2 = 0.1, 0.2). As the peak temperature, or burning rate, of an intensely burning system on a folded S-Shaped Curve is decreased, extinction will occur when conditions of the unstable region are reached. Alternatively, systems which do not exhibit this sudden extinction behavior are described by smooth or monotonic S-Shaped Curves in which intensely and weakly burning branches are connected and no unstable region exists. In Figure 1, Cavaliere and de Joannon demonstrate that MILD combustion systems, defined by a high preheat temperature and low temperature rise during combustion, may approach fully-stable, monotonic S-Shaped Curve behavior and therefore may not extinguish as conventional systems do.


[image: Figure 1]
FIGURE 1. WSR behavior as a function of dilution (XO2) demonstrating conventional folded (XO2 = 0.1, 0.2) and smooth (MILD condition, XO2 = 0.05) S-Shaped Curves, from Cavaliere and de Joannon (2004).


The absence of sudden extinction behavior in combustion systems with reactants mixed extensively with preheated diluent, either inert or reacting, has been observed experimentally and theoretically. Libby and Williams (1983) reported on the smooth transition between thin and diffuse reaction zones of premixed laminar flames resulting from counterflowing reactants and combustion products at high rates of strain. Smooke et al. (1991), in a study investigating fresh premixed CH4-air reactants counterflowing against hot combustion products, observed that cases in which the burned product temperature was above 1480 K, no extinction strain rate could be reached experimentally or numerically. Similarly, Darabiha et al. (1988); Darabiha and Candel (1992) reported similar behavior in both C3H8-air and H2-air systems and suggested that the dissolution of conventional extinction and ignition behavior occurs when the hot stream temperature nears the adiabatic flame temperature of the cold reactants. This is in agreement with (Libby and Williams, 1983), who suggested that reaction zone and extinction behavior transitions occur when the hot product streams in such systems are cooled from their adiabatic flame temperature. Mastorakos et al. (1995) studied the effect of simultaneous preheat and dilution on turbulent counterflow flames experimentally by flowing either pure fuel or premixed fuel and air against hot combustion products from a second premixed flame. They reported that, even at very high strain rates, preheated and diluted flames would not extinguish, a finding consistent with theoretical work by Bray et al. (1996). Bray et al. investigated the extinction behavior of counterflow flames in which the opposing streams had unequal enthalpies. They found that, if an opposing stream was heated extensively, the mean reaction rate of the system in question was always above zero at its stagnation point. In practice, this means that sudden extinction phenomenon disappeared if one opposing stream, even if inert, was heated above a critical temperature within the range of hot combustion products. Choi and Katsuki (2002) also commented on the unusual extinction characteristics arising from extensive preheat and dilution, reporting that combustion reactions occur even with air excessively diluted with a preheated inert gas. Medwell et al. (2007) investigated flames produced with a heated and diluted co-flow apparatus with OH, formaldehyde, and temperature monitoring. Their work reported areas of distributed combustion zones with increased co-flow hot product concentration. As in the case of dilution with an inert gas in the Bray et al. and Mastorakos et al. studies, the presence of radical species in the initial reactant concentration was not necessary for the dissolution of conventionally observed extinction behavior. The high preheat temperature of the inert diluent initiates chain-branching reactions and the production of autoignition radicals upon mixing with the oxidiser and fuel.

With a focus primarily on the temperature of the hot overflowing stream rather than composition, many of these studies have not extensively investigated the critical phenomenon physics linked to reactive diluent, such as in the counterflow cases discussed in Sidey and Mastorakos (2016). Considering the lack of sudden extinction behavior due to preheat alone, the addition of radical species in the reactant composition at the system's boundary condition would exacerbate the ability of the system to react even at very high rates of strain. Coriton et al. (2010) and Coriton et al. (2013) investigated the effect of hot product stoichiometry and flame heat loss on laminar counterflow flames and observed that a regime without sudden extinction behavior occurs when sufficient oxidizing species are present in the hot combustion product stream. They identified the role of key radical pools in extinction behavior and concluded that the thickening of the heat release rate profile under MILD conditions was due to a shift in OH and O production rates. In this study, the absence of an abrupt extinction event in the highly diluted cases was attributed to sustained concentrations of OH and O in counterflow reaction zone in contrast to the depleted H, OH, and O concentrations leading to abrupt extinction in conventional flames. While the depletion of key CH4 attacking radicals such as H, OH, and O would lead to extinction, this effect must be coupled with temperature; the production of both heat and chain-branching intermediate species are intrinsically linked in systems diluted with preheated gas. In the presence of high temperatures, these radicals are produced immediately and, through further oxidation reactions, the radicals themselves lead to increased temperatures through a positive feedback process. The absence of these radicals may be due to quenching, competing weakly- or non-exothermic reactions, or simply a reduction in system temperature.

Despite the observation of the lack of extinction behavior in systems involving extensive dilution, the fundamental nature of this behavior is not strongly linked with the conditions of the MILD regime. This work aims to extend conventional extinction and ignition analysis specifically to MILD combustion processes to assess the existence of sudden limit phenomena in heavily diluted and preheated combustion systems with a simplified analysis.

Not only do we believe this work provides a link between the work of Cavaliere and de Joannon (2004) and the combustion analyses presented in Law (2006), but also presents the ideal that the presence of a classical extinction point may be used as a tool to delineate MILD combustion regimes. A mathematical analysis for investigating the presence of critical phenomena in simplified combustion systems from Law (2006) will be presented.

The capability of heavily diluted combustible mixtures, both from the non-premixed and premixed studies in Sidey and Mastorakos (2016) and Sidey et al. (2014) respectively, to exhibit sudden limit phenomena based on the presented analysis will be assessed. Finally, the conditions for critical phenomena will be discussed in comparison with previous studies and generalized for the MILD regime.



2. CRITICAL PHENOMENA IN CONVENTIONAL COMBUSTION SYSTEMS

The ignitability of a combustion system is often evaluated through the comparison of burning rate and a metric indicative of the residence time available for reaction, usually Damköhler number, Da:
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Damköhler number is a non-dimensionalized number indicative of time available for a reaction to proceed at a specified rate. As Damköhler number tends to ∞, τm must be very large and/or τc very small, indicating that the system must have reached an equilibrium state with a very fast reaction occurring in a long flow timespan. Conversely, a null Damköhler number describes a system with a very short residence time and comparatively long reaction time; the system is chemically frozen. In counterflow non-premixed systems, the flow may be characterized by the strain rate, A, a parameter describing the velocity gradient between the counterflowing streams. Systems with high rates of strain have very low associated reaction zone residence times, making them analogous to low Damköhler number systems. Low rates of strain allow for relatively long residence times allowing reactions to proceed, often to completion. Low strain rate counterflowing systems have a high Damköhler number.

A comparison of system burning rate or maximum temperature (indicative of burning rate) with Damköhler number results in an S-Shaped Curve, similar to that discussed with (Cavaliere and de Joannon, 2004) shown in Figure 2. As discussed briefly with Figure 1, S-Shaped Curves typically appear folded (Figure 2, left): a low Damköhler number and low temperature branch associated with frozen or weakly-reacting cases, a high temperature and high Damköhler number branch associated with fully burning cases, and an unstable region connecting the two branches. The inflection points on the S-Shaped Curve, or the points at which the upper and lower branches connect to the unstable transition region, are critical Damköhler numbers at which system ignition and extinction occur (DaI and DaE, respectively). A system's behavior may, under certain conditions, be appear as a smooth S-Shaped Curve on the burning rate–Damköhler number plot (Figure 2, right). These system lack critical points and, rather, transition smoothly from a frozen to burning state. As mentioned, these systems do not have a defined extinction Damköhler number or strain rate, but instead transition smoothly to a frozen, non-reacting state as residence time in comparison with reaction time becomes relatively small.


[image: Figure 2]
FIGURE 2. Folded (left) vs. smooth S-Shaped Curves detailing the transitions between weakly reacting, unstable, and fully burning branches in a combustion system. Adapted from Law (2006).


Through the analysis of simplified combustion systems, one may derive the criteria for the existence of critical points on the S-Shaped Curve in terms of system parameters such as preheat temperature. Furthermore, considering the unconventional extinction behavior of MILD combustion systems, reported in the work discussed in Sidey et al. (2014), and the regime definition involving preheat temperature (Cavaliere and de Joannon, 2004), it is important to investigate the applicability of this analysis to the MILD regime.


2.1. Condition for a Folded S-Shaped Curve

In order to investigate the existence of critical points, an assessment of the operation limits of two simplified combustion systems must be performed, beginning with an adiabatic thermal explosion. The energy and species governing equations for such a system, a lean, homogeneous body of gas at T° which ignites adiabatically after time t, with one-step global Arrhenius kinetics, are as follows, from Law (2006):
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The fuel reaction rate, [image: image], of Equations (2) and (3) is assumed to be of the Arrhenius form with the pre-exponential factor composed of B, the collision frequency factor, and cF, the fuel concentration. By stoichiometrically weighting both temperature and fuel concentration ([image: image] and [image: image]) to apply a coupling function, Equations (2) and (3) can be expressed as follows:
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with the coupling function, Ξ stemming from the following linear combination:

[image: image]

The resulting conserved scalar balance equation is:

[image: image]

Integrating Equation (7), recalling that [image: image], gives:

[image: image]

This result, linking the stoichiometrically weighted temperature with fuel concentration is useful when considering the energy balance in the second simplified combustion system: a well-stirred reactor (WSR) or Longwell bomb (Longwell and Weiss, 1955). Recall that through the analysis of a WSR system, an S-Shaped Curve was derived in Cavaliere and de Joannon (2004). The WSR energy balance, which relates the initial system and flame or reaction zone temperature, Tf, on the LHS to the reaction characteristics, assumed to be one-step Arrhenius, on the RHS. Note that because the WSR involves a changing flow, constant pressure system, Equation (9) differs from Equation (2) in that it requires cp rather than cv.
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With the substitution of non-dimensional stoichiometrically weighted temperature ([image: image]) and fuel concentration ([image: image]1), Equation (9) becomes:

[image: image]

The term [image: image], presented in reciprocal form on the LHS of Equation 10, is a form of Damköhler number, characterizing the residence time in relation to the reaction time. Equation 10 expresses the convective transport (LHS, controlled by Da) and chemical release (RHS, controlled by the Arrhenius one-step reaction term or burning rate) in the WSR. As discussed by Law (2006), this analysis may be extended to general reaction zones treated as a WSR - an assumption applicable the cases presented in this work considering the rigorous mixing and WSR-like behavior of the MILD regime. It is important to note that the precise definition of Damköhler number, whether it be strain rate, initial temperature, or collisional Damköhler number, is immaterial as long as it describes the ratio of transport or residence time to reaction time of the system.

After the derivation of the relationship between the chemical (burning rate) and diffusion terms of a generalized reaction zone, the existence of critical points of ignition and extinction may be determined. Graphically, critical points on S-Shaped Curve are points where the slope on the Da − Tf curve are vertical, or infinite. Mathematically, this condition may be expressed as:
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Taking the natural logarithm of Equation (10) gives:
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Followed by the derivative:

[image: image]

Applying the above to the critical points and substituting in Equation (11) gives:
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In Equation (14), the first term in the LHS describes effects due to system preheat whereas the second term in the LHS describes the effects due to composition reflected in [image: image]. If the critical point is the system ignition point ([image: image]), the system preheat temperature term dominates as [image: image] is likely to be close to [image: image]. For extinction ([image: image]), [image: image] is likely close to [image: image] and the composition term will heavily influence Equation (14) as opposed to the smaller preheat temperature term. This implies that reaching the ignition state is directly affected by the heat loss of the system whereas the extinction state is affected by the composition of the system or, rather, the ability of the system to sustain chain-branching and propagating reactions.

Equation (14) may be rearranged to give a general expression for the critical temperature (both ignition and extinction) in quadratic form:
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Solving Equation 16 for the root [image: image] gives:
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which, through the substitution of [image: image], leads to the following quadratic equation and the determination of [image: image] as a root:
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[image: image] only exists, from Equation (19), if the term under the square root is positive. This means that, in order for a combustion system to behave with critical extinction or ignition phenomena, the system must meet the condition:

[image: image]

This condition is useful when considering the definition of the MILD combustion regime. It links the system preheat temperature, T°, and composition, the non-dimensionalizing terms of [image: image] (cp and YF), to the activation energy of the system, [image: image], as criteria for critical phenomena manifested as inflection points on a folded S-Shaped Curve. This means that the limit phenomena of a system may be estimated solely by its composition and preheat characteristics, two already well-defined MILD parameters. If the condition outlined by Equation (20) is not fulfilled, the S-Shaped Curve cannot contain any inflection points and the system will not exhibit any sudden extinction behavior.




3. CRITICAL PHENOMENA IN THE MILD REGIME


3.1. Laminar Counterflow CH4-Hot Product Flames

This result may be easily applied to combustion systems meeting MILD criteria by considering counterflow flames with hot combustion product as an oxidiser presented in Sidey and Mastorakos (2016) and mixtures of varying dilution in Sidey et al. (2014). This analysis may begin with the assumption that a reduced global one-step methane reaction, given below with a corresponding activation temperature, Ta, is suitable to approximate MILD system chemistry.

[image: image]

This assumption carries implications for the present analysis. Obviously considering the results of Sidey and Mastorakos (2016) and Sidey et al. (2014), the presence of hot combustion products in MILD systems affects the activation temperature. In particular, the presence of radical species in the oxidiser may significantly encourage ignition. The effects of radical species are not included in the global, one-step reaction considered here. This analysis is therefore limited in its application, and may only be used as an exercise to understand the behavior of some MILD systems rather than a rigorous chemical tool.

Note that the use of this chemistry in this work is not a statement that complex chemistry is not required for MILD combustion. However, many complex combustion phenomena may be adequately understood through a 1-step chemistry description, including the well-known bending behavior of turbulent flame speed vs. turbulent intensity in Nivarti and Cant (2017). This does not mean that complex chemistry is not needed to understand the details of such phenomenon, but that the high activation energy concept still has usefulness in characterizing combustion from a theoretical perspective. While performing a series of calculations with complex chemistry we would locate the transition from sudden extinction to no sudden extinction more accurately in parameter space in this work, the transition distance is not substantially large. Further, considering the development of 1-step models tune activation energy in order to describe global combustion parameters like flame speed or extinction strain rate, a global chemistry framework is appropriate within the context of this work.

Recalling the definitions of the stoichiometrically weighted non-dimensionalized temperature terms, Equation (20) may be written as:

[image: image]

First considering the CH4-hot product flames, q = 50100 KJ/kg and values for cp, T°, and YF, given in Table 1, are obtained from the composition of the MILD counterflow systems presented in Sidey and Mastorakos (2016). Note that the value for YF is taken to be YF, stoic from the reaction of CH4 and hot products, assumed to be H2O, CO2, N2, and O2. T° is taken to be the equilibrium mixing, or frozen, temperature of CH4 and hot combustion products mixed in stoichiometric quantities. As the conditions in Table 1 and Ta the one-step reaction of methane (Reaction 21) are substituted into (Equation 20), it becomes clear that, for extensively preheated and diluted systems, the condition in Equation (20) is not satisfied. This result is presented graphically in Figure 3. The equality in Equation (20) is plotted as a solid line in Figure 3: any system operating above this line will have a folded S-Shaped Curve while anything below it does not meet the aforementioned condition and will have a monotonic S-Shaped Curve.


Table 1. Quantities relating to the counterflow systems in Sidey and Mastorakos (2016) relevant to the critical phenomena condition (Equation 20).

[image: Table 1]


[image: Figure 3]
FIGURE 3. A plot of the function defining the requirement for the existence of critical points or a folded S-Shaped Curve in a CH4 combustion system, Equation (20), and points from CH4/hot product simulations presented in Sidey et al. (2014) and highly diluted cases from Coriton et al. (2010), Abtahizadeh et al. (2012), Mastorakos et al. (1995), Choi and Katsuki (2002), and de Joannon et al. (2012).


Note that each of the cases examined in this analysis will have a [image: image] curve, although they do not differ from each other significantly. The conventional, non-preheated, stoichiometric, CH4-air system, marked “Conv.,” and a preheated, stoichiometric, CH4-air system, marked “Preheat,” both lie within the folded S-Shaped Curve region on Figure 3. The CH4 heavily diluted MILD combustion systems, or cases with Φ = 0.7, 0.8, and0.9 hot combustion products as an oxidiser, approximated through this analysis do not have folded S-Shaped Curves. This analysis is extended to similar counterflow non-premixed and premixed studies in the literature, with each symbol marked with its respective reference. The most heavily diluted cases presented by de Joannon et al. (2012) (preheated and diluted CH4/N2 and air), Mastorakos et al. (1995) (CH4-vitiated air at 1,750 K), Coriton et al. (2010) (CH4/air and 2,200 K hot products), and Abtahizadeh (Abtahizadeh et al., 2012) (CH4-vitiated air at 1415 K) all lie within the region of monotonic S-Shaped Curves in agreement with the findings reported in their associated references. The Choi and Katsuki (2002) case (CH4-vitiated air, diluted 20–50% by mole fraction) lies in the folded S-Shaped Curve region. This is due to the relatively low initial temperature of the oxidiser, To, and low level of dilution in comparison with the other studies presented here. However, Choi and Katsuki (2002) still reported on the absence of typical extinction behavior at these conditions. This discrepancy may be associated with the approximations made in this analysis, particularly the estimation of YF, stoic from values reported in the literature.

These results suggest that systems with extensive hot product recirculation do not extinguish suddenly even under heavily strained conditions. Instead, they would exhibit smooth transition behavior between intensely burning and near-frozen states. This behavior is dependent on both preheat temperature and dilution, evidenced by the typical extinction behavior of the case with preheated, undiluted air as an oxidiser (“Preheat”). This is approximately consistent with estimations made by Smooke et al. (1991) and Mastorakos et al. (1995) that no extinction behavior occurs when a hot product stream is heated above 1,480 K or 1,550 K, respectively.

The above quantification of the boundary separating the folded vs. monotonic behavior is sensitive mostly to the value used for activation energy, Ta. An increase or decrease of Ta by 10% does not change the results presented here. In other words, each study presented in Figure 3 remains in either the folded or smooth s-shaped curve area of the figure if the Ta were altered by 10%. Sensitivity analysis shows that a 20-25% variation in Ta may result in substantial enough changes to make a particular estimate of an experimental condition to jump from a non-folded to a folded regime. But such large uncertainties in the activation energy in the fuels used here are not expected, given the usual accuracy in the empirical 1-step models concerning flame speed or extinction strain rate.

This is in agreement with the numerical result discussed in Sidey and Mastorakos (2016); heavily diluted and preheated counterflow flames do not exhibit critical extinction behavior even at very high strain rates. The results may be viewed in the context of this analysis by plotting the inverse of strain rate, 1/A, a metric indicative of residence versus reaction time, or Damköhler number, and maximum temperature. In Figure 4, the S-Shaped Curves of CH4 (left) and kerosene (right) conventional and MILD counterflow flames are plotted. For the CH4-oxidant systems where an extinction strain rate does exist (CH4 burning with air, Φ = 0.6, 0.7 hot products), the S-Shaped Curve is folded with multiple solutions on distinct burning and weakly reaction branches. The unsteady region connecting the two branches is not plotted as it does not exert a physical presence within the system, and the intensely burning branch simply jumps to a frozen solution when sudden extinction occurs. These results are in partial agreement with those arising from the analysis based on Equation (20), with error in the prediction of Φ = 0.7 case behavior likely due to the assumption of a global one-step reaction and estimation of Ta. The highly diluted (Φ = 0.8, 0.9 hot product oxidiser) cases do not show any sudden extinction behavior and, as predicted by Figure 3, exhibit monotonic S-Shaped Curves devoid of unsteady regions.


[image: Figure 4]
FIGURE 4. Maximum temperature of methane (Left) and kerosene (Right) counterflow MILD (bold, marked with equivalence ratio of hot combustion product oxidiser) and conventional flames varying with strain rate, A, from Sidey et al. (2016) and Sidey and Mastorakos (2015).


Similarly to CH4 conventional flames, kerosene flames with air as an oxidiser suddenly extinguish at a specified strain rate, and therefore have a folded S-Shaped Curve. S-Shaped Curves for MILD kerosene counterflow flames at above atmospheric pressures are all smooth, indicating that there is an absence of extinction behavior in MILD kerosene systems and that this behavior is not pressure dependent. Based on results for CH4 systems, it is reasonable to expect that, with estimates of kerosene Ta and T°, cp, and YF, stoic for kerosene-0.6 hot products counterflow flames, these systems would not meet the conditions for a folded S-Shaped Curve and therefore lie below the function plotted on Figure 3.



3.2. Premixed CH4-Air-Hot Product Reactants of Varying Dilution, ζ

This analysis may also be applied to the mixtures of CH4, air, and hot combustion products, the composition of which is designated by a dilution variable, defined in Sidey and Mastorakos (2016). Although the autoignition and premixed flame systems presented in Sidey et al. (2014) are fundamentally inapplicable to a discussion on extinction considering they are unstrained, the mixtures of varying dilution studied in these systems is. If in a strained system, these mixtures are representative of cases in which fresh reactants are mixed hot combustion products in varying degrees, similar to those discussed in Mastorakos et al. (1995), Smooke et al. (1991), Darabiha et al. (1988), and Darabiha and Candel (1992).

As explained in detail in Sidey et al. (2014), these mixtures are obtained by mixing cold, fresh reactants of a specified equivalence ratio (Φ = 0.6, 1.0, and 1.3 from Sidey et al. (2014), with the addition of Φ = 0.7, 0.8, and0.9 allowing for a comparison with the lean counterflow flame cases discussed here) adiabatically with hot combustion products from a premixed flame of the same equivalence ratio. The result is a series of CH4-air-hot product mixtures of varying dilution, ζ. A low ζ defines a mixture of mostly fresh reactants while high ζ indicates a high fraction of hot combustion products: ζ = 0.2 is defined as a mixture of 20% hot combustion products and 80% cold reactants.

The mixture preheat temperature, T°, is plotted against XO2 in Figure 5 for each dilution case. The two are linked such that as the fraction of hot combustion products in the mixture, or ζ, increases, XO2 is reduced and the bulk temperature of the mixture increases. For low levels of dilution, each case satisfies the condition for critical points on the S-Shaped Curve (Equation 20). However, as T° increases and O2 available for reaction is reduced, the critical points on each mixture's S-Shaped Curve disappear, marked with a transition from a bold, patterned to dotted line in Figure 5. The point of this transition is marked with a “⋆” symbol for each case. The conditions at which the loss of critical points is estimated by this analysis are summarized in Table 2. Note that both T° and composition (YF and XO2) affect the existence of sudden extinction behavior for each dilution case. Despite this, each equivalence ratio case seems to transition into a region characterized by smooth S-Shaped Curves at a dilution ratio of ζ = 0.7or0.8, or, rather, a hot product fraction of 70–80% by mass. If considering the suggestion by Darabiha et al. (1988) and Darabiha and Candel (1992) that sudden extinction events cease to occur when preheat temperature approaches adiabatic flame temperature, it is worthwhile to note that the S-Shaped Curves of the mixtures in Figure 5 become smooth within 550 K of each case's adiabatic flame temperature or around 1,400 K.


Table 2. Dilution characteristics for which the condition in Equation (20) is not met and diluted mixtures are described by smooth S-Shaped Curves (see Figure 5).

[image: Table 2]


[image: Figure 5]
FIGURE 5. S-Shaped Curve behavior for mixtures of increasing hot product dilution, ζ based on the mixing procedure of Sidey et al. (2014). Patterned, bold lines mark regions where mixtures satisfy the condition for a folded S-Shaped Curve, while dotted lines regions where mixtures fail to satisfy Equation 20, suggesting smooth S-Shaped Curve behavior. The “⋆” symbols mark the point of transition from folded to smooth S-Shaped Curves.


It is also worthwhile to note that, in Sidey et al. (2014), premixed flame simulations failed to converge due to a tendency of the diluted mixture to autoignite at the cold boundary at a dilution ratio varying from ζ = 0.6to0.7. This limit coincides with the emergence of elongated ignition events visible in the PFR results, also in Sidey et al. (2014). From these comparisons, it is clear that a shift in autoignition, propagation, and limit phenomena behavior all seem to occur in agreement with the non-existence of critical points on a diluted and preheated system's S-Shaped Curve as predicted by the condition in Equation (20).




4. DISCUSSION

In this work, the existence of sudden limit behavior in highly preheated and diluted systems is investigated. The lack of sudden extinction phenomena of combustion systems involving significant dilution and subsequent mixing with hot combustion products has been reported in numerical and experimental investigations, including Libby and Williams (1983), Smooke et al. (1991), Darabiha et al. (1988), Darabiha and Candel (1992), Bray et al. (1996), and Mastorakos et al. (1995). Its understanding and prediction is not only useful for the application of such concepts in practical devices, but for further definition of the MILD combustion regime and is perhaps most accessible through S-Shaped Curve theory. Through the derivation of an expression linking burning rate to Damköhler number in a WSR, the criteria for a folded S-Shaped Curve, representative of a combustion system with sudden extinction and ignition behavior, was developed in Law (2006). This condition, [image: image], was used to assess the existence of a folded vs. monotonic S-Shaped Curve in the non-premixed counterflow CH4-air cases in Sidey et al. (2014). The simulation results agreed well with predicted S-Shaped Curve behavior, with the exception of the case in which fuel was burned in Φ = 0.7 hot combustion product oxidiser, although this is likely due to the estimation of CH4 activation temperature, Ta, through a global one-step oxidation reaction. The limits of the existence of critical points on the S-Shaped Curve agreed well with estimations made by Smooke et al. (1991) and Mastorakos et al. (1995). Although these results are of interest, they should not be taken as a rigorous explanation of the MILD regime as the chemical complexity of systems involving hot combustion products has been significantly simplified with the assumption of a one-step, global reaction. Despite this, within strict limitations, this analysis provides interesting insight into the limit behavior of MILD systems.

Mixtures of varying dilution based on those examined in unstrained premixed systems in Sidey et al. (2014) were also investigated in this analysis. Although no specific mixture temperature, T°, or O2 content, XO2, was found to be transition point from folded to smooth S-Shaped Curve behavior, the S-Shaped Curve behavior of all the cases investigated here became monotonic at a once diluted with 70-80% hot combustion products (ζ = 0.7, 0.8). Although this result is not directly applicable to unstrained premixed configurations which do not allow for extinction behavior, it is worthwhile to note that this limit of folded S-Shaped Curve behavior coincides well with the limit of the mixture's ability to support a freely propagating laminar flame. Furthermore, the emergence of monotonic S-Shaped Curve behavior coincides with the elongation of a mixture's primary autoignition event in a premixed system.

Supported by results from Sidey and Mastorakos (2016) and Sidey et al. (2014), it may be assumed that, as acknowledged by Cavaliere and de Joannon (2004), the MILD regime is characterized by a monotonic S-Shaped Curve. This result is accurately predicted by the (Liñán, 1974) analysis assessing the existence of turning points in a system's S-Shaped Curve. This theoretical result validates the numerical and experimental observation that MILD systems do not undergo sudden extinction behavior, even at very high rates of strain.



5. CONCLUSIONS

The lack of sudden extinction behavior and the ignition tendencies in heavily preheated and diluted strained non-premixed systems and unstrained premixed systems raises questions about critical phenomena in the MILD combustion regime. This work presents an analysis based on the existence of critical phenomena in conventional combustion systems, manifested as a folded S-Shaped Curve on a burning rate vs. Damköhler number plot. This analysis is limited in its application as it is unable to capture the effect of complex chemistry introduced by the presence of radical species in MILD systems. However, it provides a useful context as a first step for considering such systems and, although it over simplifies the definition of activation temperature, provides interesting insight into preheated and diluted combustion. It shows that, for heavily diluted and preheated CH4 combustion systems, sudden extinction phenomena cannot occur and the system behavior is described by a monotonic S-Shaped Curve.

The choice of employing simple chemistry should be thought of as a choice to use high-activation energy concepts as a useful tool for as characterizing combustion from a theoretical perspective. This adds an important perspective for understanding MILD combustion; if one employs this high-activation energy theory to various experimental configurations reported in the literature as MILD, one sees that these studies fall in a different part of the catastrophe surface. Within this analysis, critical phenomena of the mixtures investigated here ceased to exist at a level of dilution which corresponded to the point at which the mixtures were deemed to become MILD according to the autoignition and premixed flame analysis in Sidey et al. (2014). It follows that the extinction vs. no extinction behavior presented here may be used as a tool to delineate MILD combustion regimes from conventional ones.
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FOOTNOTES

1Recall that, from Equation (8), [image: image]. Further, through the application of conservation of energy across a flame with no heat loss and constant cp, cp(Tad−T°) = qYF and, non-dimensionalized, [image: image]).
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The energy demand in the world is ever increasing, and for some applications combustion is still the only reliable source, and will remain as such in the foreseeable future. To be able to mitigate the environmental effects of combustion, we need to move to cleaner technologies. Moderate or intense low oxygen dilution (MILD) combustion is one of these technologies, which offer less harmful emissions, especially nitric oxide and nitrogen dioxide (NOx). It is achieved by the recirculation of the flue gases into the fresh reactants, reducing the oxygen content, and thereby causing the oxidation reactions to occur at a milder pace, as the acronym suggests. This results in a flameless combustion process and reduces the harmful emissions to negligible amounts. To assist in the design and development of combustors that work in the MILD regime, reliable and efficient models are required. In this study, modeling of the effects of temperature variation in the oxidizer of a MILD combustion case is tackled. The turbulent scales are fully resolved by performing direct numerical simulations (DNS), and chemistry is modeled using multistage flamelet generated manifolds (MuSt-FGM). In order to model the temperature variations, a passive scalar which is created by normalizing the initial temperature in the oxidizer is defined as a new control variable. During flamelet creation, it was observed that not all the compositions are autoigniting. Several approaches are proposed to solve this issue. The results from these cases are compared against the ones performed using detailed chemistry. With the best performing approach, the ignition delay is predicted fairly well, but the average heat release rate is over-predicted. Some possible causes of this mismatch are also given in the discussion.
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1. INTRODUCTION

Moderate or intense low oxygen dilution (MILD) combustion is a relatively new technology that provides low emissions and high efficiency. The basic idea in MILD combustion is to recirculate the burned flue gases back, mix them with the reactants so that the combustion occurs at a milder rate (as the acronym suggests), and the temperature increase is much lower than in a conventional flame. It provides high efficiency, and reduces the emissions of CO, SOx, soot, and especially NOx (Cavaliere and de Joannon, 2004; Derudi and Rota, 2011; De Joannon et al., 2012), owing to lower flame temperatures. There are different definitions of MILD combustion in the literature. Cavaliere and de Joannon (2004) define MILD combustion as the combustion mode where the temperature of the reactants are high enough to autoignite, and the temperature increase in the combustor is less than the autoignition temperature in Kelvin. Wünning and Wünning (1997) make the distinction based on the furnace temperature and exhaust recirculation rate. More recently, Evans et al. (2017) came up with a new definition based on the unique S-curve of MILD combustion: there are no jumps between ignition and extinction events but a continuous ignition curve. They analyzed different premixed and non-premixed MILD cases and have shown that their definition agreed well with the experimental observations of gradual ignition in MILD conditions. Even though there are some discussions on which definition suits MILD combustion the best, overall characteristics are nevertheless well agreed on.

The beneficial characteristics of MILD combustion attracted attention from the combustion research and development communities. It has been applied to the steel and metallurgy industries starting from the 1990s (Li et al., 2011). More recently, opportunities of applying MILD combustion to gas turbines (Duwig et al., 2007; Albin et al., 2015; Kruse et al., 2015; Perpignan et al., 2018) and gasification processes (Tang et al., 2010) have been investigated. However, potential of MILD combustion is beyond these applications, as mentioned in Li et al. (2011). Therefore, additional efforts need to be made to fully understand the physical mechanisms in MILD combustion, and thereby expand its application areas and fulfill its potential.

To explore the physical mechanisms of MILD combustion, numerous experimental studies have been performed, with lab scale burners of different complexities. One of the most used configurations is the jet in hot coflow (JHC) configuration, where a hot and diluted oxidizer is created using a secondary burner, and a fuel jet is issued into this diluted oxidizer. Fuel and oxidizer mix via diffusion and entrainment, and the flame is stabilized by autoignition at a certain distance from the fuel nozzle. This way, the diluted nature of MILD combustion is imitated, without the need for real exhaust gas recirculation. The JHC configuration was utilized in both laminar (Sepman et al., 2013a,b) and turbulent conditions (Dally et al., 2002; Oldenhof et al., 2011; Duwig et al., 2012; Ma and Roekaerts, 2016) to achieve MILD combustion.

MILD combustion has been studied extensively using computational fluid dynamics (CFD) as well. Abtahizadeh et al. and Sepman et al. investigated the laminar JHC burner from University of Groningen using detailed chemistry (Abtahizadeh et al., 2013; Sepman et al., 2013b). In the former study, the effects of preheating and dilution were investigated, and it was found that in the presence of both preheating and dilution, the flame transitions into the MILD regime, and stabilizes via autoignition. In the latter study, it was demonstrated that the MILD case emits much less NO compared to the conventional flame. A reasonable agreement between experimental and numerical results was obtained in both cases. De et al. (2011) employed the eddy dissipation concept (EDC) with a Reynolds averaged Navier-Stokes (RANS) model to simulate the JHC experiments from Delft University of Technology (Oldenhof et al., 2011). They predicted the radial profiles of temperature and velocity reasonably well, but failed to match the lift-off heights found in the experiments. Another RANS study to investigate the JHC burner from The University of Adelaide was conducted by Christo and Dally (2005). They employed different turbulence and chemistry models, and concluded that the EDC with the standard k-ϵ turbulence model produces the best agreement with the experimental results. In addition, they stressed that preferential diffusion effects should be taken into account due to the high hydrogen content in the fuel. There have been several large eddy simulations (LES) of JHC burners as well. Kulkarni and Polifke applied a flamelet/progress variable (FPV) approach and found that the heat losses in the coflow are crucial in determining the lift-off height (Kulkarni and Polifke, 2013). Ihme et al. (2012) employed an FPV formulation with a three stream approach to account for the outermost cold air stream in the experiments from Adelaide. They also tried to fit the controlling variables to accurately represent the species profile of the coflow. In their computations, addition of the third stream yielded satisfactory results in terms of temperature and species profiles. In all the turbulent JHC simulations; turbulence, chemistry, and their interactions were modeled simultaneously. Therefore, it is difficult to judge which part of the modeling effort is failing when the results are not matching well with the experiments.

In order to understand the complex physical and chemical phenomena and their interactions in MILD combustion, detailed calculations need to be performed before any modeling effort. Minamoto et al. carried out the first 3D DNSs of MILD combustion (Minamoto et al., 2013, 2014). They simulated a premixed MILD system whose composition is obtained via 1D laminar flames, and compared the results with a conventional premixed case to examine differences in flame structures. They concluded that there are strong chemically reacting zones in the MILD regime, but unlike traditional premixed flames, the reaction layers are not sheet like and they interact with each other. Although their studies shed light on MILD combustion flame structures for premixed cases, they do not provide any interpretation for spontaneous mixing and chemistry, which is the case in many MILD systems including JHC experiments. van Oijen (2013) performed 2D DNS of autoigniting mixing layers representative of the JHC burner in Dally et al. (2002) and compared the results with 1D diffusive layer simulation results. His results show that the ignition delay times for the diffusive layer simulations and the 2D DNS are almost the same, and they are strongly dependent on preferential diffusion effects. Nevertheless, real turbulence effects could not be reproduced in his study since 2D turbulence lacks vortex stretching phenomena and has an inverse energy cascade. In addition, heat loss and the resulting non-uniform temperature profile of the coflow found in the experiments were not taken into account. In their 3D DNS study, Göktolga et al. (2015) demonstrated that the heat loss effects have a large influence on the ignition delay, and even in 3D turbulence the effects of preferential diffusion are still of utmost importance. Furthermore, they showed that due to flame curvature-preferential diffusion interactions, the species scatter differently in the composition space. More recently, Doan et al. (2018) investigated a MILD combustion case with 3D DNS, including mixture fraction and chemical progress variations in the inflow boundary conditions. They found out that ignition front, premixed flames, and non-premixed flames all coexist, without the presence of triple flame structures. Swaminathan (2019) has recently compiled the DNS works on MILD combustion. He concludes that the reactions zones in MILD combustion display autoignition characteristics of both non-premixed and premixed flames. He further deduces that reaction regions can be seen as homogeneous reactors and thus can be modeled accurately with tabulated chemistry using perfectly stirred reactors as canonical flames.

In combustion modeling, it is often the case that the total enthalpy at each mixture fraction does not deviate from the value corresponding to adiabatic mixing. For many cases this is a valid assumption (Cabra et al., 2002; Barlow et al., 2005). However, if there is heat loss through the combustor walls (Lammel et al., 2012), or the flame is considerably radiating (Dally et al., 1998), or there are heat losses even before the mixture enters the combustor (Dally et al., 2002; Mendez et al., 2015); then this assumption is no longer valid and the effects of the enthalpy change need to be modeled. In the context of flamelet based chemistry tabulation methods such as flamelet/progress variable (FPV) (Pierce and Moin, 2004), flame prolongation of ILDM (FPI) (Gicquel et al., 2000), and FGM; the most often used approach is to utilize the enthalpy as an additional control variable (Fiorina et al., 2003; Ihme and Pitsch, 2008; Donini et al., 2013).

In this study, the conditions to simulate are selected as the HM1 case of the Adelaide JHC case (Dally et al., 2002), because it is shown to operate in MILD combustion. In those experiments, there is a large variation in the oxidizer temperature when the oxidizer enters the primary combustor, because of the cooling jacket around the fuel (Dally et al., 2002). In some studies, this effect was completely ignored (Afarin and Tabejamaat, 2013; Chen et al., 2017). However, it was shown in Göktolga et al. (2015) that this temperature variation is of utmost importance for the ignition delay and related chemistry. Therefore, to have an accurate description of this case, taking the species and especially temperature variations in the oxidizer into account is a must, as has been addressed by several studies before (Ihme and See, 2011; Ihme et al., 2012; Sarras et al., 2014; Ma and Roekaerts, 2016). Ihme and See (2011) have utilized a three stream FPV approach to include the effects of the air shroud present in the Adelaide JHC experiments. They have introduced an extra control variable called oxidizer split, which was set to 0 and 1 for the diluted coflow and air shroud regions, respectively. By varying the progress variable and the oxidizer split in the coflow region, they included the temperature and species variations in the coflow. They applied this approach to simulate the HM3 (YO2 = 9%) case of the Adelaide JHC case, and later their work was extended by Ihme et al. (2012) to model the HM1 and HM2 (YO2 = 3% and YO2 = 6%, respectively) cases as well. Sarras et al. (2014) also introduced an extra mixture fraction to take the oxygen variations in the coflow, and further utilized enthalpy deficit to model the temperature variation, to model the Delft JHC burner (Oldenhof et al., 2011). Ma and Roekaerts (2016) used enthalpy directly as a control variable to model the enthalpy deficit due to intense droplet evaporation, to simulate spray combustion operating under MILD conditions.

With ever growing chemical reaction mechanisms, the use of detailed chemistry in 3D computations become more prohibitive despite the advances in computational hardware. Not only are there many species for which the transport equations are solved, but also the time step needed are quite small because of the stiffness of the chemical reactions. There are many chemistry reduction models proposed to decrease the computational requirements. One of them is flamelet generated manifolds (FGM) (van Oijen and de Goey, 2000). In FGM, it is assumed that a 3D flame is composed of 1D flamelets (Peters, 1984); and the composition space can be represented with lower dimensional manifold. To model a flame with FGM; 1D flames are solved, necessary thermo-chemical variables are stored in FGM tables as functions of a few control variables, and then transport equations for only those control variables are solved and required thermo-chemical are retrieved from the FGM tables. Göktolga et al. showed that for MILD combustion, standard FGM cannot model both the pre-ignition and oxidation regions accurately, and proposed a multistage (MuSt) FGM (Göktolga et al., 2017). In this method, different progress variables are used for each combustion stage to capture those stages properly. Because in FGM the diffusion processes are modeled as well, effects like flame propagation can be captured adequately. In Göktolga et al. (2017), it was shown that another very crucial flame stabilization mechanism in MILD combustion, namely the autoignition, can be captured with MuSt-FGM.

The aim of this study to model the effects of temperature variation in the oxidizer of the Adelaide JHC case using MuSt-FGM. In the remaining following sections the numerical methods and simulation setup are detailed, results are presented, and some conclusions are drawn.



2. NUMERICAL METHODS AND SIMULATION SETUP

As mentioned earlier, in an FGM study, firstly 1D flamelet calculations are performed. In this study, counter-flow flames with a strain rate of 200 s−1 are used as the flamelet type. The details of the counter-flow canonical configuration can be found in Vasavan et al. (2018). The calculations are performed using the 1D flame code called Chem1D (Somers, 1994). As the control variable representing the mixing between the fuel and the oxidizer, transported mixture fraction Zt is used. Since this is a MuSt-FGM study, the chemical progress for the pre-ignition and oxidation stage are represented by two different progress variables. In this study they are selected as [image: image] and [image: image], because the fuel in this case contains 50% hydrogen by volume, and thus the reactions are dominated by hydrogen chemistry. Two different tables for the pre-ignition and oxidation region are created with [image: image] and [image: image], transport equations for both [image: image] and [image: image] are solved simultaneously, and the table lookup is performed depending on which stage the combustion is. Further details of the MuSt-FGM method can be found in Göktolga et al. (2017).

In the DNS calculations, in house developed code (Bastiaans et al., 2001; Groot, 2003; Van Oijen et al., 2007) was used. In the code, fully compressible Navier-Stokes equations are solved together with the transport equations for control variables, which read:
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where the variables solved for are density ρ, velocity uj, transported mixture fraction Zt, progress variable [image: image], and temperature T. cv and cp are specific heats at constant volume and pressure, λ is thermal conductivity, σ is the stress tensor, [image: image] and [image: image] are Lewis number and chemical source term of the progress variable, q is the heat release rate in W/m3. Variables like cv, q, λ, as well as the viscosity used in stress term calculation are looked up from the MuSt-FGM tables. For numerical discretization, an implicit 6th order compact finite difference (FD) scheme (Lele, 1992) for diffusive terms, and a 5th order FD scheme with upwinding (de Lange, 2007) for the convective terms are employed. The tri-diagonal system originating from the implicit derivatives is solved using the Thomas algorithm. A 3rd order explicit Runge-Kutta scheme is utilized to perform the time integration. To avoid numerical instabilities at the boundaries, Navier-Stokes characteristic boundary conditions (NSCBC) (Poinsot and Lelef, 1992) are implemented.

As mentioned, in this study the JHC experiments from the University of Dally et al. (2002) are used as the baseline. The reason for selecting this case was that it mimics MILD combustion conditions properly and has extensive experimental data. From the three compositions studied in Dally et al. (2002), the HM1 case was selected because it contains the least amount of oxygen and thus represents MILD conditions the best.

In an industrial combustor, MILD conditions are often obtained via internal recirculation of flue gases. In the Adelaide JHC experimental setup, to mimic those conditions, a diluted oxidizer stream is created using a secondary burner and mixing hot combustion products from this secondary burner with fresh air at varying levels to control the oxygen levels. A cold fuel jet is issued into the diluted hot oxidizer, the two streams mix, and MILD combustion occurs in the primary burner. There is also a cold air tunnel around the hot oxidizer stream, which does not affect the combustion in the primary burner until 100 mm downstream from the fuel jet exit. This air stream is ignored in this study.

Experimentally intended constant temperature and species boundary conditions for the HM1 case are given in Table 1. However, due to experimental imperfections, in reality these variables are not constant in space and deviate from the intended conditions. Especially the temperature profile of the diluted oxidizer shows large variations due to the effect of cooling around the fuel pipe. Radial profiles of species and temperature were measured in the experiments at different axial locations. The measurements at z = 4 mm are assumed as the actual boundary conditions. In this work, simulations with only the real experimental conditions are performed, and they are referred to as “actual” profile cases. Profiles of temperature and oxidizer for the actual profile case as applied in the simulations are shown in Figure 1.


Table 1. Intended boundary conditions for the HM1 case of the JHC experiments.

[image: Table 1]
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FIGURE 1. Inlet radial profiles of temperature (A) and YO2 (B), scaled from the measured experimental values.


DNS computations were performed in the form of igniting mixing layers. A schematic of the computational domain is shown in Figure 2. In the experiments the inner diameter of the fuel jet is 4.25 mm, whereas in the DNS the equivalent height of the fuel slab in y-direction is kept as w = 2 mm to decrease the computational costs. In the DNS calculations, the fuel and oxidizer parts are simply extended in the third (z) direction so that the configuration is more like a slot burner. The reason for this is to make the calculation of the statistics easier. Periodic boundary conditions in the streamwise (x) and spanwise (z) directions, and non-reflecting outlet boundary conditions in the transverse (y) direction are used. An initial relative velocity of 67 m/s is given between the oxidizer and fuel layers in the streamwise direction, resulting in a Reynolds number of Re = ΔUwρ/μ = 67 × 2 × 10−3 × 0.36/(1.17 × 10−5) = 4120, which is in the order of the experimental value of 9482. Initial homogeneous and isotropic turbulent fluctuations with an intensity of 5% (u′/ΔU) are imposed to the fuel, which helps the shear layer between the fuel and oxidizer to develop faster and accelerate the mixing. It is realistic to impose turbulent fluctuations to the fuel because in the experiments the fuel jet has a high velocity and comes through a long pipe before entering the primary burner, and thus has developed turbulence before mixing with the oxidizer. The magnitude of these fluctuations was not measured in the experiments, therefore the intensity of 5% is estimated.


[image: Figure 2]
FIGURE 2. Not-to-scale sketch of the simulation domain in 3D DNS.


The number of mesh points for the domain size shown in Figure 2 is 253 × 505 × 127, in x, y, and z-directions, which results in a uniform mesh size of ~0.040 mm. During DNS calculations, Kolmogorov length scale was monitored and a minimum value of 0.024 mm was observed. Since this value is in the order of magnitude of the grid spacing, the spatial resolution can be regarded as sufficient (Moin and Mahesh, 1998). Because the code is fully compressible, acoustic waves need to be resolved, which requires very small time step. In all the DNS calculations, the time step is taken as 1 × 10−8 s, and the validity of this choice is controlled by checking the CFL number for acoustic waves.

Since the main goal of this study is to model the effects of temperature and species change in the oxidizer stream, the first issue to address is how to determine the control variable which can take these profile changes into account. Note that only the temperature and O2 content changes are considered and other species' (namely H2O and CO2) profiles in the oxidizer are assumed to be constant because their variations are marginal and the effects on chemistry are negligible, as observed in 1D flame analyses (not shown here). Depending on the O2 content, the mass fraction of N2 is adjusted so that ∑Yi = 1.

As seen in Figure 1, the temperature values in the oxidizer are unique for this range, which makes it a good candidate as a control variable. However, because temperature changes with chemical progress, it is not independent of the progress variables. To solve this problem, a normalized and passive version of temperature is defined, i.e., it varies between 0 and 1, and has no source term. It is therefore similar to a mixture fraction which is defined specially for the oxidizer region, and it was coined as “ZO”. The diffusivity of ZO was chosen the same as the diffusivity of temperature, i.e., thermal conductivity, and thus LeZO = 1. The profiles of ZO in composition and physical space for the Adelaide JHC case are shown in Figure 3, where Zt is the transported mixture fraction. Mathematical description and transport equations solved for ZO are shown in Equations (6)–(8), where T0 represents the initial temperature.


[image: Figure 3]
FIGURE 3. Initial profiles of ZO (solid) and Zt (dashed) in radial direction (A), and against each other (B).
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With the introduction of ZO, the species mass fractions and temperature can be represented as [image: image], where [image: image] is the first progress variable representing the pre-ignition chemistry, and [image: image] is the second progress variable representing the oxidation chemistry in the MuSt-FGM context.

The definition and selection of ZO as the control variable representing the oxidizer is similar to what Ihme et al. have used, where they defined an oxidizer split, which would model the effects of the outermost air shroud as well (Ihme and Pitsch, 2008). However, unlike in their study, in this work ZO was varied within the coflow during the flamelet generation process, and the outermost air shroud part was ignored. The ZO definition used here is also very similar to the second mixture fraction from the work of Sarras et al. (2014), which is defined as a scaled oxygen mass fraction. However, they further included enthalpy deficit as an extra control variable, and thus represented the species mass fractions as [image: image]. In their case, the temperature variation in the coflow cannot uniquely represent the oxygen variation, and thus the addition of enthalpy deficit as an extra control variable is reasonable.

In order to create the required flamelets, ZO values corresponding to experimental data points were selected, and 1D autoigniting flame calculations were performed using the composition and temperature data corresponding to each ZO value as the boundary condition for the oxidizer side. The composition at the fuel side was kept constant as 50% hydrogen and 50% methane by volume. It was observed that at some lower ZO values, autoignition does not happen because the oxidizer temperature is too low. In Figure 4, the selected ZO values for which autoignition occurs are shown. The smallest ZO value which autoignites is 0.710, which corresponds to the oxidizer temperature of 1009 K; and the largest ZO value which does not autoignite is 0.664, which corresponds to the oxidizer temperature of 962 K. Having non-autoigniting ZO values poses two problems: the first one is that the MuSt-FGM tables for the second stage (oxidation) at those ZO values simply cannot be generated, due to the lack of autoignition. The second issue is that even though compositions corresponding to low ZO values cannot autoignite by themselves, when the ignition occurs at higher ZO values, heat and species would diffuse into the lower ZO regions and could trigger ignition. To be able to model such an ignition triggering, and to be able to create tables at lower ZO values, additional measures have to be taken.


[image: Figure 4]
FIGURE 4. Selected ZO values with autoignition occurring (plus) and not occurring (circle).


To solve this problem, Ma and Roekaerts used a smaller strain rate than what they used by default, and later switched to the extinguishing flamelet approach (Ma and Roekaerts, 2016). In the current case, however, even for strain rates as low as 1 s−1, autoignition could not be obtained for the lower ZO values. Furthermore, since this case is an autoigniting one overall, utilizing extinguishing flamelets for every composition is not representative of the system. Using extinguishing flamelets for the non-igniting compositions and autoigniting flamelets for the igniting compositions would cause discontinuity in the tables.

In this work, several methods are proposed to tackle this problem. They are outlined one-by-one in the following subsections.


2.1. Method 1–2D Flamelets

A possible solution to non-igniting oxidizer points problem is to use 2D flamelets like in Hasse and Peters' work (Hasse and Peters, 2005), where they applied it to model one oxidizer and two fuel streams in Diesel engine combustion. In the current study, instead of solving the case in flamelet coordinates, a simulation was performed in 2D physical space, and converted into flamelet coordinates subsequently (x, y, t → Zt, ZO and PVs). The temperature, ZO and Zt profiles of this simulation are given in Figure 5, where the top part is the oxidizer with temperature gradient, and the bottom part is the fuel. Open outflow boundary conditions were given on all boundaries, and zero initial velocity was defined in the domain. The transient evolution of species and temperature was calculated. As can be seen in Figure 5, Zt is varied in y-coordinate, ZO is varied in x-coordinate, and changes in the progress variables are represented by the time coordinate. While the temperature rises with time due to chemical progress, Zt and ZO only diffuse. By using 2D flamelets, the diffusion of heat and species from higher ZO regions to lower ZO regions is also included, which means that the ignition of lower ZO values triggered by higher ZO values can be modeled, and lower ZO points pose no problem for the table generation.


[image: Figure 5]
FIGURE 5. Temperature (Top), ZO (Middle), and Zt (Bottom) fields for the 2D flamelet generation simulation at t = 0.0, 1.0, 3.0 ms from left to right.




2.2. Method 2–Forced Ignition

A different approach to solving the problem of non-autoigniting flamelets would be to ignite them artificially. This can be achieved by mixing the initial composition of the non-autoigniting cases with the steady burning composition of the same case by an appropriate ratio, and then letting this artificial mixture to ignite. Note that even though these low ZO compositions cannot autoignite, when initialized using an already burning solution, steady burning solutions can be obtained. The initial composition is obtained by purely mixing the fuel and oxidizer, and it constitutes the first flamelet of the MuSt-FGM table for that ZO value. The artificial mixture becomes the second flamelet, and the transient solution from the artificial mixture toward steady solution constitute the rest of the flamelets. To describe the process step by step:

• By initializing the solution with an already burning case, obtain a steady burning solution of a non-autoigniting ZO point.

• By mixing the steady burning solution of that non-autoigniting ZO point with its initial state, obtain an artificial mixture that can autoignite by itself. This step is shown in Equations (9) and (10), where Ynew, Yst and Yin represent the species mass fraction of the artificial mixture, steady solution and initial mixture, respectively, and h represents the enthalpy with the same notation of the subscripts.

• By trial and error, find the minimum weight m in Equations (9) and (10), which can provide a mixture that can autoignite.

• Using the initial mixing state, artificially created mixture, and the time evolution of the autoigniting case from the artificial mixture until the steady burning solution; create MuSt-FGM tables.

[image: image]
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This approach is called as “Forced Ignition” in the remaining of the text. The idea behind this approach is to find the minimum weight m where the originally non-autoigniting composition can take off by itself in terms of ignition, and tabulate this autoignition region. Any flamelet which has lower precursor values than the threshold flamelet will quench and not lead to ignition. During an FGM run, if the diffusion of precursor species and heat from an autoigniting ZO value are high enough to reach this threshold, then the composition at non-autoigniting ZO will be able to sustain ignition. If the diffusion levels are lower and not continuous, then they will not be sufficient to cause an ignition.

To explain the flamelet creation process in the forced ignition approach more clearly, flamelets from an originally non-autoigniting ZO value are given in Figure 6. The blue curve represents the initial mixing line, which does not autoignite by itself. By initializing the field from an already burning solution, a steady burning solution for this ZO value can be obtained, and it is represented with the black curve. Later, the solutions represented by the blue and black curves were mixed by different ratios and then it was checked whether this new solution could autoignite by itself. The mixture that could autoignite with a minimum contribution from the initial mixture solution (min blue/black ratio, so to say) is shown with the red curve in the figure. The red curve, which was also called as artificial mixture so far, will be referred to as “forcing flamelet” from here on. The autoigniting flamelets obtained from the forcing flamelet were stored to create the MuSt-FGM tables, and they are represented with the gray curves in Figure 6. While creating MuSt-FGM tables, the source terms at the forcing flamelet were set to the same source terms as the initial mixing line (blue curve), because otherwise any increase in progress variable would result in a significant source term during MuSt-FGM run. This is caused by the large gap between the blue and red curves, the linear interpolation used in the lookup procedure, and the non-linear relation between progress variables and their source terms.


[image: Figure 6]
FIGURE 6. Flamelets created with forced ignition approach. Blue line is the initial mixture, black line is the steady burning solution, and the red line is the mixture of the two which then autoignites and generates flamelets represented with gray lines. This case is for ZO = 0.664, with a weight m = 0.05. (A,B) Show different Zt ranges of the same figure.




2.3. Method 3–Default Method

The third approach to the non-autoigniting ZO points issue is to perform no additional treatment, and leave the non-autoigniting flamelets as they are. Since each progress variable represent a different stage in the MuSt-FGM approach, even though the mixture would not ignite, some pre-ignition chemistry happens regardless and thus can be parameterized by [image: image]. As a result, the first lookup table would be non-empty, and the lookup would proceed using only the first table. The implementation of this approach is straightforward, but it misses the conditions where the diffused heat and species from the autoignited compositions would ignite the non-autoigniting compositions. This approach is referred to as “Default Method” in the rest of the text.

Figure 7 shows two sample MuSt-FGM tables for the first (pre-ignition) stage. Figure 7A is from an autoigniting ZO value, and it is seen that the maximum value for [image: image] and its source term reach ~3 × 10−5 and 0.035, respectively. Whereas it is seen from Figure 7B, which is from a non-autoigniting ZO value, that both the source term and maximum value for [image: image] are orders of magnitude lower. This is expected because of the lack of autoignition. However, the table shown in Figure 7B is still usable in a MuSt-FGM calculation as the source terms are very small but non-zero.


[image: Figure 7]
FIGURE 7. MuSt-FGM first stage table samples for the default method. (A) Is an example of an autoigniting ZO value (ZO = 0.710), and (B) is an example of a non-autoigniting ZO value (ZO = 0.664). Contour values represent the source term of [image: image]. Note the difference in the range of [image: image] values and source terms.




2.4. Method 4–Extrapolation

The final approach for the problem of non-autoigniting ZO values is to remove those flamelets from the MuSt-FGM table generation all together, and to perform an extrapolation for those compositions during the MuSt-FGM simulations using the autoigniting compositions. For all the variables that are looked up from the tables, linear extrapolation is adapted.




3. RESULTS


3.1. 1D Results

As a first validation step, comparing the results of different modeling approaches with the detailed chemistry case in 1D is reasonable, because the capability of the models to represent the chemistry and diffusion in the absence of turbulence can be verified. In 1D simulations, the initial profiles of ZO and Zt as seen in Figure 3 are provided as initial conditions, no velocity is induced, and transient interaction of thermal/molecular diffusion and chemistry is calculated. Therefore this calculation is not a counter-flow flamelet simulation. In the detailed chemistry case and in the flamelet generation, DRM19 reaction mechanism (Kazakov and Frenklach, 1994), which includes 21 species and 84 reactions, was used.

The extrapolation approach failed to give any results as the computations diverged after only a few time steps. This is because the lowest ZO value (ZO = 0.514) is the one closest to the fuel, and therefore the whole region between the fuel and oxidizer is being extrapolated (see Figure 3). In addition, the extrapolation step is very large, from ZO = 0.710 to ZO = 0.514, while the range of ZO values for which the MuSt-FGM tables exist is from ZO = 0.710 to ZO = 1.0. This introduces a large error in the lookup procedure of many crucial variables, which leads to a quick divergence in the computations.

From the 1D calculation results, spatially averaged heat release rate and the maximum [image: image] in the whole computational domain are shown in Figure 8. These two variables give a good indication of when the ignition happens, and how fast and intense the oxidation reactions take place. The ignition delay times are also given in Table 2 for all the simulated cases. As seen in Figure 8 and Table 2, the forced ignition and default table cases predict the ignition delay fairly well, with an error of about 4% for both cases compared to the detailed chemistry case. The accuracy of the same cases in predicting the peak of the average heat release rate is less, with an error of about 20%. On the other hand, the 2D flamelet table case completely misses the ignition delay, and performs worse in terms of the peak average heat release rate. It is worth investigating why the 2D flamelet table performs so poorly.


[image: Figure 8]
FIGURE 8. Evolution of average heat release rate (A) and maximum [image: image] in the whole domain (B) in 1D calculations with detailed chemistry, default table, forced ignition table, and 2D flamelet table.



Table 2. Ignition delay times for different cases.

[image: Table 2]

When the progress variable source terms for the first flamelets were checked for the 2D flamelet case at non-autoigniting ZO values, it was seen that they were at sufficient levels to autoignite by themselves, as shown in Figure 9. It is seen that even though the source term for [image: image] at the first flamelet of ZO = 0.664 case is not as high as in ZO = 0.710 case, it is still much larger than its counterpart created with the default table option. This level of source term is sufficient to lead to autoignition. The reason for this high source term can be explained as follows: During the 2D flamelet simulation, higher ZO values ignite and [image: image] values increase orders of magnitude, and then [image: image] diffuses into lower (non-autoigniting) ZO values. This creates source terms at lower ZO values and triggers ignition, as intended with the 2D flamelet approach. However, these source terms are also tabulated at lower progress variable values, i.e., close to the initial mixing line, and cause lower ZO values to autoignite during an FGM simulation. This is an unintended consequence, because the goal is not to cause lower ZO compositions to autoignite, but to let them sustain the ignition triggered by diffusion. Since lower ZO values are closest to the fuel in physical space, this error causes the 2D flamelet case to fail in terms of ignition delay prediction.


[image: Figure 9]
FIGURE 9. Source term of [image: image] at the first flamelet for different cases.


The default case can predict the ignition delay well because no extra treatment is performed and thus no artificial source term is induced, and in the forced ignition case the artificial source term is removed by setting the source terms at the forcing flamelet same as in the initial mixing line. However, it should be mentioned that part of the reason why extra treatment is performed for non-autoigniting compositions is to be able to capture the effects of triggered ignition at those compositions with the help of diffusion from autoigniting regions. These effects are more visible in the turbulent cases, because the turbulence helps the entrainment of hot parts of the oxidizer with fuel. It is also worth mentioning that judging by the success of ignition delay prediction, it can be concluded that ZO represents the variation in the oxidizer temperature and resulting chemistry changes well.

To check why peak average heat release rate is lower in the MuSt-FGM cases, the distribution of the heat release rate in the ZO coordinate is investigated. In Figure 10, this distribution for each case when the peak average heat release rate happens is given. It can be seen that location and distribution of the heat release rate in ZO space is well captured in the forced ignition case compared to the detailed chemistry case, whereas the default case predicts a heat release at higher ZO values. This is reasonable because the default case does not have any second stage table (and thus considerable heat release) at lower ZO values. It is also seen that both MuSt-FGM cases predict the maximum heat release rate correctly, but the heat release rate remains high for a wider range of ZO values in the detailed chemistry case, which explains the difference in the peak average heat release rates. This might be because the tables are generated using a constant strain rate of 200 s−1, which does not represent the situation for this 1D simulation, where there is only diffusion transport. Nevertheless, the actual goal is to simulate the 3D cases properly, and because it is necessary to entrain the hot parts of the oxidizer and bring them into contact with the fuel to get ignition in the 3D case, flamelets generated with a strain rate is a better option.


[image: Figure 10]
FIGURE 10. Heat release rate at different ZO values. The values are taken from the time when the peak average heat release rate occurs for each case.




3.2. 3D Results

As in 1D simulations, average heat release rate and maximum [image: image] are calculated and shown in Figure 11 to make a first comparison between the detailed chemistry and MuSt-FGM. Again the ignition delay times are given in Table 2 as well. Note that since the 2D flamelet case performs poorly for the 1D case, it was not used further in the 3D simulations. The forced ignition case predicts the ignition delay with an error of 12% compared to the detailed chemistry case, which is a decent prediction given the complex structure of the case with preferential diffusion, temperature variations and turbulence. The default case does not perform that well, with the error increasing to 30%. Both MuSt-FGM cases over-predict the maximum increase of [image: image] by about 25%, which is a considerable error. It is also noteworthy that the ignition delay drops by a factor of two compared to the 1D simulations due to the turbulent entrainment, and this effect can be captured with MuSt-FGM cases without any extra treatment.


[image: Figure 11]
FIGURE 11. Evolution of average heat release rate (A) and maximum [image: image] in the whole domain (B) in 3D DNS calculations with detailed chemistry and 3D MuSt-FGM with default and forced ignition tables.


Looking at the average heat release rates, it is seen that both MuSt-FGM cases over-predict the peak values compared to the detailed chemistry case. For the forced ignition case, the error for the prediction of the peak average heat release rate is 68%, whereas for the default case it is 43%. Especially for the forced ignition case, the error is at unacceptable levels. In addition to the peak values, also the end value of the average heat release rate is over-estimated by both MuSt-FGM cases. However, it should also be mentioned that the initial increasing slope and the final decreasing slope in time for the average heat release rate are captured rather well with the forced ignition case. As for the maximum [image: image] prediction, the peak value throughout the simulation is over-predicted by 10% by both cases.

When the reasons for early ignition and high heat release rates for the MuSt-FGM cases are investigated, it is seen that the preferential diffusion-curvature interactions are playing a role. This interaction can be summarized as follows: flame curvature enhances or lessens the effects of preferential diffusion (Pitz et al., 2014), this causes a scatter of species in the composition space, this scatter is interpreted as progress in the FGM context, and as a result higher than actual heat release rates are retrieved from the FGM tables. To demonstrate how this interaction affects the distribution in the composition space, the scatter of [image: image] before the ignition (at t = 0.9 ms) is shown in Figure 12. In the MuSt-FGM context, this effect is even more intensified, because the scatter in [image: image] would cause a premature lookup from the second stage table, which would cause even higher heat release rates retrieved.


[image: Figure 12]
FIGURE 12. Distribution of [image: image] for the 3D detailed chemistry case at t = 0.9 ms. Note the wide scatter despite almost unity Lewis number of [image: image] ([image: image]).


In order to demonstrate how the error due to the scatter of species reflects in the actual MuSt-FGM run, contour plots of heat release rate from the detailed chemistry and forced ignition case are shown in Figure 13. The time chosen for each case is when the peak average heat release rate occurs, and the slice in z-direction is chosen as where the maximum heat release rate happens. It is seen that the detailed chemistry case has a more spotty ignition only at the bottom side, whereas the MuSt-FGM case with forced ignition table has a distributed ignition region both at the top and bottom sides. It should also be pointed out that while the average heat release rate differs in two cases by 68%, the difference in maximum heat release rate is 25%, which further supports that the over-prediction of the average heat release rate is because the MuSt-FGM cases lack the variations caused by the scatter of the species.


[image: Figure 13]
FIGURE 13. Heat release rate contours (in W/m3) for the detailed chemistry case (A) and the MuSt-FGM forced ignition table case (B), at the time when the peak average heat release rate occurs (t = 1.25 ms and t = 1.16 ms, respectively), and at the z-coordinate where the maximum heat release rate occurs. Please note the difference in color scales.





4. CONCLUSIONS

In this study, temperature and oxygen variations in the oxidizer of the Adelaide JHC burner were modeled in the MuSt-FGM context. A new passive variable was defined based on the normalized temperature values, coined as ZO, and used as the extra control variable. Unsteady counter-flow simulations were performed for each ZO point to create the necessary flamelets for MuSt-FGM table generation. However, it was realized that not all the compositions in the oxidizer can autoignite. To solve this problem, four approaches were proposed; (1) 2D flamelet creation, (2) helping the non-autoigniting compositions to ignite by mixing with the steady burning solution, (3) simply performing nothing extra and using only the first table (pre-ignition chemistry) of the non-autoigniting regions, (4) not using the non-autoigniting ZO points in the table generation and applying an extrapolation for those regions. The following conclusions can be drawn from the results and analyses:

• Judging from 1D simulation results, ZO is a good control variable definition to model the variations in the oxidizer.

• For the current case, creating flamelets from a physical 2D flame simulation did not work well, due to the highly diffusive precursors creating source terms at mixing lines of non-autoigniting ZO points.

• Extrapolation toward non-autoigniting ZO values caused the simulations to quickly diverge.

• Although 3D MuSt-FGM with the default table performed well in the 1D simulation, the prediction of the ignition delay as well as the heat release rate deteriorated considerably in the 3D DNS computations.

• 3D MuSt-FGM with the forced ignition case performed better for the ignition delay prediction. However, investigation of the results made it clear that the curvature-preferential diffusion interactions are important for this case.

Although there are open points for improvement such as the inclusion of the curvature-preferential diffusion interactions; considering the difficulty of the investigated MILD combustion case with preferential diffusion, turbulence and the temperature variations; the overall modeling performance for the MuSt-FGM approach can be regarded as successful. Compared to the detailed chemistry case, the ignition delay and the general trend of the average heat release rate are captured fairly well, although the peak value of the average heat release rate is considerably over-predicted.
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In the present work, the correlation between the Heat Releaser Rate (HRR) and species mole fractions and net reaction rates is studied. The PaSR closure model is employed in a RANS framework to implement a detailed kinetic scheme, including the excited species OH*, used as a HRR marker. The effect of oxygen dilution on the combustion regime is investigated, as it can lead to Moderate or Intense Low-Oxygen Dilution (MILD) conditions. Two cases with different levels of oxygen concentration are analyzed. The results suggest the possibility of combining chemical species to construct an appropriate scalar to achieve better correlation with the HRR. It is found that typical markers such as radicals O, OH, OH* correlate fairly well with the HRR but improved correlations can be achieved with appropriate species mole fractions combinations, particularly for the MILD region of the flame.

Keywords: heat release rate, heat release rate markers, OH*, laser induced fluorescence, jet in hot coflow, Moderate or Intense Low-Oxygen Dilution


1. INTRODUCTION

The Heat Release Rate (HRR) is a key physical quantity in combustion processes. It represents the amount of heat released per unit of time and space due to chemical reactions. Its spatial distribution directly influences important physical phenomena such as flame-turbulence interactions, sound generation and its interaction with flames. This latter may results in combustion instabilities, thus affecting the behavior of practical devices, such as gas turbines (Nikolaou and Swaminathan, 2014).

The mathematical expression of HRR is:

[image: image]

where N is the number of species, [image: image] is the reaction rate of the α-th chemical species, and [image: image] is its standard enthalpy of formation. Clearly, a direct measurement of the HRR would involve the accurate determination of a significant number of scalars simultaneously (Nikolaou and Swaminathan, 2014). Due to such a high complexity, it is more practical to measure a quantity that presents some correlation with this rate over the relevant range of flame and flow parameters (Najm et al., 1998b), to qualitatively estimate the local HRR.

Generally, chemiluminescence of natural excited species, e.g., OH*, CH*, (where *denotes an electronically excited state) and Laser-Induced Fluorescence (LIF) techniques (Najm et al., 1998a,b; Paul and Najm, 1998; Röder et al., 2013; Sidey and Mastorakos, 2015) are used to identify the reaction zone and its topology. However, the choice of the scalars able to identify the reaction region can be influenced by the specific chemical-physical behavior of the combustion process, determined in turn both by operative conditions and fuel mixture (Najm et al., 1998a,b; Nikolaou and Swaminathan, 2014). For instance, Vagelopoulos and Frank (2005) showed that the CH marker provides a reasonable correlation with the HRR only for undiluted reactant mixtures with equivalence ratios, ϕ, of 0.8–1.2, whereas Najm et al. (1998a,b) and Paul and Najm (1998) showed that the formyl radical, HCO, is a good HRR-marker for stoichiometric or slightly rich (ϕ = 1.2) methane and dimethyl ether-air laminar flames. Moreover, the flame stretch effects coming from flame-vortex interaction do not significantly influence this correlation (Najm et al., 1998b). According to the authors, the robust correlation between HRR and HCO concentration may be attributed to three main reasons: (1) HCO is a major intermediate species in oxydation of CH4 to CO2; (2) its concentration is directly dependent on its production rate; (3) HCO production is directly dependent on the concentration of CH2O, that in turn directly depends on the reaction CH3 + O <=> CH2O + H, which shows the largest fractional influence on heat release rate (Paul and Najm, 1998). Nevertheless, Minamoto and Swaminathan (2014), Mulla et al. (2016), and Nikolaou and Swaminathan (2014) highlighted the difficulty of accurately measuring HCO concentration due to its low signal to noise ratio, thus suggesting to use the more reliable product of OH and CH2O local signals. Indeed, such species are involved as reactants in HCO formation from formaldehyde through the reaction OH + CH2O <=> HCO + H2O. This reconstructed LIF-signal was demonstrated to be a clear HRR-marker for the investigated conditions. Up to now, a wide number of different analysis (Fayoux et al., 2005; Richter et al., 2005; Li et al., 2018) on flame topology has relied on this assumption. Sidey and Mastorakos (2015) compared the presence of OH and OH* with the flame primary heat release region under MILD conditions, suggesting that the sole OH may not be a comprehensive HRR marker for MILD regime.

In more recent studies, Nikolaou and Swaminathan (2014) and Mulla et al. (2016) re-examined the validity of this reaction rate as flame marker for a certain number of combustion conditions. In particular, using Direct Numerical Simulations (DNS) data, they investigated undiluted and diluted methane-air flames, and multicomponent fuel mixtures under both laminar and turbulent conditions. The diluted case operated in Moderate or Intense Low oxygen Dilution (MILD) conditions (Minamoto and Swaminathan, 2014). Remarkable findings shown were: (1) a large fractional contribution of a reaction to the HRR does not automatically imply that this will have a good correlation with the HRR (Nikolaou and Swaminathan, 2014); thus, the rate of the aforementioned reaction, CH3 + O <=> CH2O + H, which often shows a high fractional influence on HRR, is not necessarily well correlated with the HRR. (2) HRR correlation is strongly dependent on the equivalence ratio. As a consequence, alternative markers were proposed. The product of H and CH2O concentrations, corresponding to reaction H + CH2O <=> HCO + H2, instead of OH and CH2O ones was suggested for turbulent MILD and conventional premixed methane-air flames. The viability of H-CH2O product LIF signal was demonstrated in Mulla et al. (2016).

The aim of this study is to add further understanding on the adequacy of the various HRR markers under diluted condition of a methane/hydrogen-air mixture for both MILD and not-MILD conditions. To this purpose, the widely studied Adelaide Jet in Hot Coflow (JHC) burner (Dally et al., 2002; Medwell et al., 2007; Wang et al., 2011) is modeled following Christo and Dally (2005); Aminian et al. (2012); Parente et al. (2016); Ferrarotti et al. (2019). Firstly, spatial correlations of chemical species and reaction rates with the local HRR are studied. Thence, appropriate combinations of species mole fractions are also taken into consideration and compared with conventional markers.



2. METHODOLOGY


2.1. Adelaide Jet in Hot Coflow Burner

The Adelaide JHC (Dally et al., 2002) has been extensively studied and modeled in literature because of its ability to emulate the MILD combustion regime as well as the large number of available experimental data. Hence, it represents a reference test case to validate computational models. For sake of clarity, a sketch of the burner is shown in Figure 1, together with numerical predictions of the OH radical for the two configurations investigated in this work. Inlet conditions are reported in Table 1. A central fuel jet made up of CH4 and H2 (50/50 by vol.) issues in a hot coflow (temperature of 1300K), made up of combustion products of fixed CO2 and H2O (mass fractions YCO2 = 6.5%, YH2O = 5.5%) and variable O2 and N2, coming from a secondary burner mounted upstream. The JHC burner is placed in a wind tunnel which feeds room temperature air at the same velocity of the coflow. In the configurations of interest for this study, namely HM1 and HM3 of Dally et al. (2002), coflow oxygen concentrations of 3% and 9% by mass, respectively, are considered. The same terminology of Dally et al. (2002) will be used in this paper for these two flames. The strong dilution kept in the HM1 configuration allows to emulate MILD combustion conditions in the first 100 mm of the flame (Medwell et al., 2007). After that, the entrained air from the surroundings changes the flame structure, which becomes closer to a standard diffusion flame, as shown in Figure 1B.


[image: Figure 1]
FIGURE 1. (A) 2D sketch of the Adelaide Jet in Hot Coflow (adapted from Li et al., 2018); (B) Numerical predictions of OH for HM1 and HM3 flames.



Table 1. JHC inlet velocities and temperatures.

[image: Table 1]



2.2. Numerical Model

Unsteady Favre-Averaged Numerical Simulations (uFANS) were performed using ANSYS Fluent R19.5. A two-dimensional axisymmetric grid, 0.6 m along axial direction and 0.2 m wide, of about 35k quadrilateral cells was employed. Two additional meshes were considered to evaluate the Grid Convergence Index (GCI), which was lower than 3% for temperature and major species. Moreover, a large refinement was set across the reaction zone to well capture gradients of composition and temperature. The standard k-ϵ with the first constant of the dissipation rate equation Cϵ1 = 1.6 (hence modified for round jets as suggested by Pope, 1978; Christo and Dally, 2005) was chosen as turbulence model. Turbulence-chemistry interactions were modeled using the Partially Stirred Reactor (PaSR) model (Chomiak, 1990; Golovitchev and Chomiak, 2001). As with other reactor based models, the computational cell is split into two zones, one reactive and one in which only mixing occurs. The reactive zone mass fraction is estimated considering both the characteristic chemical and mixing time-scales τc and τmix:

[image: image]

The approach suggested by Ferrarotti et al. (2019) was used to express τmix: the mixing time-scale is proportional to the integral time-scale [image: image]:

[image: image]

Based on previous studies (Ferrarotti et al., 2019), a constant Cmix of 0.5 was considered. A dynamic approach (Sanders and Gökalp, 1998; Raman and Pitsch, 2007; Ye, 2011; Li et al., 2018; Ferrarotti et al., 2019) was then followed: the mixing time-scale τmix is defined based on local properties of the flow field, as it is estimated as the ratio of the mixture fraction variance Z″2 to the mixture fraction dissipation rate χ:

[image: image]

Transport equations for the Favre average of the two variables can be written as:

[image: image]

[image: image]

where Z is the mixture fraction, Dt is the turbulent diffusivity, [image: image] is the production of scalar fluctuation and [image: image] is the production of turbulent kinetic energy. The set of coefficients CP1, CP2, CD1, CD2 used is the one proposed by Ye (2011). The discrete ordinate (DO) method was used to solve the radiative transfer equation, estimating spectral properties of the gaseous medium with the Weighted Sum of Gray Gases Model (WSGGM). Detailed chemistry was taken into account using the GRI2.11 mechanism (Bowman et al., 2020), excluding nitrogen-containing species. A sub-mechanism assembled by Kathrotia et al. (2012) and used also by Doan et al. (2018) was added to the main mechanism, to account for the conventional HRR-marker OH (A2Σ+), namely OH*. OH* is generally accepted as a marker for the flame-front structure and heat release rate, therefore its inclusion in the mechanism should enhance the description of the phenomena. This sub-mechanism consists of twelve reactions, whose Arrhenius terms are taken from Kathrotia et al. (2010), Tamura et al. (1998), and Smith et al. (2002). The resulting mechanism contains 32 chemical species and 187 reactions. To reduce the computational time associated to detailed chemistry, the In situ Adaptive Tabulation (ISAT) method by Pope (1997) was adopted with an ISAT tolerance of 10−5.



2.3. Analysis

HRR, chemical species mole fraction (Xα, where α is the species index) and net reaction rate ([image: image], where r is the reaction index) values were sampled along the radial direction at various axial distances from the burner nozzle. Each sampled profile is 50 mm long starting from the burner axis. Obtained data were used to estimate the metric Z(ν) at each axial location as proposed by Nikolaou and Swaminathan (2014), to appreciate how much a scalar ν is representative of the HRR. In particular, Z(ν) for the radial segment s is defined as:

[image: image]

In the equation above, Np indicates the number of points of the radial segment, maxs(|HRR|) and maxs(ν) are the maximum HRR and ν of that segment, respectively, while ν can be any scalar of interest. For the current case, it is either the mole fraction of the α chemical species Xα, or the reaction rate [image: image]. Zs(ν) was normalized as [image: image], as explained by Nikolaou and Swaminathan (2014). The Z-metric gives an idea on how well a normalized scalar reproduces the spatially matched normalized HRR. At each radius, the lowest values of [image: image] identifies the scalars that best correlate with the HRR. It is worth to repeat that the fractional contribution of a reaction to the HRR is not a good way to identify the best HRR markers, whereas the Z-metric is a more rigorous technique, and for this reason was chosen as benchmark for comparison. If the chosen scalar is the net reaction rate, it may have positive and negative contributions to Z, thus giving ambiguous results. However, the top-correlating reactions have either only positive or negative contributions, without influencing the adequacy of the above definition. The results obtained in terms of mole fractions and reactions are presented in Sections 3.1 and 3.2. In Section 3.3, the analysis is also performed substituting to ν appropriate combinations of mole fractions to verify if there are products of species concentrations that may be more suitable for HRR identification.




3. RESULTS AND DISCUSSION


3.1. HM1 Case

The simulation results are first confronted with the experimental data from Dally et al. (2002), considering both static and dynamic approaches. Profiles of temperature, OH and CO at the axial locations of 30 and 120 mm, and along the axis are shown in Figure 2 for HM1 (A) and HM3 (B). It can be appreciated how the simulation well reproduce the experimental measurements, as reported in Ferrarotti et al. (2019). Only results from the dynamic approach are presented from here onwards.


[image: Figure 2]
FIGURE 2. Comparison of T, OH, and CO for static and dynamic PaSR with experimental data at axial locations of 30 and 120 mm and along the axis for HM1 (A) and HM3 (B) configurations.


Figure 3 show [image: image] values for the HM1 case (coflow YO2 = 3%), calculated according to Equation (7) when ν = Xα, namely for all the 32 species of the employed mechanism. Furthermore, the product mole fractions of OH and CH2O proposed by Paul and Najm (1998), and of H and CH2O suggested by Nikolaou and Swaminathan (2014) are also taken into consideration. Six graphics, one for the respective axial location, x, collect only the first twelve values of [image: image] in ascending order. According to Equation (7), the lowest values are representative of best correlations with HRR. At this point, it is worth to remember that MILD combustion is achieved in the first 100 mm downstream of the burner exit for the HM1 case. After that, the entrained oxygen from the surrounding changes the combustion behavior. As shown in Figure 3A, for x = 30 mm all the species exhibit rather low values of [image: image], as Z+ never exceeds 5. O, H, and the conventional HRR-markers OH and OH* provide the lowest values. At this axial location the flame brush is quite thin and the low [image: image] for most of the scalars can be attributed to this reason. Figures 3B,C show a different species ranking for x = 60 mm and x = 90 mm: for the former H and OH* provide lower values of Z+, while O and OH are better correlated in the latter. However, at these locations, a clear selection of the best potential HRR markers cannot be made. Besides, [image: image] is generally low (under 10) for all the listed species suggesting that different scalars could be used to detect the reaction zone. Nevertheless, this behavior changes moving further from the jet nozzle: at x = 120 mm (Figure 3D) the gap between the four radicals, O, OH, OH*, H and the others becomes higher while the values of [image: image] grow. This difference is clear in Figure 3E where O, OH, OH* are unambiguously the top-three markers, while H usually presents a slightly lower matching with the HRR. At x = 550 mm (Figure 3F) and higher distances (not reported here) HRR decreases and all the correlations are lost rapidly. It is interesting to note that the formyl radical, HCO, conventionally used as marker with LIF techniques, displays higher values among the correlated species Moreover, contrary to what proposed by Najm et al. (1998b), the product of OH and CH2O mole fractions does not seem to be a good HRR marker, since its [image: image] is not within the top-five species. This finding may be due to the different chemical pathway followed when methane is diluted with hydrogen and is consistent with results from Kathrotia et al. (2012).


[image: Figure 3]
FIGURE 3. HM1 case: best correlated species at various axial locations. Lower [image: image] values mean better correlation.


Figure 4 adds further insights in this behavior, showing the normalized Z-metric obtained in terms of reactions rates instead of species concentrations. Hence, in Equation (7) the scalar ν is substituted with the kinetic reaction rate, [image: image] (where the subscript r indicates the reaction). What stands out is that several reactions from the added OH(A2Σ+) sub-mechanism appear among the top correlated reactions at many axial locations, while the reactions O + CH3 <=> H + CH2O, OH + CH2O <=> HCO + H2O suggested by Najm et al. (1998b) and Paul and Najm (1998) and the reaction H + CH2O <=> HCO + H2 proposed by Nikolaou and Swaminathan (2014) are not present among the ones reported. This may be due to the fuel enrichment with hydrogen, since the cited literature refers to methane-only configurations. This is in line with the previous observations on mole fractions, which do not identify formaldehyde and formyl radical among the markers. Third-body reactions are present in the top ranking positions throughout the flame. The excitation reaction H + O + M <=> M + OH* (Kathrotia et al., 2012), together with CH + O2 <=> OH* + O, is responsible for the formation of the common HRR marker (Sidey and Mastorakos, 2015; Doan et al., 2018). At x = 60 mm and x = 90 mm (Figures 4B,C) the third-body reaction of oxygen, 2O + M <=> O2 + M, shows the lowest values of [image: image] and remains in the top-seven markers till the last sample. A conspicuous number of reactions involving the hydrogen peroxide, H2O2, and the hydroperoxyl radical, HO2, replace the previous ones in the last sampled segment at x = 550 mm (Figure 4F). Moreover, at this axial location, the reactions H + HO2 <=> 2OH and H + HO2 <=> O + H2O do not appear, even though their reaction rates were found to be good HRR indicators by Nikolaou and Swaminathan (2014) for lean to near-stoichiometric methane-air mixtures and especially at low value of HRR.


[image: Figure 4]
FIGURE 4. HM1 case: best correlated net reaction rates at various axial locations. Lower [image: image] values mean better correlation.




3.2. Comparison With HM3 Case

Figure 5 reports [image: image] relative to the coflow oxygen concentration of 9%, i.e., HM3 flame. With this configuration the flame is visible since its beginning (Figure 1B), and MILD conditions are not reached. Unlike Figures 3A–D, O, OH, OH* radicals show unambiguously greater correlation with HRR if compared to the other species. O and OH present slightly higher [image: image]-values throughout the entire domain. As previously underlined, at long distances HRR decades and [image: image] increases fast for all the species. It is interesting to note that this last phenomena emerges a bit before if compared to the HM1 case. Indeed, in the HM1 configuration combustion is somewhat slowed down due to MILD conditions. This leads to a slightly longer flame for YO2 = 3%, explaining why the correlations drop down later with respect to the HM3 case. The product of OH and CH2O mole fractions appears as well in Figure 5, always having a higher [image: image] value. It is clear that the influence of oxygen concentration plays a significant role in determining the best HRR-markers. For the HM3 case the distinction between the top three markers O, OH, OH* and the others is noticeable from the beginning of the combustion process, whereas, for the 3% coflow case, this distinction becomes clearer only downstream of 100 mm of flame, due to the higher level of entrained oxygen from surroundings.


[image: Figure 5]
FIGURE 5. HM3 case: best correlated species at various axial locations. Lower [image: image] values mean better correlation.


Looking now at Figure 6, it is interesting to note that values of [image: image] are generally lower up to 90 mm if compared with the HM1 case. The OH* formation reaction appears again as a good indicator of heat release as several reactions from the sub-mechanism are listed. Also in this case, for x = 250 mm and x = 550 mm (Figures 6E,F), reactions involving hydroperoxyl radical show a very good agreement with the HRR. In the latter, OH + H2O2 <=> HO2 + H2O and O + H2O2 <=> OH + HO2 cover the first positions, suggesting that their rates could be good HRR markers at this location with the 9% coflow oxygen concentration.


[image: Figure 6]
FIGURE 6. HM3 case: best correlated net reaction rates at various axial locations. Lower [image: image] values mean better correlation.




3.3. Combinations of Mole Fractions

Figures 7, 8 report [image: image] calculated substituting species mole fractions Xα and their combinations to ν. It is noteworthy that several combinations present values lower than the lowest ones recorded in Figures 3, 5. The product of O and OH shows a very good agreement with the HRR and is the solution of choice till x = 120 mm (Figure 7). This notable results may suggest that for MILD combustion under the conditions of interest, an appropriate combination of species can identify the reaction zone more precisely than a single species, thus with less uncertainty on the choice of the right scalar. Just above the combination OxOH (here x is the product symbol), combinations of H, O, OH and OH* show also a very good correlation metric. At higher distances, combinations of these 3 radicals with the major species H2O and CO2 are ranked first. As expected, this change occurs first for the HM3 configuration (Figure 8).


[image: Figure 7]
FIGURE 7. HM1 case: best correlated markers at various axial locations. Lower [image: image] values mean better correlation. Here ν comprehends both Xα and their combinations.



[image: Figure 8]
FIGURE 8. HM3 case: best correlated markers at various axial locations. Lower [image: image] values mean better correlation. Here ν comprehends both Xα and their combinations.


The distributions of HRR, mole fraction and combinations are reported and compared in Figure 9. The 6 graphics correspond to 3 positions of the 2 cases studied, i.e., x = 60 mm, x = 120 mm and x = 550 mm, respectively. Only radial profiles of the top-two species and the top-two combinations are drawn together with the HRR. All these scalars are normalized with respect to their own maximum. It is worth noting that both species mole fractions and combinations capture the HRR peak very well in Figures 9A,B,D,E. The main difference is associated to the tails of the curves, for low values of HRR. In particular, using the mole fraction products allows to have a higher correlation in these branches and capture the near-zero HRR behavior. This might also suggest a good detection of local extinction. Different considerations should be done for Figures 9C,F. At x = 550 mm, the HRR curve is wider and, as stated previously, the sole species are not a very good HRR marker, especially for the HM3 case.


[image: Figure 9]
FIGURE 9. Trends of normalized HRR, top-two mole fractions and combinations at 60 (A,D), 120 (B,E) and 550 (C,F) mm, respectively. First and second row refer to the HM1 and HM3 cases, respectively.


Looking to the contour plots (Figure 10) reported as a qualitative example, it is possible to identify the 3 zones previously underlined. Two black dotted lines divide this zones at x = 150 mm and x = 450 mm. For each part, the best HRR marker combination is reported.


[image: Figure 10]
FIGURE 10. HM1 and HM3 contour plots of HRR compared to species products contours. The three zones are split as follows: from 0 to 150 mm, from 150 to 450 mm, and from 450 to 550 mm.





4. CONCLUSION

The choice of the right HRR marker is fuel-mixture specific and depends also on operative conditions. Therefore, the applicability of conventional HRR markers is not universal and should be tested for different flame configurations. To further investigate the applicability of the different available markers, numerical simulations of the Adelaide JHC were carried out with detailed chemistry, including the excited species OH*. The interesting feature of the JHC is the possibility to module oxygen dilution and the change in combustion behavior observed when the entrained oxygen from surroundings changes the flame from invisible to visible. Hence, correlations between HRR and both species mole fractions and reaction rates were investigated at various axial locations along the radial direction for two level of coflow oxygen mass fractions, 3% and 9%.

In summary, in a clear distinction among [image: image] values cannot be made for the HM1 case in the first 120 mm of flame. In this range the radical OH is always one of the four top markers (Figure 3). Further downstream from the burner, the top-three markers are O, OH, OH* radicals. The reaction rates that better correlate with the HRR are shown to belong mostly to reactions of the OH* sub-mechanism and involve primarily these radicals together with other species such as H, O2, HO2, H2O2, H2O, CO, CO2. Some of these appearing only at high axial locations. For the HM3 configuration, a very good agreement between the top-three radicals O, OH, OH* and the HRR was found right from the first axial location (Figure 5), suggesting that a higher oxygen level allows better correlation with the HRR. This is in line with the change in the results of the HM1 case, since beyond x = 100 mm, the entrained air increase the available oxygen for the flame (Dally et al., 2002; Medwell et al., 2007). With regard to the most correlated reaction rates, their relative reactions involve again the aforementioned 10 species.

Even though conventional HRR markers such as OH and OH* perform well along most of the flame, a better detection of the reaction zone may be achieved using appropriate combinations of species. Considering the change of the combustion behavior due to the entrained oxygen from the air stream, different parts of the flame should be detected by different markers. For the HM1 case, the combination of O and OH mole fractions seems to be the right choice for the MILD region while beyond x = 150 mm, the HRR is well captured by the product OxCO2, for both the configurations. Finally, only in the region far from the nozzle, i.e., the last 150 mm of the studied domain, the low and wide values of HRR are better captured by combinations of O and OH with carbon dioxide.

The applicability of these markers for other conditions and fuel mixtures will be subject of future studies.
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Mild combustion processes occur with mixtures highly diluted and preheated by a strong recirculation of hot exhausted gases (thus mass and sensible enthalpy) within the combustion chamber. This strategy configures a process based on autoignition kernels outside or close to flammability limits transported by convection in the combustion chamber, thus defining a process with unique physical and chemical features drastically different from traditional deflagrative-diffusive flames. The article aims at analyzing the recent issues relative to kinetic aspects involved in moderate or intense low-oxygen dilution (MILD) combustion processes. First, the article comes through the identification of peculiar experimental features of simple hydrocarbons oxidation process induced by highly preheated and diluted conditions in model reactors typical of chemical engineering. Second, the effects of steam and carbon dioxides on fuel oxidation process, whose presence within the combustion chamber is imposed by high levels of hot gas recirculation, are addressed. Third, the article comes through a thorough analysis of recent scientific contributions on kinetic aspects of MILD combustion processes to identify the critical points in modeling activities.
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INTRODUCTION

The attention of the scientific and industrial community involved in the identification and development of energy production systems has been devoted to new technologies under the keywords of high efficiency and reduced emissions. Given this background, clean combustion processes still can play an important role, but they are required to be flexible with respect to thermal loads, to respond to the fluctuation of energy produced (Luo et al., 2015) by renewable sources in virtue of their intrinsic intermittence (Lund and Kempton, 2008; Keyhani et al., 2010; Østergaard, 2012; Abdmouleh et al., 2015) and to be flexible with respect to fuel nature itself, given the high variability of fuels composition and smart “energy carriers” (Spliethoff et al., 1996; McKendry, 2002; Demirbas, 2004; Hosseini and Wahid, 2016; Van Vuuren et al., 2017; SMARTCATs COST1). Such a further requirement embitters the difficulties to develop advanced combustion technologies, because new processes [i.e., staged combustion, lean premixed, etc. (Zabetta et al., 2005; Huang and Yang, 2009; Dunn-Rankin, 2011; Cozzi and Coghe, 2012)] may work properly in restricted ranges of system parameters.

Among new combustion concepts, one promising candidate to simultaneously meet thermal efficiency needs and pollutant emission restrictions, while responding to fuel and thermal load flexibility, appears to be the moderate or intense low-oxygen dilution (MILD) combustion (Wünning and Wünning, 1977; Weber et al., 2000, 2005; Cavaliere and de Joannon, 2004; Dally et al., 2004; Milani and Wünning, 2007). This combustion is also renewed as flameless oxidation (or FLOX) (Wünning and Wünning, 1977; Milani and Wünning, 2007), high-temperature air combustion (Katsuki and Hasegawa, 1998; Tsuji et al., 2003), and low-temperature combustion for engine applications (Saxena and Bedoya, 2013).

The MILD combustion has been successfully employed in furnaces and boilers, and it could be potentially used into many other applications, such as gas turbines, biogas burners, burners for hydrogen reformers, or for combined heat and power (CHP) units and engines (Levy et al., 2004; Riccius et al., 2005; Lückerath et al., 2008; Khalil and Gupta, 2011; Li et al., 2011; Reddy et al., 2015; Ho et al., 2016). In addition, MILD-oxyfuel combustion for coal combustions represents a subcategory of MILD processes with high potentiality to overcome problems relative to oxycombustion systems (Li et al., 2011, 2013).

MILD combustion relies on a strong recirculation of mass and sensible enthalpy by recycling the exhausted gases to dilute and simultaneously preheat fresh reactants (Wünning and Wünning, 1977; Katsuki and Hasegawa, 1998; Weber et al., 2000, 2005; Tsuji et al., 2003; Cavaliere and de Joannon, 2004; Dally et al., 2004; Milani and Wünning, 2007; Khalil and Gupta, 2011; Saxena and Bedoya, 2013; Reddy et al., 2015). The intrinsic nature of the process is based on autoignition/fuel-ultra-lean kernels that increase in size while being transported by convection (Van Oijen, 2013; Minamoto and Swaminathan, 2015), imposed by high-turbulence exhausted gas recirculation fluid-dynamics patterns, thus defining a process with homogenous intensive parameters within the combustion chamber (Özdemir and Peters, 2001; Noor et al., 2013a; Sidey et al., 2014; Sidey and Mastorakos, 2015).

Characteristic working temperatures are modest (T < 1,500 K) and below critical values for the production of pollutants (i.e., NOx, particulate matter; Wünning and Wünning, 1977; Weber et al., 2000; Cavaliere and de Joannon, 2004; Milani and Wünning, 2007), while complete fuel conversion, high thermal efficiencies, and process stability are ensured by the high recirculated sensible enthalpy. Because the stability of the oxidation process does not rely on heat feedback mechanisms from the flame front, as in conventional diffusion/deflagrative flames, but on the recycled sensible heat, the process is intrinsically highly flexible with respect to fuels chemical/physical properties and quality (Weber et al., 2005; Colorado et al., 2010; Derudi and Rota, 2011; Hosseini and Wahid, 2013; Noor et al., 2013a), given that the mixture temperature after the mixing process between fresh reactants and recirculated gas is higher than mixtures autoignition one.

MILD combustion processes present unique physical/chemical features, drastically different from traditional combustion systems, which should be discussed at basic levels for the fine comprehension of the process itself. The structure of the reactive region (Özdemir and Peters, 2001; de Joannon et al., 2012a,b; Van Oijen, 2013; Minamoto et al., 2014; Minamoto and Swaminathan, 2015; Sorrentino et al., 2019), the chemistry (de Joannon et al., 2005; Zhukov et al., 2005; Li et al., 2014; Sabia et al., 2014, Lubrano Lavadera et al., 2018b), and the interaction between chemistry–turbulence (Dally et al., 2004; Parente et al., 2008, 2016; Isaac et al., 2013; Noor et al., 2013b) represent key points to address, with strong implications also on modeling activities (Dally et al., 2004; Parente et al., 2008, 2016; Isaac et al., 2013; Noor et al., 2013b).

Among the issues to consider, the chemical aspect of the oxidation process represents a fundamental one. In fact, the high levels of dilution coupled with moderate working temperatures imply a drastic change of the kinetics involved during the fuel oxidation process with respect to flame chemistry, with relatively lower chemical characteristic times and heat release rates (Dally et al., 2004; de Joannon et al., 2005; Zhukov et al., 2005; Parente et al., 2008, 2016; Isaac et al., 2013; Noor et al., 2013b; Li et al., 2014; Sabia et al., 2014; Lubrano Lavadera et al., 2018b). Furthermore, it occurs in presence of great amounts of non-inert species, such as carbon dioxide and steam, which can alter the kinetic routes by means of several effects, here reported:

1) Thermal: higher heat capacities with respect to N2, thus lower adiabatic flame temperature;

2) Kinetic: they participate directly in bimolecular reactions and enhance the role of third-molecular reactions because of higher third-body efficiencies with respect to N2. For these effects, a huge literature has been produced in the last decade, as reported in the next paragraphs (Fedyaeva et al., 2018; Lubrano Lavadera et al., 2018a).

In addition, these species can modify the structure of the reactive region because of the variation of the transport properties of the mixture (Dally et al., 2004; Mardani et al., 2010, 2013) and lowering local temperatures by enhancing heat radiation transfer (Dally et al., 2004; Mardani et al., 2013; Sorrentino et al., 2018; Zhang et al., 2019) mechanisms, because of their high radiative properties.

In this article, the chemical issues of MILD combustion processes are discussed. They will be analyzed throughout the implication on simple hydrocarbons oxidation chemistry, but the discussion could be extended to higher pressures (Gurentsov et al., 2002; Zhukov et al., 2005; Sjöberg et al., 2007; Le Cong and Dagaut, 2008, 2009a,b; Anderlohr et al., 2010; Xie et al., 2014b; Donohoe et al., 2015), to H2 and syngas (Mueller et al., 1999; Park et al., 2003; Wang et al., 2003; Zabetta et al., 2005; Le Cong and Dagaut, 2008; Lee et al., 2012; Xie et al., 2014a), or to high-molecular-weight paraffins at elevated pressures (Sjöberg et al., 2007; Anderlohr et al., 2010).



OXIDATION PROCESS OF SIMPLE HYDROCARBONS UNDER DILUTED CONDITION

MILD oxidation configures as a chemically controlled process with characteristic kinetic times relatively longer than the ones involved in traditional flames. Within this slow oxidation regime, system exchange phenomena can drastically endorse the establishment of instabilities if coupled with complex heat reaction release rates, given the high non-linearity of exothermic/endothermic reactions. The direct experimental evidence is the insurgence of peculiar oxidation phenomena, as reported in the following.

Figure 1 is relative to the experimental combustion regimes detected for methane/oxygen mixtures diluted in nitrogen at d = 90% at environmental pressure in a jet stirred flow reactor (JSFR) (de Joannon et al., 2005) and in a tubular flow reactor (TFR) (Sabia et al., 2014).


[image: Figure 1]
FIGURE 1. (A,B) Dynamic behaviors and temperature oscillation shapes for a methane/oxygen mixture in a JSFR, from de Joannon et al. (2005). (C,D) Combustion regimes, and NTC-like behavior of autoignition delay times for propane/oxygen mixtures in a TFR, from Sabia et al. (2014).


Figures 1A,B are relative to the JSFR. The mixture averaged residence time (τ) is 0.5 s. The characteristic combustion regimes were summarized in a carbon/oxygen feed ratio/mixture inlet temperature (C/O-Tin) map. Steady combustion and dynamic behaviors were identified. The widest region corresponds to steady stationary combustion conditions. For C/O <0.55 and for 1,150 < Tin < 1,200 K, the system shows more complex behaviors with the establishment of temperature oscillations in time. As it can be seen from Figure 1A, this area is divided into several zones on the basis of different temperature waveforms (Figure 1B). This range of behavior reflects the richness of oxidation kinetics promoted under MILD conditions.

Numerical investigations devoted to the delineation of the controlling kinetics of these phenomenologies revealed that methane oxidation at low temperatures (<1,000 K) is sustained by this set of reactions H + O2 + M = HO2 + M, HO2 + HO2 = H2O2 + O2, and H2O2 + M = OH + OH + M coupled with HCO + O2 = CO + HO2 for HO2 production, whereas methane converts to CO through the following chemical route CH3 + HO2 → CH3O → CH2O → HCO → CO) (de Joannon et al., 2005; Glarborg and Bentzen, 2007; Le Cong and Dagaut, 2008, 2009a,b; Mendiara and Glarborg, 2009; Wang et al., 2013; Sabia et al., 2014, 2015; Xie et al., 2014a; Song et al., 2015; Lubrano Lavadera et al., 2016, 2018a). For the conditions where temperature oscillations were detected, methyl radicals are directly oxidized to CH2O (CH3 + OH → CH2O + H2) by OH radicals produced by the high-temperature branching mechanism of the subsystem H2/O2. At the same time, methyl radicals recombine to ethane (CH3 + CH3 + M = C2H6 + M), followed by C2 dehydrogenation/pyrolytic routes. The competition between oxidation/recombination–pyrolytic routes, coupled with system heat exchange phenomena, promotes instabilities (de Joannon et al., 2005; Sabia et al., 2014; Lubrano Lavadera et al., 2018b). The enhanced role of the methyl recombination routes for these temperatures is emphasized also in other works (Zhukov et al., 2005; Li et al., 2014).

For higher Tin (>1,250 K), the activation of further oxidative routes (CH3 + OH + M → CH3OH → CH2OH → CH2O) followed by CH2O → HCO → CO → CO2, or CH3 + OH → CH2(s) → CH2 → CH → CO, relieves the system from the inhibiting effect of methyl radicals conversion to ethane; thus, the system reaches a steady stationary state (Lubrano Lavadera et al., 2018b).

Figures 1C,D are relative to experimental tests in a TFR (Sabia et al., 2014). It is equipped with thermocouples equi-displaced along the axial coordinate of the system, to detect ignition/oxidation states. Following the same methodology used for the JSFR data, the characteristic combustion regimes were summarized in a C/O-Tin map.

For low Tin (850–975 K), no combustion was detected for C/O <0.3 (stoichiometric condition), whereas for rich mixtures, a pyrolytic behavior was identified (temperature values lower than the isothermal inlet profiles). As Tin is increased, for C/O = 0.3, the operative conditions lead to ignition, defined as a temperature increase of 10 K (Mardani et al., 2010, 2013) with respect to the inlet axial one (Tin). When Tin is increased up to 1,080 K, the ignition region extends to fuel leaner conditions, while remaining almost constant for the fuel-rich side. For Tin >1,120 K, the ignition region extends up to C/O = 0.5. Between the ignition and the pyrolysis–no combustion regions, a low reactivity behavior occurs with a temperature increase lower than 10 K with respect to Tin, thus not satisfying the ignition criterion (de Joannon et al., 2002; Evans et al., 2017).

Conditions included within the dynamic line show oscillatory behaviors, for which two temperature profiles are recorded, downstream of a steady ignition point, periodically switching from one to the other in time. The last region, indicated as transient (enclosed by the dotted line), identifies conditions where mixtures temporarily ignite, leading to a temporarily first steady state, followed by a second final one.

Figure 1D reports the autoignition delay times (t) with respect to mixture inlet temperature (Tin) for the stoichiometric condition in the Arrhenius plot diagram. The autoignition delay time is defined as the ratio between the axial positions where the temperature increase is equal to 10 K and the flow mean velocity (Sabia et al., 2014). The autoignition delay time curve shows two different slopes with respect to Tin: for Tin lower than about 1,100 K, t is almost independent from Tin, whereas for 1,000/Tin <0.9, t linearly diminishes with temperature. Such a trend was identified for 0.15 < C/O <0.3. Congruently with the methane dynamic behavior in the JSFR, the negative temperature coefficient (NTC)-like phenomenology and the oscillatory regimes detected in the TFR emerge from the competing methyl radicals oxidative/recombination–pyrolytic routes at intermediate temperatures (1,000 < T < 1,100 K), whereas the H2/O2 system is passing from the low- to the high-temperature branching mechanism.

In similar operative conditions, NTC-like and oscillatory behaviors were detected in other systems for simple hydrocarbons (Cadman et al., 2000; Penyazkov et al., 2005; Zhukov et al., 2005; Gallagher et al., 2008; Sabia et al., 2013; Lubrano Lavadera et al., 2016, 2018a; Hashemi et al., 2017).

As evident, the nature of such behaviors is very different from conventional “cool” flame or “NTC” phenomena observed for low-molecular-weight paraffins at high pressures (Herzler et al., 2004; Gallagher et al., 2008; Hashemi et al., 2016, 2017, 2019) or high-molecular-weight paraffins (Sokolov et al., 1996; Basevich and Frolov, 2007; Ju et al., 2019; Wang et al., 2019), where the oxidation chemistry of alkyl-peroxide radicals is fundamental. In particular, for high-molecular-weight paraffins, a double O2 addition to alkyl-radicals and internal isomerization to ketohydroperoxy radicals, ruled by equilibrium reactions, determine temperature oscillations in time or the NTC behavior (if referred to ignition delay times), coupled with heat exchange mechanisms.



OXIDATION PROCESS OF SIMPLE HYDROCARBONS UNDER DILUTED CONDITION IN PRESENCE OF H2O AND CO2

As examples of the chemical effects of H2O and CO2 on combustion processes, Figure 2 reports some recent experimental data, adapted from Sabia et al. (2015); Lubrano Lavadera et al. (2016, 2018a). In Figure 2, round symbols are relative to the N2- diluted mixtures, triangles to the CO2-diluted mixtures, and squares to the H2O–partially diluted one. Figure 2A shows the experimental ΔT = (Treactor – Tinlet) obtained for the stoichiometric condition obtained in a JSFR (de Joannon et al., 2005; Sabia et al., 2014) for these three cases. The residence time (τ) is equal to 0.5 s, and the overall mixture dilution level (d) is 90%.
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FIGURE 2. Effects of H2O and CO2 on the oxidation process of stoichiometric C3H8/O2 mixtures in a JSFR (A), adapted from Lubrano Lavadera et al. (2018a) and Lubrano Lavadera et al. (2016), and the autoignition delay times of stoichiometric C3H8/O2 mixtures in a TFR (B), adapted from Sabia et al. (2015).


For the N2-diluted mixture, the oxidation onset occurs for Tin = 880 K. The system temperature increases monotonously up to Tin = 940 K, and then the oxidation occurs throughout temperature oscillatory regimes, likewise the methane (Figures 1A,B). For this oxidation regime, the maximum and minimum values detected during the oscillatory behavior (full symbols) are reported. Afterward, for Tin = 1,100 K, a stationary steady condition is identified.

The experimental ΔT for the CO2-diluted mixture and the system partially diluted in H2O (45% H2O−55% N2) are similar to the ones relative to the N2-diluted one. Nonetheless, the oxidation onset occurs, respectively, for Tin = 820 K and for Tin = 850 K, thus slightly anticipating the reactivity with respect to the reference system. For CO2, oscillation occurs for 1,030 K < Tin < 1,100 K, whereas for the system diluted in H2O for 980 K < Tin < 1,100 K. Afterward, a stationary steady state regime is detected for both the mixtures. At high temperatures, the system diluted in N2 shows a higher temperature increment.

Along with the experimental data, Figure 2A reports the numerical simulations obtained with a detailed kinetic model PoliMi (Cadman et al., 2000; Faravelli et al., 2003; Frassoldati et al., 2003), as reported in Lubrano Lavadera et al. (2018a) and Lubrano Lavadera et al. (2016). In general, it well-predicts both the anticipating effect of CO2 and H2O at low temperatures and the temperature oscillatory behaviors (dashed lines), even though overestimates system reactivities at low temperatures, considering ΔT as the reference parameter.

Figure 2B shows the experimental autoignition delay times (t) for a stoichiometric propane/oxygen mixture diluted at d = 90% in N2, CO2, and H2O along with numerical predictions (lines) (Sabia et al., 2015).

For the system diluted in CO2 and H2O, the experimental autoignition delay times (t) are longer of almost one order of magnitude with respect to the ones obtained for the N2-diluted mixture.

The autoignition delay times obtained for N2 are predicted with a good approximation, but this consistency fails for the other two diluents. Because MILD combustion configures as a continuous autoignition states, the fine comprehension of the chemical effect of CO2 and H2O is mandatory.



DISCUSSION AND CONCLUSION

There are different main aspects that should be considered in the development of detailed oxidation chemistry for MILD combustion processes.

The first point concerns the complexity of the oxidation process at low (T < 1,000 K) to intermediate (1,000 K < T < 1,200 K) temperatures. In fact, under these operative conditions, the numbers of species and consequently of elementary reactions are meaningfully larger with respect to the ones necessary to describe the high-temperature flame oxidation processes. This implies high computational cost for computational fluid dynamics (CFD) calculations, because detailed chemistries are required. As previously shown, the light hydrocarbons chemistry under these operating conditions is governed by a delicate balance between slow oxidation and recombination/pyrolytic channels. Uncertainties of the Arrhenius parameters (Konnov, 2008; Varga et al., 2015) of elementary reactions and of thermodynamic data have a stronger impact on the predictive performance of kinetic models with respect to conventional flame conditions. In fact, at high temperatures, the performance of kinetic schemes relies on the proper description of the high-temperature branching reactions of the subsystem H2/O2. The fast chemistry promoted by such reactions may hide the elementary reaction constants uncertainties of slow reactions, reducing the impact of their relative weight in the prediction of combustion features.

The presence of H2O and CO2 ab initio poses several problems. First, their interaction on fuel oxidation kinetics process is an aspect not contemplated for traditional systems, where H2O and CO2 are present as combustion products in the postoxidation phase, thus acting only on a subset of kinetic reactions that involve few species close to equilibrium conditions. On the contrary, CO2 and H2O can drastically alter the ignition process in dependence of operating conditions with a twofold interaction. They increase system reactivity at low temperatures (Sabia et al., 2007, 2015; Sjöberg et al., 2007; Anderlohr et al., 2010; Lubrano Lavadera et al., 2016), but delay it at intermediate–high temperatures (Mueller et al., 1999; Cadman et al., 2000; de Joannon et al., 2002; Park et al., 2003; Wang et al., 2003, 2013; Herzler et al., 2004; Penyazkov et al., 2005; Zabetta et al., 2005; Basevich and Frolov, 2007; Glarborg and Bentzen, 2007; Sjöberg et al., 2007; Gallagher et al., 2008; Le Cong and Dagaut, 2009a,b; Mendiara and Glarborg, 2009; Mardani et al., 2010, 2013; Lee et al., 2012; Sabia et al., 2013, 2015; Chen and Ghoniem, 2014; Xie et al., 2014a; Song et al., 2015; Zou et al., 2015; Hashemi et al., 2016, 2017, 2019; Lubrano Lavadera et al., 2016, 2018a; Evans et al., 2017; He et al., 2017; Fedyaeva et al., 2018; Sorrentino et al., 2018; Zhang et al., 2019).

These effects mainly depend on the interaction that such species have on the branching mechanisms, related to the H2/O2 subsystem. At low temperatures, the ignition–oxidation chemistry is sustained by hydrogen peroxides molecule formation and decomposition to OH radicals, namely, H + O2 + M = HO2 + M, HO2 + HO2 = H2O2 + O2, and H2O2 + M = OH + OH + M. At intermediate–high temperatures, the branching mechanism relies on the following set of reaction H + O2 = OH + O, O + H2 = OH + H, and OH + H2 = H2O + H.

Literature works, relative to H2O and CO2 effects on H2 oxidation (Mueller et al., 1999; Park et al., 2003; Wang et al., 2003; Lee et al., 2012; Xie et al., 2014b), suggest that they act on the low-temperature mechanism due to their high third-body collisional efficiencies, enhancing the reaction H + O2 + M = HO2 + M to the detriment of H + O2 = OH + O2 at low temperatures. At high temperatures, H2O delays reaction H2 + OH = H2O + H, by shifting its equilibrium state, and O + H2 = OH + H as O radicals is consumed by reaction O + H2O = OH + OH. In general, H2O leads to a change of radicals distribution, decreasing H and O while promoting OH concentration. At high temperatures, CO2 further inhibits reaction H + O2 = OH + O by consuming H radicals throughout decomposition reactions (CO2 + H = CO + OH) (Glarborg and Bentzen, 2007; Le Cong and Dagaut, 2008, 2009a,b; Mendiara and Glarborg, 2009; Song et al., 2015).

Fuel oxidation chemistry in presence of H2O and CO2 is further complicated by their possibility to interact with the C1-C2 reactions directly in bimolecular reactions or indirectly as third-body species in third-molecular reactions.

Such species can sensibly alter the intermediate temperature consumption of CH3 rates by promoting methyl recombination routes to C2 species, as high collisional efficiency third-body species. Steam can partially reconvert methyl radicals back to methane (CH3 + H2O = CH4 + OH), thus inhibiting system reactivity (Sabia et al., 2015). At the same time, CO2 can strongly interact in the C1 high-temperature chemistry through the reaction CH2(S)/CH2 + CO2 = CH2O + CO (Glarborg and Bentzen, 2007; Le Cong and Dagaut, 2009a,b; Mendiara and Glarborg, 2009; Sabia et al., 2015; He et al., 2017). Recently, He et al. (He et al., 2017) have introduced a new methyl radical conversion channel (CH3 → CH3OCO → CH2O and CH3 → CH3OCO → CO) exclusive in O2/CO2 atmospheres for methane oxidation chemistry at high temperatures.

As it has emerged within this brief description, kinetic mechanisms involve a set of third-molecular reactions whose role is emphasized by third-molecular species with high collisional efficiencies (such CO2 and H2O). In this context, the reaction H + O2 + M = HO2 + M plays a crucial role for HO2 radical production. In this regard, it is worth mentioning that big uncertainties on kinetic parameters still remain (Konnov, 2008; Varga et al., 2015). All these works highlight that for such a reaction there are considerable scattered data especially for the low-pressure limit with big uncertainties for third-bodies collisional efficiencies. Some recent efforts to calculate these values were made by Jasper et al. (2015) for monoatomic and biatomic species, whereas Shao et al. (2019) have recently proposed new values for H2O and CO2.

The problem relative to third-body collisional efficiency uncertainties is even more relevant if it is considered that they may exhibit temperature dependence. For instance, Baulch et al. (1988) suggested a temperature dependence k(H2O)/k(N2) = 1.36T0.4 for water in the reaction H + O2 + M = HO2 + M, whereas Davis et al. (2005) suggested a temperature dependence k(H2O)/k(MN2) = 60T0.25 for water in the elementary reaction H + H + M = H2 + M. Also, for the reaction CH4 + H = CH3 + H2, Jasper et al. (2013) suggested (H2O)/k(Arr) should be 3 at 300 K and 7 at 2,000 K.

The definition itself of third-body species with third-molecular efficiencies different from 1 is ambiguous. Several authors have proposed third-body collisional efficiencies also for H2O2 and HO2, with collisional efficiencies similar to the ones declared for steam (Gerasimov and Shatalov, 2013).

In addition, the basic chemistry of the H2/O2 mechanism would require a right description of H + HO2 reactions (i.e., H + HO2 = OH + OH, H + HO2 = H2 + O2, and HO2 + OH = H2O + O2, H + HO2 = H2O + O) (Conaire et al., 2004; Mousavipour and Saheb, 2007; Burke et al., 2010, 2012; Shimizu et al., 2011), whereas for high-pressure conditions, the inclusion of reaction H + OH + M = H2O + M would be fundamental for the description of laminar flame speeds (Conaire et al., 2004; Konnov, 2008; Burke et al., 2012). Konnov (2008) also suggested the inclusion of the termolecular reaction HO2 + HO2 + M = H2O2 + O2 + M for laminar flame speed prediction.

Burke et al. (2010) have recently suggested that the pressure dependence description should be described separately for different bath gases, with center broadening factors from 0.5 to 0.7 for Ar, 0.5 to 0.7 for N2, and 0.6 to 0.8 for H2O. Burke et al. (2010) have also discussed the necessity to include “non-linear mixing rules” for the reaction H + O2 + M = HO2 + M in presence of multicomponent bath gases, in agreement with Li et al. (2004).

In this perspective, at low–intermediate temperatures and in presence of conspicuous amount of non-inert species, the chemical kinetic validation procedure suffers the lack of experimental results in simple and controlled facilities.
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Emissions of nitrogen oxides (NOx) from combustion systems remain a lingering environmental issue, being these species either greenhouse gases or acid rain precursors. Moderate or Intense Low-oxygen Dilution (MILD) combustion can reduce the emissions of NOx thanks to its characteristic features (i.e., homogeneous reaction zones, reduced temperature peaks, diluted mixtures of reactants) that influence and change the main chemical pathways of NOx formation. A summary of the relevant routes of formation and destruction of NOx in MILD combustion is presented in this review, along with the identification of the sources of uncertainty that prevent reaching an overall consensus in the literature about the dominant NOx chemical pathway in MILD regime. Computational Fluid Dynamics (CFD) approaches are essential tools for investigating the critical phenomena occurring in MILD combustion and the design of pollutant-free turbulent combustion systems. This paper provides an outline of the modeling approaches employed in CFD simulations of turbulent combustion systems to predict NOx emissions in MILD conditions. An assessment of the performances of selected models in estimating NOx formation in a lab-scale MILD combustion burner is then presented, followed by a discussion about relevant modeling issues, perspectives and opportunities for future research.
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1. INTRODUCTION

Moderate and Intense Low-Oxygen Dilution (MILD) combustion (Cavaliere and de Joannon, 2004) technologies have become of vigorous industrial interest since they are able to reduce the environmental concerns linked to the use of both conventional and alternative fuels. MILD combustion, otherwise indicated as Flameless (Wünning and Wünning, 1997) or High-Temperature Air Combustion (HiTAC) (Gupta, 2004), can limit the emissions of pollutants like carbon monoxide (CO), nitrogen oxides (NOx) and soot (Dally et al., 2004; Li et al., 2006; Szegö et al., 2008) and provide elevated combustion efficiency and fuel flexibility (Sabia et al., 2007; Medwell and Dally, 2012). The abatement of pollutants is achieved through a strong recirculation of exhaust gases in the reaction zone: the fresh gases are hence diluted and heated up above their self-ignition temperature, and the combustion process is homogeneously distributed across a broad domain rather than confined to a flame front (de Joannon et al., 2012). For industrial processes whose primary aspects are energy efficiency and homogeneous distribution of high temperatures inside the combustion chamber (e.g., steel, glass, and ceramic industry), MILD combustion is a suitable and favorable technology.

MILD combustion can significantly reduce NOx formation via diminished temperature peaks, which inhibit the NOx thermal route (Zeldovich, 1946). However, considerable NOx emissions can still be observed (Mancini et al., 2002; Parente et al., 2011; Li et al., 2013). Other NOx formation routes, namely prompt (Fenimore, 1971), N2O-intermediate (Malte and Pratt, 1975), and NNH-intermediate (Bozzelli and Dean, 1995), are held accountable for the not negligible emissions of NOx in MILD regime. This review provides a summary of the current knowledge about the NOx formation routes in homogeneous combustion systems working in MILD conditions.

The overall mechanism leading to NOx formation is one of the peculiar features that make MILD combustion substantially different from conventional combustion processes. Computational Fluid Dynamics (CFD) approaches have been successfully used to investigate these features and gain insights that are aiding the design of pollutant-free MILD combustion systems. Correct predictions of NOx emissions require an accurate description of the temperature field, along with main and radical species concentrations. Hence, reliable numerical models of the intertwined phenomena occurring in combustion, namely turbulence, chemistry, and heat transfer, are necessary. An overview of the different modeling approaches for NOx formation in CFD simulations of MILD combustion systems is presented, along with a discussion about their potential and limitations.



2. CHEMISTRY OF NOx FORMATION IN MILD COMBUSTION

The routes leading to the formation of NOx in combustion systems mostly involve the insertion of radicals such as O, CHx, and H, into the triple bond of molecular nitrogen present in combustion air (Miller and Bowman, 1989). This mechanism forms reactive nitrogen intermediates (cyanides, N2O, NNH, etc.) that are subsequently oxidized to produce NOx. Alternatively, NOx are produced through oxidation reactions of organic nitrogen chemically bound in the fuel. The thermal route and fuel-N route, when nitrogen is present in the fuel, are the relevant pathways of NOx formation in conventional combustion regimes, whereas in non-conventional regimes, such as MILD, the prompt, the N2O-intermediate, and the NNH-intermediate pathways must be considered. A graphical overview of the above-mentioned pathways leading to the formation of NO from molecular nitrogen is presented in Figure 1.


[image: Figure 1]
FIGURE 1. Simplified scheme of formation and destruction pathways of the NO species: thermal (red solid arrow), prompt (blue solid arrows), N2O-intermediate (green solid arrows), NNH-intermediate (yellow solid arrows), and reburning (purple dashed arrows).


The kinetic mechanism of the thermal route is quite well established in the literature (Glarborg et al., 2018). Thermal NOx emissions are prevalent in lean systems characterized by temperatures above 1800 K and high residence times. The prompt pathway has been revised in fairly recent studies that identified the formation of the NCN species as the most important initial step of the prompt route (Cui et al., 1999; Moskaleva and Lin, 2000). The kinetic parameters of the reaction of NCN formation, CH + N2⇌NCN + H, have been established within a factor of two by several experimental and modeling investigations (Vasudevan et al., 2007; Harding et al., 2008; Sutton et al., 2012; Klippenstein et al., 2018) and included in novel mechanisms (Lamoureux et al., 2016; Glarborg et al., 2018; Song et al., 2019). Since the CH species is produced by the oxidation of hydrocarbons and forms the NCN species by insertion into the triple bond of molecular nitrogen, the predictions of NOx emissions via the prompt route is also affected by the accuracy of the kinetic mechanisms of hydrocarbon oxidation (Santner et al., 2016). The prompt route is typical of fuel-rich systems and is dominant at temperatures below 1800 K. Li et al. (2014) showed that the prompt mechanism is the main source of NO in fuel-rich conditions in a laboratory-scale MILD combustion furnace. Prompt was also found to be the prevalent pathway in a numerical/experimental study in laminar co-flow diffusion flames on their transition to MILD combustion regime (Sepman et al., 2013). Preheating, dilution, and recirculation of burned gases are crucial for establishing MILD combustion and seem to favor the prompt mechanism over the other routes while reducing the overall emissions of NOx. Lee and Choi (2009) reported that the prompt route is predominant in high-temperature diluted-air combustion at low oxygen concentration in a coaxial jet flame. A numerical study (Abtahizadeh et al., 2012) investigating the effects of dilution and internal recirculation of burned gases on NOx formation also revealed that the prompt mechanism is the dominant reaction pathway. In the same study, it was further shown that the NO emissions are decreased by increasing the dilution ratio, as confirmed by other investigations performed in a lab-scale MILD combustion furnace (Szegö et al., 2008; Li et al., 2013).

The N2O-intermediate pathway plays an essential role in fuel-lean systems with temperatures below 1800 K and high pressures, and its mechanism is fairly well established (Glarborg et al., 2018). The NNH pathway is relevant when hydrogen-enriched fuel mixtures are oxidized, since H2 reacts with N2 to form the NNH intermediate species. The kinetics of this route is still under investigation: the uncertainty in the heat of formation of NNH may alter the NO predictions by a factor of two (Klippenstein et al., 2011), and the rate constants for the limiting reaction NNH + O ⇌ NH + NO reported in the literature (Bozzelli and Dean, 1995; Hayhurst and Hutchinson, 1998; Konnov et al., 2001; Haworth et al., 2003; Klippenstein et al., 2011) vary by more than an order of magnitude. However, recent kinetic models (Zhang et al., 2017; Glarborg et al., 2018; Song et al., 2019) have been updated with thermo-chemical and kinetic quantities estimated via ab initio transition state calculations (Klippenstein et al., 2011). The inclusion of the N2O and NNH routes has been crucial in obtaining accurate predictions of NO emissions for several lab-scale burners (Galletti et al., 2009; Mardani and Tabejamaat, 2012; Wang et al., 2015) and semi-industrial furnaces (Parente et al., 2011; Li et al., 2013) operating in MILD conditions. Li et al. (2014) showed that the N2O route dominates NO formation in lean conditions (equivalence ratio ϕ < 0.8) in a lab-scale MILD furnace, whereas the NNH pathway is predominant in the presence of H2-enriched mixtures, in accordance with other studies (Skottene and Rian, 2007; Parente et al., 2011; Wang et al., 2015). Although Cho and Chung (2009) showed that N2O-intermediate is negligible at lean conditions (ϕ < 0.8) in CH4/air counterflow premixed flames, Guo et al. (2005) found that the N2O and NNH routes are the main responsible of NO formation for ultra-lean (ϕ < 0.7) counterflow CH4-H2/air premixed flames. It was shown that the addition of hydrogen increased the emission of NO due to the enhancement in the rate of the NNH and N2O routes.

A reduced formation of NOx in MILD combustion is also attributed to the increasing relevance of the reburning route with respect to conventional combustion (Wünning and Wünning, 1997; Nicolle and Dagaut, 2006). In reburning, NOx are removed from the combustion products by reactions with hydrocarbon radicals. Reburning was found to be favored by the decrease in oxygen content and temperature of the coflow in the Adelaide Jet in Hot Coflow (JHC) flame (Wang et al., 2015), a jet that emulates MILD conditions via the injection of a heated and vitiated coflow (Dally et al., 2002). However, uncertainty still persists regarding the reactions that should be included in the reburning route to achieve accurate NOx predictions (Perpignan et al., 2018a). A simplified scheme of the reburning pathway is included in Figure 1.

As illustrated in this section, a significant number of studies have investigated the relative impact of the different pathways of NOx formation in MILD regime. Although qualitative formation trends can be identified, no agreement has been reached regarding an overall dominant source of NOx in MILD combustion. The influence of the burner operating conditions, such as temperature, composition of the reactants, and dilution levels, on the contribution of a certain route to the NOx emissions remains considerable. Moreover, uncertainty remains in the kinetics of prompt and NNH routes and in the methods of isolating the contribution of a single route with respect to the others, given their interdependence. Further research is desirable to quantify and reduce these sources of uncertainty.



3. CFD MODELING OF NOx EMISSIONS IN MILD CONDITIONS

In conventional combustion, it is recognized that the flame structure is dominated by the fast fuel-oxidizer reactions, other than the nitrogen pollutant chemistry. Thus, NOx formation models are often decoupled from the CFD main calculation and executed after the flame structure has developed. Poor effect of NOx chemistry on the overall temperature and flow fields have prompted the development of post-processing tools of CFD results. Most of these tools take the flow and temperature fields from the CFD simulation and carry out a calculation on a Chemical Reactor Network (CRN) built from the CFD grid using criteria based on the similarities of local temperature and species concentration.

The simplest post-processing tool considers a limited number of transport equations for pollutant species, such as NO, and intermediates, such as N2O, and global reacting steps for each NOx formation pathway. Equilibrium or quasi-steady-state assumptions are taken for the radical and intermediate species that are not transported but are involved in the NOx chemistry. The Arrhenius equation for the kinetic rates is integrated over a beta Probability Density Function (β-PDF) for the temperature (Peters, 2001), to account for the effect of temperature fluctuations on the mean reaction rates. This cost-effective approach has been used in several MILD combustion studies to model NOx emissions (Mancini et al., 2002; Galletti et al., 2009; Parente et al., 2011; Li et al., 2013).

A more sophisticated method consists in using rate of production analysis (ROPA) and sensitivity analysis to recognize the main reaction paths and develop reduced multi-step kinetic mechanisms of NOx formation. Two reduced-order mechanisms were developed specifically for MILD combustion (Galletti et al., 2015) starting from two detailed schemes (Ranzi et al., 1994; Glarborg et al., 1998). The most important reactions were identified via sensitivity analysis performed on a Perfectly Stirred Reactor (PSR) at wide ranges of temperatures and residence times typical of MILD combustion conditions. The quasi-steady-state assumption was made for some of the species involved in those reactions and a reduced expression for the NO formation rate including thermal, N2O, and NNH routes was obtained. The prompt NO route was accounted for via a global reaction rate (De Soete, 1975). The chemical source term in the post-processing transport equation for NO was obtained from the reduced mechanisms, and the predictions of NO showed adequate agreement with the experimental data of the Adelaide JHC flame (Dally et al., 2002). Hence, the reduced mechanisms performed reasonably well for the conditions on which they were tailored. However, errors may be introduced when extrapolating to different conditions than those used for fitting: as for the simplest post-processing tool mentioned above, the mechanism reduction relies on the assumptions of partial equilibrium and quasi-steady state that can fail under certain conditions and affect the predictivity of the reduced chemical schemes.

A CRN approach that employs a detailed mechanism with relatively low computational costs was presented by Frassoldati et al. (Frassoldati et al., 2010): the network was built on the CFD grid and a detailed kinetic mechanism was adopted to estimate the NOx emissions, whereas a simple chemical scheme was employed for the CFD simulation itself. The numerical algorithm of the CRN approach was refined (Cuoci et al., 2013) to allow the resolution of networks with a significant number of PSRs (~105), which are required in the presence of complex fluid dynamics. The formation of NOx was quite successfully modeled in laboratory flames (Bergmann et al., 1998; Barlow et al., 2000) and in a small-scale MILD combustor (Veŕıssimo et al., 2011). The joint CFD-CRN method was also employed to predict NOx emissions in a interturbine flameless combustor for gas turbines: the flamelet generate manifolds (FGM) method was used to model the combustion process in the CFD simulation, whereas a detailed mechanism was considered in the resolution of the network of PSRs (Perpignan et al., 2018b). Although the CRN approach can be used to evaluate the variation of NOx emissions under different operating conditions in a cost-effective way, the reliability of the CRN predictions is strongly dependent on the accuracy of the underlying CFD simulation. Moreover, network parameters such as number and type of reactors, mass flow rates and residence times, have to be tuned on the combustion conditions and a general effective method for the optimization of these parameters has not been validated yet.

Detailed kinetic mechanisms that include both hydrocarbons oxidation and NOx chemistry are necessary to improve predictivity and comprehensiveness of CFD simulations of turbulent MILD combustion systems. They include mutual NO-hydrocarbons interactions that are incorporated in the NOx chemistry, especially in prompt and reburning routes. The effects of turbulence-related fluctuations on the mean reaction rates become more prominent when detailed kinetic mechanisms are considered for NOx formation. Turbulent combustion models have been developed over the years following two main assumptions: infinitely fast chemistry (compared to the scale of turbulence) and finite-rate chemistry. The recognizing feature of MILD combustion is relatively low Damköhler numbers (Parente et al., 2008). Hence, models that account for the effects of turbulence interactions on finite-rate chemical reactions should be considered (Minamoto and Swaminathan, 2015). The Eddy Dissipation Concept (EDC) (Granm and Magnussen, 1996) is a finite-rate chemistry combustion model and has found wide application for the simulation of MILD combustion systems thanks to affordable, although not negligible, computational costs when compared to more sophisticated models such as the Transported Probability Density Function (TPDF) methods. Several numerical investigations (Mardani and Tabejamaat, 2012; Gao et al., 2013; Wang et al., 2015; Jiang et al., 2018; Shu et al., 2018) have analyzed the relative importance of NOx formation routes in the Adelaide JHC burner using EDC with detailed kinetic mechanisms, showing that an overall good agreement can be reached. Chomiak (1990) proposed the Partially Stirred Reactor (PaSR) model to represent a PSR with imperfect mixing. PaSR and EDC are conceptually similar since they both model combustion as a sequence of reaction and mixing steps in locally uniform regions. In EDC, the features of these regions are defined by two parameters, Cτ and Cγ, which are either supposed constant or calculated based on local turbulence parameters, as proposed in recent studies (Parente et al., 2016; Evans et al., 2019). In PaSR, a reacting region volume fraction κ is defined based on local estimations of chemical and mixing time scales. Better results in terms of predicted temperatures and main species concentrations in the Adelaide JHC burner have been achieved by both Reynolds Averaged Navier Stokes (RANS) and Large Eddy Simulation (LES) studies employing the PaSR model (Li et al., 2018; Ferrarotti et al., 2019; Iavarone et al., 2019) with respect to EDC. However, estimating the formation of NOx may require the resolution of chemical source terms with different characteristic time scales, since the reactions forming NO occur in a wider range of time scales compared to those of the main combustion process. Thus, a PaSR formulation that relates the source terms of the NOx species to their formation time scales, resulting in different values of κ for the NOx species, was presented (Iavarone et al., 2019).

Figure 2 provides a comparison of the capabilities of some of the CFD modeling approaches mentioned above to replicate the emission of NOx measured in the Adelaide JHC burner. The burner has been the target of numerous numerical studies in the context of NOx formation modeling. It consists of an insulated and cooled central fuel jet supplying an equimolar mixture of CH4 and H2. The fuel jet is surrounded coaxially by an annulus containing the hot co-flow flue gases produced by a secondary burner mounted upstream. The hot combustion products are further mixed with air and nitrogen to control the oxygen levels. The burner is placed inside a tunnel. Details of the geometry can be found in Dally et al. (2002). Figure 2 reports the radial profiles of mass fraction of the NO species measured at the axial locations z = 60/120/200 mm for the experimental case HM1 (Dally et al., 2002). Case HM1 is characterized by 3% oxygen content (as mass fraction) in the co-flow, inlet temperature of the co-flow Tcof = 1300 K, and fuel-jet Reynolds number Re = 10k. Measurements of NO were taken via the single-point Raman-Rayleigh-laser-induced fluorescence technique. The selected numerical results are provided by RANS studies that differs from one another in terms of employed chemical mechanism [either KEE, (Bilger et al., 1990) or GRI2.11, (Bowman et al., 1996)] and combustion model (either EDC or PaSR). The use of the KEE mechanism implies the use of a post-processing tool for the estimation of NO, whereas in the GRI2.11 scheme the NOx chemistry is included. Models M1 and M2 make use of the EDC model and the KEE mechanism. Model M1 employs global schemes for thermal, prompt, N2O and NNH formation routes. In contrast, model M2 considers the same global scheme for prompt formation as model M1 and multi-step mechanisms for the other routes. These mechanisms were reduced by ROPA for the Adelaide JHC flame conditions based on the POLIMI kinetic scheme (Galletti et al., 2009). Models M3 and M4 consider EDC with different values for the Cτ constant, i.e., Cτ = 0.82 (Shu et al., 2018) and Cτ = 1.5, respectively, and the GRI2.11 mechanism. Models M5 and M6 employ the PaSR model and the GRI2.11 scheme. Model M5 consider a single value of κ in the PaSR formulation for all the species, whereas model M6 uses additional specific values of κ for the NOx species, as put forth by Iavarone et al. (2019).


[image: Figure 2]
FIGURE 2. (A) Contour plot of NO mass fraction in the Adelaide Jet in Hot Coflow (JHC) burner for the experimental case HM1 (jet Reynolds number Re = 10 k, coflow inlet temperature Tcof = 1300 K, and YO2 = 0.03 in the coflow) (Dally et al., 2002). (B–D) Experimental and numerical radial profiles of NO mass fraction at axial locations z = 60/120/200 mm in the Adelaide JHC burner. The experimental profiles include both the mean values and the error bar with 99.5% confidence interval associated with a Student's distribution for the true mean value. The relevant settings of the numerical simulations are reported in the explanatory table at the bottom.


It can be noticed that model M6 provides improved predictions of NO at axial locations z = 60 mm and z = 200 mm. A slight overestimation persists at z = 120 mm, along with a displacement of the NO profile. The latter is due to the shift of the predicted profiles of relevant quantities for NOx formation, such as temperature and OH concentration, reported in Iavarone et al. (2019). The cause may be attributed not only to the kinetic mechanism and the combustion model employed, but also to the choice of the turbulence model, which must be able the replicate the spreading of the jet flame. At axial location z = 120 mm, the use of the post-processing tool (models M1 and M2) leads to better predictions than the ones from a detailed mechanism (model M4), given the same combustion model, namely EDC with constant Cτ = 1.5. The results of models M1 and M2 are also comparable with those of model M6 at z = 120 mm. However, these models provide an underestimation of NO emissions at z = 60 mm and a significant overestimation at z = 200 mm. This overestimation is likely due to the absence of the reburning route and the assumption of a global scheme for the prompt route, which was found to be the main contributor to NO formation in the corresponding study (Galletti et al., 2015). For models M5-M6, Iavarone et al. (2019) found that the contribution of each pathway to the peak of NO formation at z = 200 mm is as follows (in decreasing order): NNH>thermal>prompt>N2O. The analysis has been extended to the other two axial locations: at z = 60 mm the rank is prompt>NNH>N2O>thermal, whereas at z = 120 mm the NNH contribution overcomes the prompt one and the rank is thus NNH>prompt>N2O>thermal. Same results have been obtained for simulation M4, showing that the contribution rank is not affected by using a different combustion model. These trends can be related to the structure of the JHC flame. Three subregions can be identified: a fuel-rich region located inside the jet, a reaction region inside the shear layer, and a fuel-lean region. The results show that the NO emissions are produced through the prompt route in the fuel-rich region before z = 120 mm and through the NNH route further downstream, where the temperature increases in the reactive region and less fuel-rich conditions occur. Hence, the NNH route is proven to be a relevant mechanism of NOx formation in H2-enriched turbulent diffusion flames under MILD conditions. The thermal route is suppressed under the low temperature conditions, and the N2O mechanism is not important. This is in agreement with the results of Gao et al. (2013). Finally, it can also be noticed from Figure 2 that biases in the combustion closure can be as important as the level of the accuracy of the chemical scheme employed.



4. DISCUSSION AND CONCLUSION

MILD combustion represents a promising technology to comply with restrictive policies on pollutant emissions prompted by growing environmental issues. MILD combustion can provide low emissions of NOx thanks to the alteration of the corresponding chemistry. This alteration is caused by the peculiar features of MILD regime, namely homogeneous reaction zones, reduced temperature peaks, and changes in the composition of reactants and subsequent radical species pool. As a consequence, prompt, N2O-intermediate, NNH-intermediate, and reburning routes, which may be typically neglected in conventional combustion systems, end up playing a crucial role in the formation (and destruction) of NOx in MILD regime. Although several studies have analyzed the relative impact of the NOx chemical pathways on the emissions of NOx in MILD combustion, a dominant source has not been identified. The lack of consensus is given by several factors: (a) variability of the operating conditions at which the MILD regime is established; (b) considerable uncertainty still present in the kinetics of NNH and prompt routes; (c) strong interconnection between the hydrocarbon chemistry and the NOx chemistry, via prompt and reburning routes in particular; (d) ambiguity in the methods of isolating the contribution of a single route with respect to the others, given their interdependence; (e) role of closure sub-models, such as hydrocarbon oxidation kinetics and turbulence-chemistry interactions.

CFD tools remain crucial to aid the investigation and the design of turbulent MILD combustion systems. A summary of NOx formation modeling approaches employed in CFD simulations has been presented in this review. The approaches span from the estimation of the NOx emissions through CFD post-processing with simple kinetic mechanisms to the modeling of NOx formation with detailed kinetic schemes incorporated in turbulence-chemistry interaction models. Even though fairly good predictions of NOx emissions may be obtained by post-processing techniques, their use can be negatively affected by: (a) lack of necessary detail when simple kinetic mechanisms are used; (b) lack of generality, with risks when extrapolating, since important parameters must be adjusted on the combustion conditions and are thus case-dependent; (c) strong dependence on the accuracy of the underlying CFD simulation. On the other hand, the use of detailed mechanisms with reactor-based combustion models, desirable in terms of improved predictivity at still affordable computational costs, can be affected by the challenge of accounting for the gap of chemical time scales between nitrogen chemistry and fuel-oxidizer reactions. Therefore, models that bridge these different scales are necessary, since it has been shown that biases in the combustion closure are as important as the level of the accuracy of the chemical scheme employed.

To reduce the uncertainty related to the use of combustion models, one could leverage Direct Numerical Simulations (DNS), which solve the entire range of spatial and temporal scales of the turbulence avoiding the need for a combustion closure. DNS has been recently used to provide useful insights on the physics of MILD combustion and validate combustion models under this regime (Swaminathan, 2019). Indeed, a DNS study confirmed the flaws of the flamelet approaches in MILD combustion due to the presence of microscopic flame interactions that result into distributed reaction zones at the macroscopic level (Minamoto and Swaminathan, 2015). A-priori assessments of combustion models can be beneficial also for the prediction of NOx emission with detailed kinetic mechanisms incorporated in finite-rate chemistry combustion models. Moreover, DNS of igniting mixing layers have been performed at conditions similar to those of the Adelaide JHC experiments to study autoignition in MILD combustion (Göktolga et al., 2015), whereas the effect of turbulence intensity and level of premixing on NOx formation were studied via DNS in Karimkashi et al. (2016) and Luca et al. (2017), respectively. Thus, employing DNS data can be beneficial for NOx formation modeling in MILD combustion. So far, affordable DNS solvers can accommodate reduced kinetic schemes. However, in the next few years, the increasing computational resources can facilitate the inclusion of more detailed schemes, with the possibility to explore the range of time scales involved in the NOx chemistry and shed light on the importance of specific NOx pathways in MILD combustion. More validation studies of newly available kinetic mechanisms and combustion models are to be accomplished using data coming from either experiments or DNS of turbulent MILD burners to reach clear conclusions about the role and the modeling of NOx formation routes, fuel oxidation chemistry, and turbulence-chemistry interactions in the predictions of NOx emissions in MILD combustion.
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MILD combustion processes belong to new combustion technologies developed to achieve efficient and clean fuel conversion. The basic concept behind its implementation is the use of high levels of hot exhausted gas recirculation within the combustion chamber. They simultaneously dilute fresh reactants, to control system temperatures and pollutants emission, while promoting fuel complete oxidation. The combination of low maximum system working temperatures and high diluted mixtures with intense pre-heating delineates an oxidation process with unique chemical and physical features, such as uniformity of scalars at macroscale related to distributed reacting regions at microscale, extremely different from conventional flames. In turn, this requires the definition and characterization of new elementary processes, not ascribable to traditional deflagration or diffusive flame structures, which, in literature have been identified as “diffusion ignition.” The present mini-review reports on several literature characterizations of such reactive structures under steady and unsteady conditions combining evidences from numerical, experimental, and/or theoretical studies. Both premixed and non-premixed configurations were analyzed in terms of system temperature, heat release, and species distributions as key parameters to describe the intrinsic nature of such new elementary processes. Analyses were realized changing the main system external parameters (mixture pre-heating temperature, dilution level in several feeding configurations) moving from traditional to MILD conditions. Results highlighted the “distributed ignition” nature of igni-diffusive structures, with implication on the thickness of the oxidation structures in the mixture fraction space, the presence/absence of a pyrolysis region, and the correlation of the maximum heat release with the mixture stoichiometric.
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INTRODUCTION

Elementary structures in combustion such as laminar diffusion layers have been characterized in the literature (Tsuji, 1982; Chao et al., 1991; Darabiha, 1992; Chen et al., 2012). Dilution and preheating of reactants pointed out some peculiarities that were examined through numerical, experimental, and theoretical studies in the last decades (de Joannon et al., 2009; Abtahizadeh et al., 2012; Sepman A. et al., 2013; Sorrentino et al., 2013). Diffusive ignition process under MILD combustion was deeply investigated (Cavaliere and de Joannon, 2004).

The relevance of such processes concerns several fields of application such as low heating value fuel oxidation (Maruta et al., 2007), destruction of VOC, or combustion in flows with internal recirculation.

Diffusion ignition can be described in 1-D spatial conditions, but usually they are very difficult to mimic in simple experiments due to such low dimensionality. 2-D experiments where fuel jets are injected in co-flowing or cross-flowing oxidizer streams are easier to realize for diluted and preheated conditions.

Jet in hot flows configuration was used to reproduce diffusion ignition processes (Adelaide or Delft jet in hot coflow) in both the laminar (LJHC) and turbulent (JHC) cases when inlet reactant temperatures are higher than ignition ones (Medwell et al., 2007, 2009; Choi et al., 2009; Oldenhof et al., 2011; Sepman A. V. et al., 2013). In particular, methane and CH4/H2 blends were analyzed by Medwell et al. (2007) and Al-Noman et al. (2016), whereas Oldenhof et al. (2010) analyzed the stabilization region of natural gas mixtures burning in a hot/diluted coflow by recording the flame luminescence with an intensified high-speed camera. The spatial distributions of the hydroxyl radical (OH), formaldehyde (H2CO), and temperature imaged by laser diagnostic techniques were obtained for ethylene flames by Medwell et al. (2008) whereas Choi and Chung (2010) investigated the autoignition characteristics of laminar lifted ethylene flames in coflow air with elevated temperature over 800 K. Arndt et al. (2019) studied the autoignition of propane jet-in-hot coflow with high-speed OH* chemiluminescence imaging and high-speed Rayleigh scattering for mixture fraction, temperature, and scalar dissipation rate measurements. Liquid fuels, such as ethanol (Correia Rodrigues et al., 2015; Ye et al., 2016), have been also studied in some preliminary works.

The reactive structure features that were recognized in these studies can be summarized in such points:

1. Combustion Mode Type:

- Diffusion–ignition

- Standard deflagration or diffusion flame

- Mixed-mode regimes (partially premixed).

2. Diffusion Ignition is Strongly Sensitive to Boundary Conditions More Than Standard 1-D Deflagrative/Diffusion Flame Processes.

The same type of analysis has been also performed in Jet in Hot Cross Flow configuration (Sidey and Mastorakos, 2015; Wagner et al., 2017) where fuel was injected into hot and vitiated air crossflow. Results suggested that autoignition is the dominant stabilization mechanism.

A wide numerical/theoretical characterization of igni-diffusive steady structures under MILD conditions was reported in the literature with 1-D counterflow configurations. Reactive structures were analyzed as a function of feeding configurations from several groups (de Joannon et al., 2012a,b; Zou et al., 2014; He et al., 2016).

In the following sections, the peculiarity of diffusion ignition processes will be analyzed for steady or unsteady conditions.



STEADY DIFFUSION IGNITION: HDDI AND HCDI

Distributed combustion regime occurs in technologies where dilution and preheating of reactants are used for efficient and clean energy conversion (Li et al., 2011; Khalil and Gupta, 2017; Perpignan et al., 2018). In practical systems, gas recirculation is adopted (Sorrentino et al., 2018a; Sabia et al., 2019). Low combustion temperatures and high dilution/pre-heating alter the fuel conversion with respect to traditional flames (Maruta et al., 2000; Minamoto et al., 2014; Minamoto and Swaminathan, 2015).

Elementary processes that undergo MILD combustion influence the controlling parameters (Cavaliere et al., 2016). In particular, the reactivity under stoichiometric conditions is comparable with the one related to fuel-lean or fuel-rich conditions (de Joannon et al., 2010). It follows that reactions are homogeneously distributed (Plessing et al., 1998; Özdemir and Peters, 2001).

In particular, the characterization of diffusion-controlled combustion processes developing in a steady 1-D layer was reported in the literature with several numerical studies by means of the opposed jets configuration (de Joannon et al., 2007; Cheong et al., 2017; Mameri et al., 2018).

This section takes into account numerical characterization of steady mixing layers with diluted and/or preheating streams with different feeding configurations as a function of main parameters.

In this review article, a sub-classification of steady diffusion ignition process will be used as reported in the following:

1. Reactants with homogenous mixture composition and preheating of inert flow as main controlling parameters [homogeneous charge diffusion ignition (HCDI)]

2. Non-premixed flows with reactants dilution and preheating as main controlling parameters [hot diluted diffusion ignition (HDDI)].

In the HCDI mode (de Joannon et al., 2007; Mastorakos, 2009; Goh et al., 2013), a homogeneous reactant charge interacts with inert (such as nitrogen or carbon dioxide) at high temperature (i.e., combustion products) and this yields a counter-diffusion layer. On the other hand, the HDDI is realizable for non-premixed streams with a certain level of dilution and/or preheating (de Joannon et al., 2009; Chen and Zheng, 2011; Ye et al., 2017). The initial conditions of HCDI processes are fixed on one side of spatial coordinate homogeneous reactants in a fixed composition and the species on the other side are inert (for instance combustion products) at high temperature, as reported in the sketch of the insert in Figure 1A. As is well-known, a premixed fuel/air mixture outside the flammability limit cannot support a deflagration process. Several experimental studies have reported the occurrence of this process when the heat source is a heated wall or a high-temperature inert flow in a laminar (Darabiha et al., 1988; Smooke et al., 1991; Zheng et al., 2002) or turbulent (Blouch et al., 1998) counterflow. In particular, Mastorakos et al. (1995) investigated the effects of simultaneous dilution and preheat of reactants by mixing with hot combustion products in turbulent counterflow flames formed near the impinging region of two opposed jets. Examples of this reactive structure are also obtained in a counterflow configuration as shown in the sketch of Figure 1A for a methane/oxygen stream that impinges toward high-temperature flows. The bulk flow velocities define the system strain rate. The sketch in Figure 1A shows the location of the reactive region (orange area) when the mixture is outside the flammability limits (Φ < ΦLFL). Such counterflow allows for the characterization of several HCDI or deflagration structures (de Joannon et al., 2007). In particular, the results shown in Figure 1A (Cavaliere et al., 2016) reports a homogeneous fuel/air charge continuously heated by a hot inert flow of N2 (mimicking combustion products). A premixed CH4-air flow, characterized by an inlet temperature (T0) and velocity (V0), is fed toward an opposed flow of nitrogen at high temperatures (Tin). The distance D between the jets is 2 cm. Numerical analysis was carried out by means of Oppdif application for counterflow configurations of ChemKin 3.7 package by using the GRI 3.0 mechanism as kinetics model. The enthalpy production reported in Figure 1A with a red curve at Tin = 1,400 K for k = 50 s−1 is positioned on the premixed fuel/air side for Φ = 1 with a very thin reactive region. By decreasing the inlet equivalence ratio, these heat release curves are different from those at Φ =1 as they are broadened, and are shifted closer to the stagnation point. Notably, the reactive zone location passes the stagnation point for Φ < 0.2 when the mixture is outside the flammability limits. In this case, the oxidative structures are located on the hot products side.


[image: Figure 1]
FIGURE 1. Normalized heat release rate as a function of N2 mass fraction in HCDI configuration (A). (B) Reports temperature and heat release rate in a HDDI (HODF) configuration [adapted from de Joannon et al. (2009) with permission from Elsevier] and Damköhler number in (C).


In summary, the figure demonstrates that a great variety of oxidation structures may be stabilized in HCDI processes and the features of the oxidation process are related to the diffusion between the hot products and the air/fuel charge. Such behavior can be ascribed to MILD combustion and it has features that partially explain the distributed and noiseless characteristic reported for some flameless applications (Wünning and Wünning, 1997; Khidr et al., 2017; Zhou et al., 2017). In fact, the reactive process is distributed on a wide mixture fraction region and the transition from HCDI to deflagration is gradual (Sidey et al., 2014).

Combustion processes in which the reactants are separated yield diffusion flames and they can be obtained in a counter-diffusion reactor when it is fed with oxidant and fuel in opposite directions along the same axis. In MILD combustion, such streams can be diluted with inert species (such as combustion products) and can be heated to such high temperatures that the frozen temperature is higher than the ignition one (de Joannon et al., 2010; Sidey and Mastorakos, 2016).

In this case, the non-premixed configuration, as reported in the sketch of Figure 1C, is characterized by fuel at ambient temperature and molar fraction Xf that is fed vs. an opposed airflow at a fixed preheating temperature (Tin). The flow rates are kept constant to fix the bulk strain rates K0 = V0/D. In Figure 1B, the structure of the reactive zone was depicted for HODF where temperature and heat release rate profiles as a function of the mixture fraction (Z) were reported for several Xf values. The plots of Figure 1B (adapted by de Joannon et al., 2009) were obtained at P = 10 bar for a CH4/Air system. They refer to diluted methane at ambient temperature diffusing in hot air at Tin = 1,400 K, i.e., a HODF (Hot Oxidant Diluted Fuel) feeding in a SICF (Steady Igniting Counter-Flow). Numerical tools and kinetics mechanisms are the same used for HCDI cases reported before. Methane content was varied from Xf = 1 to 0.05 by means of N2 dilution. The stoichiometric mixture fraction location is indicated on the profiles with dots. The heat release profile (lower part of Figure 1B) reported with the black curve is related to an undiluted case and it exhibits a maximum in correspondence of Zst whereas pyrolytic regions with negative heat release occur for fuel-rich region. A similar behavior was obtained for T (upper part) that reaches a maximum value of about 2,800 K. The fuel dilution strongly alters the oxidative structure as a function of its magnitude and it emphasizes the difference with respect to conventional conditions. For Xf = 0.5, the Tmax values are shifted toward higher Z and the oxidation region in the heat release profile shifts and widens. The pyrolytic region is enlarged toward higher Z with strong reduction of the minimum heat release rate. This behavior becomes more clear by decreasing Xf, causing the vanishing of the pyrolytic region for dilution level higher than 85%. In fact, when the dilution level reaches 90% (Xf = 0.1), heat release profiles exhibit only a single maximum that diminishes its intensity with Xf. Moreover, the most important effect of the dilution is a shift of the oxidative region backward toward lower Z, in opposite direction with the stoichiometry (as reported by the colored dots that indicate the Zst location).

Therefore, by summarizing, several peculiar characteristics have been pointed out as discriminative for the occurrence of different combustion regimes. They have been related to reactive region thickness, absence of a pyrolysis region, and the correlation of the maximum heat release with the Zst. Following such criteria, the features of the reaction zone suggested a different name for the elementary process with respect to standard diffusion ones, and thus, HDDI was chosen for such non-premixed case.

The results above reported revealed that both the HDDI and HCDI modes support a “distributed ignition” behavior. Moreover, a strong extinction resilience was also reported in several literature papers as another important feature of such MILD processes (Sidey et al., 2016; Evans et al., 2017; Sidey and Mastorakos, 2018). All these features are linked to each other.

Another important synthetic representation of MILD features is reported with the blue curve in Figure 1C where Damköhler number is reported vs. the fuel mole fraction. Its evaluation is based on the ratio between a characteristic convective time (based on the strain rate) and a kinetic one. More specifically, it diminishes from about 7,000 to 50 by decreasing the Xf value from 1 to 0.1. Also, in this case, the most relevant variation is shown at 90% fuel dilution where Da undergoes a significant change. This is correlated to a “gradual” behavior of the reactive process that entails a continuous increase of chemical kinetics times with respect to a reference fluid-dynamic one. It is of interest that the Damköhler number change is three orders of magnitude with respect to undiluted cases. In particular, two asymptotic behaviors can be identified with the dashed red line for 0.15 < Xf < 1 and with the dashed-dotted green one for Xf < 0.1. Such paradigm shift in the reactive structures at a fixed dilution level was also identified in several literature papers for diluted conditions in SICF (Fotache et al., 1997, 1998; Abtahizadeh et al., 2012) and confirmed also for low-heating value fuels (Kwiatkowski and Mastorakos, 2016).



UNSTEADY DIFFUSION IGNITION

Igni-diffusive structure characterizations are possible in 1-D configurations by following the temporal evolution of diffusion layer ignition/oxidation for diluted and preheated conditions in wide parameter ranges. In this case, unsteady elementary processes strongly depend on the boundary conditions and fluid-dynamics pattern. In particular, literature evidenced two main possibilities for transient diffusion-controlled combustion processes in 1-D configurations: IML (Igniting Mixing Layer) and ICF (Igniting Counter-Flow).

IML can be defined as a “universal” or “zero-order” configuration because it represents the natural evolution of diffusive-reactive process (Abtahizadeh et al., 2015). Therefore, it is of interest as reference case because the temporal evolution refers to an initial unmixed mixture where the initial mixture fraction gradient is not prescribed by a fixed strain rate but is controlled by molecular diffusion. It is a key process also for inferring tabulated chemistry information for complex systems (Sorrentino et al., 2018b). IML was reported in the literature to evaluate ignition characteristics (most reactive mixture fraction) of diluted fuels in comparison with Auto-Ignition and Homogeneous Ignition (Mastorakos et al., 1997; Im et al., 1998; Sreedhara and Lakshmisha, 2000; Hilbert and Thévenin, 2002; van Oijen, 2013).

ICF in steady strain flow field is the configuration in which the transient diffusion ignition process evolves in a developed mixing layer originated by a mixture fraction in two opposed laminar jets, where the initial mixture fraction is distributed according to frozen mixing due to applied strain. This kind of process was one of the most characterized in the literature because it can be obtained through coflow configurations for both the undiluted and diluted cases, as already underlined in the Introduction section (Cabra et al., 2002; Dally et al., 2002; Chung, 2007). In this case, several regimes such as autoignition, flame propagation, and diffusion ignition can occur (Medwell et al., 2016; Schulz et al., 2017).

Unsteady 1-D reactive diffusive layer evolution has been depicted for HODF conditions in Figure 2A by reporting the numerical results obtained in ICF configuration and adapted by the results of Sorrentino et al. (2013).


[image: Figure 2]
FIGURE 2. Temporal evolution of mixture fraction where the peak temperature occurs for HODF conditions (A) adapted from Sorrentino et al. (2013) with permission from Elsevier. (B) Reports transient numerical computations for ethanol in JHC flames with the boundary conditions obtained from the experiments by Ye et al. (2018). Temperature and ZTpeak as a function of time were reported for two oxygen levels.


The profiles in Figure 2A show the temporal evolution of the maximum temperature location in the mixture fraction space. The solid dots depict the location of the most reactive mixture fraction (Zmr) whereas the dashed lines are related to the position of Zst. It is worthwhile to note that, for undiluted or slightly diluted conditions (0.2 < Xf < 1), the location of Zmr and Zst is very close to each other. It means that ignition and stabilization phenomena occur in the same mixture fraction and time intervals (Im et al., 2000). Therefore, in such cases, the diffusive structure growth in time is limited to a narrow mixture fraction space. For Xf < 0.1, the main effect of MILD combustion (because the reactant dilution slows down the oxidative chemical kinetics) is to increase the distance between the “most reactive” mixture fraction and the “stoichiometric” one. In each case, the most reactive mixture fraction is always placed on the high-temperature side (preheated oxidizer in Figure 2A) and the location is not affected by dilution (Viggiano and Magi, 2004; Yoo et al., 2011).

The aforementioned behaviors were confirmed for ethanol-diluted flames in JHC configuration, as reported in the numerical results of Figure 2B, where boundary conditions were obtained from Ye et al. (2018). Unsteady flamelet equations were solved in time and mixture fraction space using the FlameMaster program (Pitsch, 1998). It shows the peak temperature as a function of time for ethanol at 3 and 9% of O2. The mixture fraction where the peak temperature occurs is denoted as ZTpeak. As the oxygen level reduces from 9 to 3%, the ignition process becomes prolonged with a reduced temperature increase. Thus, flames in the 3% O2 case are close to diffusion ignition cases, being distributed with a low temperature increase.

Recent DNS studies (Doan et al., 2018) confirmed the importance of dilution and Zmr location on the stabilization but they also depicted that non-premixed turbulent MILD combustion is a complex process with spatial and temporal ignition fronts, non-premixed, and propagating flames that are strongly convoluted and interacting. In particular, multiple igniting mixing layers can interact between themselves and the annihilation of peripheral isolines may strongly influence the reactive structures (Sorrentino et al., 2017).



CONCLUSIVE REMARKS

The analyses reported so far have emphasized that the occurrence of MILD combustion in diffusion-controlled conditions strongly differs from deflagration and diffusion flames. These characteristics are of interest in comparison to the conventional flame structure where the mixture fraction range in which the reaction takes place is quite narrow and changes slightly with dissipation rate. In contrast, the oxidation structure of MILD combustion shifts along the mixture fraction space according to different boundary conditions (temperature and dilution). The features of diffusion ignition are related to several peculiarities such as distributed ignition, flameless oxidation, and heat release not correlated with stoichiometric mixture fraction, differently from flame structured processes.

Strong extinction resilience and gradual ignition are also distinctive characteristics of such reactive structures that were highlighted by analyzing the unsteady evolution of the diffusive reactive layer under preheated and diluted conditions.
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Numerical simulations employing two different modeling approaches are performed and validated against experimental results from a moderate or intense low-oxygen dilution (MILD) system with internal recirculation. The flamelet-generated manifold (FGM) and partially stirred reactor (PaSR) closures are employed in a Reynolds-averaged Navier–Stokes (RANS) framework to carry out the numerical simulations. The results show that the FGM model strongly overpredicts temperature profiles in the reactive region, while yielding better results along the central thermocouple. The PaSR closures based on a prescribed mixing time constant, Cmix, of 0.01, 0.1, and 0.5 are compared, showing that a Cmix value of 0.5 is the most appropriate choice for the cases under investigation. A PaSR formulation allowing local estimation of the Cmix value is found to provide improved results for both the lateral and central thermocouples. A flame index analysis, used to assess the ability of FGM and PaSR to capture intense mixing of the cyclonic burner, indicates how the FGM model predicts a typical non-premixed region after the injection zone, contrary to the experimental observation.

Keywords: MILD combustion, cyclonic burner, tabulated chemistry, PaSR, detailed chemistry


INTRODUCTION

The simultaneous requirements of thermal efficiency, fuel flexibility, and low pollutant emission are the main drivers for the development of innovative combustion-based systems. Several concepts were developed in the last decades, to achieve lower temperatures of the oxidation region and avoid the formation of several classes of pollutants. In particular, a number of combustion concepts based on the internal or external dilution and/or preheating of main reactants were proposed. They include flameless oxidation (Wünning and Wünning, 1997), colorless combustion (Khalil and Gupta, 2017), high-temperature air combustion (HiTAC) (Rafidi and Blasiak, 2006), and moderate or intense low-oxygen dilution (MILD). Examples of implementation of these technologies include furnaces, boilers, and gas turbines.

MILD combustion plays today a crucial role in the development of flexible, efficient, and nonpolluting technologies. Notably, its feeding conditions allow the establishment of a distributed reaction zone, with almost uniform temperatures in the combustion chamber, absence of a visible flame, very low levels of noise and fluctuations, absence of soot particles, and negligible NOx and CO emissions (Cavaliere and de Joannon, 2004). In the last decades, strong attention was given to the turbulent combustion modeling of such processes. In fact, the unique thermochemical features related to the turbulence–chemistry interaction have led to the development of new modeling paradigms or to the adaptation of the ones already used for conventional conditions (De and Dongre, 2015). In such systems, the flue gases' recirculation decreases the oxygen level of the reactant mixture, thus slowing down the kinetic rates in such a way that the characteristic chemical timescales approach the mixing timescales; that is, the Damköhler number is close to unity (Özdemir and Peters, 2001). Due to such modifications of the reaction zone, appropriate turbulence/chemistry interaction models need to be developed (Frassoldati et al., 2010). In particular, detailed kinetic mechanisms should be considered to correctly capture the thermochemical variable distributions (temperature and main species fields) and pollutant emissions in particular.

The complexity of MILD reaction structures has pushed the development of a number of approaches for Reynolds-averaged Navier–Stokes (RANS) (Galletti et al., 2007) and large-eddy simulations (LES) (Duwig et al., 2007), which can be divided into flamelet-like and finite-rate approaches, depending on the assumptions made with respect to the accessible reaction state space (Pope, 2013).

Flamelet-based models allow us to include detailed chemistry effects at an affordable computational cost, as the chemical state space is calculated in a preprocessing step, and it is then accessed during the actual simulation via a number of scalars (typically the mixture fraction and a progress variable) that parameterize the chemical state space (Pierce and Moin, 2001, 2004). In this context, tabulated chemistry techniques such as the flamelet-generated manifold (FGM) (Van Oijen and De Goey, 2000) and flamelet progress variable (FPV) (Pierce and Moin, 2001, 2004) techniques have acquired a key role in the combustion community, and their effectiveness has been demonstrated for a number of problems and configurations. Recently, Abtahizadeh et al. (2015) showed that the canonical structure used for tabulation strongly influences the representation of MILD combustion in jet in hot coflow (JHC) configurations. Such results were confirmed by Sorrentino et al. (2018a), for a cyclonic flow burner. A relevant challenge in FGM/FPV approaches is to include the effects of exhaust gas recirculation in the lookup tables, to properly represent the dilution and heat loss effects (Lamouroux et al., 2014). The inclusion of additional variables in the tabulation procedure is a very demanding task and can lead to expensive computational fluid dynamics (CFD) simulations due to the increased manifold dimensionality (from 3D or 4D to 6D).

Reaction rate-based approaches have been also proposed in the literature and applied to MILD conditions. Among them, it is worth mentioning the eddy dissipation concept (EDC) (Magnussen, 2005) and the partially stirred reactor (PaSR) model, originally proposed by Chomiak (1990). Both models divide each grid cell into two regions: the reacting structures, modeled as ideal reactors, and the surrounding fluid mixture. The main difference between the two approaches lies in the estimation of the reacting structures' volume fraction. In EDC, the latter is solely based on the turbulence properties of the flow, obtained by means of an energy cascade model (Magnussen, 2005). In PaSR, the reacting fraction explicitly depends on both the mixing and chemical timescales. Recently, the PaSR model was used to simulate the Adelaide JHC, using both RANS (Ferrarotti et al., 2019) and LES (Ihme and See, 2011), with very satisfactory results. Despite the encouraging progress in the use of reactor-based models for MILD combustion, there are still open questions related to the general applicability of the concept to different configurations. To this end, the availability of experimental data in MILD conditions is key.

Both the Adelaide and Delft JHC configurations (Dally et al., 2002; Oldenhof et al., 2011) mimic MILD conditions by feeding diluted and hot streams to the coflow, impacting directly the system characteristic chemical timescale. This simplified configuration makes it possible to perform optical diagnostics and deliver high-fidelity experimental data that are crucial for model development. However, in industrial MILD configurations, the distributed conditions are a consequence of the internal aerodynamic recirculation and the modification of the local mixing timescales. Closed furnaces operating in MILD conditions allow, in principle, challenging of the ability of turbulent combustion models to appropriately capture turbulence/chemistry interactions. For instance, Ferrarotti et al. (2018) applied the PaSR model for a quasi-industrial burner fed with natural gas, showing the relevance of both mixing and chemical timescales as well as of the comprehensiveness of the chemical mechanism.

The availability of experimental data in furnace configurations is generally limited due to the presence of an enclosure. In addition, available data in MILD conditions are limited to narrow operative conditions. Based on such considerations, the present study reports the investigation of a novel cyclonic burner (Sorrentino et al., 2018b). A methane-fired small-scale burner was employed, and detailed internal temperature measurements were used to characterize the local thermal field. Experimental temperature measurements were used to validate two different modeling paradigms, a tabulated chemistry approach, FGM, and a reactor-based model, PaSR. The comparison was carried out for two experimental configurations, involving standard air and diluted air as the oxidizer stream. The main aim of the paper is to identify current potential and limitations of turbulent combustion closures for the investigation of more complex MILD combustion configurations.



EXPERIMENTAL TEST CASE

The geometrical features and characteristics of the cyclonic burner used in this article to mimic MILD combustion conditions have been reported in previous works (de Joannon et al., 2017; Ferrarotti et al., 2019; Sabia et al., 2019; Sorrentino et al., 2019). In the following, the key features of the device are discussed.

It consists of a lab-scale combustor (20 * 20 cm2 of square section and a height of 5 cm) where a cyclonic and toroidal flow field is established through two couples of coaxial oxidant/fuel inlet jets located in an antisymmetric configuration. In Figure 1, a sketch of the burner midplane, the feeding configuration, and the position of the thermocouples are shown. Oxidizer and fuel injection pipes are placed 2 and 4.5 cm from the lateral walls, respectively. The flue gas exit is placed at the top-central side. In the present manuscript, methane was used as a fuel and air as oxidizer.


[image: Figure 1]
FIGURE 1. Sketch of the midplane of the combustion chamber.


MILD conditions are ensured thanks to the strong internal recirculation of burned products that stabilizes locally a distributed ignition. Such a microscopic feature of MILD combustion corresponds macroscopically to reduced temperature gradients (high levels of temperature uniformity) with very low pollutant emissions.

Two shielded N-type thermocouples can be moved along the y-direction. The lateral one is placed 0.02 m from the wall, whereas the central thermocouple is located 0.01 m from the confinement.

External ceramic preheating ovens were used to fix the boundary conditions in terms of external temperature, thus controlling the heat flux through the surroundings. The burner was built with a three-layer structure of alumina, a thick layer of heat-insulating material, and an outer shell of stainless steel 310s. The oxidant flow passes through heaters, to keep fixed the inlet temperature to the desired values (Tin).

In the present work, the two experimental configurations illustrated in Table 1 were investigated. In the first case, the fuel (pure methane) was injected at the environmental temperature (300 K) with a jet velocity of 15.8 m/s, while the oxidizer (preheated air) was fed at a fixed preheating level of 1,000 K (Tin) and with a jet velocity of 17.8 m/s. The inlet equivalence ratio was kept constant at the stoichiometric value. Moreover, a mean overall heat loss flux at walls (QW) was estimated by means of thermocouples placed on outer and inner surfaces of the walls to be equal to 13 kW/m2, for the investigated conditions. In the second case, the air stream was diluted with 90% N2 by volume. The equivalence ratio was kept to stoichiometric value, and the inlet temperatures were as in case 1; the fuel jet velocity was 15.8 m/s, while the oxidizer jet was 54.17 m/s.


Table 1. List of the conditions investigated in this study.

[image: Table 1]



MODELING TOOLS

Numerical simulations were carried out using RANS, with the commercial code Ansys Fluent 19.3. The grid was generated with the software Ansys Workbench. A grid independence study was performed using a polyhedral grid with a number of cells ranging from 100 to 400 k. The selected grid consisted of 450 k polyhedral elements. Reynolds stresses were solved using the RNG k–ε turbulence model with swirl-dominated flow corrections to take into account the high swirl level in the combustor. The discrete ordinate (DO) radiation model was used, while the radiation properties of the reacting mixture are accounted for with the weighted-sum-of-gray-gases (WSGG) model, using the coefficients proposed by Smith et al. (1982).

For the turbulence–chemistry interaction, PaSR and FGM models were adopted. As with other reactor-based models, the computational cell in PaSR is split into two zones, the reaction structures and the surrounding fluid. The overall reaction progress is determined by the exchange between the two regions. The mass fraction of the reaction zone is estimated, considering both the characteristic chemical and mixing timescales:

[image: image]
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A first set of simulations was performed to determine the influence of the kinetic mechanism on the results. The detailed mechanisms GRI2.11 (Bilger et al., 1990; Bowman et al., 1996) and GRI3.0 (Smith et al., 2011), along with the reduced mechanism KEE (Bilger et al., 1990), were used. Then, a sensitivity to the PaSR model parameters was carried out, with special emphasis on the determination of the mixing scale. First, τmix was estimated as in Ferrarotti et al. (2018), considering a fraction of the integral timescale κ/ϵ by means of a constant Cmix:

[image: image]

Values of Cmix ranging 0.01, 0.1, and 0.5 were considered. Then, a dynamic approach was used, as proposed in Ferrarotti et al. (2019), based on local properties of the flow field. τmix, d is estimated with the ratio of the mixture fraction variance, Z″2, to the mixture fraction dissipation rate, χ:

[image: image]

The determination of τmix, d requires the solution of transport equations for [image: image] and [image: image], expressed as
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where Z is the mixture fraction, Dt is the turbulent diffusivity, [image: image] is the production of scalar fluctuation, and [image: image] is the production of turbulent kinetic energy. The set of coefficients CP1, CP2, CD1, CD2 used is the one proposed in Keehan Ye (2011). The resulting system is solved using an unsteady RANS (URANS) approach.

The PaSR model was benchmarked to the FGM model (Van Oijen and De Goey, 2000). In FGM, 1D flame configurations were employed by means of igniting mixing layer (IML) (Abtahizadeh et al., 2015) and premixed flamelet equations (Van Oijen et al., 2016). The thermochemical quantities were tabulated as functions of the mixture fraction and progress variable. At the CFD runtime, only the transport equations for the mean values and the variances of the controlling variables (in addition to continuity, momentum, and energy) were solved, and all the required parameters were retrieved. Specifically, the main assumptions behind the FGM method are that a turbulent flame can be represented by an ensemble of laminar flames, and the n-dimensional composition space can be replaced by a lower-dimensional manifold (Chen et al., 2018; Sorrentino et al., 2018a). The flamelet equations were computed through the specialized solver Chem1D, developed at the University of Technology of Eindhoven (TU/e) (Somers, 1994). A unity Lewis number assumption was chosen, whereas the GRI3.0 chemical mechanism was used.

Two controlling variables were chosen, a progress variable Y and a mixture fraction Z, to represent the mixing between fuel and oxidizer. Usually, under traditional combustion conditions, the standard FGM model adopts combustion products, such as CO2 and H2O, to define the progress variable. Nevertheless, in this work, HO2 was also included. Indeed, Medwell et al. (2008) stressed the role of precursor species like HO2 in MILD combustion. Therefore, a combination of H2O, CO2, and HO2 was selected as progress variable to include the effects of both preignition and oxidation chemistry. The general form of the progress variable is

[image: image]

where Xi is the molar fractions and αi the weight factors of the generic species i, which were optimized to yield a smooth mapping between the state space and the transported variables. In this work, the coefficients α were chosen as αH2O = 100/WH2O, αCO2 = 100/WCO2, αHO2 = 1,000/WHO2, where Wi denotes the molar mass of species i. αi = 0 for all other species. Moreover, the progress variable was scaled between 0 and 1, to make it independent of the mixture fraction. The controlling variables and the lookup tables were defined by means of Matlab R2019a (The Mathworks Inc., 2019) scripts. Thus, all the thermochemical parameters calculated from flamelet equations were tabulated as a function of Y and Z.

Once defined, the laminar and adiabatic 2D tables were imported on Fluent using the FGM dedicated routine. The effect of the turbulence was considered incrementing the manifold dimension from 2 to 4, using a presumed β – PDF approach (Fiorina et al., 2005). In this way, both the mean values (100 table points) and the variances (11 table points) of Y and Z are considered as controlling variables.

During a simulation, the turbulent transport equations for the mean and variance of the mixture fraction ([image: image] and [image: image], respectively) and for the mean and variance of the progress variable (Ỹ and [image: image], respectively) are solved in addition to the Favre-averaged mass, momentum, and enthalpy conservation equations. The four steady-state transport equations read as follows:
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In the equations above, [image: image] is the mean density, ũj is the mean velocity vector, D is the molecular diffusion coefficient, μt is the turbulent viscosity, Sct is the turbulent Schmidt number, [image: image] is the mean chemical source term of the progress variable, C1 and C2 are the modeling constants, [image: image] is the mean turbulent kinetic energy, and [image: image] is the mean dissipation rate.

Since the lookup tables were created from adiabatic flamelets, heat losses were not included in the manifold and, therefore, only considered in the CFD simulations. The accuracy of this approach is then related to the accuracy associated with the inclusion of the enthalpy in Fluent once the adiabatic tables are imported. In particular, the software includes enthalpy by freezing the species in the adiabatic flamelets and recalculating the temperatures and the progress variable source terms with the enthalpy.



RESULTS AND DISCUSSION

Case 1 (described in Table 1) is first considered. Figure 2 shows the temperature profiles along the lateral thermocouple obtained with the PaSR model in combination with three chemical mechanisms, the GRI3.0, GRI2.11, and KEE, using a Cmix of 0.1. It can be observed that the temperature profiles are almost superimposed, with differences never exceeding 4%. Based on this observation, it was decided to keep the KEE mechanism for the subsequent simulations, to reduce the associated computational time.


[image: Figure 2]
FIGURE 2. Case 1 PaSR results along the lateral thermocouple. Comparison of KEE, GRI2.11, and GRI3.0 mechanisms for Cmix = 0.1.


In Figures 3A,B, the numerical predictions were compared to the experiments in terms of temperature profiles along the central and lateral thermocouples. It can be observed how the FGM method shows a good agreement with the experiments for the central thermocouple (Figure 3A). In particular, the temperature profile predicted by FGM is quite homogeneous, and it well captures the temperature peaks in the near-wall regions, only slightly overestimating it by about 50 K. However, when looking at the lateral position, FGM strongly overpredicts the experimental trend of about 200°, with a very localized peak close to the inlet zone (x < 0.06 m). Such a strong difference between the central and lateral positions suggests that the model predicts a very early ignition after injection, contrary to the experimental observations suggesting distributed reaction conditions. The fact that the reaction and heat release region predicted by FGM are very localized also explains why FGM well captures the central thermal field, the progress variable being unitary in this area and heat transfer dominating the flow features. The inability of FGM to capture the initiation and extension of the reaction region can be related to the absence of a controlling variable, taking into account the internal dilution by the combustion products, in the construction of the lookup table.


[image: Figure 3]
FIGURE 3. Case 1 comparison between FGM and PaSR with Cmix of 0.01, 0.1, and 0.5 and experimental values along the central and lateral thermocouples. (A) Central thermocouple profiles. (B) Lateral thermocouple profiles.


Figures 3A,B also show the PaSR predictions for different values of the Cmix constant. As a remainder, increasing Cmix increases the mixing timescale value. The temperature profiles obtained with Cmix values of 0.01, 0.1, and 0.5 clearly show the strong sensitivity of the model to the estimation of the mixing scale. In particular, decreasing Cmix impacts the mean reaction rate in two ways, via the reacting structure fraction κ and the residence time in the reacting structures (taken equal to the mixing time). When Cmix is reduced, representative of a condition of intense mixing, the reacting fraction κ (Equation 1) is increased, indicating that the whole computational cells evolve toward a perfectly stirred reactor. At the same time, the denominator in Equation (2) decreases, thus impacting directly the mean reaction rate, which is increased. A close observation of Figures 3A,B suggests that a Cmix value of 0.5 is the most appropriate choice for the case under investigation, in agreement with previous results (Ferrarotti et al., 2018, 2019). Nevertheless, when looking at the centerline thermocouple (Figure 3A), all PaSR simulations underpredict the temperature near the outlet zone (0.06 < x < 0.14 m), while overestimating the temperature level on the sides. The shapes of the PaSR temperature profile clearly indicate that the model can capture the existence of a distributed reaction region, but not to the extent suggested by the experimental measurements, showing a very uniform profile. This is further confirmed by the analysis of Figure 3B, which shows how the PaSR results show a delayed ignition with respect to the experimental data, as the temperature peak reduces and moves downstream of the fuel injection. Increasing Cmix helps to reduce the temperature overpredictions along the thermocouples, although the central thermocouple profile is still not quite well represented, as the maximum temperature is about 150 K higher than the experimental values. Opposed to experimental data, the PaSR simulation still retains two defined reaction zones, which are the cause of the temperature spikes along the central thermocouple profile (Figure 3A).

Interestingly, as Cmix is decreased, FGM and PaSR become more similar. This is explained by the direct impact that the mixing timescale has on the mean reaction rate (Equation 2). As discussed above, a reduction in τmix directly impacts [image: image] and increases it. This is further confirmed by the analysis of the Damköhler number maps presented in Figure 4, showing how the Damköhler in the domain decreases by one order of magnitude as Cmix is decreased from 0.5 to 0.01. As Dα decreases, the reactive zone mass fraction κ (Equation 1) increases, thus increasing the mean reaction rate as well. The combined effects of reducing τ* and increasing κ in Equation 2 results in the above-mentioned temperature spikes in the Cmix = 0.01 case.


[image: Figure 4]
FIGURE 4. Case 1 Damköhler contours for PaSR static simulations with Cmix of 0.01, 0.1, and 0.5.


One tool that can be helpful to understand the differences between the two models results is the so-called normalized flame index, introduced by Yamashita et al. (1996) and defined by Bray et al. (2005), Domingo et al. (2002), and Knudsen and Pitsch (2009, 2012) as

[image: image]

By definition, the index takes the value of ξ = +1 in premixed flames and ξ = −1 in non-premixed ones. It can be then useful to assess the ability of the model to capture the premixed nature of the combustion process under MILD conditions. Figure 5 shows the contours of the flame index obtained using both the PaSR model, using Cmix = 0.5, and FGM. It can be observed that the two models yield quite different results. With the PaSR case, the non-premixed region is almost exclusively restricted to the injection zone, between x = 0 m and x = 0.05 m; in the rest of the chamber mixing, it occurs effectively before reaction, and the flame index is +1, indicating a premixed region. The same cannot be said about FGM: beside the injection zone, the flame index contour presents four additional regions close to the chamber walls, where the flame index value is −1, thus indicating a non-premixed flame structure. This can be ascribed to the very assumptions of the FGM formulation used in the present work and specifically to the lack of a dilution parameter to describe the mixing between fresh reactants and combustion products before reaction, thus resulting in the temperature overprediction shown in Figure 3B.


[image: Figure 5]
FIGURE 5. Case 1 flame index contours for FGM and PaSR static simulations.


The PaSR results presented above clearly show that the model can potentially capture the distributed features of MILD combustion. At the same time, the estimation of the mixing timescale has a key role in the structure of the reaction zone and the temperature levels. In particular, it is clear that the use of a simple approach for τmix, based on a fraction of the integral mixing scale, is not appropriate to describe the complexity of turbulence–chemistry interactions in the system under investigation. Therefore, the dynamic model (Equations 5, 6) was used for the same configuration, to assess whether the scalar time of a (non)reactive scalar could represent an appropriate choice. It should be stressed here that a large uncertainty is associated to the determination of this scalar dissipation rate via Equation 6 (Knudsen and Pitsch, 2009): the coefficients used in such an equation are the result of a calibration on simple-flow configurations (Ferrarotti et al., 2019) and might be inadequate for the complex flow under investigation. The results of the dynamic model using the coefficient by Keehan Ye (2011) show results very close to the Cmix = 0.5 case. As shown in Figures 6A,B, the temperature profiles along the lateral thermocouple are almost identical, with the exception of the zone between x = 0.07 m and x = 0.15 m, where the dynamic model yields slightly higher temperatures and a flatter profile. The dynamic model yields slightly lower maximum temperatures in the reaction zone along the central thermocouple and lower temperatures around x = 0.1 m. Figure 7 shows the contour of the equivalent Cmixeq for the dynamic case. The equivalent Cmixeq is calculated as follows (Ferrarotti et al., 2019):

[image: image]

where τmix,d is the mixing timescale for the dynamic approach defined in section Modeling Tools. It is possible to see in Figure 7 how the average value of Cmixeq in the reaction zone is close to 0.5, thus explaining the agreement of the static and dynamic cases. However, the dynamic model still cannot capture the initial ignition of the system. The reason for such deficiency can be explored by means of sophisticated models for turbulent mixing, using for instance detached eddy simulation (DES) and LES.


[image: Figure 6]
FIGURE 6. Case 1 static and dynamic PaSR results compared to experimental values along the central and lateral thermocouples. (A) Central thermocouple profiles. (B) Lateral thermocouple profiles.



[image: Figure 7]
FIGURE 7. Case 1 Cmixeq contour for the PaSR dynamic model.


The FGM and static PaSR with Cmix = 0.5 were then tested for the experimental conditions of case 2 (Table 1). With respect to case 1, both FGM and PaSR better capture the experimental trends. This is probably due to the dilution of the oxidizer stream, which causes the smoothing of the reaction process, resulting in a homogeneous temperature distribution. Figure 8 shows that, while FGM better predicts the temperature peak along the central thermocouple, the PaSR model enhances the temperature predictions in the ignition region along the lateral thermocouple, although it overpredicts the peak temperature by about 100 K. With respect to the central thermocouple, the PaSR model slightly overpredicts the peak temperature, while FGM underpredicts the observed values in the central region, that is, close to the outlet.


[image: Figure 8]
FIGURE 8. Case 2 FGM and static PaSR with Cmix = 0.5 results compared to experimental values along the central and lateral thermocouples. (A) Central thermocouple profiles. (B) Lateral thermocouple.




CONCLUSIONS

Numerical simulations of a lab-scale MILD cyclonic burner were carried out with two different turbulence–chemistry interaction closures, FGM and PaSR, in a RANS framework. The numerical results were compared to the available experimental temperature measurements, in the ignition zone and in the burner midplane.

The main findings can be summarized as follows:

• The thermocouple profiles overall are better represented by the PaSR model results; while the FGM model yields slightly better results along the central thermocouple, the PaSR model better captures the typical slow ignition of MILD systems in both operative conditions.

• A Cmix of 0.5 seems to be the better fit for these combinations of fuel and operative conditions. The a posteriori analysis of the dynamic PaSR model equivalent Cmixeq shows that for the static model, Cmix = 0.5 is the optimal value for the present cases.

• The analysis of the flame index reveals that the two models determine quite different mixing behaviors: FGM results show that the reaction regions all exhibit non-premixed behavior, while on the other hand the PaSR model determines mostly a premixed environment. As can be expected, the two different behaviors reflect on the temperature profiles, as the different ways mixing is handled between the two models strongly affect the computation of the reaction rates. Further experimental investigations of the cyclonic burner could then be key to determining which of the two numerical approaches would be the better option.

• With the increase of the dilution level in case 2, the differences in the predictive capabilities of the two models lower; the dilution slows down the reaction process, yielding a more homogeneous temperature field, thus explaining the lack of a strong temperature overprediction in the reactive regions by the FGM model as in case 1.

Even though PaSR results are overall better than those of FGM, both closures display some limitations which can be ascribed to the turbulent mixing models employed in RANS computations. For this reason, LES analysis of the same burner will be carried out, to explore the effect of turbulent mixing modeling accuracy on the results.
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Moderate or Intense Low-oxygen Dilution (MILD) combustion is considered as one of the most promising novel combustion technologies, as it ensures high efficiency and very low emissions (NOx and CO). Because of the high level of dilution, the system reactivity is reduced and the chemical time scale is increased compared to conventional flames. Therefore, combustion models accounting for finite-rate chemistry are needed to study the characteristics of such flames. Reactor based models, such as the Partially Stirred Reactor and the Eddy Dissipation Concept models have been successfully used to model MILD combustion. This article describes recent progress and developments in the application of reactor based models for the simulation of the jet-in-hot-coflow burners that emulate MILD combustion. The main objective is to provide an overview about the current state of the art of reactor based models for turbulence-chemistry interactions in MILD regime and outline future prospects for the further development of such models. The literature acknowledges both Reynolds Averaged Navier Stokes and Large Eddy Simulations studies, with various operating conditions as well as different fuels. The results indicate that it is necessary to include both the mixing and chemical time scales explicitly in the combustion model formulation. Because of the distributed reaction area, according to recent investigations, Large Eddy Simulation grid can be sufficient to resolve the MILD combustion reacting structures. The present review underlines the importance of finite rate chemistry in MILD combustion simulations, as well as of providing reliable estimation of the characteristic time scales.
Keywords: jet-in-hot-coflow burner, reactor-based models, MILD combustion, turbulence-chemistry interaction, finite rate chemistry
INTRODUCTION
Facing the current challenges of air pollution and energy shortage, it is urgent to develop fuel flexible, efficient and environmentally friendly combustion technologies. Novel combustion technologies with low emissions, high efficiency and fuel flexibility have become essential under these challenges (Li, 2019). In this context, one promising technology in energy production and manufacturing is Moderate or Intense Low oxygen Dilution (MILD) combustion (Wünning and Wünning, 1997; Cavaliere and de Joannon, 2004; de Joannon et al., 2012).
MILD combustion is established by diluting the fresh reactants with the combustion products and preheating the charge above the self-ignition temperature of the fuel (de Joannon et al., 2012). The high dilution is responsible for the widening of the reaction zone, while the mixing with hot exhaust gases ensures that reaction takes place also outside of the flammability limits. In terms of characteristic scales, the dilution lowers the oxygen concentration and smooths the temperature peaks. As a result, the chemical time scale increases and the strong interaction between chemistry reaction and mixing makes the investigation of such flames more challenging than conventional combustion regimes. The availability of validation data is then crucial to advance the current understanding of MILD combustion and further push its implementation in industrial applications. To decrease the influence of geometric complexity encountered in practical devices, simplified lab-scale axis-symmetric jet burners are generally used to emulate MILD conditions—for example, the jet-in-hot-coflow (JHC) burner (Dally et al., 2002; Oldenhof et al., 2010).
The JHC burner features a central jet and a secondary burner providing hot exhaust products as a coflow, reproducing the flue gas recirculation. The oxygen level in the coflow is highly diluted by adding nitrogen and it is generally controlled below 10[image: image] by mass or volume (Dally et al., 2002; Medwell et al., 2007; Oldenhof et al., 2010; Medwell and Dally, 2012; Ye et al., 2015a; Ye et al., 2017). The literature acknowledges a large number of studies on JHC burners, both experimental and numerical (Dally et al., 2002; Oldenhof et al., 2010; De et al., 2011; Medwell and Dally, 2012; Evans et al., 2015; Parente et al., 2015; Li et al., 2017). Both gaseous (Dally et al., 2002; Medwell et al., 2007; Oldenhof et al., 2010; Medwell and Dally, 2012; Mardani and Karimi Motaalegh Mahalegi, 2019), simple hydrocarbon fuels and liquid (Ye et al., 2015a; Ma et al., 2016; Ye et al., 2017;Ye et al., 2018; Mahalegi and Mardani, 2019), oxygenated or long-chain alkane fuels have been used as fuel. The liquid, long-chain alkane fuels show different characteristics (Ye et al., 2015a; Ye et al., 2017) under MILD conditions, compared to gaseous fuels.
Numerical investigations on the JHC burners were carried out mainly using Reynolds Averaged Navier-Stokes (RANS) (Christo and Dally, 2005; Frassoldati et al., 2009; Mardani et al., 2010; Shabanian et al., 2012; Parente et al., 2015; Evans et al., 2015; Aminian et al., 2016; Mardani, 2017; Evans et al., 2017; Chen et al., 2017; Li et al., 2017; Li et al., 2018b) simulation and Large Eddy Simulation (LES) (Afarin et al., 2011; Ihme and See, 2011; Ihme et al., 2012; Li et al., 2019). LES can capture more faithfully the flow features while RANS is still important for preliminary investigations, because of its reduced computational cost. However, despite high computational efficiency of RANS simulation, non-equilibrium phenomena are not well captured by steady-state assumptions. To this end, Large Eddy Simulation (LES) can provide superior results with respect to RANS.
Due to the presence of the coflow and the intense low-oxygen dilution, combustion in JHC burner is characterised by a relatively low Damköhler number [image: image] the ratio of the mixing to chemical time scale). The interactions between the chemical reaction and fluid dynamics has therefore become more important. Finite-rate chemistry models with detailed chemical mechanisms are necessary. On one hand, combustion models for conventional flames usually rely on the assumption of time-scale separation (i.e., steady flamelets and related models). These models are computationally efficient, while the thermo-chemical space accessible in the numerical simulations is constrained. Furthermore, huge effort could be spent on the pre-processing steps, especially when dilution level in MILD regime and heat losses are considered (Lamouroux et al., 2014; Locci et al., 2014). On the other hand, the use of transported PDF methods (Haworth and Pope, 2010) appears still computationally prohibitive, especially for practical combustion systems. Reactor based models, including the Partially Stirred Reactor (PaSR) (Chomiak, 1990; Golovitchev and Chomiak, 2001) approach and the Eddy Dissipation Concept (EDC) (Magnussen, 1981; Gran and Magnussen, 1996; Magnussen, 2005) model, have been extensively used in the past years because of their affordable treatment of detailed chemistry, showing promise for modelling MILD combustion.
REACTOR BASED MODELS
Both the Partially Stirred Reactor (PaSR) approach and the Eddy Dissipation Concept (EDC) model are based on the assumption that each computational cell can be separated into two zones. Th reacting zone is generally referred to as “fine structures” (Magnussen, 1981; Chomiak, 1990; Gran and Magnussen, 1996; Golovitchev and Chomiak, 2001; Magnussen, 2005) while the non-reacting one is the “surrounding fluid”. Combustion takes place in the fine structures in contact with a surrounding fluid. The average reaction rate in a cell is then the results of an exchange between the fine structure and surrounding fluid. The fine structures are modelled as Perfectly Stirred Reactors (PSR) or Plug Flow Reactors (PFR). A conceptual drawing of the PaSR and EDC model is presented in Figure 1.
[image: Figure 1]FIGURE 1 | Conceptual drawing of the reactor based models.
Eddy Dissipation Concept Model
The EDC model is based on a cascade model (Gran and Magnussen, 1996) providing the mass fraction of the fine structures, [image: image], and the mean residence time of the fluid within the fine structures [image: image], as a function of the flow characteristic scales:
[image: image]
[image: image]
In Eq. 1 and Eq. 2, ν is the kinematic viscosity, [image: image] and [image: image] are model constants (Gran and Magnussen, 1996). The mean reaction rate (source term in the species transport equation) is expressed as (Gran and Magnussen, 1996):
[image: image]
The term [image: image] in Eq. 3 denotes the mean mass fraction of the species s between the fine structures and the surrounding fluid and [image: image] is the mass fraction of species s in the fine structures. The reacting fraction of fine structures is denoted with χ and it is often set to unity (Lewandowski and Ertesvåg, 2018; Lewandowski et al., 2020b). In Eq 3, M = 2 and N = 3. In the other two version of the EDC model (Magnussen, 1981, 2005), the combinations M = 3/N = 3 and M = 2/N = 2 have been used.
Partially Stirred Reactor Model
In the PaSR model (Chomiak, 1990; Golovitchev and Chomiak, 2001), the parameter κ is used to represent the mass fraction of the reaction zone (fine structures) in the computational cell. It can be estimated as (Chomiak, 1990; Golovitchev and Chomiak, 2001; Kärrholm, 2008):
[image: image]
where [image: image] and [image: image] are the characteristic chemical and mixing time scales in each cell, respectively. The mean source term provided to the species transport equation can be expressed as:
[image: image]
where [image: image] represents the residence time in the reactive structure. In order to get [image: image], a system of ODE is solved for the reacting structures.
Finite-Rate Chemistry Effects
In both models, the mean mass fraction [image: image] is obtained by solving transport equations for the reactive scalars induced in the kinetic mechanism. The mass fraction of each species inside the fine structures [image: image] is estimated assuming that the latter are Perfectly Stirred Reactors (PSR), which allows to use detailed chemical mechanisms (Gran and Magnussen, 1996):
[image: image]
where [image: image] is the formation rate of species s and [image: image] is the species mass fraction in the surrounding fluid (Gran and Magnussen, 1996). Alternatively, the fine structures can be modelled as Plug Flow Reactors (PFR), evolving over a characteristic time equal to [image: image]:
[image: image]
DISCUSSION
Successful predictions of JHC flames are reported in the literature. In the context of RANS simulation using EDC model, over-predictions of temperature were observed using standard EDC constants of [image: image] and [image: image], as reported by different authors (De et al., 2011; Aminian et al., 2012; Shabanian et al., 2012; Evans et al., 2015; Li et al., 2017; Mardani, 2017; Li et al., 2018b). Aminian et al. (Aminian et al., 2012) performed RANS simulation on the JHC burner with CH[image: image]/H[image: image] as fuel. In the experiments, the co-flow oxygen level was adjusted to 3[image: image], 6[image: image] and 9[image: image] with the addition of N[image: image]. The fuel jet Reynolds number was 10,000. They found out that the standard EDC over-predicts the peak temperature downstream of the burner (120 mm from the burner exit). They concluded that residence time in the fine structures should be increased, to decrease the average reaction rate. To this end, the value of [image: image] was increased to 1.5 and 3.0. It was finally concluded that [image: image] was the best option for both co-flow oxygen levels, i.e., 3[image: image] and 9[image: image].
De et al. (2011) studied Delft JHC with Dutch natural gas as a fuel, numerically. Under-prediction of the flame lift-off height was observed with the EDC model, while the flame temperature were generally over-estimated. The authors proposed to change not only the time scale constant [image: image], as done by Aminian et al. (2012), but also [image: image], to directly impact the mass fraction of reacting structures. Based on a sensitivity analysis, the authors finally selected [image: image] or [image: image] ([image: image] and [image: image] are not changed at the same time).
The modified [image: image] constant value used by De et al. was adopted by Shabanian et al., (2012), when simulating the JHC burner fed with ethylene. The modified k-ϵ model reported by Aminian et al. (2012) was used. They compared three different combustion models in their research work: the steady flamelet model, EDC and transported PDF. Results obtained with the adjusted EDC coefficients and transported PDF showed superior performances compared to the standard steady flamelet model. Christo et al. (Christo and Dally, 2005) also compared three combustion models: ξ/PDF, flamelet model and EDC model in RANS, leading to the conclusion that conserved-scalar based models like ξ/PDF and flamelet models are inadequate for the JHC configuration. Chitgarha et al. (Chitgarha and Mardani, 2018) investigated the potential of flamelet modelling for JHC flames with RANS as well. Results with lower accuracy than the EDC model are obtained, though lower computational cost is required by the flamelet model. Chen et al. explored the tabulation of a Perfectly Stirred Reactor (PSR) covering the entire flammability range to model the JHC case. Good agreement is observed except for the CO prediction Chen et al. (2017). Furthermore, Kim et al. (Kim et al., 2005) explored the application of conditional moment closure (CMC) model on the JHC configuration, showing attractive predictions.
Evans et al. (Evans et al., 2015) carried out a systematic study and found out that adjusting the EDC parameters to [image: image] and [image: image] resulted in significantly improved predictions under different fuel compositions ([image: image][image: image], [image: image], [image: image]). Later in 2016, Tu et al. (Tu et al., 2016) adopted [image: image] and [image: image] to investigate the physical and chemical effects of CO[image: image] addition to CH[image: image]/H[image: image] JHC Flames. The same was done by Li et al. (Li et al., 2018b), when evaluating the on the fly chemistry reduction and tabulation methods with detailed kinetic mechanisms. Additionally, the combination of [image: image] and [image: image] was also tested, showing satisfactory predictions of the Dutch natural gas and biogas JHC flames.
The studies discussed above focused on the modification of [image: image] or [image: image], based on available experimental data. Different from the previous authors, Mardani et al. (Mardani, 2017) proposed a modification of the energy cascade parameters [image: image] and [image: image], eventually affecting the values of [image: image] and [image: image]. In their work, the constant [image: image] was changed from 0.0239 to 27 while [image: image] was kept to its original value of 0.134. By this variation, the [image: image] and [image: image] coefficients in EDC model were varied between 0.0893–3.0 and 1.0–5.795, respectively. By these changes, the model was able to capture the flame lift-off of the reaction zone location and features.
Several sensitivity analyses have been carried out on the JHC burner using EDC model (De et al., 2011; Aminian et al., 2012; Shabanian et al., 2012; Tu et al., 2016; Mardani, 2017; Li et al., 2018a; Li et al., 2018b), to investigate the effect of different modelling choices, focusing on turbulent and combustion model parameters, as well as on the fuel and co-flow compositions. A comprehensive sensitivity study of the JHC burner was carried out by Li et al. (2017), using RANS. Their investigation includes the effect of turbulent combustion model formulations, boundary conditions, differential diffusion, turbulence model parameters and kinetic mechanisms on the results. Results showed that the reactors chosen, namely as Perfectly Stirred Reactors (PSR) or Plug Flow Reactors (PFR), to model the reaction fine structures, do not have a major impact on the results. Moreover, increased kinetic mechanism complexity does not lead to major improvements on the numerical predictions, suggesting that low-temperature oxidation mechanism are not relevant to the fuels and conditions investigated. While the inclusion of differential (molecular) diffusion and the appropriate choice of turbulent non-dimensional values such as Schmidt and Prandtl numbers helped to improve the prediction accuracy. The effect of molecular diffusion was also investigated by Salavati-Zadeh et al. (2018) with the conclusion that the inclusion of the molecular diffusion with proper Schmidt numbers for each species improves the prediction accuracy. The importance of differential diffusion was recognized by Christo and Dally, (2005) and Mardani et al. (2010) as well. In the work of Li et al. (2017), three different Eddy Dissipation Concept (EDC) model formulations were compared as well, showing their interaction with the choice of the [image: image] constant in the [image: image] turbulence model. Christo and Dally, (2005) also studied the interactions between combustion model and turbulence model under RANS framework, concluding that the variations of k-ϵ model like the renormalization group and the relizable k-ϵ models perform worse than the standard k-ϵ with the modified constant of [image: image]
All EDC modifications presented above were based on a fitting procedure aimed at alleviating the temperature over-estimation observed with the standard EDC formulation. Parente et al. (2015) proposed a modification of EDC based on the revision of the energy cascade, taking into account the microscopically distributed features of MILD combustion. In particular, it was assumed that the reacting structures propagated with a turbulent flame speed expressed using the Damköhler formulation for high-intensity turbulence. With this assumption, the energy cascade coefficients [image: image] and [image: image] could be expressed as a function of the local turbulent Reynolds and Damköhler number of the flow. The estimation of the chemical time scale required in the Damköhler number was first based on a global reaction mechanism, and later extended to detailed chemistry by Evans et al. (2019). Beside the model constants [image: image] and [image: image], Lewandowski and Ertesvåg (2018) proposed a modification on the reacting fraction χ of fine structures, which is often set to unity in other studies. They observed better agreement with experimental measurement when the reacting fraction is reduced below unity, with an improvement of both temperature and lift-off height predictions.
With the exception of the EDC formulation proposed by Parente et al. (2015) and Evans et al. (2019), the mass fraction of the fine structures and the residence time are solely determined by flow properties in EDC. However, MILD combustion is driven by the strong overlap of fluid dynamic and chemical scales. This suggests that the characteristic chemical time scale shall be included in the definition of the reacting structure features. This has pushed the investigation of PaSR approach for modelling MILD combustion. As indicated in Section 2.2, both chemical time scale and mixing time scale are used for the determination of κ, which is the factor accounting for non-perfect mixing (turbulence-chemistry interaction). Li et al. (2017) compared the EDC model with standard model constants to the standard PaSR model, for the simulation of JHC burner with C2H4, H2, H2O as fuel. The prediction of mean temperate and species mass fraction (including [image: image]O and NO) improved significantly using PaSR, indicating its potential for MILD combustion. There are several ways to estimate the characteristic time scales required by the model (Li et al., 2018a; Ferrarotti et al., 2019). It was showed that appropriate choices of mixing and chemical time scales are crucial to ensure the prediction accuracy. Li and Ferrarotti et al. (Li et al., 2018a; Ferrarotti et al., 2019) reported that a dynamic evaluation for mixing time scale show superior performance for the configuration. The dynamic evaluation adopts mixing time scale as the ratio between the variance of mixture fraction and its dissipation rate, rather than global estimations based on Kolmogorov or integral mixing scales. Different approaches to evaluate chemical time scale were also compared, based on the species formation rates, the reaction rates and the eigenvalues of the formation rate Jacobian matrix (Li et al., 2018a). Various co-flow oxygen dilution levels and Reynolds numbers over a wide range of operating conditions (with C2H4, H2, H2O as fuel) were included in the validation work.
The JHC configuration was also investigated using LES, to improve the prediction of intermediate and minor species, as well as to capture the intermittency observed in some configurations when increasing the fuel jet Reynolds number (Parente et al., 2015). LES using a three-stream Flamelet Progress Variable (FPV) formulation (tabulated based model) was employed by Ihme et al. (Ihme and See, 2011; Ihme et al., 2012) to model the JHC flame. Satisfactory agreement with the experimental data were obtained for mean temperature and major species mass fractions. While the use of FPV-based approaches in MILD combustion is promising, the highly diluted feature of MILD combustion often leads to high dimensional tables (Lamouroux et al., 2014; Locci et al., 2014), whose generation can be challenging and time consuming. Afarin et al. (2011) used PaSR to investigate the reaction zone structure and the distribution of temperature and minor species mass fractions, showing satisfactory accuracy. Li et al. (2019) presented a detailed comparison between the conventional PaSR model and two implicit combustion models, in which the filtered source term comes directly from the chemical term, without inclusion of turbulence effects. Results indicated that all three models could accurately predict the combustion of CH[image: image]/H[image: image] in the JHC configuration, indicating that the sub-grid closure parameter κ played a minor role for the case under investigation. This suggested that, for low Damköhler number systems, the reacting structures can be potentially resolved on the LES grid.
A detailed comparison of different models applied on the JHC configuration is presented in Table 1 and the prediction errors on several axial locations is summarized in Table 2. The errors reported in Table 2 focus on the JHC burner with CH[image: image]/H[image: image] 50[image: image]/50[image: image] as fuel and with 3[image: image] (HM1)/6[image: image] (HM2)/9[image: image] (HM3) oxygen levels in the coflow. It is worth mentioning that at around 100 mm downstream of the jet outlet, entertainment from the surroundings tunnel air starts to have an effect on the flame (Dally et al., 2002).
TABLE 1 | Comparison of combustion models
[image: Table 1]TABLE 2 | Absolute errors for temperature predictions ([image: image]) reported in literature with various combustion models
[image: Table 2]CONCLUSION
The present paper reports a short review on the application of reactor based models to the simulation of a canonical MILD combustion system, the jet in hot coflow (JHC) burner. Successful predictions of JHC burner with finite-rate models were reported, with both Reynolds Average Navier-Stokes (RANS) simulation and Large Eddy Simulation (LES). The main conclusions drawn can be summarized as follows:
• The Eddy Dissipation Concept (EDC) model and its modified versions (with modified model constants) were first considered by most authors (De et al., 2011; Aminian et al., 2012; Shabanian et al., 2012; Tu et al., 2016; Mardani, 2017; Li et al., 2018a; Li et al., 2018b) for the prediction of a jet-in-hot-coflow (JHC) burner with RANS simulation. However, there is a lack of generality.
• The estimation of local EDC parameters based on the local turbulent Reynolds number and Damköhler numbers (Parente et al., 2015) could significantly improve the predictions in the context of MILD combustion, making the inclusion of chemical time scale (needed to estimate Damköhler number) important.
• In PaSR, the turbulence-chemistry interaction factor is based on a more general definition which requires the estimation of both chemical and mixing time scales. The choice of such scales has a crucial impact on the model prediction (Li et al., 2018a).
• A dynamic evaluation of mixing time scale in PaSR RANS formulation was proposed, presenting superior performance than the other globally defined mixing models under a wide range of JHC flame operating conditions (Li et al., 2018a; Ferrarotti et al., 2019).
• The LES formulation of PaSR model along with other implicit combustion models show superior advantage for the prediction on the JHC flames (Li et al., 2019).
• Future studies shall focus on the generalisation and unification of reactor-based approaches, using available DNS data in MILD combustion (Minamoto and Swaminathan, 2015; Doan and Swaminathan, 2019) together with machine learning and optimization algorithms.
• Future studies should also target more complex fuels, such as oxygenated hydrocarbons and long-chain alkanes under MILD conditions. Because they have shown different characteristics, such as the appearance of visible flames and increased pollutant emissions, as indicated by (Weber et al., 2005; Saha et al., 2014; Ye et al., 2015b).
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MILD combustion has a wide potential in enhancing thermal efficiency with nearly zero emissions. It has no visible flame since the radiation from the reacting zones is attenuated due to both the intermediate species at reduced temperatures, induced by intensely burned gas recirculation, and the absence of particulate emitters. Beyond these main features, there are other characteristics such as temperature uniformity and distributed ignition that have to be addressed and analyzed looking at the peculiar role of the heat transfer for such reactors. First, the category of combustion systems object of the study is described. Afterwards an analysis on the heat transfer mechanisms under MILD combustion of gaseous fuels is carried out. Therefore, in this Mini-Review, several literature findings highlighting the role of the heat transfer on the combustion peculiarities of MILD reactors (i.e., temperature uniformity, distributed ignition, low pollutant emissions) are reported and discussed. Heat exchange modes, in fact, contribute to providing MILD macroscopic characteristics by means of the strong interplay between wall and gas heat transfer, instead of the reactive structure. In particular, the thermal behavior of these systems is analyzed in order to stress the distinctive role of the heat loss and the relative contributions of the convective and radiative terms. Heat transfer mechanisms between gas and walls and their interactions, in fact, favor the wide temperature distribution within the chamber. In order to better understand the different effects of the heat transfer under MILD regime, the mechanisms regarding walls and recirculating gas are separately investigated.

Keywords: MILD combustion, heat transfer, radiation, WSGG model, blackbody


INTRODUCTIVE CONCEPTS: MILD COMBUSTION REACTOR FEATURES

Moderate or Intense Low-oxygen Dilution (MILD) Combustion (Cavaliere and de Joannon, 2004) is characterized by low-oxygen concentrations and high inlet temperatures. Important characteristics of this oxidation process are homogeneous temperatures, distributed ignition (Khalil and Gupta, 2017), absence of visible flames (Karyeyen et al., 2019) and low CO, NOx and soot emissions (de Joannon et al., 2012). It is a very good candidate for low-calorific-value (Huang et al., 2014; Sabia et al., 2019), hydrogen, nitrogen-based (Sabia et al., 2019) fuels and industrial ones (Parente et al., 2008). The process occurs under conditions different from conventional ones because of the strong interplay between mixing, chemistry and heat transfer (Lamouroux et al., 2014; Chen et al., 2018).

Several facilities such as the Jet-in-Hot-Coflows (Medwell et al., 2008; Oldenhof et al., 2010), and the Cabra flame (Cabra et al., 2005), are used to reproduce highly diluted and preheated conditions, on the basis of kinetic time-scales modifications. In all these cases the combustion process is unconfined and occurs far from the walls, under adiabatic conditions (Kim et al., 2005; De and Dongre, 2015).

MILD is realized by using exhaust gas recirculation (Cavigiolo et al., 2003; Minamoto et al., 2013). The internal EGR is obtained through proper chamber designs (Veríssimo et al., 2013), by realizing long residence times (Li et al., 2014) due to convoluted and confined flow-fields (Sorrentino et al., 2018). Gas entrainment (de Joannon et al., 2017) lead to chemical time-scales comparable to mixing ones (Özdemir and Peters, 2001) and reflect the importance of impinging wall-jets (de Joannon et al., 2017) or cavity flows (Chinnici et al., 2017).

These systems, identified hereafter as “MILD reactors,” are classified with respect to nominal MILD requisites. Specifically, the inlet-feeding temperature (Tin), should be higher than the spontaneous-ignition one (Tign), and the differential temperature increase between products and reactants (ΔTproduct), should be lower than Tign. In the current literature, three main configurations of MILD reactors can be identified with respect to the strategy they use to fulfill the above-mentioned conditions (Perpignan et al., 2018). In the following, a review of these configurations is given.

The first configuration regards reactors where Tin >Tign and ΔTproduct <Tign are satisfied through external feeding. This is the case of post-combustion systems. Fuel-rich (Giménez-López et al., 2011) or fuel-lean re-burning processes (Miller et al., 1998; Kim et al., 2012) are examples of in-furnace and/or post-furnace NOx abatement systems. Fuel is injected in exhaust/oxygen mixtures for jet-engine systems (Fureby, 2000) or waste incineration (Parr et al., 1996).

Another group of MILD reactors refers to the case Tin >Tign, obtained by external feeding while ΔTproduct <Tign, through intra-reactor phenomena. Such a condition is typically obtained in recuperative/regenerative furnace systems (Wünning and Wünning, 1997; Katsuki and Hasegawa, 1998; Özdemir and Peters, 2001; Rafidi and Blasiak, 2006; Li et al., 2014) in which part of the combustion heat is subtracted by walls through exhausts reverse flow (Nemitallah et al., 2018).

The third MILD reactors category involves those systems where both requirements are fulfilled by internal recirculation and heat exchange strategies. Also, in this case, many different fluid-dynamic arrangements can be used. In particular, parallel jets (Abtahizadeh et al., 2012; Huang et al., 2014; Cheong et al., 2019) and cyclonic flow configurations (de Joannon et al., 2017). The former has also been used for burners in regenerative conditions (Wünning and Wünning, 1997; Katsuki and Hasegawa, 1998; Rafidi and Blasiak, 2006; Li et al., 2014). Regarding the cyclonic systems, LUCY burner (Sorrentino et al., 2016) is a valuable example of MILD reactor with a tailored flow-field (Sorrentino et al., 2017).

In the second and third categories, the condition ΔTproduct <Tign, is influenced by heat exchange at walls, and the residence time poses severe design restrictions (Kruse et al., 2015). Indeed, heat loss plays a key role in reducing the reacting mixture temperature (Szegö et al., 2009). On the other hand, a sufficiently high temperature must be guaranteed inside the reactor itself. In other words, the walls are responsible for both the heat loss by products and the heat gain by reactants (Danon et al., 2011).

Energy equation includes contributions of the three heat transfer modes: conduction, convection and thermal radiation, where the latter is included through the radiative flux divergence (Özışık, 1973; Viskanta, 2005; Dombrovsky and Baillis, 2010; Modest, 2013). In the following sections, the contributions of each heat transfer mechanism under MILD conditions are analyzed and discussed.

The overall heat transfer is conceptually divided into three phenomena: gas-to-gas, gas-to-wall and wall-to-wall.



GAS TO GAS HEAT TRANSFER

EGR is essential in MILD to mix fresh reactants with exhausts in order to lower the reaction-rate and sustain the oxidation for diluted conditions (Tu et al., 2015). Thus, the reactor design (Liu et al., 2015) must ensure the required convection and radiation levels. High concentrations of absorbing and emitting H2O/CO2 mixtures inside the combustion chamber (Dorigon et al., 2013) lead to enhanced radiative re-absorptions. This effect is not negligible and contributes to the system thermal homogeneity, as highlighted in several literature papers (Zhang et al., 2019; Ceriello et al., 2020).

The specific aerodynamic requirements of MILD Combustion (enhanced jet mixing through high inlet jets momentum and large scale recirculation of flue gases) influence the contribution of convective heat transfer mode. In particular the share of convective heat transfer in the MILD mode is enhanced by the higher velocity and momentum of air at the inlet when compared to the conventional combustion mode (Riahi et al., 2013). On the other hand the increased internal recirculation enhances the convective heat transfer process and this effect is more marked in MILD oxyfuel combustion processes (Chen et al., 2012).

In Figure 1, emissivity of CO2 and H2O as functions of the temperature at different products between total pressure and length of the enclosure (Hottel and Cohen, 1958), and modified by Alberti et al. (2015), are reported. Those trends show that, for both species, when the temperature of the mixture gets lower, the emissivity increases. For MILD systems, operating in the range 1,000< T <1,400 K, the standard gas emissivity of burned products results higher with respect to conventional combustion (where T >1,800 K). This is due to both the effect of lower system temperatures and CO2/H2O higher partial pressures. Therefore, the effect of the re-absorption is noticeable in MILD, even for a small-scale apparatus (Sorrentino et al., 2018; Zhang et al., 2019).


[image: Figure 1]
FIGURE 1. Total emissivity of pure carbon dioxide (left) and pure water vapor (right) as a function of temperature (Hottel and Cohen, 1958) and modified by Alberti et al. (2015).


To model radiative re-absorption, the spectral dependence of the radiative properties of the exhausts must be known. The most accurate method to calculate the radiative properties of the combustion products is the line-by-line integration (Chu et al., 2011; Zeng et al., 2020) which uses spectroscopic databases (Rothman et al., 2010; Gordon et al., 2017; Pannier and Laux, 2019). However, LBL calculation is not feasible for the CFD of complex combustion systems. Very few works showed LBL with Monte Carlo methods coupled to CFD for combustion applications (Zhao et al., 2013; Ren et al., 2018).

Intermediate between LBL and global models, narrow band models such as the correlated-k approach has also been retained in some works by solving the radiative transfer equation in the CFD using a Monte-Carlo based on the emission-reciprocity method (ERM) (Koren et al., 2018; Rodrigues et al., 2019).

Global models such as the full spectrum correlated-K method (FSK) and the spectral line based weighted sum of gray gas method (SLW) have received a lot of attention because of their accuracy and low computational costs. Despite that, their implementation is not straightforward since the correlation of FSK and SLW are usually offered for single gas species.

A simple solution that is commonly used in commercial CFD codes, due to its computational efficiency, relies on the resolution of only one radiative transfer equation to obtain the total radiation intensity field by replacing the spectral absorption coefficient with the mean gray absorption coefficient (Galletti et al., 2007; Pallarés et al., 2007; Yang et al., 2007). In such cases simplified radiation models optimized for combustion systems can be developed by using the detailed information given by the spectral databases (Paul et al., 2019).

Usually, in numerical modeling of MILD/Flameless systems the Weighted-Sum-of-Gray-Gases Model, WSGGM (Modest, 1991), is adopted to model the spectrally dependent properties of the combustion gases, making use of updated spectral databases. A possible choice is to use the coefficient proposed by Smith et al. (1982). Modified WSGG (Bordbar et al., 2014; Cassol et al., 2014) were recently developed. In particular, the coefficients proposed in this models were used to account for various temperature and different concentrations of H2O/CO2 in each computational cell. According to this radiative database, both the absorption coefficients and the black body weights of the gray gases depend on molar ratio, while only the weights depend on temperature. Modified WSGG models were applied for simulating MILD condition in several works (Galletti et al., 2007; Sorrentino et al., 2018).

An interesting modification of the WSGG model is represented by the SLW (Webb et al., 2018) where detailed gas spectroscopic data are captured by a designed distribution function (Denison and Webb, 1993). It gives some improvements with respect to WSGG (Krishnamoorthy et al., 2010; Webb et al., 2018). However, since the MILD does not have strong gradients of temperature and concentration, the improvements of SLW with respect to WSGG do not justify the increase of computational costs. Therefore, the flameless nature of the MILD process supports the use of a modified WSGG to obtain reliable results for such systems.

Regarding the solution method of the radiative-transfer-equation (RTE), considering the intermediate optical thickness of MILD, the Discrete Ordinate (DO) radiation model (Chui and Raithby, 1993) seems an appropriate choice. DO approximation converts the RTE into a series of differential equations along directions (Modest, 2013).

On the other hand, some studies showed that P1 model gave worse prediction than DO for MILD (Frassoldati et al., 2010). Moreover very few works used Monte Carlo methods in MILD burners and results differed by <5% with respect to DO, but the latter model was preferred because of its lower computational cost (Galletti et al., 2007).



GAS TO WALL HEAT TRANSFER

Some literature works reported the relative importance of convective and radiative modes in MILD combustion. In particular, heat transfer characteristics from the furnace walls for H2O/CO2 mixtures (Zhang et al., 2019) were analyzed and they showed that the H2O increase enhanced the share of heat radiation. When H2O is substitute for CO2, the influence of heat capacity progressively declines and the effect of heat capacity on strengthening convective heat transfer or weakening radiative heat transfer gradually decreases. Moreover, thermal performance analysis of hybrid solar receiver MILD combustor showed that the ratio of radiative to convective heat transfer rate is found to be dependent on the fuel type (Chinnici et al., 2019).

In this context, engineering global assessments on the importance of radiative heat transfer with respect to convective one can be obtained for MILD systems without solving RTE if average values of fluid and wall temperatures are available and by adopting several approximations.

In a combustion system, the overall heat transfer flux between gas and walls, Q, in W/m2, can be expressed as the sum of a convective, Qc, and a radiative term, Qr (Baukal, 2000), as follows:

[image: image]

with

[image: image]
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In such relations, [image: image] is the average convection heat transfer coefficient over the heat transfer area, in W/m2 K, Tw the wall surface temperature, Tf the fluid temperature, Tg and εg are the exhaust (H2O/CO2 mixture) mean temperature and emissivity, respectively (Kreith et al., 2011). In the expression of the radiative heat flux, Qr, the view factors are considered to have value 1. This assumption for the flux leaving gas and reaching walls is supported by the black body cavity behavior of MILD systems. Moreover, since the combustion process extends to the whole volume under MILD conditions, the view factor can be assumed to be 1 as well.

In the expression of Equation (3), both the black walls and gas are assumed to emits and absorbs heat at all wavelengths. A more accurate expression can be found in the book by Lefebvre and Ballal (2010) where the gas emits only a few narrow bands of wavelengths and absorbs only those wavelengths included in its emission bands.

For a MILD reactor, as reported in several works (Chinnici et al., 2017; Sorrentino et al., 2018; Zhang et al., 2019), the fluid temperature, Tf, can be approximated to the mean gas temperature inside the combustion chamber, Tg, because of the absence of steep gradients and peaks:

[image: image]

This approximation is commonly adopted for industrial furnaces and denoted as Well-Stirred model (Hewitt et al., 1994). Therefore, the ratio between radiative and convective term reads

[image: image]

In Figure 2 this dimensionless parameter is showed for both CO2 and H2O as a function of the gas temperature, Tg, at different wall temperatures, Tw (solid black lines). The values of the gas emissivity as a function of their temperature, εg(Tg), were read from Hottel's diagrams (Figure 1).


[image: Figure 2]
FIGURE 2. Trends of the ratio between radiation and convection for CO2 (left) and H2O (right) as a function of the mean gas temperature and at different wall temperatures, for a small-scale cyclonic reactor (Sorrentino et al., 2018).


In order to approximate the MILD operating conditions of the cyclonic burner LUCY, reported in Sorrentino et al. (2018), the product of pressure and length and the convective coefficient hf were set to 10 bar cm and 35 [image: image], respectively.

According to Sorrentino et al. (2018), MILD conditions are located in the red regions, where the radiative heat transfer between gases and walls is around 1.5 times the convective one, for both the gases (Figure 2). This outcome supports one of the main results of the referred work: radiative heat transfer modeling is essential in a cyclonic MILD burner for computations (Sorrentino et al., 2018).

The heat transfer analysis was here reported for a specific configuration (cyclonic burner with hf = 35 W/m2/K) for illustrative purposes. In such a case both the presence of cavity flows in the chamber and wall jets near the inlet region influenced the wall convective heat transfer. Clearly, such analysis can be replicated for different MILD/Flameless systems on the basis of the aerodynamics characteristics of the system. It is here worthwhile to note that the design choices for MILD systems related to flow pattern features and/or inlet jets configurations strongly influence the convective heat transfer rate.

Moreover, in Figure 2, the role of the temperature of the walls appears to be fundamental to move from a convective-based to a radiative-based heat transfer mode. The latter favors the stabilization of MILD conditions, as well proved by Chinnici et al. (2017) though a proper control of the heat flux distribution at walls.

The analysis carried out for the cyclonic burner in Figure 2 could be easily replicated for different MILD/Flameless systems with a large amount of internally recirculating combustion products (Rafidi and Blasiak, 2006; Noor et al., 2013; Huang et al., 2017; Zhang et al., 2019).



WALL TO WALL HEAT TRANSFER

In black enclosures, radiative transfer depends on view factors and surface temperatures. For diffuse-gray enclosures, thermal radiation is also a function of the surface's emissivity (Modest, 2013). Considering gray and nearly opaque surfaces, part of the “gas-to-walls” radiative heat transfer can be seen as a “gas-to wall-to gas” contribution, which means that a portion of the radiation emitted by the mixture to the walls is reflected and absorbed from the gas itself, result in making the thermal field more uniform. This effect is enhanced by the “wall-to-wall” contribution of the apparatus and, therefore, by the tendency of the system to behave as a blackbody cavity.

In order to express this characteristic, the Gebhart factor (Gebhart, 1961) can be used. In fact, the radiative heat exchanged in an enclosure composed of surfaces with piecewise constant temperature and emissivity can be calculated in terms of Gebhart factors (Gebhart, 1961; Dahlquist and Björck, 2008), Gij, which are defined as a fraction of energy leaving surface i which reaches surface j and is absorbed. The Gebhart factors Gij equals the view factors, Fij, for black surface. The net radiative heat exchange [image: image] between any surface k and all the others N surfaces of the enclosure can be expressed in terms of the Gebhart factors as

[image: image]

where Aj, εj, θj, Ak, εk and θk are area, emissivity, and temperature of surface j and area, emissivity, and temperature of surface k, respectively (Atherton et al., 1987). The proposed wall-to-wall heat transfer treatment is based on the assumption of temperature uniformity at the walls and transparent medium between the walls. This peculiar feature is well-reported for MILD reactors (Chinnici et al., 2017; Sorrentino et al., 2018) and it is emphasized for high values of the Surface/Volume ratio where the participating medium is distributed to the whole reactor volume.

MILD reactors with confinement, exhibit Gebhart factors (related to the outlet section) that are usually lower than 0.1 (Chinnici et al., 2017; Sorrentino et al., 2018; Zhang et al., 2019), when evaluated on the basis of reactor information.

MILD combustion is usually employed in furnaces or boilers where inner walls are built with refractory materials with emissivity that is usually higher than 0.7.

Therefore, these systems tend to behave as a cavity maximizing the “gas-to-wall-to-gas re-absorption.” This mechanism ensures uniform walls temperature inside the chamber. On the other hand, the radiation that cannot leave the system contributes to wall temperatures homogeneity with higher radiation-to-convection ratio, as reported in Figure 2.



CONCLUDING REMARKS

The mini-review highlighted the role of the heat transfer for systems where MILD combustion is achieved by means of EGR. The investigation of the different transport mechanisms pointed out the key role of heat exchange mechanisms in realizing the performances and features of the MILD regime.

The “gas to gas” heat transfer mechanism is crucial both for convection and radiation. The convective term is due to the high velocities, required to ensure elevated EGR, and the confinement of the flows by the walls. Moreover, the recirculating combustion products (H2O/CO2 mixture) are involved in the radiative re-absorption.

Appropriate models are needed for gases radiative properties. Among them, WSGG model based on radiative databases created ad-hoc for mixtures of combustion products at high temperatures is a reasoning solution.

Regarding the “gas to wall” interaction, a quantitative analysis on a MILD reactor (Sorrentino et al., 2018) was carried out and it was demonstrated that the radiation is the dominant heat transfer mechanism between reactive mixture and walls. Such a result is known for traditional large-scale furnaces, but it represents an interesting finding for a small-scale Flameless system.

Finally, the “wall to wall” heat exchange was analyzed, pointing out that MILD systems behave as black body cavity due to their confined enclosures. Therefore, the walls at high temperature strongly exchange heat by irradiation contributing to the system homogeneity.

Convective and radiative heat transfer modes have remarkable effects also on design and simulation of MILD systems, especially concerning the temperature uniformity.
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Acronyms
AGNES  Automatic Generation of Networks for Emission Simulation
BFS  Breadth First Search

CRN Chemical Reactor Network
CFD Computational Fiuid Dynamics
EDM Eddy Dissipation Model

FC Flameless Combustion

FGM Flamelet Generated Manifolds
PDF Probability Density Function
Symbols

Specific heat capacity at constant pressure [J/gk]
Diameter [m]

Enthalpy [J/kg]

Molar mass [kg/mol]

Reaction rate [kg/m®s]

Source-term [kg/m®s]

Temperature (K]

Meass fraction [-]

Generic variable from CFD solution

Mixture fraction [-]

Turbulent kinetic energy [m?/s?]

Radial coordinate [m)]

Velocity [m/s]

Axial coordinate m]

Range of a given quantity for AGNES clustering -
Tolerance for AGNES clustering [-]

Turbulent dissipation rate [m?/s°]

Density [kg/m®]

Scalar dissipation rate [1/5]

Equivalence Ratio [

XD AEEANETXTGxHODEI DL

Subscripts
reac. Reactants

prod. Products

i Chemical species
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Models Description 30 mm 60 mm 120 mm Case References

Standard EDC (RANS) Standard constants 0.8 4.8 274 HM1 Aminian et al. (2012)
82 10.6 257 HM2
5.8 82 202 HM3
Modified EDC (RANS) 30 07 133 HM1 Aminian et al. (2012)
13 29 13.1 HM2
20 05 9.5 HM3
79 6.0 0.4 HM3 Aminian et al. (2012)
1.47,C, =190 3.8 36 5.6 HM1 Parente et al. (2015)
Cpe =0.02 21 1.8 8.8 HM1 Mardani (2017)
Crz =0.25 0.7 0.2 156 HM1
Cpe =10 20 1.7 132 HM1
Cre =27 5.8 5.4 17 HM1
Cpe =0.02 05 05 8.5 HM3
Cre =0.25 13 28 14.0 HM3
Cpe =10 23 0.4 132 HM3
Cpe =27 14.5 1.7 16 HM3
Dynamic EDC (RANS) 3.48 175 9.36 HM1 Parente et al. (2015)
1.84 4.37 227 HM2
8.56 10.49 3.08 HM3
Flamelet model (RANS) 5.46 3.76 - HM1 Chitgarha and Mardani (2018)

13.7 8.03 £ HM3
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Models. Details Findings References

Standard EDC (RANS) - Over-precicted temperature at axial location = 120 mm Deetal. 2011); Aminian et a.(2012); Shabanian e a. (2012); Evans et a.
(2015); U et al. (2017): Mardani 2017); Ui et al. (2018)
Modified EDC (RANS) Increased C, and/or decreased Cy Allviated temperature over-prediction at aiallocation = 120 mm - De etal. (2011); Aminian et al. (2012); Shabanian et a. (2012); Evens et a.
(2015); Tu et al. 2016); Ui et al. (20180)
Modified Coy and Coa - G, and C, changed accordingly Mardan (2017); Parente et dl. (2015)
- Capture the flame ft-off wel
Dynamic EDG (RANS) Model constants determined localy and_ Satisfactory prediction at various axal locations and generalzed Parente et al. (2015); Evans et a. (2019)
reacting fracton in fine structures x = 1.0 models
- local model constants with reacting raction Improved preciction compared to unifom x = 1.0 Lewandowski and Ertesvag (2016); Lewandowski et al. (20200, &)
X variaion
PaSR model (RANS) Msing and chemical time scales included  Prediction at axial location > 60 mm improved sgnificanty Ui et al. 2017)
expictly compared to standard EDC
Dynarmic PaSR model (RANS)  Dynamic mixing time scale Improved prediction compared to standard PaSR, especial the L et al. (2018al; Femarott e al. (2019)
high turbuence case
Fameet model (RANS) - - Computationaly eficint ‘Shabanian et al. (2012); Christo and Dally (2005); Chitgarha and Mardan
- Inadequate for JHC configuration @018
Tabulated PSR mode! (RANS) = - Computationaly effcient Chen et a. (2017)
- GO modeling is not satistactory
Transported PDF (RANS) - - Provide superior results ‘Shabanian et . (2012)
- Computationaly neficent
onditional moment closure = ‘Gonaitional fluctuations of reactive scalars shouid be small Kim et al. (2005)
RANS) enough for frst-order dosure
Flamelet progress variable (LES) - - High worload for pre-processing Ihme and See (2011); Ihme et al. (2012); Lamouroux et l. (2014); Loca

- Largely increased table size with high dilution and heat losses et al. (2014)
- Less CPU hour needed

PaSR (LES) x evaluated with mixing and chemical time - No effort needed for pre-processing Uetal (2019)
scale - Over-all good agreement
- Compromise eficiency between tabulation based modes and
transported PDF model

- Similar performance as PaSR model Lietal (2019)
- No need to estimate time scales

impicit models (LES)
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Profiles Fuel jet Coflow Tunnel
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