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Editorial on the Research Topic

Advances in Mathematical and Computational Oncology

Cancer is not a single disease, it is a complex and heterogeneous disease which leads to the second
cause of death worldwide. Although all cancers manifest themselves as an uncontrolled growth of
abnormal cells, they are actually distinct neoplastic diseases that possess different genetic and
epigenetic alterations, underlying molecular mechanisms, histopathologies and clinical outcomes.
Understanding the origins and growth of cancer requires understanding the role of genetics in
encoding proteins that form phenotypes and molecular alterations at multiple levels (e.g., gene, cell,
and tissue).

Advanced mathematical and computational models could play a significant role in examining the
most effective patient-specific therapies. Tumors, for example, undergo dynamic spatio-temporal
changes, both during their progression and in response to therapies. Multiscale advanced
mathematical and computational models could provide the tools to make therapeutic strategies
adaptable enough and to address the emerging targets. Similarly, understanding the interrelationship
amongst complex biological processes requires analyzing very large databases of cellular pathways.
High-performance computing, big data analytics solutions, data-intensive computing, and medical
image analysis techniques could be critical in addressing these challenges. Therefore, there is pressing
need to design and develop mathematical and computational strategies to harness cancer data in an
accurate and efficient fashion.

This special issue includes contributions to the state of the art and practice in mathematical and
computational oncology addressing some of the challenges and difficulties in this field, as well as
prototypes, systems, tools, and techniques.

Identifying potential biomarkers with prognostic value for various cancers has been a
challenging research problem. Xu et al. (Screening and Identification of Potential Prognostic
Biomarkers in Adrenocortical Carcinoma) investigate this problem in silico for the case of
adrenocortical carcinoma (ACC) by integrating protein interaction networks with gene
expression profiles. By looking for the most significantly differentially expressed genes in
three microarray datasets from the Gene Expression Omnibus (GEO) database, they identified
150 genes that overlapped in the three datasets. These 150 significant genes were further
analyzed using DAVID, KEGG and other methods resulting in 24 hub-genes, which were then
used for downstream analysis and validation. Using these 24 hub-genes for Disease Free
Survival (DFS) and Overall Survival (OS) in a cohort of 76 ACC cases from the TCGA revealed
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that 5 of these hub-genes were significantly correlated with
either DFS or OS. By performing univariate and multivariate
Cox regression, as well as Kaplan-Meier survival analysis, the
authors demonstrated the potential prognostic value of the
mRNA overexpression of these 5 genes in ACC.

In an effort to better understand why rectal cancer patients,
even with the same tumor stage, have different response to
radiotherapy, Pham et al. (Image-Based Network Analysis of
DNp73 Expression by Immunohistochemistry in Rectal Cancer
Patients) investigate the predictive value of DNp73 in patients
with rectal adenocarcinoma using image-based network analysis.
Using Fuzzy Weighted Recurrence Networks (FWRN), they
analyzed the immunohistochemistry images of DNp73
expression from a small cohort of rectal cancer patients who
underwent radiotherapy before surgery. Their analysis showed
that the primary tumors-to-biopsy ratios of two FWRN
parameters, namely the clustering coefficient and the
characteristic path length, can correlate DNp73 expression
with increased survival time.

McKenna et al. (Leveraging Mathematical Modeling to
Quantify Pharmacokinetic and Pharmacodynamic Pathways:
Equivalent Dose Metric) provide a framework for leveraging
mathematical modeling to quantify pharmacokinetic and
pharmacodynamic (PK/PD) pathways. Standard treatment
response assays compare cell survival at a single timepoint to
applied drug concentration overlooking drug PK/PD properties
in developing treatment response assays. Addressing this
oversight, McKenna et al. utilize mathematical modeling to
decouple and quantify PK/PD pathways. They propose a
notion of an “equivalent dose metric”, a metric that is derived
from a mechanistic PK/PD model and provides a biophysically-
based measure of drug effect. An equivalent dose is defined as the
functional concentration of drug that is bound to the nucleus
following therapy. This metric can be used to quantify drivers of
treatment response and potentially guide dosing of combination
therapies. Examples are provided through studying the response
of cells to time-varying doxorubicin treatments, modulating
doxorubicin pharmacology with small molecules that inhibit
doxorubicin efflux from cells and DNA repair pathways. This
approach can be leveraged to quantify the effects of various
pharmaceutical and biologic perturbations on treatment
response.

Evaluating the dynamics interactions of multiple angiogenic
factors involved in tumor angiogenesis was attempted by Li and
Finley (Exploring the Extracellular Regulation of the Tumor
Angiogenic Interaction Network Using a Systems Biology
Model). In this context, they propose a new computational
framework to understand the extracellular distribution of
angiogenic factors in tumor tissue and generate new insights
into the regulation of the angiogenic factors’ interaction network.
The model describes the distribution of two potent pro-
angiogenic factors and two important anti-angiogenic factors
in tumor tissue. The model predicts that most of VEGF and
FGF2 is bound to the cell surface and in signaling forms, while
most of TSP1 and PF4 is in the interstitial space and in non-
signaling forms that are trapped by HSPGs or inactive due to
proteolysis. Moreover, it predicts that increasing the secretion of

PF4 in tumor tissue can lead to two counterintuitive results: an
increase in interstitial FGF2 and VEGF levels and greater
formation of pro-angiogenic complexes, particularly in the
VEGF signaling pathway. The study provides mechanistic
insights into these counterintuitive results and highlights the
role of heparan sulfate proteoglycans in regulating the
interactions between angiogenic factors.

SNARE proteins facilitate membrane fusion and as such they
have a multifaceted role in the life of cells and have been
associated to multiple diseases, including cancer. Thus,
identifying SNARE proteins from sequence composition only
has become quite important. Previous methods rely on motif
identification and some use position-specific scoring matrices,
obtained from alignments, as (image equivalent) inputs to a 2D
convolutional neural network (CNN). Le and Huynh
(Identifying SNAREs by Incorporating Deep Learning
Architecture and Amino Acid Embedding Representation)
propose a new method for identifying new SNARE proteins.
First, they used protein motif information to extract 26,789 non-
redundant “SNARE superfamily” proteins from NCBI; and
equal number of non-SNARE proteins. Second, they used the
NLP algorithm “fastText” (used by FaceBook) to create amino
acid embedding representations. Finally, they used these
representations as input to a 1D CNN to predict whether a
protein belongs to the SNARE family or not. Given that the
peptide “words” do not contain “spaces” like in human
languages, they tested n-grams of size n = 1,2,3,4,5.
Unsurprisingly, they found that n = 4 or 5 achieved the best
performance. They used n = 5 results to compare their method
to the other CNN based on position-specific scoring matrices
and they found to perform substantially better across metrics
(sensitivity, specificity, accuracy, MCC).

Hochman et al. (Metastases Growth Patterns in vivo—A
Unique Test Case of a Metastatic Colorectal Cancer Patient)
explore colorectal cancer (CRC) lung metastases growth patterns.
Available mathematical tumor growth models rely mainly on
primary tumor data, and rarely relate to metastases growth. The
study is based on a data set of a metastatic CRC patient, for whom
10 lung metastases were measured while untreated by seven serial
computed tomography (CT) scans, during almost 3 years. Three
mathematical growth models (Exponential, logistic, and
Gompertzian) were fitted to the actual measurements. The
study explores factors affecting growth pattern including size,
location, and primary tumor resection. This study provides
evidence that exponential growth of CRC lung metastases is a
reliable approximation, and encourages focusing research on
short-term effects of surgery on metastases growth rate.

Zhu et al. (Genetic Alterations and Transcriptional Expression
of m6A RNA Methylation Regulators Drive a Malignant
Phenotype and Have Clinical Prognostic Impact in
Hepatocellula) study how genetic alterations and
transcriptional expression of m6A RNA methylation regulators
derive a malignant phenotype and have clinical prognostic impact
in hepatocellular carcinoma (HCC). This study is conducted on
data collected from 371 HCC patients from the Cancer Genome
Atlas database. Techniques used are survival analysis and gene set
enrichment analysis. Machine-learning tools were used on
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selected regulators to develop a risk signature, m6Ascore. This
score is based on four m6A regulators, predicting HCC prognosis
well at three or five years. Zhu et al. further show that mutations
and copy number variations of m6A regulators, conferring worse
survival, are strongly associated with TP53 mutations in HCC.

The ARF/MDM2/p53 is one of the regulatory networks that is
heavily solicited in cancer therapy, thus there are important
challenges for controlling the output of this network (high
p53, low mdm2 with desirable consequences on cell fate). In
Suarez et al. (Pinning Control for the p53-Mdm2 Network
Dynamics Regulated by p14ARF), a mathematical model of
p53-Mdm2 dynamics is used to explore how “pinning” of
p14ARF can enable control of gene regulatory network
dynamics under biological contexts. The pinning is introduced
using a control systems approach where the control dynamics is
solved in conjunction with the systems dynamics. In this context,
the control system takes the place of either an external
perturbation such as DNA damage or an internal reset due to
transcription (gene expression). They tested their methodology to
confirm 1) the behaviors induced by p53 as DNA damage
response to gamma radiation and apoptosis, and 2) the
behavior consequence on mdm2 levels and the feedback
regulation of p53 levels by mdm2 mediated degradation. Using
this approach, the authors propose to computationally model and
stir the dynamics of a gene regulatory network such as the
p14ARF/MDM2/p53 network to a desired state particularly to
reproduce either the coordinated fluctuation behavior of p53
transcription that is usually generated by irradiation and/or to
recover the tumor suppressor effect of p53 (cell cycle arrest and
apoptosis).

Clear cell renal cell carcinoma (ccRCC) is the most common
kidney cancer. Its 5-years survival prognosis increases by 5-fold
(from 10% to 50–69%) if it is diagnosed early, when the cancer is
small. Therefore, identifying biomarkers of ccRCC is very
important. In their study, Yang et al. (Identification of KIF18B
as a Hub Candidate Gene in the Metastasis of Clear Cell Renal
Cell Carcinoma by Weighted Gene Co-expression Network
Analysis) perform a bioinformatic analysis on publicly
available gene expression dataset to identify such biomarkers.
Specifically, they used a GEO dataset with 265 samples, and after
pre-processing and quality control (during which they excluded
samples with no meta-data and outliers), they used the popular
weighted gene co-expression network analysis (WGCNA)
package to identify cancer stage-related gene modules and
corresponding “hub” genes. Overall, they identified 10 such
genes with high maximal clique centrality (MCC), and KIF18B
was at the top of this list. They then validated this finding on the
TCGA database where they did not only found KIF18B to be
differentially expressed ccRCC patients and controls, but they
also found that its high expression was significantly associated
with worse survival.

Yu et al. (Predicting Relapse in Patients with Triple Negative
Breast Cancer (TNBC) Using a Deep-Learning Approach)
performed a preliminary study on predicting the risk of
relapse for patients with Triple Negative Breast Cancer
(TNBC) using machine learning (ML). By examining the
spatial distribution of CD8+ T cells and cancer cells in

immunofluorescence (IF) images, they derived a prognostic
score for predicting early relapse. Using a small dataset, the
authors demonstrated that the relative infiltration of CD8 cells
into cancer cell islands is associated with good prognosis. The
approach could possibly be generalized to other types of cancers.

In every computational model, parameter estimation is an
important component. This is also true in systems biology, where
biological processes are represented by a set of ordinary
differential equations (ODEs). Bianconi et al. (A New Bayesian
Methodology for Nonlinear Model Calibration in Computational
Systems Biology) present a new Bayesian method for parameter
estimation, named Conditional Robust Calibration (CRC). The
authors consider the parameter vector as a random variable in the
parameter space. The way that CRC works is that it first simulates
a fixed number of samples, given a parameter vector. Then it
calculates the posterior of the parameters given the data and
compares this to the posterior of the observed data. In the next
iteration, the parameter vector changes based on the distance
(error) of the two. They benchmarked CRC against three other
state-of-the-art algorithms (ABC-SMC, profile likelihood,
DRAM) on two different systems (Lotka-Voltera model, EpoR
system, multiple myeloma model). In the Lotka-Voltera model,
all algorithms performed well, with CRC being more accurate
although it required one more iteration. In the EpoR system, the
CRC found a different solution thatn the other two algorithms,
but the authors report their solution was more reliable because of
many missing values in this dataset. Finally, the multiple
myeloma system is a high-dimensional ODE model. In that
system the authors showed that their method outperformed
the others.

Storey et al. (Modeling Oncolytic Viral Therapy, Immune
Checkpoint Inhibition, and the Complex Dynamics of Innate and
Adaptive Immunity in Glioblastoma Treatment) propose an
ordinary differential equation model of treatment for a lethal
brain tumor, glioblastoma, using an oncolytic Herpes Simplex
Virus. Thea authors use a mechanistic approach to model the
interactions between distinct populations of immune cells,
incorporating both innate and adaptive immune responses to
oncolytic viral therapy (OVT), and including a mechanism of
adaptive immune suppression via the PD-1/PD-L1 checkpoint
pathway. They focus on the tradeoff between viral clearance by
innate immune cells and the innate immune cell-mediated
recruitment of antiviral and antitumor adaptive immune cells.
The model suggests that when a tumor is treated with OVT alone,
the innate immune cells’ ability to clear the virus quickly after
administration has a much larger impact on the treatment
outcome than the adaptive immune cells’ antitumor activity.
Even in a highly antigenic tumor with a strong innate
immune response, the faster recruitment of antitumor adaptive
immune cells is not sufficient to offset the rapid viral clearance.
This motivates the subsequent incorporation of an
immunotherapy that inhibits the PD-1/PD-L1 checkpoint
pathway by blocking PD-1, which is combined with OVT
within the model. The combination therapy is most effective
for a highly antigenic tumor or for intermediate levels of innate
immune localization. Extreme levels of innate immune cell
activity either clear the virus too quickly or fail to activate a
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sufficiently strong adaptive response, yielding ineffective
combination therapy of GBM. This work shows that the
innate and adaptive immune interactions significantly
influence treatment response and that combining OVT with
an immune checkpoint inhibitor expands the range of
immune conditions that allow for tumor size reduction or
clearance.

In the work by Conforte et al. (Modeling Basins of Attraction
for Breast Cancer Using Hopfield Networks), bulk RNA-Seq data
from 70 paired breast cancer and control samples were analyzed
with Hopfield networkmodeling. Hopfield networks are a form of
recurrent artificial neural network which does not require kinetic
parameter rates or knowledge of underlying protein-protein
interactions. The authors leverage these properties to analyze
the high-dimensional RNA-Seq data to find a correlation with the
distance between the cancer and control attractors with overall
survival. They then use the Hopfield network to identify potential
therapeutic gene targets and validate their approach with single-
cell sequencing data collected fromHER2+ breast cancer patients.
This work showcases the power of a theory-driven approach to
analysis of complex gene sequencing data and predicts novel
therapeutic interventions.

In their paper, Chen et al. (Bioinformatics Analysis of
Prognostic miRNA Signature and Potential Critical Genes in
Colon Cancer) report the results of bioinformatic analysis they
performed in two omics colon cancer datasets. Specifically, they
analyzed data form TCGA and another publicly available GEO
dataset and identified an 8-miRNA signature predictive of colon
cancer prognosis and 14 (mRNA) genes that seem to play a
critical role in carcinogenesis. Differential gene/miRNA
expression analysis, initially, identified 472 miRNAs and 563
mRNAs that vary significantly between cancer and controls.
Further Cox regression analysis found 12 of those miRNAs
and 8 of them were used to build the predictive signature
(AUROC = 0.729). These 8 miRNAs have a total of 112 target
genes, which are also differentially expressed. Downstream
pathway analysis for these 112 genes was performed using
pathway enrichment and WGCNA. Finally, protein-protein
interaction analysis identified 14 of these genes as critically
important for colon cancer.

A central challenge of mathematical and computational
oncology is the prediction of response to therapy, which often
hinges on resistance to treatment as a primary mechanism of
treatment failure. Perez-Velazquez and Rejniak (Drug-Induced
Resistance in Micrometastases: Analysis of Spatio-Temporal Cell
Lineages) use a hybrid agent-based computational model to
investigate the role of the tumor microenvironment in the
evolution of resistance in micrometastases. The authors
examine the dynamics of drug distribution and oxygen
gradients in the tissue to simulate response at single cell
resolution. Their modeling suggests that resistant cell clones
need not exist prior to treatment administration, rather, that
they may emerge, and even be induced, by the treatment itself.
The authors conclude that successful treatment strategies may
mirror those from the field of microbial resistance to antibiotics,
where the goal of treatment is to mitigate the emergence of
resistance, rather than complete eradication of the cancer cells.

Agent-based modeling helps gain insight into dynamics often not
directly observable and is a valuable approach in cancer research.

Accurate and quick prediction of stable peptide binding to
Class I HLAs is important for designing immunotherapies but
also for evaluating the immunogenicity of different peptides.
Abella et al. (Large-Scale Structure-Based Prediction of Stable
Peptide Binding to Class I HLAs Using Random Forests)
attempted to predict stable binding for class I HLAs from
pHLA structures using machine learning. The structures are
generated from a large set of pHLA sequences using the
authors’ previously developed method named the Anchored
Peptide-MHC Ensemble Generator. These structures are then
transformed into feature vectors for training using random forest
classifier to distinguish binders from non-binders. The model
achieves competitive performance using significantly less data
when compared to other popular sequence-based, pan-allele
models with the advantage of interpretability.

Tao et al. (Neural Network Deconvolution Method for
Resolving Pathway-Level Progression of Tumor Clonal
Expression Programs With Application to Breast Cancer Brain
Metastases) develop computational methods to infer clonal
heterogeneity and dynamics across progression stages via
deconvolution and clonal phylogeny reconstruction of
pathway-level expression signatures in order to reconstruct
how these processes might influence average changes in
genomic signatures over progression. In this work, the authors
show, via application to a study of gene expression in a collection
of matched breast primary tumor andmetastatic samples, that the
method can infer coarse-grained substructure and stromal
infiltration across the metastatic transition. Their results
suggest that genomic changes observed in metastasis, such as
gain of the ErbB signaling pathway, are likely caused by early
events in clonal evolution followed by expansion of minor clonal
populations in metastasis, a finding that may have translational
implications for early detection or prevention of metastasis.

Molecular disease subtypes characterized by relevant clinical
differences, such as survival, are difficult to differentiate. Tran
et al. (A Novel Method for Cancer Subtyping and Risk Prediction
Using Consensus Factor Analysis) have introduced a newmethod
based on Consensus Factor Analysis (CFA) for disease subtyping
and risk assessment using multi-omics data. The new method is
capable of exploiting complementary signals available in different
types of data to improve the subtypes. Using a large dataset of 30
different cancers from TCGA, it outperformed existing
approaches in discovering novel subtypes with significantly
different survival profiles. In particular, the authors
demonstrated that the new method was able to predict risk
scores that are highly correlated with vital status and survival
probability. The accuracy of risk prediction was shown to
improve as more data types were integrated.

Although most mathematical models deal with a primary
cancer, metastasis is the most fatal and clinically challenging
phase of cancer progression. This is particularly the case in
colorectal cancer (CRC), with the added challenge that
metastatic lesions often may not be detectable. To address this
challenge, Hochman et al. (Metastasis Initiation Precedes
Detection of Primary Cancer—Analysis of Metastasis Growth
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in vivo in a Colorectal Cancer Test Case) analyze growth rates
derived from serial computed tomography (CT) scans collected
from a single patient with several metastatic lesions arising from
CRC. Making calculations of growth rates using three different
mathematical models, the authors estimate that metastasis may
have occurred 4–5 years before the primary tumor diagnosis,
suggesting that metastasis may be an early event in CRC. This
provocative hypothesis has potentially dramatic implications for
clinical management of CRC by suggesting that the primary
lesion may already have spread through the body by the time
it is detected. Here, the use of mathematical modeling aided the
investigators in rolling the clock back in time to calculate the
likely order of events which are not otherwise clear.

One of the main contribution of the work developed in
Manjunath et al. (ABC-GWAS: Functional Annotation of
Estrogen Receptor-Positive Breast Cancer Genetic Variants)
is the creation of the database “Analysis of Breast Cancer
GWAS” (ABC-GWAS), available at http://education.knoweng.
org/abc-gwas/. ABC-GWAS is an interactive database of
functional annotation of estrogen receptor-positive breast
cancer genome-wide association studies (GWAS) variants.
This resource provides useful practical results and
conceptual approaches to the functional genomics
community in general and breast cancer researchers in
particular. Over the past decade, hundreds of GWAS have
implicated genetic variants in various diseases, including
cancer. However, only a few of these variants have been
functionally characterized to date, mainly because the
majority of the variants reside in non-coding regions of the
human genome with unknown function. A comprehensive
functional annotation of the candidate variants is thus
necessary to fill the gap between the correlative findings of
GWAS and the development of therapeutic strategies. By
integrating large-scale multi-omics datasets such as the
Cancer Genome Atlas (TCGA) and the Encyclopedia of
DNA Elements (ENCODE), the authors performed
multivariate linear regression analysis of expression
quantitative trait loci, sequence permutation test of
transcription factor binding perturbation, and modeling of
three-dimensional chromatin interactions to analyze the
potential molecular functions of 2,813 single nucleotide
variants in 93 genomic loci associated with estrogen
receptor-positive breast cancer. To facilitate rapid progress
in functional genomics of breast cancer, they have created
ABC-GWAS. This resource includes expression quantitative
trait loci, long-range chromatin interaction predictions, and
transcription factor binding motif analyses to prioritize
putative target genes, causal variants, and transcription
factors. An embedded genome browser also facilitates
convenient visualization of the GWAS loci in genomic and
epigenomic context. ABC-GWAS provides an interactive
visual summary of comprehensive functional
characterization of estrogen receptor-positive breast cancer
variants. The web resource will be useful to both
computational and experimental biologists who wish to
generate and test their hypotheses regarding the genetic
susceptibility, etiology, and carcinogenesis of breast cancer.

ABC-GWAS can also be used as a user-friendly educational
resource for teaching functional genomics.

Over the last 50 years, glioblastoma has remained one of the
most difficult cancers to treat. A frequent and primary cause of
treatment failure in glioblastoma is drug delivery and transport
across the blood-brain-barrier (BBB), which is designed to
protect the brain from harmful substances. Using patient-
derived xenograft models with tumor burden followed over
time with bioluminescence imaging, Massey et al. (Quantifying
Glioblastoma Drug Response Dynamics Incorporating
Treatment Sensitivity and Blood Brain Barrier Penetrance
From Experimental Data) estimate parameters for a predictive
mathematical model to suggest that BBB permeability may be
more important in determining response to treatment than
relative sensitivity of the glioblastoma cells to treatment. This
prediction underscores the challenges in treating glioblastoma
and suggests that response may be improved with therapeutic
approaches which do not rely on transport across the BBB.
Mathematical models informed by experimental data and
motivated by clinical challenges is the essence of mathematical
and computational oncology.

The work developed by Dinh et al. (Application of the Moran
Model in Estimating Selection Coefficient of Mutated CSF3R
Clones in the Evolution of Severe Congenital Neutropenia to
Myeloid Neoplasia) focuses on the transition from severe
congenital neutropenia (SCN) to pre-leukemic myelodysplastic
syndrome (MDS). Stochastic mathematical models have been
conceived that attempt to explain the transition of SCN to MDS,
in the most parsimonious way, using extensions of standard
processes of population genetics and population dynamics,
such as the branching and the Moran processes. The authors
previously presented a hypothesis of the SCN to MDS transition,
which involves directional selection and recurrent mutation, to
explain the distribution of ages at onset of MDS or acute myeloid
leukemia (AML). Based on experimental and clinical data and a
model of human hematopoiesis, a range of probable values of the
selection coefficient s and mutation rate μ have been determined.
These estimates lead to predictions of the age at onset of MDS or
AML, which are consistent with the clinical data. In this work,
based on data extracted from published literature, we seek to
provide an independent validation of these estimates. The goal of
this work is twofold: 1) to determine the ballpark estimates of the
selection coefficients and verify their consistency with those
previously obtained and 2) to provide possible insight into the
role of recurrent mutations of the G-CSF receptor in the SCN to
MDS transition.

Subbalakshmi et al. (NFATc Acts as a Non-Canonical
Phenotypic Stability Factor for a Hybrid Epithelial/
Mesenchymal Phenotype), employ an integrated
computational-experimental approach, and show that the
transcription factor nuclear factor of activated T-cell (NFATc)
can inhibit the process of complete epithelial–mesenchymal
transition, thus stabilizing the hybrid E/M phenotype.
Reversible transitions between epithelial and mesenchymal
phenotypes—epithelial–mesenchymal transition (EMT) and its
reverse mesenchymal–epithelial transition (MET)—form a key
axis of phenotypic plasticity during metastasis and therapy
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resistance. Unlike previously identified phenotypic stability
factors (PSFs), NFATc does not increase the mean residence
time of the cells in hybrid E/M phenotypes, as shown by
stochastic simulations; rather it enables the co-existence of
epithelial, mesenchymal and hybrid E/M phenotypes and
transitions among them. Clinical data suggests the effect of
NFATc on patient survival in a tissue-specific or context-
dependent manner. The results of Subbalakshmi et al. suggest
that NFATc behaves as a non-canonical PSF for a hybrid E/M
phenotype.

Liu et al. (Identification and Validation of Two Lung
Adenocarcinoma-Development Characteristic Gene Sets for
Diagnosing Lung Adenocarcinoma and Predicting Prognosis)
identify and validate two Lung adenocarcinoma (LUAD)-
development characteristic gene sets that can be used for
diagnostics and prognosis. Lung adenocarcinoma (LUAD) is
one of the main types of lung cancer. LUAD has low early
diagnosis rate, poor late prognosis, and high mortality. The
study identified 84 genes that were associated with LUAD
survival and named as LUAD-unfavorable gene set. 39 genes
were associated with LUAD survival and named as LUAD-
favorable gene set. The LUAD-unfavorable genes were
significantly involved in p53 signaling pathway, Oocyte
meiosis, and Cell cycle. The study was conducted on 512
LUADs from The Cancer Genome Atlas and validated and
data sets from Gene Expression Omnibus. Functional
enrichment analysis was used to explore the potential
biological functions of LUAD-unfavorable genes.

In an effort to enable novel, quantitative measures of the
tumor microenvironment, Mi et al. (Digital Pathology
Analysis Quantifies Spatial Heterogeneity of CD3, CD4,
CD8, CD20, and FoxP3 Immune Markers in Triple-
Negative Breast Cancer) developed a computational
platform and workflow for digital pathology analysis. Using
triple-negative breast cancer (TNBC) as an example, the
authors demonstrate how their analysis platform can
automatically characterize important features from a digital
pathology slide, including the invasive front, central tumor,
and normal tissue. This automated analysis is critical in order
to quantify spatial heterogeneity of prognostic markers in
TNBC, including immune cell density and local tumor
immuno-architecture. The authors show how quantitative
analyses generated from their workflow can be associated
with treatment outcomes to predict response and also to
inform mechanistic computational models which can use

these spatial maps as inputs for calibration or validation.
Quantitative spatial analyses such as those provided by this
tool are essential to extract the most information from
precious rare clinical samples, and also critically important
for predictive mathematical and computational models.

In Stiehl et al. (Computational Reconstruction of Clonal
Hierarchies From Bulk Sequencing Data of Acute Myeloid
Leukemia Samples), the authors develop a computational
algorithm that allows identifying all clonal hierarchies that
are compatible with bulk variant allele frequencies measured
in a patient sample. The clonal hierarchies represent
descendance relations between the different clones and reveal
the order in which mutations have been acquired. The proposed
computational approach is tested using single cell sequencing
data that allow comparing the outcome of the algorithm with the
true structure of the clonal hierarchy. The authors investigate
which problems occur during reconstruction of clonal
hierarchies from bulk sequencing data. The algorithm
proposed by the authors provides a tool to better understand
the ambiguity of such reconstructions and their sensitivity to
measurement errors. Their results suggest that in many cases
only a small number of possible hierarchies fits the bulk data.
This implies that bulk sequencing data can be used to obtain
insights in clonal evolution.
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Treatment response assays are often summarized by sigmoidal functions comparing

cell survival at a single timepoint to applied drug concentration. This approach has

a limited biophysical basis, thereby reducing the biological insight gained from such

analysis. In particular, drug pharmacokinetic and pharmacodynamic (PK/PD) properties

are overlooked in developing treatment response assays, and the accompanying

summary statistics conflate these processes. Here, we utilize mathematical modeling to

decouple and quantify PK/PD pathways. We experimentally modulate specific pathways

with small molecule inhibitors and filter the results with mechanistic mathematical

models to obtain quantitative measures of those pathways. Specifically, we investigate

the response of cells to time-varying doxorubicin treatments, modulating doxorubicin

pharmacology with small molecules that inhibit doxorubicin efflux from cells and DNA

repair pathways. We highlight the practical utility of this approach through proposal of

the “equivalent dose metric.” This metric, derived from a mechanistic PK/PD model,

provides a biophysically-based measure of drug effect. We define equivalent dose as

the functional concentration of drug that is bound to the nucleus following therapy.

This metric can be used to quantify drivers of treatment response and potentially guide

dosing of combination therapies. We leverage the equivalent dose metric to quantify

the specific intracellular effects of these small molecule inhibitors using population-scale

measurements, and to compare treatment response in cell lines differing in expression of

drug efflux pumps. More generally, this approach can be leveraged to quantify the effects

of various pharmaceutical and biologic perturbations on treatment response.

Keywords: mathematical modeling, breast cancer, pharmacokinetic modeling, pharmacodynamics, doxorubicin,

treatment response
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INTRODUCTION

The parameterization of in vitro treatment response data is
central to biomarker and drug discovery and the quantitative
study of cancer therapies. With recent exceptions (Hafner et al.,
2016; Harris et al., 2016), investigation of treatment response
in vitro has been limited to cell survival assays that assess cell
viability at a single, specified timepoint following treatment with
a temporally constant concentration of drug. A range of drug
concentrations are evaluated in these assays, and the results are
conventionally summarized by Hill function parameters, which
quantify cell survival with respect to applied drug concentration
(Fallahi-Sichani et al., 2013). While this approach has yielded
significant insights into cancer biology, it is fundamentally
limited by the coarseness of parameters used to summarize
treatment response. In particular, these parameters do not
explicitly characterize the dynamics of treatment and subsequent
response. Further, response metrics are reported relative to the
extracellular concentration of drug in the assay, overlooking drug
exposure times and variable cell line pharmacologic properties.
This not only impairs analysis of in vitro treatment response data,
but also presents a challenge in translating these therapies in vivo.

There are a host of biochemical processes that modulate a
tumor cell’s response to therapy. For example, the accumulation
of drug within cells can be altered by drug metabolism or

modification of surface proteins that regulate drug flux through
the membrane (Larsen and Skladanowski, 1998; Larsen et al.,
2000). Indeed, the multi-drug resistance protein 1 (MDR1) is

a well-studied mechanism of resistance to cytotoxic therapies
(Clarke et al., 2005). This ATP-dependent pump actively effluxes
drug from cells, decreases drug accumulation within cells, and

confers resistance to anthracyclines, taxanes, and several other
agents (Mechetner et al., 1998). Similarly, pharmacodynamic
response to therapies can be altered through modulation of
signaling pathways downstream of the therapeutic target. With
respect to DNA-damaging agents, changes in DNA repair
pathways, which are activated in response to treatment, can
alter sensitivity to those agents (Fink et al., 1998; Bouwman
and Jonkers, 2012). For example, DNA-dependent protein kinase
(DNA-PK) plays a major role in the repair of double strand DNA
breaks via non-homologous end joining (Smith and Jackson,
1999). Increased expression of DNA-PK has been shown to
confer resistance to doxorubicin, an anthracycline commonly
used clinically (Shen et al., 1998). Fundamentally, cell line-
specific pharmacokinetic and pharmacodynamic properties, such
as those described above, drive observed treatment responses.
Using conventional methods, these processes are conflated by
the parameters used to summarize in vitro dose response
data (Prentice, 1976; Fallahi-Sichani et al., 2013). The resulting
parameters are imprecise measures of drug efficacy, which limits
the biological insights to be gained from the data.

More precise technologies are required to advance systems
approaches to studying cellular response to therapy (Anderson
and Quaranta, 2008). We posit that a mechanistic, mathematical
modeling framework is essential to maximize the knowledge
gained through treatment response studies (Yankeelov et al.,
2013, 2015). In this paradigm, biologically-motivedmathematical

models are constructed to describe observed behaviors of the
system under investigation. The model is then fit to experimental
data, yielding a set of parameter values that provide mechanistic
insight into observed data. There exist several models in the
literature that explicitly incorporate drug pharmacokinetics (PK)
and pharmacodynamics (PD) to describe treatment response.
In vitro, transit compartment models have been used to describe
the temporal relationship between drug application and effects
(Lobo and Balthasar, 2002). More biologically-motivated PK/PD
models have been employed to study specific pharmacokinetic
and pharmacodynamic parameters (Lankelma et al., 2003, 2013).
PK/PDmodels have also been developed to investigate treatment
response in vivo (Simeoni et al., 2004; Sanga et al., 2006;
Wang et al., 2015). Recently, we proposed and validated a
coupled PK/PDmodel of doxorubicin treatment response in vitro
(McKenna et al., 2017). The model incorporates measured
doxorubicin pharmacokinetics and pharmacodynamics and
predicts response to a specified treatment timecourse on a
cell line-specific basis. The model behaves consistently across
a wide spectrum of treatment protocols and cell lines, thereby
demonstrating that the response dynamics of cancer cell lines
to doxorubicin is predictable within this framework. Specifically,
the PK model-estimated concentration of doxorubicin bound
to the cell nucleus is predictive of cell line pharmacodynamic
rates. We further noted a mismatch of drug uptake and response
among the investigated cell lines, suggesting that each cell line
has an intrinsic sensitivity to stress induced by doxorubicin.
By explicitly modeling both drug uptake and subsequent effect,
these processes can be independently quantified to study each
component of treatment response (McKenna et al., 2017).

It is the goal of the present effort to demonstrate the
utility of a mechanistic, mathematical modeling framework
in quantifying treatment response and PK/PD pathways. We
leverage mathematical models to filter experimental data to yield
quantitative measures of specific cellular processes. Specifically,
we experimentally perturb doxorubicin pharmacokinetics and
pharmacodynamics with chemical inhibitors of each process. We
modulate pharmacokinetics in anMDR1 over-expressing cell line
and modulate pharmacodynamics via DNA-PK in a BRCA1-
mutated cell line. These data are analyzed with the proposed
PK/PD model to yield quantitative measures of these pathways.
We further illustrate the utility of our approach by proposing
the equivalent dose metric, which we derived from the PK
model. The equivalent dose is analogous to that in radiation
therapy, which is used to compare radiation fractionation
schedules (Fowler, 1992). In the context of chemotherapy,
we define equivalent dose as a functional measure of drug
exposure. We specify that for a given equivalent dose, treatment
response dynamics are similar. As this approach accounts for
variable pharmacologic properties, we posit that it allows for
more precise comparisons among cell lines relative to metrics
based on extracellular drug concentration. We demonstrate this
experimentally through comparison of treatment response in
cell lines differing only in MDR1 expression. The modeling-
based framework proposed in this work can be leveraged to
more precisely quantify the effects of various pharmaceutical and
biologic perturbations on treatment response.
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MATERIALS AND METHODS

Mathematical Model of Doxorubicin
Treatment Response
Doxorubicin is an anthracycline that remains standard-of-care
therapy for several cancers (Tacar et al., 2013). Ultimately,
doxorubicin induces a host of cellular stress responses which
either inhibit further DNA synthesis allowing for cellular
recovery, or initiate a cascade leading to cell death (Gewirtz,
1999). At high doxorubicin concentrations, extensive DNA
damage often results in cell death via apoptosis. Low to moderate
concentrations of doxorubicin induce cell senescence and cell
death via mitotic catastrophe (Chang et al., 1999; Eom et al.,
2005). Whereas, apoptosis is immediate (on the order of hours
to days), mitotic catastrophe is a relatively protracted process (on
the order of several days).

We previously developed and validated a parsimonious
treatment response model to describe doxorubicin
pharmacokinetics and pharmacodynamics (McKenna et al.,
2017). Briefly, a three-compartment model was employed to
describe the uptake and binding of doxorubicin in cancer
cells. This process is modeled via mass conservation through
Equations (1–3):

dCE (t)

dt
= kFE

vI

vE
CF (t) − kEFCE (t) (1)

dCF (t)

dt
= kEF

vE

vI
CE (t) − kFECF (t) − kFBCF (t) (2)

dCB (t)

dt
= kFBCF (t) (3)

where CE (t), CF (t), and CB (t) are the concentrations of
doxorubicin in the extracellular, free, and bound compartments,
respectively, at time t. The free compartment represents drug
that has diffused into the cell, while the bound compartment
represents drug that has bound to DNA. The kij parameters
are rate constants that describe the movement of doxorubicin
between the ith and jth compartments; for example, kFE describes
the rate of drug transfer from the free, intracellular compartment
to the extracellular compartment. Similar definitions apply to
kEF and kFB. The volumes of the extracellular and intracellular
compartments are denoted by vI and vE, respectively (see
Table 1 for a full list of model parameter definitions). We note
that in this model, several intracellular processes, including
doxorubicin metabolism and dissociation from DNA, are not
explicitly considered. In previous work (McKenna et al., 2017),
we evaluated the performance of several candidate models
in describing our experimental data (described in section
Doxorubicin Uptake Imaging and Image Processing) with the
Akaike information criterion. Of the proposed models, we found
that Equations (1–3) best balanced accuracy and the number of
model parameters.

A logistic growth model, Equation (4), modified by either of
two empirical time-dependent response functions, Equations (5,
6), reflecting distinct mechanisms of cell death, was proposed
to describe population level response to doxorubicin therapy

as follows:

dNTC (t)

dt
=

(

kp − kd (t,D)
)

NTC (t)

(

1−
NTC (t)

θ (D)

)

(4)

kd (t,D) =

{

0 t < 0
kd,a (D) t ≥ 0

(5)

kd (t,D) =

{

0 t < 0

kd,b (D) r (D) te1−r(D)t t ≥ 0
(6)

where kp and kd are the proliferation and dose-specific death
rates, respectively, D is the delivered dose [defined to be the
bound concentration of drug, CB, calculated with Equations
(1–3)], r is a dose-specific constant describing the rate at
which treatment induces an effect, θ is the dose-specific
carrying capacity describing the maximum number of cells that
can be observed in the experimental system, and NTC(t) is
the number of cells at time t. Logistic growth models have
traditionally been used to describe growth of a variety of
biological species whose total size is limited (Gerlee, 2013; Jarrett
et al., 2018). This equation accurately describes our experimental
system (described in section Doxorubicin Treatment Response
Imaging), in which cell population is limited by the surface area
of the experimental platform. Prior to treatment (i.e., t < 0), cells
are modeled to have a constant proliferation rate, kp. Following
treatment at t = 0, Equation (5) assumes an immediate induction
of a stable, post-treatment death rate (kd,a). Equation (6) allows
for a smooth induction of drug effect following treatment to
a maximum death rate of kd,b, while ultimately allowing for
recovery of the cell population. The dynamics of this induction
and decay is governed by r. A weighted averaging approach
is used to incorporate both Equations (5, 6) in the treatment
response model. This model was designed to describe cell death
via apoptosis Equation (5) and mitotic catastrophe Equation (6)
and fit experimental data well. Further details on the model can
be found in McKenna et al. (2017).

TABLE 1 | Model parameter definitions.

Model

Parameter

Units Definition

kEF h−1 Rate of drug influx into cell

kFE h−1 Rate of drug efflux from cell

kFB h−1 Mixed rate of drug binding and DNA repair

CE nM Extracellular doxorubicin concentration

CI nM Intracellular, extranuclear doxorubicin concentration

CB nM Concentration of doxorubicin bound to the nucleus

Deq nM Equivalent dose

NTC Count Number of cells

kp h−1 Proliferation rate of cells

θ Count Carrying capacity of experimental system

kd,a h−1 Death rate assumed in Equation (5)

kd,b h−1 Death rate assumed in Equation (6)

r h−1 Rate of induction and decay of death rate in Equation (6)

Complete listing of model parameter definitions.
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FIGURE 1 | Overview of equivalent dose metric. The response to therapy is

determined by the applied drug concentration and cell-specific pharmacologic

properties. Traditionally, therapeutic response is summarized relative to the

applied extracellular concentration of drug. We propose the equivalent dose

metric, Deq, to summarize the contributions of various pharmacologic

properties in shaping treatment response. We define equivalent dose as a

measure of the functional drug concentration that enters the cell. The

equivalent dose is calculated through a mechanistic biophysical model that

considers several sources of variability in shaping treatment response. The

metric consolidates variable drug uptake (quantified with kEF ), efflux (quantified

with kFE ), and binding (quantified with kFB) into a single descriptor of

treatment. The equivalent dose summarizes pharmacologic properties to

provide biological insight into treatment response and allows for more precise

comparison of treatment response among cell lines.

Equivalent Dose
We define equivalent dose (Deq) as a functional measure
of therapy, a summary statistic connecting the amount of
drug delivered with the biological effect of that drug. In the
context of doxorubicin therapy, we define equivalent dose as
the functional concentration of drug that is bound to the
nucleus following therapy. To calculate Deq for a specified
treatment condition (i.e., extracellular drug concentration
timecourse), Equations (1–3) are populated by cell-line- and
treatment-specific kEF , kFE, and kFB parameters derived from
experimental data (described below). The model is then
simulated using the experimentally-defined treatment condition.
Deq is the maximum concentration of bound drug (CB)
as predicted by the simulation. We hypothesize that the
equivalent dose metric can account for variable cell line
pharmacologic properties through its explicit consideration of
kEF , kFE, and kFB rates, and it can be leveraged to quantify
the effect of agents that modulate those properties. Notably,
in proposing the equivalent dose, we lump pharmacodynamic
effects into the kFB term. Specifically, kFB is a mixed measure
of doxorubicin binding and DNA repair and describes the
functional net binding rate. The equivalent dose is illustrated
in Figure 1.

Cell Lines
The MDA-MB-468 and SUM-149PT cell lines were obtained
through American Type Culture Collection (ATCC, http://
www.atcc.org) and maintained in culture according to ATCC
recommendations. Cell lines were passaged no more than 30
times before being discarded. To facilitate automated image
analysis for identifying and quantifying individual nuclei in time-
lapsed microscopy experiments (described below), each cell line
was modified to express a histone H2B conjugated to monomeric
red fluorescent protein (H2BmRFP; Addgene Plasmid 18982) as
previously described (Quaranta et al., 2009; Tyson et al., 2012).

To specifically modulate doxorubicin pharmacokinetics,
the H2BmRFP-expressing MDA-MB-468 cell line (MDA-
MB-468H2B) was transduced to express a green fluorescent
protein (GFP)-tagged MDR1 protein (ABCB1 gene, Origene
Technologies, Rockville, MD). Following transduction, the cell
line was cultured in 100 nM doxorubicin for 2 weeks to select a
doxorubicin-resistant phenotype (MDA-MB-468MDR1). These
cells were serially imaged to ensure that all surviving cells stably
expressed GFP.

The SUM-149PT cell line possesses a BRCA1 2288delT
mutation (Elstrodt et al., 2006). BRCA1 is involved in
maintaining genome stability through its role in repairing
double strand DNA-breaks via homologous recombination
(Gudmundsdottir and Ashworth, 2006). The BRCA1 mutation
causes an increased reliance on alternate DNA damage repair
pathways, such as non-homologous end joining (Farmer et al.,
2005). The DNA damage repair pathway mediated by DNA-
PK was targeted with a small molecule inhibitor to specifically
modulate doxorubicin pharmacodynamics in the SUM-149PT
cell line.

Chemicals
Doxorubicin was purchased from Sigma Aldrich (St. Louis, MO)
and dissolved to a 1mM stock concentration in sterile saline for
subsequent experiments. Tariquidar (TQR) is a third-generation
MDR1 inhibitor that non-competitively inhibits MDR1 function
(Mistry et al., 2001). TQR is leveraged to modulate doxorubicin
pharmacokinetics in the MDA-MB-468MDR1 cell line. NU7441
is a DNA-PK inhibitor that has been investigated as a means
to improve treatment response to DNA-damaging agents (Zhao
et al., 2006; Ciszewski et al., 2014). NU7441 is used to modulate
doxorubicin pharmacodynamics in the SUM-149PT cell line.
TQR and NU7441 were both purchased from Selleckchem
(Boston, MA). Each was dissolved to a 1mM stock concentration
in DMSO. We subsequently refer to these therapies (TQR and
NU7441) as sensitizers. All solutions were stored in 250 µL
aliquots at -80◦C.

Doxorubicin Uptake Imaging and Image
Processing
Time resolved fluorescent microscopy was employed to
characterize the uptake of doxorubicin by each cell line (MDA-
MB-468H2B, MDA-MB-468MDR1, and SUM-149PT) using a
modification of the previously-published drug uptake assay
(McKenna et al., 2017). The method leverages the intrinsic
fluorescence of doxorubicin to quantify the movement of
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doxorubicin from the extracellular space into cells. Briefly,
each cell line was introduced into 96-well microtiter plates at
∼10,000 cells per well. Each well was imaged at 20–25min
intervals via fluorescent microscopy with a 20× objective in
2×2 image montages on a BD Pathway 855 Bioimager (BD
Biosciences, San Jose, CA). Imaging began 1 h prior to and
continued for approximately 24 h following application of
1µM of doxorubicin. After 8 h, doxorubicin was removed via
media replacement. This timeframe allowed for an extended
observation of drug uptake without inducing morphological
changes and cell death that would limit the effect of the
measurement. To measure the effect of TQR and NU7441
on drug uptake kinetics in the MDA-MB-468MDR1 and the
SUM-149PT cell lines, respectively, each sensitizer was applied
over a range of concentrations (250–2 nM for TQR and 2
µM−16 nM for NU7441 both via a 2-fold dilution series) 1 h
prior to doxorubicin application. At least three replicates of each
treatment condition were collected.

The collected images were subsequently post-processed to
correct for uneven background illumination and to isolate the
contribution of each fluorophore in the experiment. First, the
illumination function for each image was estimated (Jones et al.,
2006). The image is defined:

I = L
(

C + b
)

where I is the image, L is the illumination function, C is signal
from cells, and b is the background. The signal from cells was
removed from each image through use of a median disc filter
with a radius of 50, isolating b. To estimate L, the background-
only images in each well were averaged over all timepoints. A
smooth surface was fit to this averaged image, and the surface
was normalized to a maximum value of 1. Each image in the
time series was divided by this surface (L) to correct for uneven
illumination. Following illumination correction, a threshold-
based approach was used to segment each cell.

To account for the various fluorophores in the experiment
(H2BRFP, MDR1GFP, and doxorubicin), a linear unmixing
approach was employed to isolate the signal from each
fluorophore to more precisely quantify doxorubicin
accumulation (Zimmermann, 2005). The approach leverages
spectral imaging data collected at multiple excitation and
emission wavelengths to isolate the signal from each fluorophore.
This method can also be used for background subtraction by
modeling the background (here, the signal from cell culture
media) as an additional fluorophore. For these experiments, we
define four fluorophores of interest: MDR1GFP, doxorubicin,
H2BRFP, and background. The observed images are modeled as a
linear combination of the signals from each of these fluorophores:

[

SH2B SMDR SDox Sbackground
]

T4×n =
[

I1 I2 ... In
]

where SH2B is the signal from the H2BRFP, SMDR is the signal
from the GFP-taggedMDR1, SDox is the signal from doxorubicin,
and Sbackground is the background signal from cell culture media.
T is the transformation matrix that estimates the contribution
from each fluorophore in creating each image I. In this work, five

TABLE 2 | Filter settings.

Image Excitation (nm) Dichroic (nm) Emission (nm)

I1 470/40 515, longpass 515, longpass

I2 470/40 515, longpass 570, longpass

I3 470/40 515, longpass 575/25

I4 470/40 515, longpass 540/50

I5 548/20 595, longpass 645/75

Fluorescence imaging filter sets used to collect pharmacokinetics data.

images (n = 5) were collected at each timepoint. The excitation,
dichroic, and emission filters for each image are listed in Table 2.

To construct T, images of each fluorophore were collected
from control samples. Specifically, control images of GFP,
H2BRFP-positive cells, doxorubicin, and background were
collected. For each fluorophore, the image with the highest
intensity is assumed to be the true image; i.e., the corresponding
entry in T is set to 1. The relative intensity of the other
four images with respect to the true image are then estimated.
This normalized spectrum is deposited into the row of T
corresponding to the current fluorophore. T is estimated
at each timepoint to compensate for any temporal changes
in fluorophore intensity.

With an estimate of T and a spectral image set for
each well at each timepoint, the underlying signals (i.e.,
SH2B, SMDR, SDox, Sbackground) can be estimated using QR
decomposition [implemented in MATLAB (Mathworks, Natick,
MA)]. This can be done on a per-pixel basis as shown in
Supplementary Figure 1. However, as we are only interested
in the intracellular and extracellular doxorubicin signals,
the average value from each image in the intracellular
and extracellular (Ii,I , Ii,E) space was calculated using a
cell segmentation (as detailed above). Each signal can then
be recovered:

[

SH2B,I SMDR,I SDox,I Sbackground,I
SH2B,E SMDR,E SDox,E Sbackground,E

]

T4×n =

[

I1,I . . . I5,I
I1,E · · · I5,E

]

where SDox,I and SDox,E are the signals from doxorubicin in
the intracellular and extracellular spaces, respectively. Similar
definitions apply for the other signals S.

Finally, SDox is converted into doxorubicin concentration. We
assume that doxorubicin signal is linearly proportional to its
concentration, [Dox] (McKenna et al., 2017):

SDox = a [Dox]+ b

To calibrate this model, images are collected on a series of
wells containing a range of known doxorubicin concentrations.
Estimates of a and b were obtained by fitting the doxorubicin
signal equation to these control data. The image processing
pipeline is illustrated in Supplementary Figure 1.

Doxorubicin Treatment Response Imaging
Using the previously-published dose-response assay, each cell
line was treated with a range of doxorubicin concentrations
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(5,000–10 nM via a 2-fold dilution series) for 24 h as
monotherapy. Additionally, the sensitizing effects of TQR
and NU7441 in the MDA-MB-468MDR1 and the SUM-149PT
cell lines, respectively, were investigated by applying those
therapies over a range of concentrations 1 h prior to application
of doxorubicin. TQR concentrations in a 2-fold dilution series
from 250 to 2 nM were used for the MDA-MB-468MDR1 cell
line, and NU7441 concentrations in a 2-fold dilution series from
2µM to 15 nM were used for the SUM-149PT cell line. These
combination studies were each performed at three doxorubicin
concentrations. All drug (doxorubicin and sensitizer) was
removed from each well via media replacement at 24 h. These
cells were imaged daily via fluorescent microscopy for at least
15 days following treatment. For these studies, fluorescence
microscopy images were collected using a Synentec Cellavista
High End platform (SynenTec Bio Services, Münster, Germany)
with a 20× objective and tiling of 25 images. To generate images,
the H2BmRFP fluorophores were excited with 529 nm light for
650ms, and emissions were collected at 585 nm. Nuclei were
segmented and counted in ImageJ (http://imagej.nih.gov/ij/)
using a previously-described, threshold-based method (Frick
et al., 2015) to quantify cell population. Six replicates of each
treatment condition were collected. Media was refreshed every
3 days for the duration of each experiment to ensure sufficient
growth conditions for surviving cells. Data were manually
truncated when cell populations reached carrying capacity. At
this point, signals from neighboring nuclei overlap, and the cell
counting algorithm becomes unreliable.

Model Fits
The three-compartment model described in Equations (1–3)
was fit to the uptake data under each treatment condition
(doxorubicin monotherapy and doxorubicin combination with
sensitizer) for each cell line using a non-linear least squares
optimization implemented in MATLAB. Of note, each cell
line is assumed to have a single set of compartment model
parameters (kEF , kFE, and kFB) for each sensitizer concentration;
i.e., a parameter set for doxorubicin monotherapy and a set
for each sensitizer concentration. The mean errors of the
best-fit model across all timepoints and treatment conditions
with respective standard deviations are reported. Similarly, the
pharmacodynamic model described by Equations (4–6) was fit
to the dose response data from all treatment conditions (i.e.,
doxorubicin monotherapy and doxorubicin combination with
sensitizer) for each cell line. Each treatment condition in each
cell line was fit independently, yielding cell line- and treatment
condition-specific parameter values. This was also accomplished
through a non-linear least squares optimization implemented in
MATLAB, and we report the mean percent errors of the best-fit
models across all timepoints. For additional details on the model
fitting procedure see McKenna et al. (McKenna et al., 2017).

Measurement of Pharmacologic Properties
With Equivalent Dose
We assume, by definition, that each unique treatment response
timecourse corresponds to a specific equivalent dose. As the
equivalent dose is perfectly known for doxorubicin monotherapy

[i.e., the equivalent dose is simply CB, which can be directly
calculated with kFE, kEF , and kFB values measured from drug
uptake studies], the equivalent dose for co-treatment conditions
can be estimated by comparing treatment response dynamics
from co-treatment conditions to those from doxorubicin
monotherapy treatments. With appropriate experimental design
to isolate each equivalent dose parameter (i.e., kFE, kEF , and
kFB), this approach can quantify the effect of each sensitizing
agent on their PK/PD pathway. Specifically, by assuming the
effect of each sensitizing therapy is limited to a single equivalent
dose parameter, the effect of TQR on kEF and the effect of
NU7441 on kFB can bemeasured. As response under all treatment
conditions (i.e., doxorubicin monotherapy and co-treatment
with a sensitizer) can by summarized by the parameters in
Equations (4-6) (i.e., p= [kd,a, kd,b, r]), we use model parameters
to compare treatment response timecourses.

The response parameters (p) from doxorubicin monotherapy
experiments are first interpolated with respect to equivalent
dose via a local linear approach. This yields a continuous
set of parameters (pest) across all possible equivalent doses in
the range from no treatment to maximal doxorubicin dose.
The fit parameter values (pfit) for each of the m co-treatment
conditions are then matched to the interpolated parameters
from doxorubicin-only treatment conditions (pest) to estimate
the equivalent dose (Dest) for each co-treatment condition.
Specifically, Dest is the set of equivalent doses that correspond
to the best matches between pfit and pest in the L2 norm

sense (i.e., min
∥

∥pest − pfit
∥

∥

2
). This process is illustrated in

Supplementary Figure 2. The following constrained objective
function, G (kx), can then be used to estimate kx (the equivalent
dose parameter under investigation; e.g., kEF and kFB) for each of
the n sensitizer concentrations:

G
(

kx
)

= min
kx

m
∑

i=1

(

Dest,i − Di

(

kx
))2

such that kx,q+1 − kx,q ≥ 0 ∀ q = [1, ..., n] (7)

where the Di is the equivalent dose calculated for each co-
treatment condition as described below, and Dest,i is the
estimated equivalent dose for the ith co-treatment condition.
Specifically, in calculating Difor the NU7441 experiments, we
fix kEF and kFE values and optimize kFB values corresponding to
each sensitizer concentration in the co-treatment conditions. The
constraints in the objective function ensure that kFB increases
monotonically with sensitizer concentration. Similarly, for the
TQR experiments, we fix kEF and kFB and optimize kFE for each
sensitizer concentration. This objective function was minimized
via a constrained optimization routine implemented in
MATLAB. The non-parametric interpolation and optimization
procedures were utilized as we did not assume any functional
relationships between model parameters and equivalent dose.
While this fitting procedure could have been made more robust
by proposing such functional relationships, we implemented this
non-parametric approach to allow for greater generalizability.
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Comparison of Cell Lines With Equivalent
Dose
As the MDA-MB-468MDR1 line was engineered from the
MDA-MB-468H2B line, we hypothesize that the response of
these cell lines to doxorubicin therapy is not significantly
different when compared via equivalent dose. Specifically, the
mechanism of action of MDR1 is to increase drug efflux, which
effectively reduces the equivalent dose in the MDA-MB-468MDR1

line for a given treatment timecourse. Indeed, the proposed
equivalent dose metric was developed to account for the differing
pharmacokinetic properties between these cell lines to more
precisely compare their respective responses to therapy. To test
this hypothesis, survival of the parental MDA-MB-468H2B cell
line is compared to that of the MDA-MB-468MDR1 cell line. This
comparison is made utilizing a conventional treatment response
assay in which survival is assessed 72 h following treatment.
Specifically, each cell line was treated with a range of doxorubicin
concentrations (5,000–10 nM via a 2-fold dilution series) for 24 h
as monotherapy, and survival was assessed via cell counting.
Survival data for each cell line was fit with a pair of Hill
functions. The first of these Hill functions assumed the dose to be
the applied doxorubicin concentration. The second utilized the
equivalent dose (Deq) calculated with cell-line specific kEF , kFE,
and kFB values. We report the EC50 (drug concentration at half-
maximal effect) for each cell line as measured via extracellular
doxorubicin concentration and equivalent dose.

RESULTS

Treatment Response in MDA-MB-468MDR1

Cell Line
The measured intracellular doxorubicin concentration
timecourses for the MDA-MB-468MDR1 cell line under
doxorubicin monotherapy and combination therapy with
TQR are shown in Figure 2A. Intracellular doxorubicin
increases with TQR concentration. The average intracellular
concentration at the end of each experiment, estimated with
the last 10 timepoints, is significantly different among the
treatment groups (one-way ANOVA, p < 1e-5). Equations (1–3)
are fit to these data, and the best-fit models are overlaid on the
timecourses. The mean error of the best-fit pharmacokinetic
models was 45.6 (±47.4) nM across all timepoints and treatment
conditions, and the corresponding model parameters are shown
in Figures 2B–D. Increasing TQR concentrations decrease
doxorubicin efflux in the MDA-MB-468MDR1 cell line in a
dose-dependent manner. For example, the efflux rate (kFE) is
decreased from 0.216 (±0.028) h−1 to 0.046 (±0.008) h−1 as
TQR increases from 2 to 250 nM (the bounds here and below
correspond to the 95% confidence interval of the parameter
estimates). kEF values varied with TQR concentration, all falling
within [1.63, 3.46]× 10−6 h−1.

Treatment response timecourses for the MDA-MB-468MDR1

cell line under doxorubicin combination therapy with TQR
are shown in Figures 2E–G. Equations (4–6) are fit to these
data, and the best-fit models are overlaid on the observed cell
counts. Model parameters are shown in Figures 2H–J. For a
fixed concentration of doxorubicin, increasing concentrations of

TQR incrementally sensitize cells to doxorubicin. For example,
at a fixed dose of 156 nM doxorubicin, increasing the TQR
concentration from 0 to 250 nM increased the death rate (kd,a)
from−0.16 (±0.23)× 10−2 h−1 to 2.21 (±0.1)× 10−2 h−1. TQR
monotherapy did not affect the growth of these cells as shown
in Supplementary Figure 3. Treatment response timecourses of
the MDA-MB-468MDR1 line to doxorubicin monotherapy are
shown in Figure 3A. These data are fit with Equations (4–
6), and the best-fit models are overlaid on the observed cell
counts. The mean percent error of the best-fit model across all
timepoints and treatment conditions is 10.3%. Prior to treatment,
the MDA-MB-468MDR1 line demonstrated a proliferation rate
(kp) of 2.12 (±0.03) × 10−2 h−1. Treatment response varied
smoothly with doxorubicin concentration, and this response is
quantified by the parameters in Figures 3B–D. Notably, high
variance in parameter estimates is observed as values of r
approach 0.05 h−1 and values of kd,b approach 0 h−1. There
exists intrinsic uncertainty at this limit as the rapid dynamics (r)
coupled with small kd,b effects cannot be resolved by the current
data. This uncertainty in r for small kd,b does not affect model
predictions as demonstrated by a sensitivity analysis in previous
work (McKenna et al., 2017).

By leveraging the proposed mechanistic model and equivalent
dose statistic, kFE values for each TQR concentration can be
estimated using the measured treatment response data and
the optimization routine outlined in section Measurement of
Pharmacologic Properties With Equivalent Dose. To make
these measurements, the equivalent dose for each doxorubicin
monotherapy condition was first calculated with the PK model
parameters measured in the doxorubicin uptake studies.
Specifically, kFE, kEF, and kFB were measured to be 0.313
h−1, 3.08 × 10−6 h−1 and 0.0212 h−1, respectively. The
equivalent dose statistic was then estimated for each co-
treatment condition. To perform this estimation, treatment
response parameters from co-treatment conditions were
matched to those from doxorubicin monotherapy conditions
(Figures 4A–C). As the equivalent doses for all monotherapy
conditions are perfectly known (i.e., CB = Deq for doxorubicin
monotherapy), the equivalent dose for each co-treatment
condition can be estimated with the matching process illustrated
in Supplementary Figure 2. Briefly, parameter values are
estimated across a range of equivalent doses utilizing parameters
from the doxorubicin monotherapy experiments. The equivalent
dose for each treatment condition can then be estimated
by matching measured parameter values to those estimates.
To demonstrate the efficacy of the parameter matching
in comparing treatment response timecourses, a subset of
responses from doxorubicin monotherapy and co-treatment
conditions are color-coded to their estimated equivalent dose
(Figures 4D–F). Note similar dynamics for similarly-colored
data, indicating the efficacy of the parameter matching in
comparing treatment response timecourses. With estimates
of equivalent dose for all co-treatment conditions, the kFE
value for each TQR concentration was estimated with the
optimization routine summarized by Equation (7). As we
hypothesized that the effect of TQR is limited to kFE (Figure 4G),
kEF and kFB values were fixed to the values reported above
in the optimization routine. The optimized kFE values for all
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FIGURE 2 | Doxorubicin and TQR combination studies in the MDA-MB-468MDR1 cell line. Timecourses of the mean intracellular concentration of doxorubicin with

corresponding standard deviations are shown for each treatment condition in (A). Doxorubicin accumulation increases along with TQR concentrations. Equations

(1–3) were fit to the data, and the best-fit models are overlaid on the data (smooth lines) in a. Model parameter fits corresponding to the best-fit models are shown in

(B–D). Similar kEF and kFB vales are observed across all TQR concentrations. There is a trend of decreasing kFE values with increasing TQR concentrations

(Continued)
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FIGURE 2 | (C), consistent with MDR1 inhibition by TQR. Cell counts of MDA-MB-468MDR1 following combination treatment with TQR and doxorubicin are show in

panels (E-G). In each plot, a fixed concentration of doxorubicin is applied with variable TQR concentrations. These counts are fit with Equations (4–6) as described in

section Model Fits, and the best-fit model is overlaid on the cell counts [smooth lines in panels (E–G)]. Error bars represent the 95% CI from six experimental replicates

for each treatment condition. Model parameters with corresponding 95% CI are shown in (H–J) as a function of TQR concentration. For each doxorubicin

concentration, the death rate (kd,a and kd,b) increased with TQR concentration (H,I).

FIGURE 3 | Treatment response in MDA-MB-468MDR1 (left column) and SUM-149PT (right column) cell lines under doxorubicin monotherapy. The top row [panels

(A,E)] shows cell counts over time from treatment response studies for each cell line. For these studies, cells were treated with a fixed concentration of doxorubicin for

24 h. These counts are fit to Equations (4–6) as described in section Model Fits, and the best-fit model is overlaid on the cell counts [smooth lines in (A,E)]. Error bars

represent the 95% CI from six experimental replicates for each treatment condition. Model parameters with corresponding 95% CI are shown in the bottom three rows

as a function of doxorubicin concentration. Panels (B–D) show fits from the MDA-MB-468MDR1 experiments, and panels (F–H) show fits from the SUM-149PT

experiments. For each doxorubicin concentration for each cell line, the death rate (kd,a and kd,b) increased with increasing doxorubicin concentrations.

TQR concentrations are shown in Figure 4H. Decreasing kFE
values were observed with increasing TQR concentrations,
matching the measurements from the uptake studies
in Figure 2.

The equivalent dose can summarize all treatment conditions
in the MDA-MB-468MDR1 cell line and is predictive of response.
Further, this statistic can be leveraged to quantify the effect
of TQR.
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FIGURE 4 | Leveraging equivalent dose to estimate the effect of TQR in the MDA-MB-468MDR1 cell line. The equivalent dose for each doxorubicin monotherapy

condition was first calculated with the PK model parameters measured in the doxorubicin uptake studies. The equivalent dose statistic was then estimated for each

co-treatment condition by matching treatment response parameters from co-treatment conditions to those from doxorubicin monotherapy conditions. Parameter

values from all doxorubicin monotherapy and co-treatment conditions are plotted as a function of equivalent dose (A-C). A subset of responses from doxorubicin

monotherapy and co-treatment conditions are color-coded to their estimated equivalent dose (D–F). Similar dynamics are observed with similarly-colored data,

demonstrating the efficacy of the parameter matching in comparing treatment response timecourses. As TQR impairs the function of the MDR1 pump, we

hypothesized the effect of TQR is limited to the kFE parameter (G). With estimates of equivalent dose for all treatment conditions, the kFE value for each TQR

concentration was estimated with the optimization routine summarized by Equation (7) (H). These values, calculated with treatment response data, agree well with

direct measurements of kFE reported in Figure 2. We note the large confidence intervals are a result of the optimization approach, in which the value (1/kFE )

was optimized.

Treatment Response in SUM-149PT Cell
Line
The measured intracellular doxorubicin concentration
timecourses for the SUM-149PT cell line under doxorubicin
monotherapy and combination therapy with NU7441 are shown
in Figure 5A. NU7441 treatment did not affect intracellular
doxorubicin accumulation following treatment. The average
intracellular doxorubicin concentration at the end of each
experiment, estimated with the last 10 timepoints, did not
demonstrate significant differences at the p = 0.05 level (one-
way ANOVA). Equations (1–3) are fit to the uptake data,
and the best-fit model is overlaid on the timecourses. The
corresponding model parameters are shown in Figures 5B–D.
The mean error of the best-fit pharmacokinetic model was 77.9
(±71.4) nM across all treatment conditions and timepoints.
Further, similar values of kFE, kEF , and kFB are observed

across all NU7441 concentrations (Figures 5B–D). Given
its effect on DNA-PK, NU7441 is not expected to affect
intracellular doxorubicin accumulation.

Treatment response timecourses for the SUM-149PT cell
line under doxorubicin co-treatment with NU7441 are shown
in Figures 5E–G. Equations (4–6) are fit to these data, and
the best-fit models are overlaid on the observed cell counts.
Model parameters are shown in Figures 5H–J. For a fixed
concentration of doxorubicin, increasing concentrations of
NU7441 incrementally sensitized cells to doxorubicin. For
example, with a fixed dose of 156 nM doxorubicin, NU7441
concentrations increased the death rate (kd,a) from 0.25
(±0.16) × 10−2 h−1 to 2.00 (±0.06) × 10−2 h−1. NU7441
monotherapy did not affect the growth of these cells as shown
in Supplementary Figure 3. Treatment response timecourses of
the SUM-149PT line to doxorubicin monotherapy are shown in
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FIGURE 5 | Doxorubicin and NU7441 combination studies in the SUM-149PT cell line. Timecourses of the mean intracellular concentration of doxorubicin with

corresponding standard deviations are shown for each treatment condition in a. No significant difference in doxorubicin accumulation was observed as a function of

NU7441 concentration. Equations (1–3) were fit to the data, and the best-fit models are overlaid on the data (smooth lines) in (A). Model parameter fits corresponding

to the best-fit models are shown in (B–D). For each model parameter, similar vales were observed across all NU7441 concentrations, consistent with the similar

intracellular doxorubicin timecourses in (A). Counts of SUM-149PT cells following combination treatment with NU7441 and doxorubicin are show in panels (E–G). In

each plot, a fixed concentration of doxorubicin is applied with variable NU7441 concentrations. These counts are fit with Equations (4–6) as described in section

Model Fits, and the best-fit models are overlaid on the cell counts [smooth lines in panels (E–G)]. Error bars represent the 95% CI from six experimental replicates for

each treatment condition. Model parameters with corresponding 95% CI are shown in panels (H–J) as a function of NU7441 concentration. For each doxorubicin

concentration, the death rate (kd,a) increased with NU7441 concentration (H). The parameters shown in panels (I,J) are unable to be resolved with the current data as

discussed in section Model Fits.

Figure 3E. These data are fit with Equations (4–6), and the best-
fit models are overlaid on the observed cell counts. The mean
percent error of the best-fit model across all treatment conditions
is 11.9%. Prior to treatment, the SUM-149PT line demonstrated
a proliferation rate (kp) of 2.58 (±0.03) × 10−2 h−1. Treatment

response varied smoothly with doxorubicin concentration, and
this response is quantified by the parameters in Figures 3F–H.

By leveraging the proposed mechanistic model and equivalent
dose statistic, kFB values for each NU7441 concentration can
be estimated using the measured treatment response data
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FIGURE 6 | Leveraging equivalent dose to estimate the effect of NU7441 in the SUM-149PT cell line. The equivalent dose for each doxorubicin monotherapy

condition was first calculated with the PK model parameters measured in the doxorubicin uptake studies. The equivalent dose statistic was then estimated for each

co-treatment condition by matching treatment response parameters from co-treatment conditions to those from doxorubicin monotherapy conditions. Parameter

values from all doxorubicin monotherapy and co-treatment conditions are plotted as a function of equivalent dose (A-C). A subset of responses from doxorubicin

monotherapy and co-treatment conditions are color-coded to their estimated equivalent dose (D–F). Similar dynamics are observed with for similarly-colored data,

demonstrating the efficacy of the parameter matching in comparing treatment response. As NU7441 impairs the function DNA-PK, we hypothesized the effect of

NU7441 is limited to the kFB parameter (G). With estimates of equivalent dose for all treatment conditions, the kFB value for each NU7441 concentration was

estimated with the optimization routine summarized by Equation (7). Increasing values of kFB are observed with increasing NU7441 concentrations, indicating an

increase in functional drug bound (H). These values cannot be directly observed with the uptake study, demonstrating the utility of the equivalent dose in estimating

parameters that cannot be directly measured with current techniques.

and the optimization routine summarized by Equation (7).
To make these measurements, the equivalent dose for each
doxorubicin monotherapy condition was first calculated with
the PK model parameters measured in the doxorubicin uptake
studies. Specifically, kEF , kFE, and kFB were measured to be 4.00×
10−6 h−1 and 0.165 h−1, and 0.236 h−1, respectively. These were
calculated by fitting the SUM-149PT uptake studies assuming
constant parameters for all NU7441 concentrations. The
equivalent dose statistic was then estimated for each co-treatment
condition. To perform this estimation, treatment response
parameters from co-treatment conditions were matched to those
from doxorubicin monotherapy conditions (Figures 6A–C). As
the equivalent doses for all monotherapy conditions are perfectly
known, the equivalent dose for each co-treatment condition
can be estimated with this matching process. To demonstrate

the efficacy of the parameter matching in comparing treatment
response timecourses, a subset of responses from doxorubicin
monotherapy and co-treatment conditions are color-coded to
their estimated equivalent dose (Figures 6D–F). Note similar
dynamics for similarly-colored data.With estimates of equivalent
dose for all co-treatment conditions, the kFB value for each
NU7441 concentration was estimated with the optimization
routine summarized by Equation (7). As we hypothesized
that the effect of NU7441 is limited to kFB(Figure 6G), kFE
and kEF values were fixed to the values reported above in
the optimization routine. The optimized kFB values for all
NU7441 concentrations are shown in Figure 6H. Increasing kFB
values were observed with increasing NU7441 concentrations,
indicating the functional increase in drug with NU7441,
mediated through its effect on DNA-PK. We note that the DNA
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FIGURE 7 | Comparison of MDA-MB-468H2B and MDA-MB-468MDR1 cell lines using equivalent dose. The intracellular doxorubicin concentration with 95% CI for

each cell line is shown in (A). The MDA-MB-468H2B line demonstrates increased intracellular accumulation of doxorubicin relative to the MDA-MB-468MDR1 line.

Equations (1–3) are fit to the doxorubicin uptake data, and the best-fit models are overlaid on the data in a (smooth line). The corresponding parameters with 95% CI

are shown in (B–D). The MDA-MB-468H2B data are shown in red, and the MDA-MB-468MDR1 data are shown in blue. Notably, the efflux of drug from the

MDA-MB-468MDR1 (kFE ) line is significantly greater than the corresponding rate in the MDA-MB-468H2B line (p < 0.05). Treatment response is traditionally

summarized by cell survival and plotted against applied drug concentration. The cell count relative to control for each cell line is shown as a function of extracellular

doxorubicin concentration and equivalent dose in (E,F), respectively. While a significant difference is observed when comparing these cell lines via EC50calculated

with the extracellular doxorubicin concentration, no significant difference is observed when comparing the EC50 statistic derived from the equivalent dose. The

equivalent dose can account for the differing pharmacokinetic properties to reveal similar doxorubicin pharmacodynamics in these cell lines.

repair pathway affected by NU7441 is not directly measured in
the uptake studies. Recall from section Equivalent Dose that kFB
is a mixed measure of doxorubicin binding and DNA repair
and describes the functional net binding rate. Thus, these values
cannot be directly compared to the values extracted from the
uptake study.

The equivalent dose can summarize all treatment conditions
in the SUM-149PT cell line and is predictive of response. Further,
this statistic can be leveraged to quantify the specific effect of
NU7441 with observed treatment response data.

Comparison of MDA-MB-468MDR1

and MDA-MB-468H2B
The measured intracellular doxorubicin concentration
timecourses with accompanying best-fit models for the
MDA-MB-468H2B and MDA-MB-468MDR1 cell lines are shown
in Figure 7. Decreased doxorubicin accumulation was observed
in the MDA-MB-468MDR1 cell line relative to its parental line,
MDA-MB-468H2B. Notably, drug efflux was significantly elevated
in the MDA-MB-468MDR1 line relative to its parental line with
kFE values of 1.01 (±0.08) × 10−1 h−1 and 0.52 (±0.04) × 10−1

h−1, respectively (p < 0.05). The mean errors of the best-fit

pharmacokinetic models across all timepoints were 44.7 and
58.7 nM for the MDA-MB-468H2B and the MDA-MD-468MDR1

lines, respectively.
The survival of each cell line 72 h following treatment

is compared as a function of extracellular doxorubicin
concentration and equivalent dose in Figures 7E,F. The EC50

as measured with the extracellular doxorubicin concentration
for the MDA-MB-468H2B and the MDA-MB-468MDR1 are
101.6 (±28.9) and 350.6 (±109) nM, respectively. These
measures indicate that there is a statistically significant
difference between these cell lines (p < 0.05, t-test). The
EC50 as measured with the equivalent dose for the MDA-MB-
468H2B and the MDA-MB-468MDR1 lines are 53.3 (±15.1)
and 93.7 (±29.2) nM, respectively. These values are not
different at p = 0.05 (t-test), indicating the similarity of
these lines. Indeed, the only difference between cell lines is
the overexpression of the MDR1 efflux pump. The intrinsic
sensitivity of these cell lines to treatment should remain
similar, and the equivalent dose reflects this similarity.
The response of the MDA-MB-468H2B and MDA-MB-
468MDR1 cell lines are not significantly different as measured
by Deq.
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DISCUSSION

We have proposed and demonstrated the utility of a
mathematical modeling framework to quantify pharmacologic
properties. We further proposed a new metric, the equivalent
dose (Deq), which provides a biochemically-based measure of
treatment effect. With the data presented here, we show that
a mechanistic mathematical model of treatment response can
succinctly summarize a range of treatments to allow for more
precise comparison of treatment response among cell lines.
Further, we have shown how this model provides quantitative
biological insight into the biochemical drivers of treatment
response. We demonstrate that a mathematical modeling
framework allows for quantification of pharmacologic processes
through population-scale measurements.

Treatment response is driven by cell-line specific
pharmacologic properties. Conventional summary statistics
of treatment response data often conflate these pharmacologic
properties, limiting their utility. To more effectively advance the
study of treatment response, methods that explicitly consider
this variability are needed to more precisely quantify biological
drivers of treatment response. While previous treatment
response assays provide insight in the relative sensitivity of a
cell line to therapy (Fallahi-Sichani et al., 2013), the proposed
approach quantifies specific drivers of treatment sensitivity.
Through the approach proposed in this work, we demonstrate
how intracellular pharmacologic properties can be quantified
using limited data from population-level observations of
treatment response.

This work is limited by its use of doxorubicin, which is
intrinsically fluorescent, thereby allowing for the uptake model
to be fit with experimental data. However, this approach

need not be limited to fluorescent drugs. With appropriate
experimental design, the approach summarized by Equation (7)

can be leveraged to quantify any of the rates proposed in the

model. Indeed, the optimized values of doxorubicin efflux in
the MDA-MB-468MDR1 line in Figure 4 are similar to those

values measured by the uptake assay in Figure 2. Further, the

effect of NU7441 in altering pharmacokinetics was quantified
using only the treatment response data, as this effect cannot be
directly measured in the uptake assay. Importantly, this work
demonstrates that all treatment conditions collapse onto a single,
smooth trajectory through parameter space as a function of
equivalent dose, and this property can be leveraged to provide
quantitative insight into the biological drivers of treatment
response. While cell lines could not be compared without precise
estimates of all model parameters, this approach can nevertheless
be used to quantify therapeutic perturbations within a given
cell line. It is straightforward to extend the proposed modeling
approach as a means to more precisely quantify the effects of
other parameters in the experimental microenvironment (e.g.,
how does pH or a specific nutrient concentration affect treatment
response?). In this way, these variables can be mapped onto
a unified treatment response framework to more efficiently
advance precision medicine approaches. More generally, the
approach outlined in this work demonstrates how mathematical
modeling can be used as a “filter” to derive more specific
measures from experimental data to advance systems biology.

Therapies that target PK/PD pathways offer the potential to
sensitize cells to cytotoxic therapies, increasing the efficacy of
therapy and allowing for lower doses of such therapeutics. The
approach proposed in this work provides a means to quantify
the respective contributions of PK/PD pathways, providing
mechanistic insight into treatment response. This approach
differs from current methods used to assess drug synergism
and antagonism (Chou, 2006; Jones et al., 2014; Foucquier and
Guedj, 2015; Chen and Lahav, 2016; Lederer et al., 2018). These
methods have great utility in discovering and quantifying drug
interactions; however, they cannot be leveraged to understand
the mechanisms underlying the identified synergy/antagonism.
While other methods have leveraged mechanistic data to
identify synergy (Al-Lazikani et al., 2012; Gao et al., 2017;
Yin et al., 2018), the proposed equivalent dose framework
provides quantitative mechanistic insight into intracellular drug
effects and allows for predictions of treatment response under a
variety of treatment conditions. We posit that this mechanistic
approach could facilitate clinical translation of combination
therapies. Notably, therapeutic approaches intended to sensitize
tumors to doxorubicin have demonstrated great preclinical
activity; however, their efficacy has been limited in clinical trials.
Specifically, negative results have been seen with TQR due to
excess toxicities and inactivity (Pusztai et al., 2005; Fox and Bates,
2007). Similarly, DNA-PK inhibitors such as NU7441 have yet to
demonstrate an effect clinically despite their preclinical promise
(Zhao et al., 2006; Helleday et al., 2008; Davidson et al., 2013).
We posit that the proposed modeling framework can be used to
identify more effective strategies for dosing and assessing these
therapeutics. In particular, the proposed modeling approach can
provide precise guidance on the necessary dose adjustments to
achieve a desired effect in the context of combination therapy.
As we have demonstrated, a target equivalent dose can be
achieved in a variety of ways. For example, the extracellular
drug concentration timecourse can be tuned to reach a specified
equivalent dose. Alternatively, the same equivalent dose can
be achieved by altering cell line pharmacologic properties
through sensitizers with concomitant changes in the extracellular
doxorubicin timecourse. While realizing this goal in vivo will
require a more complete model of treatment response (i.e., one
that incorporates plasma pharmacokinetics and organ system
toxicities), we have demonstrated the proposed model to be
robust to various doxorubicin treatments and is general to
sensitizing agents.

While the results of this study are promising, several
limitations exist in the current approach. The first order
pharmacokinetics model assumes static kinetic rates throughout
the experiment, and the pharmacokinetic rates were investigated
at only a single concentration. These rates are calculated as an
average over all observed cells, not accounting for intercellular
heterogeneity. Further, these kinetics may saturate as a function
of doxorubicin concentration. This method remains to be
validated in additional cell lines with other pharmacologic targets
to address its generalizability. Additional properties of in vitro
assays not explicitly considered in the current model have been
shown to confound observed effects. For example, local cell
densities have been found to affect treatment response (Greene
et al., 2016). Finally, this model is deterministic and does
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not consider either population heterogeneity or cell evolution.
Despite these limiting assumptions, we note the accuracy of the
equivalent dose in summarizing population-level response to a
range of doxorubicin treatment conditions.

In this work, we have demonstrated how mathematical
modeling can be leveraged to quantify PK/PD pathways and
more precisely compare treatment response among cell lines.
It is the ultimate goal of precision cancer therapy to deliver
the optimal therapy on the optimal schedule for the individual
patient (McKenna et al., 2018). A necessary step toward this
goal is to establish a robust functional relationship between
applied treatment and subsequent response. The present study
demonstrates the utility of the modeling framework and
provides additional evidence that the response to therapy is
predictable. In summary, analysis of treatment response data
with mechanistic models can effectively quantify the effects
of various biological and pharmaceutical perturbations on
treatment response.

AUTHOR CONTRIBUTIONS

MM and TY conceived the experiments. MM conducted the
experiments under the guidance of TY. MM analyzed all results.

JW aided MM in developing the numerical methods to fit the
proposed models. All authors reviewed the manuscript.

FUNDING

We thank the National Institutes of Health for funding
through: NCI R01 CA138599, NCI R01 CA186193, NCI U01
CA174706, NIGMS T32 GM007347, NCI F30 CA203220, NCI
K25 CA204599, and NIBIB R21 EB022380. We thank the Cancer
Prevention Research Institute of Texas (CPRIT) for RR160005;
TY is a CPRIT Scholar in Cancer Research.

ACKNOWLEDGMENTS

We thank the funding agencies listed above for their support of
this work. We would also like to thank the editors and reviewers
for their critical evaluation of the manuscript.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fphys.
2019.00616/full#supplementary-material

REFERENCES

Al-Lazikani, B., Banerji, U., and Workman, P. (2012). Combinatorial drug

therapy for cancer in the post-genomic era. Nat. Biotechnol. 2012:2284.

doi: 10.1038/nbt.2284

Anderson, A. R., and Quaranta, V. (2008). Integrative mathematical oncology.Nat.

Rev. Cancer 8, 227–234. doi: 10.1038/nrc2329

Bouwman, P., and Jonkers, J. (2012). The effects of deregulated DNA damage

signalling on cancer chemotherapy response and resistance. Nat. Rev. Cancer

12, 587–598. doi: 10.1038/nrc3342

Chang, B. D., Broude, E. V., Dokmanovic, M., Zhu, H., Ruth, A., Xuan, Y., et al.

(1999). A senescence-like phenotype distinguishes tumor cells that undergo

terminal proliferation arrest after exposure to anticancer agents. Cancer Res.

59, 3761–3767. doi: 10.1038/nrc2961

Chen, S. H., and Lahav, G. (2016). Two is better than one; toward a rational

design of combinatorial therapy. Curr. Opin. Struct. Biol. 41, 145–150.

doi: 10.1016/j.sbi.2016.07.020

Chou, T.-C. (2006). Theoretical basis, experimental design, and computerized

simulation of synergism and antagonism in drug combination studies.

Pharmacol. Rev. 58, 621–681. doi: 10.1124/pr.58.3.10

Ciszewski, W. M., Tavecchio, M., Dastych, J., and Curtin, N. J. (2014).

DNA-PK inhibition by NU7441 sensitizes breast cancer cells to ionizing

radiation and doxorubicin. Breast Cancer Res. Treat. 143, 47–55.

doi: 10.1007/s10549-013-2785-6

Clarke, R., Leonessa, F., and Trock, B. (2005). Multidrug resistance/P-glycoprotein

and breast cancer: review and meta-analysis. Semin. Oncol. 32, 9–15.

doi: 10.1053/j.seminoncol.2005.09.009

Davidson, D., Amrein, L., Panasci, L., and Aloyz, R. (2013). Small molecules,

inhibitors of DNA-PK, targeting DNA repair, and beyond. Front. Pharmacol.

4:5. doi: 10.3389/fphar.2013.00005

Elstrodt, F., Hollestelle, A., Nagel, J. H., Gorin, M., Wasielewski, M., van den

Ouweland, A., et al. (2006). BRCA1 mutation analysis of 41 human breast

cancer cell lines reveals three new deleterious mutants. Cancer Res. 66, 41–45.

doi: 10.1158/0008-5472.CAN-05-2853

Eom, Y.-W., Kim, M. A., Park, S. S., Goo, M. J., Kwon, H. J., Sohn, S., et al. (2005).

Two distinct modes of cell death induced by doxorubicin: apoptosis and cell

death through mitotic catastrophe accompanied by senescence-like phenotype.

Oncogene 24, 4765–4777. doi: 10.1038/sj.onc.1208627

Fallahi-Sichani, M., Honarnejad, S., Heiser, L. M., Gray, J. W., and Sorger,

P. K. (2013). Metrics other than potency reveal systematic variation in

responses to cancer drugs. Nat. Chem. Biol. 9, 708–714. doi: 10.1038/

nchembio.1337

Farmer, H., McCabe, N., Lord, C. J., Tutt, A. N., Johnson, D. A., Richardson, T.

B., et al. (2005). Targeting the DNA repair defect in BRCA mutant cells as a

therapeutic strategy. Nature 434, 917–921. doi: 10.1038/nature03445

Fink, D., Aebi, S., and Howell, S. B. (1998). The role of DNA mismatch repair in

drug resistance. Clin. Cancer Res. 4, 1–6.

Foucquier, J., and Guedj, M. (2015). Analysis of drug combinations:

current methodological landscape. Pharmacol. Res. Perspect.

2015:149. doi: 10.1002/prp2.149

Fowler, J. F. (1992). Brief summary of radiobiological principles

in fractionated radiotherapy. Semin. Radiat. Oncol. 2, 16–21.

doi: 10.1016/S1053-4296(05)80045-1

Fox, E., and Bates, S. E. (2007). Tariquidar (XR9576): a P-glycoprotein

drug efflux pump inhibitor. Expert Rev. Anticancer Ther. 7, 447–459.

doi: 10.1586/14737140.7.4.447

Frick, P. L., Paudel, B. B., Tyson, D. R., and Quaranta, V. (2015). Quantifying

heterogeneity and dynamics of clonal fitness in response to perturbation. J. Cell

Physiol. 230, 1403–1412. doi: 10.1002/jcp.24888

Gao, H., Yin, Z., Cao, Z., and Zhang, L. (2017). Developing an agent-based drug

model to investigate the synergistic effects of drug combinations. Molecules

22:2209. doi: 10.3390/molecules22122209

Gerlee, P. (2013). The model muddle: in search of tumor growth laws. Cancer Res.

73, 2407–2411. doi: 10.1158/0008-5472.CAN-12-4355

Gewirtz, D. A. (1999). A critical evaluation of the mechanisms of action

proposed for the antitumor effects of the anthracycline antibiotics

adriamycin and daunorubicin. Biochem. Pharmacol. 57, 727–741.

doi: 10.1016/S0006-2952(98)00307-4

Greene, J. M., Levy, D., Herrada, S. P., Gottesman, M. M., and Lavi, O. (2016).

Mathematical modeling reveals that changes to local cell density dynamically

modulate baseline variations in cell growth and drug response. Cancer Res. 76,

2882–2890. doi: 10.1158/0008-5472.CAN-15-3232

Frontiers in Physiology | www.frontiersin.org 15 May 2019 | Volume 10 | Article 61626

https://www.frontiersin.org/articles/10.3389/fphys.2019.00616/full#supplementary-material
https://doi.org/10.1038/nbt.2284
https://doi.org/10.1038/nrc2329
https://doi.org/10.1038/nrc3342
https://doi.org/10.1038/nrc2961
https://doi.org/10.1016/j.sbi.2016.07.020
https://doi.org/10.1124/pr.58.3.10
https://doi.org/10.1007/s10549-013-2785-6
https://doi.org/10.1053/j.seminoncol.2005.09.009
https://doi.org/10.3389/fphar.2013.00005
https://doi.org/10.1158/0008-5472.CAN-05-2853
https://doi.org/10.1038/sj.onc.1208627
https://doi.org/10.1038/nchembio.1337
https://doi.org/10.1038/nature03445
https://doi.org/10.1002/prp2.149
https://doi.org/10.1016/S1053-4296(05)80045-1
https://doi.org/10.1586/14737140.7.4.447
https://doi.org/10.1002/jcp.24888
https://doi.org/10.3390/molecules22122209
https://doi.org/10.1158/0008-5472.CAN-12-4355
https://doi.org/10.1016/S0006-2952(98)00307-4
https://doi.org/10.1158/0008-5472.CAN-15-3232
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


McKenna et al. Equivalent Dose for Chemotherapy

Gudmundsdottir, K., and Ashworth, A. (2006). The roles of BRCA1 and BRCA2

and associated proteins in the maintenance of genomic stability. Oncogene 25,

5864–5874. doi: 10.1038/sj.onc.1209874

Hafner, M., Niepel, M., Chung, M., and Sorger, P. K. (2016). Growth rate inhibition

metrics correct for confounders in measuring sensitivity to cancer drugs. Nat.

Methods 13, 521–527. doi: 10.1038/nmeth.3853

Harris, L. A., Frick, P. L., Garbett, S. P., Hardeman, K. N., Paudel, B. B., Lopez, C.

F., et al. (2016). An unbiased metric of antiproliferative drug effect in vitro.Nat.

Methods 13, 497–500. doi: 10.1038/nmeth.3852

Helleday, T., Petermann, E., Lundin, C., Hodgson, B., and Sharma, R. A. (2008).

DNA repair pathways as targets for cancer therapy.Nat. Rev. Cancer 8, 193–204.

doi: 10.1038/nrc2342

Jarrett, A. M., Lima, E. A. B. F., Hormuth, D. A., McKenna, M. T., Feng, X.,

Ekrut, D. A., et al. (2018). Mathematical models of tumor cell proliferation:

a review of the literature. Expert. Rev. Anticancer Ther. 18, 1271–1286.

doi: 10.1080/14737140.2018.1527689

Jones, L. B., Secomb, T. W., Dewhirst, M. W., and El-Kareh, A. W. (2014). The

additive damage model: a mathematical model for cellular responses to drug

combinations. J. Theor. Biol. 2014:32. doi: 10.1016/j.jtbi.2014.04.032

Jones, T. R., Carpenter, A. E., Sabatini, D. M., and Golland, P. (2006).

“Methods for high-content, high-throughput image-based cell screening,” in

Proceedings of the Workshop on Microscopic Image Analysis with Applications

in Biology, 65–72. Available online at: https://pdfs.semanticscholar.org/d0a7/

250de15140526b06ccd3ed8effceb77b04fe.pdf

Lankelma, J., Fernández Luque, R., Dekker, H., and Pinedo, H. M. (2003).

Simulation model of doxorubicin activity in islets of human breast cancer cells.

Biochim. Biophys. Acta 1622, 169–178. doi: 10.1016/S0304-4165(03)00139-9

Lankelma, J., Fernández Luque, R., Dekker, H., van den Berg, J., and Kooi, B.

(2013). A new mathematical pharmacodynamic model of clonogenic cancer

cell death by doxorubicin. J. Pharmacokinet. Pharmacodyn. 40, 513–525.

doi: 10.1007/s10928-013-9326-0

Larsen, A. K., Escargueil, A. E., and Skladanowski, A. (2000). Resistance

mechanisms associated with altered intracellular distribution of anticancer

agents. Pharmacol. Ther. 85, 217–229. doi: 10.1016/S0163-7258(99)

00073-X

Larsen, A. K., and Skladanowski, A. (1998). Cellular resistance to topoisomerase-

targeted drugs: from drug uptake to cell death. Biochim. Biophys. Acta 1400,

257–274. doi: 10.1016/S0167-4781(98)00140-7

Lederer, S., Dijkstra, T. M. H., and Heskes, T. (2018). Additive dose response

models: explicit formulation and the loewe additivity consistency condition.

Front. Pharmacol. 2018:31. doi: 10.3389/fphar.2018.00031

Lobo, E. D., and Balthasar, J. P. (2002). Pharmacodynamic modeling of

chemotherapeutic effects: application of a transit compartment model to

characterize methotrexate effects in vitro. AAPS PharmSci. 4, 212–222.

doi: 10.1208/ps040442

McKenna, M. T., Weis, J. A., Barnes, S. L., Tyson, D. R., Miga, M. I., Quaranta,

V., et al. (2017). A predictive mathematical modeling approach for the study

of doxorubicin treatment in triple negative breast cancer. Sci. Rep. 7:5725.

doi: 10.1038/s41598-017-05902-z

McKenna, M. T., Weis, J. A., Brock, A., Quaranta, V., and Yankeelov,

T. E. (2018). Precision medicine with imprecise therapy: computational

modeling for chemotherapy in breast cancer. Transl. Oncol. 11, 732–742.

doi: 10.1016/J.TRANON.2018.03.009

Mechetner, E., Kyshtoobayeva, A., Zonis, S., Kim, H., Stroup, R., Garcia, R., et al.

(1998). Levels of multidrug resistance (MDR1) P-glycoprotein expression by

human breast cancer correlate with in vitro resistance to taxol and doxorubicin.

Clin. Cancer Res. 4, 389–398.

Mistry, P., Stewart, A. J., Dangerfield, W., Okiji, S., Liddle, C., Bootle, D.,

et al. (2001). In vitro and in vivo reversal of P-glycoprotein-mediated

multidrug resistance by a novel potent modulator, XR9576. Cancer Res.

61, 749–758.

Prentice, R. L. (1976). A generalization of the probit and logit methods for dose

response curves. Biometrics 32:761. doi: 10.2307/2529262

Pusztai, L., Wagner, P., Ibrahim, N., Rivera, E., Theriault, R., Booser, D., et al.

(2005). Phase II study of tariquidar, a selective P-glycoprotein inhibitor, in

patients with chemotherapy-resistant, advanced breast carcinoma. Cancer 104,

682–691. doi: 10.1002/cncr.21227

Quaranta, V., Tyson, D. R., Garbett, S. P., Weidow, B., Harris, M. P., and

Georgescu, W. (2009). Trait variability of cancer cells quantified by high-

content automated microscopy of single cells. Methods Enzymol. 467, 23–57.

doi: 10.1016/S0076-6879(09)67002-6

Sanga, S., Sinek, J. P., Frieboes, H. B., Ferrari, M., Fruehauf, J. P., and

Cristini, V. (2006). Mathematical modeling of cancer progression and

response to chemotherapy. Expert Rev. Anticancer Ther. 6, 1361–1376.

doi: 10.1586/14737140.6.10.1361

Shen, H., Schultz, M., Kruh, G. D., and Tew, K. D. (1998). Increased expression

of DNA-dependent protein kinase confers resistance to adriamycin. Biochim.

Biophys. Acta 1381, 131–138. doi: 10.1016/S0304-4165(98)00020-8

Simeoni, M., Magni, P., Cammia, C., De Nicolao, G., Croci, V., Pesenti, E., et al.

(2004). Predictive pharmacokinetic-pharmacodynamic modeling of tumor

growth kinetics in xenograft models after administration of anticancer agents.

Cancer Res. 64, 1094–1101. doi: 10.1158/0008-5472.CAN-03-2524

Smith, G. C., and Jackson, S. P. (1999). The DNA-dependent protein kinase. Genes

Dev. 13, 916–934.

Tacar, O., Sriamornsak, P., and Dass, C. R. (2013). Doxorubicin: an update on

anticancer molecular action, toxicity and novel drug delivery systems. J. Pharm.

Pharmacol. 65, 157–170. doi: 10.1111/j.2042-7158.2012.01567.x

Tyson, D. R., Garbett, S. P., Frick, P. L., and Quaranta, V. (2012). Fractional

proliferation: amethod to deconvolve cell population dynamics from single-cell

data. Nat. Methods 9, 923–928. doi: 10.1038/nmeth.2138

Wang, Z., Butner, J. D., Cristini, V., and Deisboeck, T. S. (2015). Integrated PK-

PD and agent-based modeling in oncology. J. Pharmacokinet. Pharmacodyn.

42, 179–189. doi: 10.1007/s10928-015-9403-7

Yankeelov, T. E., Atuegwu, N., Hormuth, D., Weis, J. A., Barnes, S. L., Miga,

M. I., et al. (2013). Clinically relevant modeling of tumor growth and

treatment response. Sci. Transl. Med. 5:187ps9. doi: 10.1126/scitranslmed.30

05686

Yankeelov, T. E., Quaranta, V., Evans, K. J., and Rericha, E. C. (2015). Toward

a science of tumor forecasting for clinical oncology. Cancer Res. 75, 918–923.

doi: 10.1158/0008-5472.CAN-14-2233

Yin, Z., Deng, Z., Zhao, W., and Cao, Z. (2018). Searching synergistic

dose combinations for anticancer drugs. Front. Pharmacol. 9:535.

doi: 10.3389/fphar.2018.00535

Zhao, Y., Thomas, H. D., Batey, M. A., Cowell, I. G., Richardson, C. J.,

Griffin, R. J., et al. (2006). Preclinical evaluation of a potent novel DNA-

dependent protein kinase inhibitor NU7441. Cancer Res. 66, 5354–5362.

doi: 10.1158/0008-5472.CAN-05-4275

Zimmermann, T. (2005). “Spectral imaging and linear unmixing in light

microscopy,” in Microscopy Techniques, ed J. Rietdorf (Berlin, Heidelberg:

Springer), 245–265. doi: 10.1007/b102216

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2019 McKenna, Weis, Quaranta and Yankeelov. This is an open-access

article distributed under the terms of the Creative Commons Attribution License (CC

BY). The use, distribution or reproduction in other forums is permitted, provided

the original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Physiology | www.frontiersin.org 16 May 2019 | Volume 10 | Article 61627

https://doi.org/10.1038/sj.onc.1209874
https://doi.org/10.1038/nmeth.3853
https://doi.org/10.1038/nmeth.3852
https://doi.org/10.1038/nrc2342
https://doi.org/10.1080/14737140.2018.1527689
https://doi.org/10.1016/j.jtbi.2014.04.032
https://pdfs.semanticscholar.org/d0a7/250de15140526b06ccd3ed8effceb77b04fe.pdf
https://pdfs.semanticscholar.org/d0a7/250de15140526b06ccd3ed8effceb77b04fe.pdf
https://doi.org/10.1016/S0304-4165(03)00139-9
https://doi.org/10.1007/s10928-013-9326-0
https://doi.org/10.1016/S0163-7258(99)00073-X
https://doi.org/10.1016/S0167-4781(98)00140-7
https://doi.org/10.3389/fphar.2018.00031
https://doi.org/10.1208/ps040442
https://doi.org/10.1038/s41598-017-05902-z
https://doi.org/10.1016/J.TRANON.2018.03.009
https://doi.org/10.2307/2529262
https://doi.org/10.1002/cncr.21227
https://doi.org/10.1016/S0076-6879(09)67002-6
https://doi.org/10.1586/14737140.6.10.1361
https://doi.org/10.1016/S0304-4165(98)00020-8
https://doi.org/10.1158/0008-5472.CAN-03-2524
https://doi.org/10.1111/j.2042-7158.2012.01567.x
https://doi.org/10.1038/nmeth.2138
https://doi.org/10.1007/s10928-015-9403-7
https://doi.org/10.1126/scitranslmed.3005686
https://doi.org/10.1158/0008-5472.CAN-14-2233
https://doi.org/10.3389/fphar.2018.00535
https://doi.org/10.1158/0008-5472.CAN-05-4275
https://doi.org/10.1007/b102216
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


fphys-10-00823 July 17, 2019 Time: 17:32 # 1

ORIGINAL RESEARCH
published: 18 July 2019

doi: 10.3389/fphys.2019.00823

Edited by:
George Bebis,

University of Nevada, Reno,
United States

Reviewed by:
Hermann Frieboes,

University of Louisville, United States
Walter Lee Murfee,

University of Florida, United States

*Correspondence:
Stacey D. Finley
sfinley@usc.edu

Specialty section:
This article was submitted to

Computational Physiology
and Medicine,

a section of the journal
Frontiers in Physiology

Received: 01 March 2019
Accepted: 12 June 2019
Published: 18 July 2019

Citation:
Li D and Finley SD (2019)

Exploring the Extracellular Regulation
of the Tumor Angiogenic Interaction

Network Using a Systems Biology
Model. Front. Physiol. 10:823.

doi: 10.3389/fphys.2019.00823

Exploring the Extracellular
Regulation of the Tumor Angiogenic
Interaction Network Using a Systems
Biology Model
Ding Li1 and Stacey D. Finley2*

1 Department of Biomedical Engineering, University of Southern California, Los Angeles, CA, United States, 2 Department
of Biomedical Engineering, Mork Family Department of Chemical Engineering and Materials Science, and Department
of Biological Sciences, University of Southern California, Los Angeles, CA, United States

Tumor angiogenesis is regulated by pro- and anti-angiogenic factors. Anti-
angiogenic agents target the interconnected network of angiogenic factors to inhibit
neovascularization, which subsequently impedes tumor growth. Due to the complexity
of this network, optimizing anti-angiogenic cancer treatments requires detailed
knowledge at a systems level. In this study, we constructed a tumor tissue-based model
to better understand how the angiogenic network is regulated by opposing mediators
at the extracellular level. We consider the network comprised of two pro-angiogenic
factors: vascular endothelial growth factor (VEGF) and basic fibroblast growth factor
(FGF2), and two anti-angiogenic factors: thrombospondin-1 (TSP1) and platelet factor
4 (PF4). The model’s prediction of angiogenic factors’ distribution in tumor tissue
reveals the localization of different factors and indicates the angiogenic state of the
tumor. We explored how the distributions are affected by the secretion of the pro-
and anti-angiogenic factors, illustrating how the angiogenic network is regulated in the
extracellular space. Interestingly, we identified a counterintuitive result that the secretion
of the anti-angiogenic factor PF4 can enhance pro-angiogenic signaling by elevating the
levels of the interstitial and surface-level pro-angiogenic species. This counterintuitive
situation is pertinent to the clinical setting, such as the release of anti-angiogenic factors
in platelet activation or the administration of exogenous PF4 for anti-angiogenic therapy.
Our study provides mechanistic insights into this counterintuitive result and highlights the
role of heparan sulfate proteoglycans in regulating the interactions between angiogenic
factors. This work complements previous studies aimed at understanding the formation
of angiogenic complexes in tumor tissue and helps in the development of anti-cancer
strategies targeting angiogenesis.

Keywords: systems biology, angiogenesis, anti-angiogenic therapy, compartmental model, mathematical model

INTRODUCTION

Angiogenesis, the growth of new blood microvessels from pre-existing microvasculature, plays
a crucial role in tumor development (Hanahan and Weinberg, 2011). Tumor growth relies on
angiogenesis to enable waste exchange and provide oxygen and nutrients from the surrounding
environment. Several angiogenic factors that affect the extent of tumor vascularization have been
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identified and are commonly categorized as pro- and anti-
angiogenic factors. Pro-angiogenic factors, including vascular
endothelial growth factor-A (VEGF) and fibroblast growth
factor 2 (FGF2), bind to their respective receptors to induce
pro-angiogenic signaling promoting cell proliferation, cell
migration and blood vessel formation (Carmeliet, 2005; Korc
and Friesel, 2009). On the other side, anti-angiogenic factors,
like thrombospodin-1 (TSP1) and platelet factor 4 (PF4),
inhibit pro-angiogenic signaling and induce anti-angiogenic
signaling to oppose angiogenesis (Bikfalvi, 2004; Ren et al.,
2006). Considering the importance of angiogenesis in tumor
development, anti-angiogenic therapies are designed to target
the signaling of angiogenic factors to inhibit neovascularization
and tumor growth (Vasudev and Reynolds, 2014). Single-agent
anti-angiogenic therapies that target a particular angiogenic
factor in the network were the first angiogenesis-inhibiting
therapies studied. These include antibodies or small molecules
targeting pro-angiogenic factors (Abdalla et al., 2018) and
peptide mimetics of anti-angiogenic factors (Jeanne et al., 2015).
However, these single-agent anti-angiogenic therapies showed
limited success in the clinic due to toxicity, low efficacy, or
the development of resistance (Wehland et al., 2012; Vasudev
and Reynolds, 2014). These drawbacks have promoted efforts
to develop combination therapies administering multiple anti-
angiogenic agents that simultaneously target various angiogenic
species in the network (Alessi et al., 2009; Kim et al., 2009; Uronis
et al., 2013; van Beijnum et al., 2015).

Due to the intrinsic complexity of the network regulating
tumor angiogenesis, optimizing anti-angiogenic cancer
treatment, specifically combination anti-angiogenic therapy,
requires detailed knowledge and a holistic view at a systems
level. Computational systems biology models offer powerful
tools to systematically study tumor angiogenesis and optimize
anti-angiogenic tumor therapy. Various types of systems biology
models have been constructed to investigate new anti-angiogenic
therapies (Finley et al., 2015). Models of intracellular signaling
of angiogenic factors characterize the biochemical events inside
the cell initiated by ligand binding to signaling receptors on
the cell surface. These models help in the identification of new
intracellular drug targets. At the extracellular level, models of the
extracellular species’ reaction network are used to understand the
distribution of angiogenic factors in tumor tissue (Mac Gabhann
and Popel, 2006) and in the whole body (Stefanini et al., 2008).
By linking to the kinetics of anti-angiogenic drugs, models
that capture extracellular interactions can be used to study
therapeutics that modulate the distribution of angiogenic factors,
which directly affects angiogenic signaling (Stefanini et al., 2010;
Li and Finley, 2018). To better understand the effects of targeting
angiogenic factors in the tumor, we built a new tissue-based
systems biology model characterizing the extracellular network
that involves four main angiogenic factors regulating tumor
angiogenesis, including VEGF, FGF2, TSP1, and PF4.

Our modeling work expanded previous models by
incorporating angiogenic factors that were previously omitted
from the models, as well as other significant mediators. Thus, our
model enables a systematic study of the extracellular regulation
of multiple angiogenic factors. The extracellular distribution of

VEGF alone was firstly investigated in a computational setting
with a tissue-based model (Mac Gabhann and Popel, 2006). Later,
this physiologically relevant and molecularly detailed model was
extended to include TSP1, a potent endogenous anti-angiogenic
factor, to explore the balance of pro- and anti-angiogenic factor in
tumor tissue (Rohrs et al., 2016). In the present work, we further
expand the model to include the pro-angiogenic factor, FGF2,
and an additional anti-angiogenic factor, PF4. These species
are reported to interact with VEGF and TSP1 and significantly
impact tumor angiogenesis. FGF2 is reported to synergistically
enhance the pro-angiogenic signal with VEGF (Seghezzi et al.,
1998; Kano, 2005). On the other hand, upregulation of the
FGF2 pathway can result in resistance to anti-VEGF therapy
(Alessi et al., 2009; van Beijnum et al., 2015). PF4, like the other
anti-angiogenic factor TSP1, binds to VEGF and FGF2 to reduce
pro-angiogenic signaling (Vandercappellen et al., 2011; Wang
and Huang, 2013). Therefore, incorporating FGF2 and PF4
provides a more complete view of the angiogenic interaction
network and a more comprehensive understanding of tumor
angiogenic state, as compared to previous models. In addition,
PF4, TSP1, VEGF, and FGF2 each bind to heparin, competing
for the heparan sulfate (HS) binding sites in heparan sulfate
proteoglycans (HSPG) on the cell surface and in the extracellular
matrix and basement membrane (Sarrazin et al., 2011). The
secretion of PF4 and TSP1 leading to displacement of VEGF
and FGF2 from HS binding sites is an important mechanism
of tumor angiogenesis regulation. Specifically, PF4 is known
to interrupt the HSPG-mediated formation of pro-angiogenic
complexes to inhibit VEGF and FGF2 signaling (Perollet et al.,
1998; Jouan et al., 1999). To account for the regulation of HSPG,
our model includes two distinct species with HS binding sites,
one of which, the surface-level HSPG, is not explicitly accounted
for in previous tumor tissue-based models (Mac Gabhann and
Popel, 2006; Rohrs et al., 2016). The previous tissue-based model
of VEGF and TSP1 has 120 species and was generated with 27
seed species and 78 reaction rules (Rohrs et al., 2016). After
incorporating FGF2, PF4, HSPGs, and their binding partners, the
novel model presented in this study is comprised of 168 species,
generated with 40 seed species and 127 reaction rules.

With the newly constructed model, we firstly profiled the
distribution of these four angiogenic factors in tumor tissue
and systematically investigated how the secretion of different
angiogenic factors affects the balance of pro- and anti-angiogenic
signaling. Furthermore, we generate insights explaining two
specific counterintuitive phenomena: (1) the secretion of PF4
increases the levels of free VEGF and FGF2 in tumor tissue
and (2) the secretion of PF4 promotes the formation of VEGF
signaling complexes. We found HSPG’s level directly affects
these counterintuitive results in different ways, emphasizing the
important role of HSPGs in the regulation of angiogenic factor
signaling. Lastly, we apply the model to simulate a controlled
release of PF4 in tumor tissue, and our results indicate that
the HSPG level in the tumor microenvironment might affect
the response to platelet activation and recombinant PF4 anti-
angiogenic therapy. Overall, we establish a new computational
framework to understand the extracellular distribution of
angiogenic factors in tumor tissue and generate new insights
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into the regulation of the angiogenic factors’ interaction network,
which are difficult to examine through experimental study alone.

MATERIALS AND METHODS

The Tumor Tissue Model of Angiogenic
Factors
We constructed a molecularly detailed model that describes the
extracellular network of four main angiogenic factors in tumor
tissue (Figure 1). The modeling approach is consistent with
previous works (Mac Gabhann and Popel, 2006; Rohrs et al.,
2016). The system is represented by a set of coupled non-linear
ordinary differential equations (ODEs) to characterize a well-
mixed tumor tissue. For the model structure, the extracellular
spaces in tumor tissue are divided into three regions: the
surface of endothelial cells, the surface of tumor cells and
interstitial space. The interstitial space between tumor and
endothelial cells is comprised of extracellular matrix (ECM) and

FIGURE 1 | Schematic of the tumor tissue based model. The compartmental
model describes the reaction network of four major angiogenic factors (VEGF,
FGF2, TSP1, and PF4) in the extracellular space of tumor tissue. Angiogenic
receptors are expressed on the cell surfaces. Soluble angiogenic factors exist
in the interstitial space, and they bind to cell surface receptors to form
signaling complexes. Two different heparan sulfate proteoglycans are included
in the model, including cell surface HSPG (cHSPG) and interstitial HSPG
(iHSPG).

the basement membranes surrounding the tumor cells (TBM)
and the endothelial cells (EBM). The soluble species are secreted
by both cell types and can be removed from the system through
degradation in the interstitial space or internalization with
receptors at the cell surface.

Ten soluble species are present in the model (Figure 2, Legend
I). Physiologically, in tumor tissue, VEGF121, VEGF165, FGF2,
TSP1, MMP3, and proMMP9 are mainly produced through
the secretion from tumor cells and endothelial cells, while PF4
is stored in the α-granules of the platelets and is released
through platelet activation. Thus, in the model, the source of
PF4 in tumor tissue is represented by a generic production
rate. In addition, VEGF114, inactive TSP1 and active MMP9 are
formed through cleavage. Nine relevant receptors are present
on the cell surface (Figure 2, Legend II), including VEGF
receptors (VEGFR1, VEGFR2, Neuropilin-1), TSP1 receptors
(CD47, CD36, LRP1, αxβ1 integrins), FGF2 receptor (FGFR1)
and PF4 receptor (CXCR3). Receptors are assumed to be
uniformly distributed on the cell surface and are recycled back
to the surface to maintain a constant total number for each
type of receptor. In addition, we include the heparan sulfate
proteoglycans (HSPGs) in the model, which are important
modulators of angiogenic signaling. HSPGs are glycoproteins,
which have a protein core and one or more covalently attached
heparan sulfate (HS) chains. Two types of HSPGs are present in
the model (Figure 2, Legend III). One is the interstitial heparan
sulfate proteoglycans (iHSPG) that are present in the ECM, EBM
and TBM. The other one is the cell-surface heparan sulfate
proteoglycans (cHSPG). The iHSPG serves as a reservoir for
angiogenic factors, while the cHSPG mainly functions as a co-
receptor participating in the formation of complexes to modulate
angiogenic signaling.

Network of Reactions
The principles of mass action kinetics are used to characterize the
species’ dynamics. The defined rules that govern the molecular
interactions are shown in Figure 2, and the detailed reactions are
given in Supplementary File S1.

VEGF-Receptor Axis (Figure 2A)
Previous work modeling VEGF ligand-receptor interactions did
not explicitly include the surface-level HSPGs (cHSPG) (Mac
Gabhann and Popel, 2005), assuming the presence of abundant
HSPGs on the cell surface. To investigate the impact of HSPG on
VEGF signaling, we extended previous VEGF-VEGFR modeling
to incorporate the cHSPG-facilitated VEGF binding reactions.
Previous works have detailed documentation of estimating the
kinetic for two VEGF isoforms (VEGF165 and VEGF121) binding
to VEGF receptors (Mac Gabhann and Popel, 2005, 2006), and we
use those parameter values in our model. Below, we present how
we have adapted previous works to include cHSPG regulation.

VEGFR2 and co-receptors (first two rows of Figure 2A):
According its structure, VEGF165 binds to VEGFR2 via the exon
4 encoded domain and to NRP1 and HSPG via the exon 7
encoded domain to form a ternary complex (Whitaker et al.,
2001; Mac Gabhann and Popel, 2005). It is commonly assumed
that VEGFR2 does not directly interact with NRP1, but is bridged
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FIGURE 2 | Schematic of the extracellular network of VEGF, FGF2, TSP1, and PF4. (A) Molecular interactions of two active VEGF isoforms (VEGF165 and VEGF121),
receptors (VEGFR1, VEGFR2, and NRP1) and heparan sulfate proteoglycans on the cell surface (cHSPG). (B) Molecular interactions of TSP1 binding to its receptors
(CD36, CD47, LRP1, and αxβ1 integrins) and cHSPG. (C) Molecular interactions of the coupling between VEGFR2 and TSP1 receptors. (D) Molecular interactions of
FGF2 binding to FGFR1 and cHSPG and the formation of the full signaling complex through dimerization. (E) Molecular interactions of PF4 binding to receptors
(CXCR3 and LRP1) and cHSPG, as well as MMP9 binding to LRP1. (F) The molecular interactions of angiogenic factors binding to one another and heparan sulfate
proteoglycans in the interstitial space (iHSPG), as well as the proteolysis and degradation of soluble species. Numbers for each interaction correspond to the list of
reactions in Supplementary File S1. One interaction on the schematic may represent multiple reactions (i.e., the same species can bind through different binding
sites). In total, the details of the 89 reactions are listed in Supplementary File S1.

Frontiers in Physiology | www.frontiersin.org 4 July 2019 | Volume 10 | Article 82331

https://www.frontiersin.org/journals/physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-10-00823 July 17, 2019 Time: 17:32 # 5

Li and Finley Modeling Tumor Angiogenesis Interaction Network

by the VEGF165 (Soker et al., 2002). For the HSPG, in a recent
study, VEGFR2 was shown not to interact with heparin directly,
and that VEGF165 also mediates the interactions between VEGR2
and heparin (Teran and Nugent, 2015). Therefore, in our model,
we assume HSPG does not directly interact with VEGFR2, and
the impact of HSPG on VEGFR2 signaling is mediated through
supporting the VEGF165-mediated bridging of VEGFR2 with
NRP1. For the interactions between HSPG and NRP1, it is
reported that heparin could bind to the b1b2 domain of NRP1
directly, greatly enhancing the binding of VEGF165 to NRP1
(Mamluk et al., 2002). This suggests that VEGF165 binds to NRP1
in an HSPG-dependent way. To include this knowledge, we allow
HSPG to pre-couple with NRP1 before interacting with VEGFR2.
The other isoform of VEGF, VEGF121, lacks the exon 7 coded
region; thus, it does not bind to NRP1 or HSPG (Whitaker et al.,
2001; Teran and Nugent, 2015).

VEGFR1 and co-receptors (second two rows of Figure 2A):
Following our previous modeling (Mac Gabhann and Popel,
2005, 2006), VEGFR1 can couple with NRP1, while the binding
with VEGF121 is not affected by the coupling. Since VEGR1
was shown to bind to heparin directly and VEGFR1 does not
show a heparin-aided VEGF binding as VEGR2 does (Teran
and Nugent, 2015), we assume HSPG can couple with VEGR1
and does not affect its binding to VEGF. In addition, we
assume VEGFR1 can couple with the NRP1 pre-coupled with
HSPG to form a ternary complex and that then binds with
VEGF. Following our previous model, VEGF165 does not bind
to VEGFR1 pre-coupled with NRP1 (Mac Gabhann and Popel,
2005, 2006). In addition, since it is reported that the presence of
heparin does not significantly change the binding of VEGF165
to VEGFR1 (Teran and Nugent, 2015), we assume the pre-
coupling of VEGFR1 with HSPG does not affect VEGFR1’s
binding with VEGF165.

TSP1-Receptor Axis (Figures 2B,C)
The reactions involving interactions between TSP1 and its
receptors are taken from previous works (Rohrs et al., 2016),
in which TSP1 regulates angiogenic signaling in different ways.
TSP1 binds to its own receptors to induce anti-angiogenic
signaling (Figure 2B). Ligated TSP1 receptors can also couple
with VEGFR2 to inhibit the signaling of VEGF (Figure 2C).
These interactions are included in the model.

FGF2-Receptor Axis (Figure 2D)
The reactions for the FGF2-receptor axis are from the
extracellular part of an in vitro whole cell FGF2 signaling
model (Kanodia et al., 2014), which defines the formation of
FGF2 signaling trimeric complexes that then dimerize. FGF2
binds to HSPG to form a complex, which binds to the FGFR1
monomer to form a trimeric complex. Then, dimerization of
the trimeric complex leads to the formation of the full FGF2
signaling complex. The choice of this ordering is based on several
observations from experimental studies (Ibrahimi et al., 2004;
Kanodia et al., 2014): FGF2 shows a lower affinity to FGFR1
than to heparin; the interaction of FGFR1 and heparin has a very
weak affinity; and FGF2 dramatically increases the association of
FGFR1 with heparin. Alternative orders of the binding reactions

are possible; however, they are reported to not conform well with
the experimental data (Ibrahimi et al., 2004).

PF4-Receptor Axis (Figure 2E)
PF4 regulates angiogenesis through various mechanisms. On
the cell surface, PF4 binds to cell surface receptors (CXCR3
and LRP1) to induce anti-angiogenic signaling (Lasagni et al.,
2003; Lambert et al., 2009) and binds to cHSPG to control pro-
angiogenic signaling (Perollet et al., 1998; Vandercappellen et al.,
2011). We include these interactions in the model. PF4 and TSP1
both are reported to bind to LRP1 (Mikhailenko et al., 2002;
Lambert et al., 2009), and we have TSP1 and PF4 compete for
LRP1 with different affinities.

Interactions Between Angiogenic Factors (Figure 2F)
The angiogenic factors also interact either by direct binding
or through HSPGs in the interstitial space (iHSPG). TSP1
associates with VEGF and FGF2 to reduce pro-angiogenic
signaling (Margosio et al., 2003; Rohrs et al., 2016), and it
mediates VEGF cleavage through MMP activity (Rohrs et al.,
2016). In addition, TSP1 can compete for the HS binding sites
on cHSPG and iHSPG to release HS-bound angiogenic factors.
Similarly, FGF2 can be trapped by TSP1, PF4 and iHSPG.
Additionally, PF4 directly binds to VEGF165 and FGF2, reducing
the available pro-angiogenic factors (Vandercappellen et al., 2011;
Wang and Huang, 2013). Lastly, PF4 competes for the HS binding
sites on the iHSPG.

Parameterization
The model parameter values are reported in Supplementary File
S2 with literature references. Here, we describe the derivation of
inherited values and the rationales for the parameterization of
newly introduced values.

Geometric Parameters
The tumor tissue is parameterized as a 33 cm3 (Korc and Friesel,
2009) breast tumor, which is modeled as a spatially averaged
compartment in the model (Figure 1). The geometric parameters
define the volume of the compartment, the interstitial space
volume fraction, and the tissue surface areas of endothelial
cells and tumor cells. These geometric parameters enable the
conversion of concentration from moles per cm (Korc and
Friesel, 2009) tissue to standard units (pmol/l), where the
derivations are thoroughly documented in previous works (Mac
Gabhann and Popel, 2006; Stefanini et al., 2008).

Production and Degradation of Soluble Species
The production and degradation rates of VEGF, TSP1, MMP3
and proMMP9 are estimated in our previous work (Rohrs et al.,
2016). The baseline production rates of PF4 and FGF2 are set
to match an intermediate level within the range of experimental
measurements (Table 1). The degradation rates of PF4 and FGF2
are set according to their half-life (t1/2): the rate of degradation is
ln (2)/t1/2. Since a wide range of reported values for the FGF2
half-life is found in literature (Shiba et al., 2003; Beenken and
Mohammadi, 2009), we assume it has a half-life of 60 min, similar
to VEGF, which is within the reported range. PF4 is reported to
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TABLE 1 | Comparison of the baseline predictions and the experimental measurements of VEGF, FGF2, TSP1, PF4, and MMPs.

Species Range of experimental measurements† Predicted concentration Source and references

VEGF unbound 8.0 – 389 pM 180.2 pM Multiple (Finley and Popel, 2013)

TSP1 total ‡ 1.0 – 6.2 nM (2.0) 3.0 nM Breast cancer patient (Byrne et al., 2007)

PF4 unbound 1.0 – 11.3 nM 4.7 nM Multiple (Leitzel et al., 1991; Kurimoto et al., 1995; Peterson
et al., 2012; Sabrkhany et al., 2017)

FGF2 total 0.2 – 11.1 nM 3.9 nM Prostate cancer patient (Giri et al., 1999)

MMP3 total 1.8 – 65.1 nM (5.1) 5.0 nM Oral squamous cell carcinoma patient (Baker et al., 2006)

MMP9 total 1.0 – 287.8 nM (9.0) 9.2 nM Oral squamous cell carcinoma patient (Baker et al., 2006)

MMP9 active 0 – 22.4 nM (0.8) 0.2 nM Oral squamous cell carcinoma patient (Baker et al., 2006)

†Median value is shown in parentheses, if provided in literature. If the experimental data reflects the total concentration in tissue, we assume 50% of the total protein
amount is in the extracellular space. ‡TSP1 concentration includes both active TSP1 and cleaved TSP1.

be rapidly cleared in human body, where the half-life is assumed
to be 5 min (Dawes et al., 1978).

Receptor Numbers
The receptor densities for VEGF receptors, TSP1 receptors,
FGFR1 and HSPGs are taken from previous modeling works
(Kanodia et al., 2014; Rohrs et al., 2016). There is a paucity of
measurements for the PF4 receptor, CXCR3. Thus, we referred
to the qualitative measurements in Human Protein Atlas (Uhlen,
2005), assuming “low,” “medium,” and “high” expression levels
correspond to 2500, 5000, and 10,000 receptors per cell. CXCR3
has a low expression, which is set to be to be 2,500 receptors per
cell accordingly.

Kinetic Parameters
For the VEGF axis, the kinetic parameters have been estimated
in previous work, based on experimental measurements (Mac
Gabhann and Popel, 2005) and assuming an abundant level
of HSPGs. We adopted these values in our current model
by incorporating several experimentally observed synergistic
interactions in the presence of heparin. Since the previous
model is calibrated in conditions with abundant HSPGs, we
assume the NRP1 in the previous model is already coupled
with HSPGs. Therefore, the parameters of VEGF165 binding
to NRP1 in the previous model is used for VEGF165 binding
to the NRP1:HSPG complex in our model. Then, we assume
the VEGF165 binding to NRP1 alone is 20-fold weaker than
binding to the NRP1:HSPG complex, according to a study
showing that the presence of heparin significantly increases
VEGF binding to NRP1 (Mamluk et al., 2002). Likewise,
the rates for VEGFR2 coupling to VEGF165-bound NRP in
the previous model are used for the VEGFR2 coupling to
the VEGF165-bound NRP:HSPG complex in our model, while
the previous rates for VEGF165-bound VEGFR2 coupling to
NRP1 are used for the VEGF165-bound VEGFR2 coupling to
NRP:HSPG complex in our model. To our knowledge, there
are no available measurements to estimate the coupling rates
of NRP1 to HSPG. Therefore, we assume the rates of NRP1
coupling to HSPG are the same as rates of VEGFR2 coupling
to NRP1, which are taken from previous modeling (Mac
Gabhann and Popel, 2006). Previous experimental study shows
a VEGF165-mediated synergistic binding between NRP1 and
heparin (Teran and Nugent, 2015), and we accordingly assume

the coupling of VEGF165:NRP to HSPG and the coupling of
VEGF165:HSPG to NRP are an order of magnitude stronger
than the coupling between NRP and HSPG. Following previous
works (Mac Gabhann and Popel, 2006; Li and Finley, 2018), the
coupling of VEGFR1 to NRP is set to be an order of magnitude
weaker than VEGFR2-NRP coupling. According to the measured
binding constants (Teran and Nugent, 2015), the coupling of
VEGFR1 to HSPG is assumed to be 5-fold stronger than NRP-
HSPG coupling.

For the TSP1 axis, we followed the values used in our previous
works (Rohrs et al., 2016). For the kinetic rates governing the
FGF2 axis, we used the values estimated from experimental
data in a previous study (Kanodia et al., 2014). For the PF4
axis, the Kd values of PF4 binding to CXCR3 and LRP1 are
estimated to be 1.85 nmol/l (Lasagni et al., 2003) and 238 nmol/l
(Sachais et al., 2002), respectively. These are used to set the
dissociation rate, with the association rate held at 5 × 105

M−1s−1, based on molecular dynamics studies of biomolecular
reaction kinetics (Schlosshauer and Baker, 2004; Northrup and
Erickson, 2006). In the model, VEGF, TSP1, PF4, and FGF2
each have a different affinity to HSPG. Their affinities to
iHSPG are set according to their binding constants (Kd values)
measured with heparin. The Kd values of heparin binding to
VEGF165, FGF2, TSP1 and PF4 are 80, 39, 41, and 20 nmol/l
(Stringer and Gallagher, 1997; Ibrahimi et al., 2004; Zhao et al.,
2012; Resovi et al., 2014; Lord et al., 2017), respectively. The
rates for FGF2 binding to cHSPG (association rate, Kon, and
dissociation rate, Koff) are estimated in previous work (Kanodia
et al., 2014), and this provides the FGF2 affinity to cHSPG.
We derive the affinities of VEGF165, TSP1 and PF4 binding
to cHSPG by scaling the FGF2-cHSPG affinity according to
their relative affinity to heparin, assuming the measured heparin
affinity reflects their relative binding affinity to cHSPG. We
first make VEGF, TSP1, PF4 all have the same association rates
(Kon) as FGF2, and set the dissociation rates (Koff) according
to their corresponding affinities. For the associations between
pro- and anti-angiogenic factors, PF4 binds to VEGF165 and
FGF2 with Kd values of 5 and 37 nmol/l (Vandercappellen
et al., 2011), respectively. The Kd values of TSP1 binding
to VEGF and FGF2 are 10 and 10.8 nmol/ (Perollet et al.,
1998; Kaur et al., 2010). The parameters for the protease
activity are taken from our previous works (Rohrs et al., 2016;
Li and Finley, 2018).
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Model Implementation and Simulation
The model ODEs are generated using BioNetGen (Faeder et al.,
2009), a rule-based modeling framework. BioNetGen produces
all possible molecular species and the corresponding ODEs
by specifying a set of starting molecular species and defining
reaction rules. Given 40 seed species and 127 reaction rules, the
model produced by BioNetGen consists of 168 species. The set of
168 ODEs is implemented in MATLAB (The MathWorks, Natick,
MA, United States), which we used to generate the dynamic
results, as well as steady state predictions (i.e., when the model
outputs change less than 0.01%). The MATLAB model file is
provided in Supplementary File S3.

RESULTS

Baseline Prediction of the Angiogenic
Factors’ Distribution in Tumor Tissue
The baseline secretion rates of angiogenic factors were tuned
in order to obtain concentrations within the range of available
experimental measurements. We report the predicted species’
concentrations (for VEGF, TSP1, PF4, FGF2, MMP3, and MMP9)
and compare with experimental measurements in Table 1.

With the baseline secretion rates, the model predicts that the
pro-angiogenic factors (VEGF and FGF2) and anti-angiogenic
factors (TSP1 and PF4) have significantly different distribution
patterns in tumor tissue (Figure 3). The majority of each pro-
angiogenic factor in the tumor (∼81% of VEGF and ∼50%
of FGF2) is bound to the cell surface, while only a small
percentage of the anti-angiogenic factors (∼16% of PF4 and
∼12% of TSP1) exists on the cell surface. The cell surface
bound ligands can be further categorized into non-signaling
and signaling forms. The non-signaling forms include complexes
with cHSPG and non-signaling receptors, and signaling forms
include ligated receptors that promote intracellular signaling.
Most of the cell-surface bound VEGF is in a signaling form,
where VEGFR1-, VEGFR2-and NRP1-bound VEGF comprise
35, 17, and 29% of the total VEGF in the tumor, respectively.
Only 0.4% of total VEGF is bound to cHSPG. The model
predicts that 23% of total FGF2 is in a signaling form bound
to FGFR1:cHSPG dimers. The balance of the cell-surface FGF2
is non-signaling, bound to either cHSPG or FGFR1 monomers,
which comprise 6 and 22% of total FGF2, respectively. In
comparison to the distributions of the pro-angiogenic factors,
most of the cell-surface bound anti-angiogenic factors are in
non-signaling forms. The model predicts that 11% of total TSP1
and 16% of total PF4 are bound to cHSPG. Only 1% of total
TSP1 is bound to signaling receptors, including CD47, CD36,
LRP1 and β1. In the case of PF4, an even smaller fraction
(0.4%) is bound to anti-angiogenic receptors, including CXCR3
and LRP1. However, it is worth noting that the ratio of the
number of VEGF and FGF2 signaling complexes to the number
of TSP1 and PF4 signaling complexes is approximately 1.7.
This means that the number of anti-angiogenic complexes is
still in the same order of magnitude as the number of pro-
angiogenic complexes.

In the interstitial space, there are three forms of angiogenic
factors, including the unbound form, iHSPG-bound form, and
the form bound to other angiogenic factors. Approximately
12% of total VEGF is in an unbound active form, including
VEGF121 and VEGF165, and 0.1% of VEGF is present as the
inactive isoform VEGF114. The percentages of VEGF bound to
iHSPG or other angiogenic factors are 6 and 0.7%, respectively.
Unlike VEGF, most FGF2 in the interstitial space is trapped by
iHSPG. That is, 46% of total FGF2 is bound to iHSPG, while
the unbound and angiogenic factor-bound forms only comprise 3
and 0.3% of the total FGF2, respectively. In contrast, the two anti-
angiogenic factors, PF4 and TSP1, both have a larger portion in
the interstitial space. In the case of PF4, 81% is bound to iHSPG,
while the unbound and angiogenic factor-bound forms comprise
only 2 and 0.01% of the total PF4, respectively. Finally, most of
TSP1 in the interstitial space is bound to iHSPG (48%) or in the
cleaved, inactive form (35%). The balance of TSP1 is unbound or
bound to other angiogenic factors, comprising 3 and 0.6% of the
total TSP1, respectively.

To summarize these results, the model predicts that most of
VEGF and FGF2 is bound to the cell surface and in signaling
forms, while most of TSP1 and PF4 is in the interstitial space and
in non-signaling forms that are trapped by HSPGs or inactive
due to proteolysis. It is worth noting that the fraction of the
anti-angiogenic factors that is bound to pro-angiogenic factors
only comprises a small percentage, which implies that direct
binding between pro- and anti-angiogenic factors is not a major
mechanism of the extracellular inhibition of pro-angiogenic
signaling. Overall, this predicted distribution indicates a tumor
state favoring pro-angiogenic signaling and neovascularization.
In addition to the prediction under baseline secretion rates, we
performed Monte Carlo simulations by sampling the secretion
rates of VEGF, TSP1, PF4, FGF2, MMP3, and proMMP9 from a
range of 100-fold below and 10-fold above the baseline values.
The results (Supplementary Figure S1) show that, even with
potential uncertainty in the secretion rates, the main conclusions
of the tumor distribution remain unchanged.

Secretion of Anti-angiogenic Factors
Modulates Both Pro- and
Anti-angiogenic Signaling
To characterize the angiogenic state of the tumor, we defined
the angiogenic ratio: the ratio of the concentrations of the pro-
angiogenic signaling complexes to the anti-angiogenic signaling
complexes. This ratio captures the activation level of pro-
angiogenic receptors relative to the activation level of anti-
angiogenic receptors. We examined how different angiogenic
factors shift the angiogenic ratio (Figure 4, column I) by
varying the secretion rates of VEGF, FGF2, TSP1, and PF4
in a range of 100-fold below and 10-fold above the baseline
values. We also predict how the concentrations of pro- and
anti-angiogenic signaling complexes change in response to
varying the secretion rates of the angiogenic factors (Figure 4,
columns II–V). Varying the secretion rates explores how targeting
angiogenic factors changes the tumor angiogenic state, assuming
100-fold below represents strong inhibition and 10-fold above
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FIGURE 3 | Distribution of VEGF, FGF2, TSP1, and PF4 in tumor tissue at steady state. The percentages of each angiogenic species in its various forms are shown.
Species are grouped and labeled with different colors. The sum of the forms bound to the cell surface or in the interstitial space is also indicated.

FIGURE 4 | Effects of secretion of angiogenic factors on the angiogenic state of the tumor tissue. Column I shows the angiogenic ratio in the log10 scale. Column II
to V show the signaling complex levels (normalized to the baseline prediction) in the log10 scale. The value range is given by the colorbar. The horizontal and vertical
axes of each subplot show the fold-change of the corresponding secretion rates, relative to their baseline values. The different rows show the effects of varying the
secretion rates of different angiogenic factors: (A) VEGF and TSP1 secretion rates vary. (B) VEGF and PF4 secretion rates vary. (C) FGF2 and TSP1 secretion rates
vary. (D) FGF2 and PF4 secretion rates vary. The predictions shown in the figures are based on the steady state of the system.
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represents upregulation. We plot the angiogenic ratio and the
concentrations of the angiogenic complexes normalized to the
baseline secretion rates.

Higher secretion of the two pro-angiogenic factors shifts the
angiogenic ratio by increasing the level of their corresponding
pro-angiogenic complexes (Figure 4). The gradient along the
vertical axis in Figures 4A,B, column I shows the angiogenic
ratio will significantly increase with increasing VEGF secretion,
which indicates that the tumor moves to a more pro-angiogenic
state. The normalized level of the VEGF signaling complexes
(Figures 4A,B, column II) shows evident color changes along
the vertical axis, which indicates the VEGF signaling is
strongly enhanced with higher VEGF secretion. Meanwhile, the
normalized level of FGF2, TSP1, and PF4 signaling complexes
(Figures 4A,B, columns III–V) shows no pronounced gradient
along the vertical axis, implying that these signaling pathways are
not affected by changing VEGF secretion.

Similarly, upregulating FGF2 secretion shifts the angiogenic
ratio mainly through enhancing the formation of FGF2 pro-
angiogenic complexes. The angiogenic ratio change along vertical
axis in Figure 4C, column I implies that the upregulation of
FGF2 secretion increases the angiogenic ratio and promotes
angiogenesis. The normalized level of the FGF2 complex
(Figures 4C,D, column III) significantly increases with increasing
FGF2 secretion, while the concentration of the VEGF signaling
complexes (Figures 4C,D, column II) is highly stable when
the FGF2 secretion is changed. The TSP1 and PF4 signaling
complexes (Figure 4D, columns IV–V) slightly change in
response to FGF2, where increasing FGF2 secretion to a high level
slightly promotes the formation of TSP1 bound and PF4 bound
anti-angiogenic complexes.

Increasing the secretion of anti-angiogenic factors,
particularly PF4, modulates the angiogenic ratio both by
upregulating the levels of anti-angiogenic complexes and
downregulating the pro-angiogenic complexes levels (Figure 4).
The gradient along the horizontal axis in Figures 4A,C, column
I indicates that increasing the secretion of TSP1 can decrease the
angiogenic ratio. We also examined the change in the normalized
levels of the angiogenic complexes. We found only TSP1
signaling complexes (Figures 4A,C, column IV) show an evident
color change along the horizontal axis in response to changing
TSP1 secretion rates, which indicates that TSP1 secretion
decreases the angiogenic ratio mainly through promoting the
formation of TSP1-bound anti-angiogenic complexes. Model
predictions show that changing PF4 secretion can strongly shift
the angiogenic ratio (Figures 4B,D, column I). In addition,
increasing PF4 secretion promotes the formation of both TSP1-
and PF4-bound anti-angiogenic complexes (Figures 4B,D,
columns IV, V). However, there also appears to be a limit to
the effect of PF4, where PF4 does not continue to significantly
promote the formation of TSP1 anti-angiogenic complexes
when its secretion rate is higher than a certain level. Although
varying PF4 secretion only slightly affects the formation of VEGF
signaling complexes (Figure 4B, column II), the color change
along the horizontal axis in Figures 4B,D, column III shows
that increasing PF4 secretion can strongly inhibit the formation
of FGF2 signaling complexes. Furthermore, the secretion of

PF4 can nearly neutralize the effect of FGF2 secretion on the
formation of FGF2 signaling complex (Figure 4D, column III).

Overall, the model predicts that VEGF, FGF2, and TSP1
mainly bind to their own receptors to form more anti-angiogenic
complexes and shift the angiogenic ratio, while PF4 affects the
formation of signaling complexes of various angiogenic factors to
change the angiogenic ratio.

Platelet Factor 4 Secretion Can Increase
the Levels of Unbound Pro-angiogenic
Factors in Tumor
Increased secretion of PF4 is predicted to affect the formation
of both anti- and pro-angiogenic signaling complexes. To get
detailed insight into how PF4 modulates the distribution of other
angiogenic factors, we report the change of specific signaling
species upon varying the PF4 secretion rate (Figure 5 and
Supplementary Figure S2). For these simulations, the PF4
secretion rate is again varied in a range of 100-fold below and
10-fold above the baseline value. In the figures, the fold-change
of the species on the vertical axis is the species’ concentration
normalized to its concentration when PF4 secretion is 100-fold
below the baseline value (the lower bound of the range over which
the secretion rate was varied). Since PF4 mainly influences the
other angiogenic factors by competing for the heparan sulfate
binding sites, we investigated how the cHSPG level, a tumor-
specific property, also affects the outcome of changing PF4
secretion. When we describe the cHSPG level below, we assume
the baseline level as intermediate level. For low cHSPG levels, we
ran simulations when cHSPG is 2-, 10-, and 100-fold lower than
the baseline level. For high cHSPG levels, we considered cHSPH
levels 2- and 10-fold higher than the baseline level.

Although anti-angiogenic factors, PF4 and TSP1, can bind
to pro-angiogenic factors, VEGF and FGF2, to sequester pro-
angiogenic factors, our model predicts that the levels of unbound
pro-angiogenic factors do not necessarily decrease in the presence
of more anti-angiogenic factors (Figure 5). Interestingly, varying
PF4 secretion can significantly elevate the levels of unbound
FGF2 and unbound VEGF in tumor tissue. For low cHSPG
levels, increasing PF4 secretion may only slightly affect the
levels of unbound FGF2 (Figure 5A, column I; gray and blue
lines), while unbound VEGF levels can decrease with increasing
PF4 secretion (Figure 5B, column I; blue lines). However, the
secretion of PF4 strongly increases the level of unbound FGF2
if the tumor has intermediate to high cHSPG level (Figure 5A,
column I; red, orange, and black lines). Similarly, PF4 secretion
can increase unbound VEGF when the cHSPG level is high
(Figure 5B, column I; red and orange lines). Examining the
levels of specific isoforms of VEGF, we find that both unbound
VEGF165 and unbound VEGF121 are affected. The change of
VEGF165 is more pronounced (Figure 5C, column I). Since the
majority of unbound VEGF is VEGF121, the fold-change of VEGF
highly resembles the change of VEGF121 (Figure 5D, column I).

The counterintuitive increase of unbound the pro-angiogenic
factors with increasing PF4 secretion is caused by PF4 displacing
pro-angiogenic factors from the cell surface heparan sulfate
binding sites. PF4 preferentially competes for the HSPG on the

Frontiers in Physiology | www.frontiersin.org 9 July 2019 | Volume 10 | Article 82336

https://www.frontiersin.org/journals/physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-10-00823 July 17, 2019 Time: 17:32 # 10

Li and Finley Modeling Tumor Angiogenesis Interaction Network

FIGURE 5 | Effects of PF4 secretion on the formation of specific angiogenic complexes. (A) The change of species in the FGF2 axis. (B) The change of species in
VEGF axis. (C) Change of VEGF165. (D) Change of VEGF121. The predictions shown in the figures are based on the steady state of the system.

cell surface first, causing cHSPG-bound VEGF and FGF2 to
decrease with increasing PF4 secretion (Figures 5A,B, column
V). The decrement of cHSPG:FGF2 leads to a reduction of the
trimeric complex FGFR1:HSPG:FGF2 (Figure 5A, column IV)
and the FGF2 signaling dimer (Figure 5A, column II), which
are only formed using cHSPG-bound FGF2. At the same time,
the binding of PF4 to cHSPG reduces the availability of HSPG
to bind to VEGF and VEGF receptors. Since the cHSPG affects
VEGF binding to VEGFR2 and NRP1, the levels of VEGF-
bound VEGFR2 and NRP1 change with increasing PF4 secretion.
At high cHSPG level (Figure 5B, columns III–IV; red and
orange lines), increasing PF4 secretion promotes the formation
of VEGF-bound VEGFR2 and NRP1. At low to intermediate
cHSPG levels (Figure 5B, columns III–IV; black, gray, light
blue, and dark blue lines), increasing PF4 secretion inhibits the
formation of VEGF-bound VEGFR2 and NRP1. This switch is
because of the biphasic response to cHSPG level, which will be
explored in next section. Since the two isoforms of VEGF have
different binding property to receptors, VEGF165 and VEGF121
bound to VEGFR2 show very different fold-changes in response
to increasing PF4 secretion (Figures 5C,D, column III). However,
for both isoforms, varying PF4 secretion has differential effects
on the levels of the pro-angiogenic ligated receptor complexes,
depending on the cHSPG level.

iHSPG serves as a reservoir of angiogenic factors that can
store and release pro-angiogenic factors. With increasing PF4
secretion, the pro-angiogenic factors displaced from cHSPG bind
to iHSPG and form more FGF2- and VEGF-bound iHSPG
(black, orange, and red lines in Figures 5A,B, column VI). After

the depletion of the available cHSPG, secreted PF4 competes
for iHSPG binding sites, and iHSPG-bound PF4 significantly
increases as the PF4 secretion rate increases. At high PF4
secretion rates, PF4 is even able to displace FGF2 and VEGF from
iHSPG and reduce the iHSPG-bound pro-angiogenic factors
(Figures 5A,B, column VI; black, orange, and red lines).

In summary, the predictions show that the HSPG is an
important mediator in how PF4 regulates pro-angiogenic factors.
We found that, depending on the HSPG level, the secreted PF4
can displace more pro-angiogenic factors from the HS binding
sites than the amount being sequestered, which eventually
increases the level of unbound pro-angiogenic factors in the
tumor interstitium.

VEGF Signaling Shows a Biphasic
Response to the HSPG Level and PF4
Secretion Rate
As presented above, the model predicts that the secretion of
PF4 can increase the level of pro-angiogenic complexes on the
cell surface. In the case of FGF2, the pro-angiogenic signaling
complexes involving FGFR1 dimers decrease with increasing
PF4 (Figure 5A, column II) and the non-signaling complexes of
ligated FGFR1 monomers increase with increasing PF4 secretion
(Figure 5A, column III). These signaling and non-signaling
forms of cell-surface FGF2 are also affected by cHSPG levels.
Interestingly, for the VEGF axis, all three VEGF signaling
complexes increase with increasing PF4 secretion, particularly
for the high cHSPG condition (Figure 5B, columns II to IV;
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FIGURE 6 | Impact of PF4 and cHSPG on the formation of specific angiogenic complexes. The horizontal axis of each subplot shows the fold-change of cHSPG
level, relative the baseline value, and the vertical axes show the fold-change of PF4 secretion rate, relative to its baseline value. The value indicated by the colorbar is
in the log10 scale. (A) The change of the angiogenic ratio and normalized levels of signaling complexes: Column I shows the change of the angiogenic ratio and
column II–V show the changes of the normalized signaling complex levels (the values are normalized to the baseline prediction). (B) The change of the normalized
levels of specific VEGF signaling complexes. The predictions shown in the figures are based on the steady state of the system.

red and orange lines). This indicates an activation of VEGF pro-
angiogenic signaling caused by the anti-angiogenic factor PF4. To
explain these results, we further investigate how cHSPG level and
PF4 secretion modulate the signaling complexes for each of the
angiogenic factors modeled in the tumor tissue (Figure 6).

As shown in Figure 6A, column I, the model predicts that
increasing cHSPG increases the angiogenic ratio (the tumor
tissue is shifting to a more pro-angiogenic state) and increasing
PF4 decreases the angiogenic ratio (shifting the tumor tissue
to a less pro-angiogenic state). Together, these results indicate
that HSPG promotes angiogenesis in tumor tissue, and the
secretion of PF4 counteracts the pro-angiogenic effect of HSPG.
Given the molecular detail of the model, we can explain these
results. HSPG traps the two anti-angiogenic factors TSP1 and
PF4. Thus, by increasing the HSPG level, the levels of TSP1
and PF4 signaling complexes are reduced (Figure 6A, columns
II and III). However, HSPG is needed for the formation of
the pro-angiogenic FGF2 signaling dimers. Although the HSPG
traps FGF2 as well, the predictions show that increasing HSPG
increases the FGF2 signaling complexes (Figure 6A, column IV).
Additionally, increasing PF4 decreases FGF2 signaling complexes
(Figure 6A, column IV) by displacing FGF2 from cHSPG, as
explained in the previous section.

In contrast, VEGF shows biphasic response to HSPG. The
gradient along the horizontal axis in Figure 6A, column V
shows that the concentrations of the VEGF signaling complexes
increase and then decrease with increasing HSPG level. Since
PF4 competes for HSPG, increasing PF4 secretion decreases
the HSPG availability to VEGF. Therefore, VEGF signaling also
shows a biphasic response to PF4 secretion. For instance, at a
medium HSPG level (dashed white line in Figure 6A, column
V), along the vertical axis, the color changes from blue to

purple then back to blue, which means the concentrations of
the VEGF signaling complexes go up and then back down
with increasing PF4 secretion. The VEGF signaling complexes
include of VEGFR1-, VEGFR2-, and NRP1-bound VEGF. In
addition, different types of VEGF signaling complexes, including
VEGFR1-, VEGFR2- and NRP1-bound VEGF complexes, show
a biphasic response to HSPG and PF4 secretion (Figure 6B,
columns III and IV).

In summary, although PF4 secretion increases the unbound
FGF2 level, the PF4 secretion strongly inhibits the formation of
FGF2 signaling dimers that need HSPG to be formed. However,
the VEGF signaling complexes can be formed through HSPG-
dependent and HSPG-independent ways. Therefore, the VEGF
signaling shows a biphasic response to the HSPG level. A low
level HSPG limits the formation of VEGF signaling complexes
through HSPG-dependent way. At the intermediate HSPG level,
the VEGF signaling complexes reaches a peak level, while HSPG
mainly traps VEGF and decreases VEGF signaling when it
is present at a high level. Given the fact that PF4 secretion
can efficiently limit HSPG availability, VEGF signaling shows a
biphasic response to PF4 secretion as well. Therefore, at certain
HSPG levels, the secretion of PF4 can enhance the VEGF pro-
angiogenic signaling in tumor tissue.

The HSPG Level Affects the Response to
Platelets Activation and Exogeneous PF4
Therapy
Building on the simulations in which we vary the secretion rate
of PF4, we apply the model to predict the effects of a local
release of PF4 at the tumor site, mimicking PF4 release following
platelet activation (where angiogenic factors are released) or a
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bolus injection of exogeneous PF4 as an anti-tumor therapy.
The system is first allowed to reach steady state, which occurs
in the first day. We then simulate two pulses of 5 mg PF4
per week, injected into the tumor interstitial space. This leads
to a peak PF4 concentration of approximately 800 nM. The
two pulses of PF4 occur at days 1 and 3.5. The release of PF4
follows an exponential decay with rate constant 2.8 × 10−5 s−1,
assuming the PF4 are encapsulated in a biomaterial delivery
vehicle (Rohrs et al., 2016). We also perform the simulation
at three different cHSPG levels to represent different tumor
microenvironments: low (10-fold below the baseline value),
medium (baseline value), and high (10-fold above the baseline).
In this way, we examined how the tumor-specific property affects
the response. Consistent with the results presented above, the
model predictions reveal that depending on the HSPG level,
platelet activation and recombinant PF4 can impact the pro-
angiogenic signaling pathways in different ways.

The model predicts that cHSPG level significantly changes the
response of VEGF signaling to the PF4 release (Figure 7). In a
tumor microenvironment with high HSPG, the release of PF4
in the tumor leads to an activation of VEGF signaling pathway.
Specifically, the concentration of unbound VEGF increases from
128 to 177 pM (a 1.9-fold increase) after the release of PF4, and
it goes back down due to the degradation of PF4 (Figure 7A, red
line). The levels of VEGFR1-, VEGFR2-, and NRP1-bound VEGF
increase by 1.1-, 1.5-, and 8.1-fold, respectively (Figures 7B–D,
red line). However, in a microenvironment with medium HSPG
level, the release of PF4 inhibits VEGF signaling (Figure 7, black
line). The concentrations of unbound VEGF and ligated VEGFR1
and VEGFR2 slightly decrease following the release of PF4, while
NRP1-bound VEGF decreases 1.4-fold. In the tumor with low
HSPG level, the release of PF4 shows a stronger inhibition,
particularly for unbound VEGF and the VEGFR2 and NRP1
complexes (Figure 7, blue line). The concentrations of unbound
VEGF and VEGFR2-bound VEGF each decreased 1.2-fold, and
NRP1-bound VEGF significantly decreased, by 2.3-fold.

In addition to affecting the VEGF signaling complexes, release
of PF4 influences the FGF2 signaling complexes to different
extents, depending on the tumor microenvironment (Figure 8).
Both unbound FGF2 and FGF2-bound FGFR1 complexes
increase upon release of PF4 (Figures 8A,B). However, the
concentration of the trimeric complex HSPG:FGFR1:FGF2
significantly decreased following each PF4 pulse (Figure 8C),
which results in the reduction of FGF2-bound dimers. In a tumor
with medium HSPG expression, the concentration of FGF2-
bound dimers shows the largest decrease (6.5-fold). For low and
high HSPG level, the FGF2-bound dimer concentration exhibits
a 3.1- and 1.3-fold reduction, respectively.

To summarize, we simulated relevant tumor scenarios in
which the PF4 concentration would suddenly increase, such as
following platelet activation or administration of exogenous PF4
as an anti-angiogenic treatment strategy. The model predicts
that PF4 has differential effects on the concentrations of pro-
angiogenic signaling complexes involving VEGF and FGF2,
depending on the cell-surface level of HSPG. Particularly, at a
high cHSPG level, PF4 is shown to have a counterintuitive effect
of promoting the formation of pro-angiogenic VEGF complexes.

Overall, these simulations demonstrate the utility of the modeling
framework in understanding the possible outcomes of events that
are physiologically relevant to tumor angiogenesis.

DISCUSSION

We present a novel systems biology model describing the
distribution of two potent pro-angiogenic factors and two
important anti-angiogenic factors in tumor tissue. This model
significantly expanded previous works to enable a study of
four relevant angiogenic factors. Our model considers their
interactions with each other in the extracellular space of tumor
tissue, which was missing in previous models. In addition,
the model expansion allows us to investigate the impact
of heparan sulfate proteoglycans (HSPG) on the angiogenic
factors’ distribution. HSPG is an important modulator of tumor
angiogenesis that is present on the cell surface, in the extracellular
matrix, and in the cellular basement membranes. HSPG binds
to and stores the angiogenic factors, facilitates the angiogenic
factors’ signaling and mediates the extracellular interactions of
pro- and anti-angiogenic factors. Thus, HSPGs are a vital part
of the extracellular network of angiogenic factors. Although
the role of HSPGs in FGF2 signaling has been modeled in
several studies (Ibrahimi et al., 2004; Zhao et al., 2010; Kanodia
et al., 2014), the impact of HSPGs on VEGF ligand binding
has not been modeled explicitly before. We addressed this gap
by incorporating knowledge reported in experimental studies
of the synergistic binding of VEGF, its receptors and heparin
(Teran and Nugent, 2015). With the expansions upon previous
models, our work reports a new computational framework for
a comprehensive study of the angiogenic regulation in the
extracellular space of tumor tissue.

Given the molecular detail of the model, we gain mechanistic
insight into the extracellular regulation of tumor angiogenic
signaling. In the tumor extracellular space, TSP1 and PF4 are
thought to regulate the formation of pro-angiogenic signaling
complexes involving VEGF and FGF2 through two different
mechanisms: sequestration – binding directly to VEGF and
FGF2 to prevent binding to their pro-angiogenic receptors, and
competition – competing for cell-surface HSPG to inhibit the
formation of pro-angiogenic complexes. Our study shows that
PF4 significantly inhibits pro-angiogenic signaling, mainly by
competing for cell-surface HSPG binding sites, not through
direct binding. Our model predicts that the majority of TSP1 is in
a cleaved form owing to the action of proteases, and this cleaved
form is inactive and unable to compete for cell-surface HSPG.
Therefore, our predictions show that TSP1 does not strongly
inhibit the formation of VEGF and FGF2 signaling complexes.
Moreover, the measured binding affinities between the anti-
angiogenic factors (TSP1 and PF4) and the pro-angiogenic
factors (VEGF and FGF2) are much weaker than their affinities
to the receptors, which explains that the binding between them
cannot efficiently sequester the pro-angiogenic ligands.

Our model predicts possible counterintuitive outcomes for
the angiogenic state of following the release of anti-angiogenic
factors. The secretion of anti-angiogenic factors, PF4 and TSP1,
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FIGURE 7 | Effect of PF4 pulse release on VEGF signaling pathway. The system is allowed to reach a steady state, followed by two pulses of PF4. The start time of
PF4 release is indicated by the arrows: at day 1 and day 3.5. The concentrations of species in the VEGF signaling pathway are predicted: (A) Concentration of free
VEGF: Solid line, VEGF; Dashed line, V165; Dotted line, V121). (B) VEGF:VEGFR1 complexes. (C) VEGF:VEGFR2 complexes. (D) VEGF:NRP1 complexes.

is generally assumed to reduce the concentrations of the
free pro-angiogenic factors and inhibit the formation of pro-
angiogenic signaling complexes. However, our model predicts
that increasing the secretion of PF4 in tumor tissue can lead to
two counterintuitive results: an increase in interstitial FGF2 and
VEGF levels (see Platelet Factor 4 Secretion Can Increase the
Levels of Unbound Pro-angiogenic Factors in Tumor in Section
“Results”) and greater formation of pro-angiogenic signaling
complexes, particularly in the VEGF signaling pathway (see
VEGF Signaling Shows a Biphasic Response to the HSPG Level
and PF4 Secretion Rate in Section “Results”). The reason for
the increased VEGF and FGF2 levels in the tumor interstitium
following PF4 secretion is that PF4 competes for the HSPG
binding sites in the cell surface, basement membrane and
extracellular matrix, thereby releasing the pro-angiogenic factors
from those sites and increasing the level of free pro-angiogenic
ligands. When this effect is stronger than the sequestration that
occurs when PF4 binds directly to pro-angiogenic factors, the
level of unbound VEGF and FGF2 will be higher compared
to the tumor microenvironmental condition with lower PF4
secretion (Figure 5, Column I). In addition, this counterintuitive
outcome depends on the HSPG level. The schematic shown in
Figure 9 illustrates this point. In a low HSPG microenvironment,
the pro-angiogenic factors (VEGF and FGF2) primarily bind
to their corresponding cell surface receptors, and the rest are
mostly in the free form (Figure 9A, Column I). In a high HSPG

microenvironment, the free pro-angiogenic factors are trapped
and stored as an HSPG-bound form (Figure 9A, Column II). As
secretion of anti-angiogenic factors (TSP1 and PF4) increases, the
secreted anti-angiogenic factors bind directly to pro-angiogenic
factors and reduce the free pro-angiogenic factors level in a
low HSPG condition (Figure 9B, Column I), while they mainly
replace the pro-angiogenic factors from the HSPG in a high
HSPG environment due to their stronger affinity to heparan
sulfate (Figure 9B, Column II).

The greater formation of VEGF signaling complexes (which
presumably will activate intracellular signaling) caused by PF4
is because of the intrinsic biphasic response to HSPG level
(Figure 6A, Column V). At low levels, HSPG limits the formation
of VEGF signaling complexes. When HSPG is present at an
intermediate level, it promotes VEGF signaling by facilitating
VEGF binding to receptors. However, when HSPG is at an even
higher level, it traps VEGF and reduces the formation of VEGF
signaling complexes, which leads to a low VEGF signaling again.
Higher secretion of PF4 allows PF4 to more strongly compete
for HSPG, which can alleviate the HSPG sequestration of VEGF
and promote VEGF signaling in certain conditions. Unlike the
VEGF signaling complexes, which can be formed through HSPG
dependent and independent ways, we assume the formation of
FGF2 signaling complexes requires HSPG as a co-receptor in the
model (Kanodia et al., 2014). Therefore, the biphasic response is
not seen in FGF2 signaling complexes (Figure 5A, Column II),
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FIGURE 8 | The effect of PF4 pulse release on FGF2 signaling pathway. The system is allowed to reach a steady state, followed by two pulses of PF4. The start time
of PF4 release is indicated by the arrows: at day 1 and day 3.5. The concentrations of species in the FGF2 signaling pathway are predicted: (A) Concentration of free
FGF2. (B) FGF2:FGFR1 complexes. (C) HSPG:FGFR1:FGF2 complexes. (D) HSPG:FGFR1:FGF2 dimers.

in which the increasing of PF4 secretion always decreases the
formation of FGF2 signaling complexes.

These predicted counterintuitive results are clinically relevant
for understanding the outcome of platelet activation and anti-
angiogenic therapy. In the human body, PF4 is stored in
platelet α-granules and released upon platelet activation. It is
reported that the serum concentrations of PF4 exceeds 8 µg/mL
(276 nM) during platelet activation (Chesterman et al., 1978;
Leitzel et al., 1991; Kurimoto et al., 1995; Peterson et al., 2012;
Sabrkhany et al., 2017). Given the fact that platelets are attracted
to and accumulate at tumor sites (Stakiw et al., 2014), it is
possible that even higher concentrations of PF4 may be present
in the local tumor microenvironment when platelet activation
occurs. Besides the release of endogenous PF4 from platelets,
recombinant PF4 (rPF4) has been studied as an anti-tumor
therapeutic to prevent angiogenesis, showing efficacy in both
in vitro and in vivo settings (Gengrinovitch et al., 1995; Struyf
et al., 2007). rPF4 was tested in a mouse model to inhibit
tumor growth with a dosage at 0.1 µg/µL for 5 µg in total
(Struyf et al., 2007), and rPF4 has been tested in patients with
advanced colorectal carcinoma at a dosage of 3 mg/kg in 30-
min infusions (Belman et al., 1996). Thus, the administration
of rPF4 as a therapeutic agent will greatly increase the total
PF4 level in the tumor. To mimic the local increase of PF4
concentration due to either platelet activation or a bolus injection
of rPF4, we simulated a situation of controlled release of PF4
in the tumor interstitium. The simulation results highlight the
impact of HSPGs level on the outcome of platelet activation

and anti-angiogenic therapy (see The HSPG Level Affects the
Response to Platelets Activation and Exogeneous PF4 Therapy in
Section “Results”).

In addition, our model also has other practical applications,
complementing pre-clinical and clinical studies. The model
can be further expanded to a whole body model to study
the clinically tested anti-angiogenic therapy and patient
response, as we have done in previous work with VEGF
and TSP1 modeling (Li and Finley, 2018). Therefore, our
model provides a basis to study the anti-angiogenic therapy
targeting multiple angiogenic factors, including VEGF, FGF2,
TSP1, and PF4. In our study, we used the angiogenic ratio to
characterize the overall angiogenic state of the tumor tissue.
This is based on the assumption that the different types of
signaling complex have the same contribution to angiogenic
signaling, which may not represent the real case. Linking
the signaling complexes with corresponding downstream
signaling network can help address this issue and enable a better
understanding of tumor angiogenesis. The signaling complexes
in our model are also the species initiating downstream
signaling in previous published downstream signaling models
(Kanodia et al., 2014; Wu and Finley, 2017; Song and Finley,
2018); therefore, our model can be connected with models
of intracellular signaling to characterize the downstream
signaling changes.

We acknowledge that the predictions from the model
are sensitive to the values of parameters. In our study, the
experimental data we are comparing to are the measured levels
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FIGURE 9 | The outcomes of anti-angiogenic factor secretion in different microenvironments. Column I shows the condition of low HSPG level and Column II shows
the condition of high HSPG level. (A) Before the secretion of anti-angiogenic factors. (B) After the secretion of anti-angiogenic factors.

of angiogenic factors in tumor tissue samples (Table 1). Since
the predicted level of angiogenic factors is highly sensitive to
the secretion rates of angiogenic factors, we explicitly performed
simulations to vary the secretion rates of angiogenic factors in
this study. In addition, we explored the effect of the HSPG
level, another influential parameter. We specifically varied the
cHSPG level in the model because cHSPG serves both as
the reservoir and the co-receptor of angiogenic factors. It is
important to notice that there are other unexplored parameters
that could affect the model predictions. For example, changing
the secretion rates of MMPs will affect the cleavage of VEGF,
which can subsequently change the amount of VEGF bound
to the extracellular matrix and receptors. Additionally, the
affinities of angiogenic factors to HSPG could affect the regulatory
role of HSPG. We did not explore all possible parameters
in this study. Instead, we focus primarily on the effects of
angiogenic factor secretion and HSPG level, parameters that
account for key aspects of tumor heterogeneity. In the future,

the model can be used to investigate the effects of many
more parameters.

There are some more limitations of our model that can be
addressed in future work. Given the scarcity of the quantitative
data, we used the measurements from tumor types other than
breast cancer to tune the baseline value of the angiogenic
factors secretion rates. Since there are no available measurements
of the PF4 level directly from tumor tissue sample, we use
the measured blood PF4 level in breast cancer patients as an
estimation of tumor interstitial PF4 level. Additionally, HSPG
includes various types, each with different masses and number
and types of heparan sulfate chains (Sarrazin et al., 2011). This
great complexity is difficult to fully characterize mathematically
and warrants its own highly detailed mechanistic model. To
make the model more useful, we made a simplification to only
explicitly define two generic species of HSPGs that capture
the two key HSPG classes with distinct functions, rather than
a detailed description of all HSPG species. One of the types
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of HSPGs in the model is on the cell surface (cHSPG) that
can bind to ligand, couple with receptors, and is subject to
internalization. The other type is the interstitial HSPG (iHSPG)
in the extracellular matrix and basement membranes, which only
traps free angiogenic ligands and is not subject to degradation and
internalization. We acknowledge that the soluble form of HSPG,
such as heparin, is also important to consider in the context of
the tumor (Borsig, 2010). However, we do not explicitly model
this class of HSPGs, because its binding to ligands and receptors,
as well as its degradation, makes it very similar to the cHSPG in
the model. If needed, our model can be extended to include more
types of HSPGs. Despite these limitations, our model provides
relevant mechanistic insight into interactions between angiogenic
factors, their receptors, and HSPGs.

CONCLUSION

In this study, we present a novel model to characterize the
extracellular distribution of four important angiogenic factors:
VEGF, FGF2, TSP1, and PF4. The model provides mechanistic
insights into the regulation of the angiogenic interaction network
in the extracellular space of tumor tissue. We expect that
the insights generated by our model will enable a better
understanding of tumor angiogenesis interactions and aid the
development of new anti-angiogenic therapy.
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Objective: Adrenocortical carcinoma (ACC) is a rare but aggressive malignant cancer that 
has been attracting growing attention over recent decades. This study aims to integrate 
protein interaction networks with gene expression profiles to identify potential biomarkers 
with prognostic value in silico.

Methods: Three microarray data sets were downloaded from the Gene Expression 
Omnibus (GEO) database to identify differentially expressed genes (DEGs) according 
to the normalization annotation information. Enrichment analyses were utilized to 
describe biological functions. A protein–protein interaction network (PPI) of the DEGs 
was developed, and the modules were analyzed using STRING and Cytoscape. LASSO 
Cox regression was used to identify independent prognostic factors. The Kaplan–Meier 
method for the integrated expression score was applied to analyze survival outcomes. 
A receiver operating characteristic (ROC) curve was constructed with area under curve 
(AUC) analysis to determine the diagnostic ability of the candidate biomarkers.

Results: A total of 150 DEGs and 24 significant hub genes with functional enrichment 
were identified as candidate prognostic biomarkers. LASSO Cox regression suggested 
that ZWINT, PRC1, CDKN3, CDK1 and CCNA2 were independent prognostic factors 
in ACC. In multivariate Cox analysis, the integrated expression scores of the modules 
showed statistical significance in predicting disease-free survival (DFS, P = 0.019) and 
overall survival (OS, P < 0.001). Meanwhile, ROC curves were generated to validate 
the ability of the Cox model to predict prognosis. The AUC index for the integrated genes 
scores was 0.861 (P < 0.0001).

Conclusion: In conclusion, the present study identifies DEGs and hub genes that may 
be involved in poor prognosis and early recurrence of ACC. The expression levels of 
ZWINT, PRC1, CDKN3, CDK1 and CCNA2 are of high prognostic value, and may help us 
understand better the underlying carcinogenesis or progression of ACC. Further studies 
are required to elucidate molecular pathogenesis and alteration in signaling pathways for 
these genes in ACC.

Keywords: adrenocortical carcinoma, bioinformatics analysis, biomarker, prognosis, network module
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INTRODUCTION

Adrenocortical carcinoma (ACC) is a rare endocrine malignancy 
with an annual incidence of 0.7–2.0 per million people, 
accounting for an estimated 0.02% of all cancers (Wajchenberg 
et al., 2000; Kebebew et al., 2006; Kerkhofs et al., 2013). Although 
comparatively uncommon, ACC patients often face aggressive 
progression, with merely less than 35% of patients surviving 
5 years after initial diagnosis (Else et al., 2014). Currently, the 
preferred treatment regimen for ACC is surgical resection of the 
primary tumor (Fassnacht et al., 2013). However, almost half of 
ACC patients have disseminated metastasis, and approximately 
one-third of patients have locoregional metastases after surgery 
(Else et al., 2014). The first–line treatment, and the only ACC-
specific medical therapy approved by the US Food and Drug 
Administration, is Mitotane, which is regularly used as an 
adjuvant agent in these patients (Else et al., 2014). Mitotane 
disrupts mitochondria and activates an apoptotic process (Poli 
et  al., 2013). A major concern of the therapeutic management 
with Mitotane is the risk of toxicity, which may lead to severe 
adrenal insufficiency (Paragliola et al., 2018).

Accumulating evidence has demonstrated that gene expression 
levels and related pathways are involved in the carcinogenesis 
and progression of ACC. For example, the most frequent 
alterations observed in ACC are overexpression of insulin-like 
growth factor 2 (IGF-2) (Gicquel et al., 2001; Giordano et al., 
2003; de Fraipont et al., 2005) and constitutive activation of the 
Wnt/β-Catenin pathway (Gaujoux et al., 2011). Despite these 
encouraging advances in ACC clinical strategies, only a minority 
of patients receive any significant survival benefit because of 
a lack of effective therapeutic strategies (Mohan et al., 2018). 
Therefore, it is crucial to understand the underlying molecular 
mechanisms involved in the carcinogenesis, proliferation and 
recurrence of ACC and thus develop effective diagnostic and 
therapeutic strategies.

Over the last decade, microarray technologies and 
bioinformatic analysis have been widely used to detect 
comprehensive mRNA expression levels, which have assisted 
in identifying the differentially expressed genes (DEGs) 
and functional pathways involved in the tumorigenesis and 
progression of ACC. However, because of the rarity of this 
tumor, there has been a problem in identifying potential 
markers to differentiate ACC from other renal neoplasms, 
and thus guiding potential treatment strategy. In the present 
study, three mRNA microarray datasets were downloaded 
from GEO database and analyzed to obtain DEGs between 
cancer tissues and adjacent normal tissues. Subsequently, 
functional pathway enrichment analyses were implemented 
to further understand the molecular mechanisms underlying 
carcinogenesis. The protein–protein interaction (PPI) network 
reveals the functions of all proteins and the importance 

of these interactions with regards to biological processes, 
molecular functions, and signal transduction (Sharan et  al., 
2007; Wu et al., 2009; Bapat et al., 2010). This may provide 
insights into the mechanisms of generation or development 
of diseases.

To investigate candidate biomarkers in tumor tissue and to 
define their value in ACC patients, this work focuses on analyzing 
the gene expression profiles, revealing the underlying biological 
interaction networks and assessing their prognostic value. We 
hypothesize that the oncogenic activity of significant hub genes 
correlates with poor prognosis, and might reveal potential 
prognostic markers and therapeutic targets for ACC.

MATERIALS AND METHODS

Raw Biological Microarray Data
The raw DNA microarray data were obtained from GEO (http://
www.ncbi.nlm.nih.gov/geo) (Edgar et al., 2002) for patients 
with ACC. Corresponding genes converted into the probes were 
converted into symbols according to the annotation information 
in the platform. Three chip data sets GSE14922, GSE19750 and 
GSE90713 (4 normal and 4 ACC samples in GSE14922, 4 normal 
and 44 ACC samples in GSE19750, and 5 normal and 58 ACC 
samples in GSE90713) were downloaded from GEO (Agilent 
GPL6480 platform, Affymetrix GPL570 platform and Affymetrix 
GPL15270 platform, respectively).

Normalization and Elucidation of DEGs
DNA microarray analysis begins with preprocessing and 
normalization of raw biological data. This process removes 
noise from the biological data and ensures its integrity. Next, 
background correction of probe data, normalization, and 
summarization were executed by robust multi-array average 
analysis algorithm17 in affy package of R.

The DEGs between ACC and non‑cancerous samples were 
screened and identified across experimental conditions. Delineating 
parameters such as adjusted P-values (adj. P), Benjamini and 
Hochberg false discovery rate (FDR) and fold change were utilized 
for filtering of DEGs and applied to provide a balance between 
discovery of statistically significant genes and limitations of false-
positives. Probe sets without corresponding gene symbols or 
genes with more than one probe set were removed or averaged. 
Log2FC (fold change) > 1 and adj. P-value <0.01 were considered 
statistically significant.

Functional Enrichment of DEGs
Discerning the role of DEGs in ACC, biological attributes 
including biological processes (BP), molecular functions 
(MF), and cellular components (CC) were extracted from 
Gene Ontology (GO) enrichment analysis (Ashburner et al., 
2000). Kyoto Encyclopedia of Genes and Genomes (KEGG) 
(Kanehisa et al., 2016) is a database resource for understanding 
high-level functions and biological systems from large-scale 
molecular datasets generated by high-throughput experimental 
technologies. The online Database for Annotation, Visualization 

Abbreviations: ACC, adrenocortical carcinoma; DEGs, differentially expressed 
genes; GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes; 
PPI, protein-protein interaction; TCGA, the Cancer Genome Atlas; HPF, high 
power field; DFS, disease-free survival; OS, overall survival; HR, hazard ratio; 
CI, confidence interval; ROC, receiver operating characteristic curve; AUC, area 
under curve; GSEA, Gene set enrichment analysis.
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and Integrated Discovery (DAVID; https://david-d.ncifcrf.
gov/summary.jsp Version 6.8) was used to explore the role 
of development-related signaling pathways in ACC (Huang 
et al., 2007). P-value < 0.05 was considered statistically significant. 
GO enrichment was analyzed and displayed using a bubble chart.

PPI Network Construction and Module 
Analysis
In the present study, the Search Tool for the Retrieval of Interacting 
Genes (STRING; http://string-db.org) (version 10.0) online 
database was used to predict PPI network of DEGs and analyze 
the functional interactions between proteins (Franceschini et al., 
2013). An interaction with a combined score >0.4 was considered 
statistically significant.

Cytoscape (version 3.5), an open source bioinformatics 
software platform, was used to visualize molecular interaction 
networks (Smoot et al., 2011). Molecular Complex Detection 
(MCODE) (version 1.4.2) is a plug-in for Cytoscape used for 
clustering a given network based on topology to find densely 
connected regions (Bandettini et al., 2012). MCODE could 
identify the most significant module in the PPI networks with 
selection as follows: MCODE scores >5, degree cut-off  = 2, 
node score cut-off = 0.2, Max depth = 100 and k-score = 2. 
Subsequently, the KEGG and GO analyses for genes in this 
module were performed using DAVID.

Hub Genes Selection and Analysis
The hub nodes of network with connectivity degrees >10 were 
identified. A network of the 24 genes and their co-expression 
genes was analyzed using cBioPortal (http://www.cbioportal.
org) online platform (Cerami et al., 2012). ClueGO is a 
Cytoscape plug-in that visualizes the non-redundant biological 
terms for large clusters of genes in a functionally grouped 
network (Bindea et al., 2009). The biological process from 
GO and KEGG pathway analysis of hub genes was performed 
and visualized using ClueGO (version 2.5.3) and CluePedia 
(version 1.5.3), a functional extension of ClueGO, plug-in 
of Cytoscape (Bindea et al., 2013). Potential coexpression 
relationship between the 24 hub genes and possible prognostic 
value are shown in a heat map.

Statistical Analysis
Phenotype and expression profiles of hub genes in 76 ACC 
patients from TCGA were analyzed and displayed. Clinical 
and pathological parameters of the cohort were summarized. 
Expression of hub genes was respectively identified as binary 
variables (high vs. low) referring to median expression of each 
hub gene in the TCGA cohort. Then, a LASSO Cox regression 
model was constructed to find independent prognostic factors. 
The significant hub gene expression profiles of common 
neoplasm were analyzed and displayed using Oncomine online 
database (http://www.oncomine.com) (Giordano et al., 2003; 
Giordano et al., 2009).

The Kaplan–Meier method was applied to analyze survival 
differences between groups. The primary end point was overall 

survival (OS) for patients, which was evaluated from the date 
of first therapy to the date of death or last follow-up. Disease-
free survival (DFS), as the secondary end point, was the length 
of time from the initiation of curative treatment to the date of 
progression or the start date of a second-line treatment or the 
date of death, whichever occurred first. The follow-up duration 
was estimated using the Kaplan-Meier method with 95% 
confidence intervals (95%CI) and log-rank test in separate 
curves. Univariate analyses were performed with Cox logistic 
regression models to find independent variables, including age at 
diagnosis, gender, laterality, TNM stage, pathologic stage, mitotic 
rate, invasion of tumor capsule, sinusoid invasion, necrosis, 
Weiss score, new tumor event after first treatment and integrated 
expression score. Parameters with P-value less than 0.1 were 
enrolled in multivariate Cox regression analyses of DFS and OS 
in “Back-LR” method. Integrated score was identified as the sum 
of the weight of each significant hub gene. X-tile software was 
utilized to take the cut-off value. All hypothetical tests were two-
sided and P-values less than 0.05 were considered significant in 
all tests. The receiver operating characteristic curve (ROC) was 
constructed by predicting the probability of a diagnosis being of 
high or low integrated score of significant hub gene expression. 
Area under curve (AUC) analysis was performed to determine 
the diagnostic ability.

Sensitivity Analysis of Chip Datasets
In this study, GSE14922 only contains 4 ACC patients and 4 
normal patients, while datasets 2 and 3 have 44 and 58 ACC 
samples respectively. To avoid penitential bias and see what other 
significant genes may have been missed, the analysis was re-run 
without GSE14922. Prognostic values of DEGs were then also 
tested against the TCGA validation cohort.

Data Processing of Gene Set Enrichment 
Analysis (GSEA)
TCGA database was implemented with the GSEA method using 
the Category version 2.10.1 package. For each separate analysis, 
Student’s-t-test statistical score was performed in consistent 
pathways, and the mean of the differential expression genes was 
calculated. A permutation test of 1000 times was used to identify 
the significantly changed pathways. The adjusted P values (adj. P) 
using Benjamini and Hochberg (BH) false discovery rate (FDR) 
method by default were applied to correct the occurrence of false 
positive results (Subramanian et al., 2005). The significant related 
genes were defined with an adj. P less than 0.01 and FDR less than 
0.25. Statistical analysis and graphical plotting were conducted 
using R software (Version 3.3.2).

RESULTS

This study consisted of three stages. In the first stage, we assessed 
DEGs using three datasets hosted on the GEO platform. In the 
second stage, coexpression, functional annotation of hub genes 
and patient survival analysis were carried out. In the third stage, 
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the most significant hub genes were selected, evaluated and 
integrated to predict their prognostic value.

Identification of DEGs in ACC
After standardization and identification of the microarray results, the 
DEGs (1,804 probe samples with 1,539 DEGs in GSE14922, 2,454 
probe samples with 2,040 DEGs in GSE19750 and 1,216 probe samples 
with 806 DEGs in GSE90713) were determined to be significant 
based on the analysis and the statistical parameters of the data 
processing steps. The overlap among the three datasets included 150  
significant genes and is displayed in the Venn diagram in Figure 1A.

GO and KEGG Enrichment Assessment  
of DEGs
To analyze the biological classification of the DEGs, functional and 
pathway enrichment analyses were performed using DAVID. As 
shown in Supplementary Figure 1, gene ontology (GO) analysis 
indicated that changes in the biological processes of the DEGs were 
significantly associated with the mitotic cell cycle, cell cycle process, 
movement of cells or subcellular components and cell locomotion 
activity. Changes in molecular function were mostly enriched in 
growth factor binding, kinase activity, extracellular matrix structure 
constituents and insulin-like growth factor binding. Changes in 

FIGURE 1 | Venn diagram, PPI network and the most significant module of DEGs. (A) DEGs were selected with a fold change >2 and P-value <0.01 among the 
mRNA expression profiling chip datasets GSE14922, GSE19750 and GSE90713. The 3 datasets show an overlap of 150 genes in the Venn diagram. (B) The PPI 
network of DEGs was constructed using Cytoscape. (C) The most significant module was obtained from PPI network with 24 nodes. Significant edges are marked 
in light blue with a K-score >0.800.
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cellular components were mainly enriched in the chromosome, 
centromeric region, extracellular region, actin cytoskeleton and 
mitotic spindle. KEGG pathway analysis revealed that the DEGs 
were mainly enriched in cell cycle, progesterone-mediated oocyte 
maturation, oocyte meiosis, arachidonic acid metabolism and the 
p53 signaling pathway, summarized in Table 1.

PPI Network Establishment and  
Module Analysis
We constructed the PPI network of the DEGs (Figure 1B) and 
subsequently found the most significant module penal using a 
Cytoscape plugin (Figure 1C). The enrichment profiles from 
DAVID functional analyses of the 24 hub genes suggested that 
the hub genes in this module were primarily enriched in cell 
cycle phase, M phase, the mitotic cell cycle and mitosis (Table 2).

Hub Gene Selection and Analysis
After statistical selection, the significant hub nodes of the network 
included RACGAP1, AURKA, KIAA0101, MAD2L1, ZEH2, 
CCNB1, BIRC5, ZWINT, NDC80, NCAPG, TOP2A, PRC1, 

CENPF, CENPN, FANCI, CDKN3, MND1, RNASEH2A, TYMS, 
CDK1, BUB1B, CCNA2, TPX2 and ANLN. A visual network of 
the 24 genes and their coexpressed genes was set up (Figure 2A). 
The GO biological processes and KEGG functional annotation 
analysis of the hub genes are shown in Figure 2B. The detailed 
functional notes and classification pie charts are provided in 
the Supplementary Figure 2. Of the GO biological processes, 
66.67% of terms belonged to the mitotic cell cycle checkpoint, 
15.79% to mitotic spindle organization, 12.28% to anaphase-
promoting complex-dependent catabolic processes, 3.51% to 
protein localization to kinetochore, and 1.75% to chromosome 
condensation. A heat map shows that a potential coexpression 
relationship may exist between the 24 hub genes, which could 
suggest they have value for prognostic prediction (Figure 2C).

Clinicopathological Statistical Analysis
The clinical and pathological parameters from phenotype and 
expression profiles of the hub genes in 76 ACC patients from The 
Cancer Genome Atlas (TCGA) are summarized in Table 3. Each 
hub gene was classified into dichotomous variables according to 
the median expression in the analysis. Subsequently, the univariate 
survival analysis of the hub genes was performed using a Kaplan–
Meier curve. Apart from MND1, ACC patients with elevated 
expression of the other 23 hub genes showed significantly worse 
OS and DFS (Supplementary Figure 3). LASSO Cox regression 
suggested that ZWINT, PRC1, CDKN3, CDK1 and CCNA2 are 
significant weighted prognostic factors, and that an integrated gene 
panel may serve as an independent penal in ACC samples. The five 
significant hub gene expression profiles showed significantly elevated 
expression in tumor tissues compared with the corresponding 
normal tissues (Figures 3A–E). In addition, differential analysis 
from the ONCOMINE online database of tumor and normal 
tissue in two cohorts indicated that ZWINT, PRC1, CDKN3, CDK1 
and CCNA2 were highly expressed in ACC samples (Figure 3F). 
Elevated expression patterns were significantly associated with 
distant metastasis, necrosis, Weiss score and mitotic rate of >5 
mitoses per 50 high power fields (HPF), plotted in Figure 4.

Cox Regression Analyses and Survival 
Outcomes of the Cohorts
In this study, the integrated expression score was identified 
as the sum of the weight of each binary gene expression. In 
univariate models, traditional prognostic factors, specifically T 
stage, M stage and pathologic stage, were significantly correlated 
with DFS (P < 0.001) and OS (P < 0.001) in ACC patients. 
Importantly, in univariate Cox regression analyses of DFS, 
subgroups of integrated expression score (High vs. Low) showed 
that integrated gene expression amplification significantly 
correlated with poor DFS (P  < 0.001) for ACC patients. In 
addition, mitotic rate (≤5/50 HPF vs. >5/50 HPF) (P = 0.022), 
necrosis (Present vs. Absent) (P = 0.011), Weiss score(≤3 vs. >3) 
(P = 0.008) and new tumor event (Present vs. Absent) (P < 0.001) 
were correlated with poor DFS. In univariate Cox regression 
analyses of OS, invasion of tumor capsule (Present vs. Absent) 
(P = 0.013), sinusoid invasion (Present vs. Absent) (P = 0.011), 
necrosis (Present vs. Absent) (P = 0.026) and new tumor event 

TABLE 1 | KEGG pathways enrichment analysis of DEGs in ACC samples.

Term Description Count 
in gene 

set

P value

Has04110 Cell cycle 7 7.01E-04
Has04914 Progesterone-mediated oocyte maturation 5 6.05E-03
Has04114 Oocyte meiosis 5 0.01757
Has00590 Arachidonic acid metabolism 4 0.01758
Has04115 p53 signaling pathway 4 0.02312
Has05133 Pertussis 4 0.02667
Has06161 Hepatitis B 5 0.04010
Has00380 Tryptophan metabolism 3 0.04228

KEGG, Kyoto Encyclopedia of Genes and Genomes; DEGs, differentially expressed 
genes; ACC, adrenocortical carcinoma.

TABLE 2 | GO and KEGG pathways enrichment analysis of DEGs in the most 
significant module.

Term Description Count in 
gene set

P value

GO:0022403 Cell cycle phase 16 6.836E-19
GO:0022402 Cell cycle process 17 1.154E-18
GO:0000279 M phase 15 1.898E-18
GO:0000278 Mitotic cell cycle 15 9.924E-18
GO:0007067 Mitosis 13 6.478E-17
GO:0000280 Nuclear division 13 6.477E-17
GO:0000087 M phase of mitotic cell cycle 13 8.063E-17
GO:0005819 Spindle 9 4.531E-11
GO:0015630 Microtubule cytoskeleton 11 4.532E-9
GO:0005694 Chromosome 10 3.922E-8
hsa04110 Cell cycle 5 2.268E-5
hsa04914 Progesterone-mediated oocyte 

maturation
4 2.461E-4

hsa04114 Oocyte meiosis 4 5.097E-4

GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes; DEGs, 
differentially expressed genes.

50

https://www.frontiersin.org/journals/genetics#articles
https://www.frontiersin.org/journals/genetics
www.frontiersin.org


Potential Biomarkers in ACCXu et al.

6 September 2019  |  Volume 10  |  Article 821Frontiers in Genetics  |  www.frontiersin.org

(Present vs. Absent) (P < 0.001) were associated with shorter 
OS. However, in multivariate prognostic analysis, new tumor 
event after first treatment (P < 0.001) and integrated expression 
score (P = 0.019) were statistically significant parameters in 
predicting DFS (Table 4). Age at diagnosis (P = 0.003), M stage 
(P = 0.033), new tumor event after first treatment (P = 0.013) 
and integrated expression score (P  < 0.001) were significantly 
associated with shorter OS (Table 5).

*Multivariate Cox regression analyses of OS in 76 enrolled 
ACC patients was run in “Back-LR” method. After integrating 
all the significant gene expression profiles in the Cox regression 
models, the Kaplan–Meier method was used to determine the 
significant survival outcomes (DFS: P < 0.0001; OS: P < 0.0001), 
shown in Figures 5A, B. Meanwhile, ROC curves were generated 
to validate the ability of the logistic model to predict prognosis. 
The AUC index for the integrated gene scores was 0.861 (P < 
0.0001) (Figure 5C).

Sensitivity Analysis of Chip Datasets
To avoid penitential bias and see what other significant genes 
may have been missed, two datasets GSE19750 and GSE90713 
were enrolled to re-run the analysis. The overlap among the two 
datasets, which includes 315 differential expressed genes (DEGs), 
is displayed in the Venn diagram (Supplementary Figure 4A). A 
PPI network of the new DEGs was constructed in Supplementary 
Figure 4B. Subsequently, we selected the most significant module 
penal using M-CODE, a plug-in of Cytoscape, and found 31 hub 
genes including NDC80, MND1, MAD2L1, UBE2C, NCAPG, 
GINS1, CENPN, CDKN3, CCNA2, ZWINT, BIRC5, KIAA0101, 
TOP2A, BUB1B, CCNB1, AURKA, SMC2, ATAD2, PRC1, TPX2, 
CDK1, RACGAP1, TYMS, ANLN, PRIM1, NUSAP1, CENPF, 
SPAG5, SMC4, EZH2, FANCI. Interestingly, five significant DEGs 
we have focused on (ZWINT, PRC1, CDKN3, CDK1, CCNA2) still 
consist of this new module penal (Supplementary Figure 4C), 
indicating a good stability of our molecular model. Eight different 

FIGURE 2 | Interaction network and biological process analysis of the hub genes. (A) Hub genes and their co-expression network were analyzed using cBioPortal. 
Nodes with bold black outline represent hub genes. Nodes with thin black outline represent the co-expression genes. (B) The biological process analysis of hub 
genes was constructed using ClueGO. Different color of nodes refers to the functional annotation of ontologies. Corrected P-value < 0.01 was considered statistically 
significant. (C) Hierarchical partitioning of 24 hub genes was obtained from DNA microarrays. It represent the level of expression of 24 genes across a number of 
comparable samples with high expression samples marked in red and low in blue.
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DEGs are found different from these in three-chipset study, 
including UBE2C, GINS1, SMC2, ATAD2, PRIM1, NUSAP1, 
SPAG5, SMC4. Kaplan-Meier method was used to analyze 
mRNA expression level of 8 hub genes in TCGA cohort, which 
also showed statistically significant correlation with progressive 
progression and poor prognosis (Supplementary Figure 5).

Significant Genes and Pathways Obtained 
by GSEA
A total of 100 significant genes were obtained by gene set 
enrichment analysis (GSEA) with positive and negative 

correlation. Importantly, GSEA was used to perform hallmark 
analysis for ZWINT, PRC1, CDKN3, CDK1 and CCNA2. 
This suggested that the most involved significant pathways 
included mitotic spindle, G2M checkpoint and E2F targets. 
The details are shown in Figure 6.

DISCUSSION

Adrenocortical carcinoma (ACC) is a rare but aggressive cancer, 
with a typically high incidence in children with a TP53 germline 
mutation (Fassnacht et al., 2013). The Wnt/β-catenin pathway and 
IGF-2 signaling have been confirmed as altered signaling pathways 
in ACC patients, while increasing data indicate that the available 
evidence is inadequate for malignant phenotype and poor 
prognosis (Berthon et al., 2010; Heaton et al., 2012), especially 
for the diagnosis of low-grade ACC confined to the adrenal gland 
(Mete et al., 2018). Although there are diagnostic and prognostic 
molecular tests for ACC such as the IGF-2, Ki-67, p53, BUB1B, PBK, 
HURP, NEK2, DAX, Wnt/β-catenin and PI3K signaling pathways, 
they remain largely unutilized in morphologic assessment coupled 
with ancillary diagnostic and prognostic modeling of ACC (Mete 
et al., 2018). Therefore, the major molecular mechanisms in the 
pathogenesis and progression are poorly understood. In 2003 and 
2009, Giordano et al. performed unsupervised cluster analyses of 
transcriptome data to identify subgroups with different prognoses 
(Giordano et al., 2003; Giordano et al., 2009). These two studies laid 
the foundation for the molecular classification and prognostication 
of adrenocortical tumors and also provided a rich source of 
potential diagnostic and prognostic markers. Still, most cases of 
ACC were initially diagnosed with highly aggressive progression 
but were not candidates for curative therapies. Hence, potential 
biomarkers for diagnosis and treatment with high efficiency are 
urgently demanded.

Currently, microarray technology enables comprehensive 
mRNA expression profiling in ACC and can identify and investigate 
new biomarkers involved in tumorigenesis. A total of 150 DEGs 
and 24 hub genes were identified by microarray data analysis. 
GO and KEGG enrichment analysis showed association to the 
cell cycle, especially mitotic cycle checkpoint, mitotic spindle and 
oocyte meiosis, which was the most significant annotated function. 
Furthermore, among the 24 hub genes, the most significant 
molecular prognostic model integrated ZWINT, PRC1, CDKN3, 
CDK1 and CCNA2. Importantly, after reintegrating the weight 
of each gene, the new score was statistically the most significant 
parameter in both univariate and multivariate regression analysis. 
The gene set enrichment analysis (GSEA) method was used to 
visualize the significant signaling pathway analysis of ZWINT, 
PRC1, CDKN3, CDK1 and CCNA2.

ZW10 interactor (ZWINT), an interactor with ZW10, plays 
a vital role in rectifying incorrect centromere-microtubule 
attachment and regulating the miototic spindle checkpoint (Starr 
et al., 2000). Increased expression of ZWINT correlates with poor 
outcomes in human malignancies, including prostate, ovarian, 
bladder and lung cancers (Bhattacharjee et al., 2001; Endoh 
et al., 2004; Urbanucci et al., 2012; Xu et al., 2016). These new 
findings encourage further investigation of the potential clinical 

TABLE 3 | Clinicopathologic characteristics of 76 ACC patients from TCGA 
database.

Characteristics Entire cohort (N = 76)

N (%)
  Age, years
    ≤57 54 (71.1)
    >58 22 (28.9)
  Gender
    Male 30 (39.5)
    Female 46 (60.5)
  Germline testing performed
    Present 12 (18.2)
    Absent 54 (81.1)
  Laterality
    Left 42 (55.3)
    Right 34 (44.7)
  pT stage
    T1 – T2 50 (65.8)
    T3 – T4 26 (34.2)
  pN stage
    N0 68 (89.5)
    N1 8 (10.5)
  M stage
    M0 62 (81.6)
    M1 14 (18.4)
  Pathologic stage
    I – II 46 (60.5)
    III – IV 30 (39.5)
  Histological type
    Myxiod 1 (1.3)
    Oncocytic 3 (3.9)
    Usual 72 (94.7)
  Mitotic rate
    ≤5/50 HPF 26 (38.8)
    >5/50 HPF 41 (61.2)
  Invasion of tumor capsule
    Absent 30 (42.9)
    Present 40 (57.1)
  Sinusoid invasion
    Absent 34 (58.6)
    Present 24 (41.4)
  Necrosis
    Absent 17 (23.9)
    Present 54 (76.1)
  Weiss score
    ≤3 17 (22.0)
    >4 47 (78.0)
  Persistent distant metastasis 
    Absent 56 (73.7)
    Present 20 (26.3)

ACC, adrenocortical carcinoma; TCGA, the Cancer Genome Atlas; HPF, high power field.
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significance in human malignancies, yet the prognostic value of 
ZWINT in ACC has rarely been reported.

Protein Regulator of cytokinesis 1 (PRC1) protein is 
located in the nucleus. It is highly expressed in S and G2/M 
phases and shows an obvious drop in the G1 phase of the cell 
cycle (Freedland et al., 2013). During anaphase, it dynamically 
locates with the mitotic spindle and localizes to the cell 
midbody (Wu et al., 2018). Increasing evidence suggests that 
PRC1 may be involved in a cancer-specific manner, because 
of its negative correlation with p53 and overexpression in 
p53-defective cells in vitro (Li et al., 2004). In addition, Chen 
et al. and Zhan et al. demonstrated that PRC1 contributes 
to tumorigenesis by regulating the Wnt/β-catenin signaling 
pathway in a positive feedback loop (Chen et al., 2016; Zhan 
et al., 2017), in which carcinogenesis and progression may 
feasibly be mediated in ACC.

FIGURE 3 | Oncomine expression analysis of cancer vs. normal tissue. (A–E) Histogram of ZWINT, PRC1, CDKN1, CDK1 and CCNA2 gene expression in 
total tumor spectrum samples vs. normal tissues. (F) Documented expression of significant molecular score in ACC samples. 1. Giordano, T.J., et al., Distinct 
transcriptional profiles of adrenocortical tumors uncovered by DNA microarray analysis. Am J Pathol, 2003 (Giordano et al., 2003). 2. Giordano, T.J., et al., Molecular 
classification and prognostication of adrenocortical tumors by transcriptome profiling. Clin Cancer Res, 2009 (Giordano et al., 2009).

FIGURE 4 | Elevated expression patterns (ZWINT presents in light blue, PRC1 
in light green, CDKN3 in maroon, CDK1 in orange and CCNA2 in purple) were 
significantly associated with (A) new tumor events after first treatments, (B) 
necrosis, (C) Weiss score and (D) mitotic rate >50 high power field (HPF).
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Cyclin-dependent kinase inhibitor 3 (CDKN3) is part 
of the dual-specificity protein phosphatase family that 
dephosphorylates CDK2/CDK1 kinase and other cytokines 
(Hannon et al., 1994). Interestingly, a relationship between 
elevated CDKN3 expression and poor prognosis has been 
reported in many cancers by modulation of the cell cycle, 
mitotic spindle or p53 pathways (Berumen et al., 2014; Fan 
et al., 2015). A previous study has distinguished five genes 
modeling ACC using TOP2A, NDC80, CEP55, CDKN3 and 
CDK1, which may be utilized to form a board of progressive 
and predictive biomarkers for ACC for clinical purpose 
(Xiao et al., 2018). Thus, it is inferred that CDKN3 may be an 
oncogene in human ACC.

Cyclin dependent kinase 1 (CDK1) is a catalytic subunit of 
a highly conserved protein and is involved in many biological 
processes including cell cycle control, DNA damage repair, 
and checkpoint transcription (Skotheim et al., 2008; Enserink 

and Kolodner, 2010). CDK1 plays an important regulatory role 
in the control of the eukaryotic cell cycle by modulating the 
centrosome cycle (Asghar et al., 2015). It has been previously 
reported that inhibition of CDK1 could serve as a therapeutic 
target via microRNA-7 for ACC samples in vivo (Glover et al., 
2015). Meanwhile, CDC2, sharing approximately 63% amino-
acid homology with CDK1, was found to be dysregulated 
in the cell cycle or retinoic acid signaling pathway by meta-
analysis of genomic profiling data of adrenocortical tumors 
(Szabo et al., 2010).

Cyclin-A2 (CCNA2) belongs to a highly conserved cyclin 
family whose members function as regulators of the cell cycle. 
This protein interacts with CDK2 during G1/S and in G2/M 
phase, therefore promoting cell cycle transition (Pagano et 
al., 1992). There is accumulating evidence suggesting a role 
for CCNA2 in tumorigenesis of human malignancies. Kim 
et al. identified an SNP (rs769236) at the CCNA2 promoter 

TABLE 4 | Univariate and multivariate Cox regression analyses of DFS in 76 enrolled ACC patients.

Univariate analysis Multivariate analysis

Covariates HR (95%CI) P value HR (95%CI) P value

Age at diagnosis (≤57 years vs. >58 years) 1.703 (0.819 – 3.541) 0.154
Gender (male vs. female) 0.977 (0.477 – 2.002) 0.950
Laterality (left vs. right) 0.771 (0.381 – 1.563) 0.471
T stage (T1-T2 vs. T3-T4) 3.846 (1.841 – 8.034) <0.001
N stage (N0 vs. N1) 2.151 (0.820 – 5.641) 0.119
M stage (M0 vs. M1) 3.104 (1.471 – 6.546) 0.003 2.193 (0.977 – 4.921) 0.057
Pathologic stage (I - II vs. III - IV) 3.937 (1.853 – 8.364) <0.001
Mitotic rate (≤5/50 HPF vs. >5/50 HPF) 2.851 (1.164 – 6.984) 0.022
Invasion of tumor capsule (Present vs. Absent) 2.074 (0.965 – 4.455) 0.062
Sinusoid invasion (Present vs. Absent) 1.516 (0.678 – 3.389) 0.311
Necrosis (Present vs. Absent) 6.501 (1.542 – 27.404) 0.011
Weiss score (≤3 vs. >3) 2.816 (1.303 – 6.085) 0.008
New tumor event (Present vs. Absent) 16.642 (5.673 – 48.822) <0.001 9.041 (2.983 – 27.234) <0.001
Integrated expression score (High vs. Low) 7.819 (3.569 – 17.114) <0.001 2.767 (1.185 – 6.460) 0.019

DFS, disease-free survival; ACC, clear cell renal cell carcinoma; HR, hazard ratio; CI, confidence interval; HPF, high power field.
*Multivariate Cox regression analyses of DFS in 76 enrolled ACC patients was run in “Back-LR” method. Statistically significant is considered as P value less than 0.05, indicated in bold.

TABLE 5 | Univariate and multivariate Cox regression analyses of OS in 76 enrolled ACC patients.

Univariate analysis Multivariate analysis*

Covariates HR (95%CI) P value HR (95%CI) P value

Age at diagnosis (≤57 years vs. >58 years) 1.957 (0.913 – 4.196) 0.085 4.959 (1.744 – 14.098) 0.003
Gender (male vs. female) 0.996 (0.466 – 2.127) 0.991
Laterality (left vs. right) 1.262 (0.591 – 2.695) 0.548
T stage (T1-T2 vs. T3-T4) 10.693 (4.276 – 28.110) <0.001
N stage (N0 vs. N1) 0.451 (0.171 – 1.191) 0.108
M stage (M0 vs. M1) 7.340 (3.300 – 16.327) <0.001 3.045 (1.094 – 8.477) 0.033
Pathologic stage (I - II vs. III - IV) 7.157 (3.023 – 16.941) <0.001
Mitotic rate (≤5/50 HPF vs. >5/50 HPF) 1.708 (0.743 – 3.926) 0.208
Invasion of tumor capsule (Present vs. Absent) 3.015 (1.257 – 7.231) 0.013
Sinusoid invasion (Present vs. Absent) 3.069 (1.297 – 7.262) 0.011
Necrosis (Present vs. Absent) 5.135 (1.214 – 21.725) 0.026
Weiss score (≤3 vs. >3) 3.467 (1.136 – 10.577) 0.307
New tumor event (Present vs. Absent) 5.833 (2.351 – 14.473) <0.001 3.609 (1.305 – 9.980) 0.013
Integrated expression score (High vs. Low) 18.892 (6.830 – 52.255) <0.001 18.719 (5.122 – 68.415) <0.001

OS, overall survival; ACC, adrenocortical carcinoma; HR, hazard ratio; CI, confidence interval; HPF, high power field.
*Multivariate cox regression analyses of DFS in 76 enrolled ACC patients was run in “Back-LR” method. Statistically significant is considered as P value less than 0.05, indicated in bold.
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that may be significantly associated with an increased risk of 
colon, liver and lung cancers (Kim et al., 2011). In addition, a 
significant delay in liver tumor formation was observed in mice 
with CCNA2-deficient hepatocytes (Gopinathan et al., 2014). 
As well as a prognostic value for CDK1 in ACC (Xiao et al., 
2018), the mitotic checkpoint regulator CCNA2 may combine 
with other cell-cycle coding genes and be involved in aberrant 
regulation of the cell cycle network. It has not been evaluated 
whether this could be an effective approach to ACC treatment.

Our study represents the first attempt to construct a gene 
regulatory network incorporating DEGs and functional annotation 
of hub genes in ACC. An additional strength is that the alteration 
of ZWINT, PRC1, CDKN3, CDK1 and CCNA2 is significantly 
associated with worse OS and DFS, indicating that these genes 
may play important roles in the aggressive malignant phenotypes 
of ACC. At the same time, several limitations of this study are as 
follows. First, the data utilized in the study consisted of unbalanced 
ACC and normal control samples, which were restricted in quantity 
and downloaded from the GEO database, not generated by new 

FIGURE 5 | Prognostic and diagnostic value of integrated significant 
molecular score in ACC samples after LASSO Cox regression. (A–B) 
Kaplan–Meier method was used to perform the significant survival outcomes 
(DFS: P < 0.0001; OS: P < 0.0001). (C) ROC curves of the integrated 
models were synchronously plotted to predict diagnosis probability. Red line 
represents integrated expression score with AUC of 0.861 (P < 0.0001).

FIGURE 6 | Continued
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DNA microarrays. Second, the microarray data contained relatively 
few ACC samples in the public database, and only 76 patients were 
enrolled from the TCGA cohort with corresponding transcriptome 
data. Third, prospective cohort was not used in this study. In 
addition, only the mRNA levels of hub genes are shown in this study, 
thus further functional works and validated cohorts are needed to 
verify these findings.

CONCLUSION

In conclusion, the present study identifies DEGs and hub genes 
that may be involved in poor prognosis and recurrence of ACC 
in silico. The transcriptional profiles of ZWINT, PRC1, CDKN3, 
CDK1 and CCNA2 are of prognostic value, and may assist in better 
understanding the underlying carcinogenesis or progression of ACC. 
Further studies are required to elucidate the molecular pathogenesis 
and alterations in signaling pathways of these genes in ACC.
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FIGURE 6 | A total of 100 significant genes were obtained from GSEA with positive and negative correlation. GSEA was used to perform hallmark analysis in ZWINT, 
PRC1, CDKN3, CDK1 and CCNA2, respectively. Results of GESA suggested that (A–C) ZWINT, (D–F) PRC1, (G–I) CDKN3, (J–L) CDK1, (M–O) CCNA2 significantly 
involved in the same hallmarks pathways including mitotic spindle, G2M checkpoint and E2F targets. 
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SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: 
https://www.frontiersin.org/articles/10.3389/fgene.2019.00821/
full#supplementary-material

SUPPLEMENTARY FIGURE 1 | Functional and pathway enrichment 
analyses were performed using DAVID in bubble chart. (A) Changes in cellular 
components of DEGs were mainly enriched in the chromosome, centromeric 
region, extracellular region, actin cytoskeleton and mitotic spindle. (B) Changes 
in molecular funtions were mostly enriched in growth factor binding, kinase 
activity, extracellular matrix structure constituent and insulin-like grouth factor 
binding. (C) GO analysis results showed that changes in biological processes 
of DEGs were significantly enriched in mitotic cell cycle, cell cycle process, 
movement of cell or subcellular component and cell locomotion activity.

SUPPLEMENTARY FIGURE 2 | A network of the 24 genes and their 
co-expression genes was visualized and displayed in detail. (A) The biologic 
process and KEGG enrichment analysis of the hub genes were shown in different 
color. (B) The detailed functional notes and classification pie charts are listed as 
follows. 66.67% terms belong to mitotic cell cycle checkpoint, 15.79% to mitotic 
spindle organization, 12.28% to anaphase-promoting complex-dependent 

catabolic process, 3.51% to protein localization to kinetochore and 1.75% to 
chromosome consederation.

SUPPLEMENTARY FIGURE 3 | Univariate survival analysis of the hub genes was 
performed using Kaplan-Meier curve. Besides MND1, each elevated expression in 24 
hub gene showed markedly significant worse OS and DFS in ACC samples (P < 0.05).

SUPPLEMENTARY FIGURE 4 | Sensitivity analyze of GSE19750 and 
GSE90713 with Venn diagram, PPI network and the most significant module of 
DEGs. (A) DEGs were selected with a fold change >2 and P-value <0.01 among 
the mRNA expression profiling chip datasets GSE19750 and GSE90713. The 2 
datasets showed an overlap of 315 genes in Venn diagram. (B) The PPI network 
of DEGs was constructed using Cytoscape. (C) The most significant module 
was obtained from PPI network with 31 nodes including ZWINT, PRC1, CDKN3, 
CDK1, CCNA2. Significant edges are marked in light blue with a K-score >0.800.

SUPPLEMENTARY FIGURE 5 | Univariate survival analysis of hub genes from 
sensitivity validated datasets was performed using Kaplan-Meier curve. Eight 
different DEGs are found different from these in three-chipset study, including 
UBE2C, GINS1, SMC2, ATAD2, PRIM1, NUSAP1, SPAG5, SMC4. Kaplan-Meier 
method was used to analysis mRNA expression level of 8 hub genes in TCGA 
cohort, which also showed significant correlation between elevated expression 
and progressive progression or poor prognosis (P < 0.05).
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Colorectal cancer (CRC) is one of the most common causes of cancer-related mortality

worldwide. Most cases of deaths result from metastases, assumed to be shed, in

many cases, before disease detection. Providing reliable predictions of the metastases’

growth pattern may help planning treatment. Available mathematical tumor growth

models rely mainly on primary tumor data, and rarely relate to metastases growth.

The aim of this work was to explore CRC lung metastases growth patterns. We used

data of a metastatic CRC patient, for whom 10 lung metastases were measured while

untreated by seven serial computed tomography (CT) scans, during almost 3 years. Three

mathematical growth models—Exponential, logistic, and Gompertzian—were fitted to

the actual measurements. Goodness of fit of each of the models to actual growth was

estimated using different scores. Factors affecting growth pattern were explored: size,

location, and primary tumor resection. Exponential growth model demonstrated good fit

to data of all metastases. Logistic and Gompertzian growth models, in most cases, were

overfitted and hence unreliable. Metastases inception time, calculated by backwards

extrapolation of the fitted growth models, was 8–19 years before primary tumor diagnosis

date. Three out of ten metastases demonstrated enhanced growth rate shortly after

primary tumor resection. Our unique data provide evidence that exponential growth of

CRC lung metastases is a legitimate approximation, and encourage focusing research

on short-term effects of surgery on metastases growth rate.

SIGNIFICANCE

Providing reliable predictions of the metastases’ growth pattern using mathematical

models may help determining the optimal treatment plan that fits a given patient best

and maximizes the probability of cure.

Keywords: lung metastases, mathematical growth models, exponential growth, logistic growth, gompertzian

growth, primary tumor resection

INTRODUCTION

Colorectal cancer (CRC) is one of the most common causes of cancer-related morbidity and
mortality worldwide. Most cases of deaths result from development of metastatic disease [1].
CRC has a slow natural history (i.e., development of disease) that provides a great opportunity
for early detection and prevention strategies. Surgery is the main curative treatment, but despite
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complete resection of the primary tumor, metastatic disease
might develop in a significant number of patients [2].

The exact dynamics of tumor and metastasis formation
is not well-established. It is assumed that many (if not
most) of metastases are shed before primary tumor is even
detectable [1, 3, 4]. Hence, preventing metastases growth by
adjuvant or perioperative treatments is indicated in many
cases after resection of primary tumor [5, 6]. Providing
reliable predictions of the metastases’ growth pattern using
mathematical models may help determining the optimal
treatment plan.

Growth laws of primary tumors are thoroughly investigated
[7, 8], however, not many mathematical models are dealing
with metastases growth dynamics in humans. Many of the
mathematical models for primary tumor growth are based
on fitting in-vivo data to relatively simple growth models,
such as exponential, logistic, Gompertzian, or power law
[9, 10], and models for metastases dynamics rely on the
same laws. The Gompertzian law is considered most reliable,
because it was found that generally, doubling time of tumors
usually decreases with time. Nevertheless, the assumption of
exponential growth is preferred over logistic or Gompertzian
because it includes one less parameter, which reduces the
degree of freedom in the model, consequently reducing
the difficulty in getting numerical convergence with limited
amount of data. Hence, exponential law is often assumed,
at least for the first period of growth [10–12]. However,
this assumption is hard to prove in vivo, since there are
very few available data of untreated metastases growth in
humans. Moreover, diversity between patients, and between
metastases of the same patient, further increases the challenge
when trying to find growth patterns that can be used
as predictors.

Here, we describe a CRC patient with 10 lung metastases, for
which uncommon data of in vivo growth over time is available.
The metastases were followed and measured—while untreated—
for over 2 years. Our aims were:

◦ To describe metastases growth pattern and decide which of the
three models—Gompertzian, exponential, logistic—fits best.

◦ To determine whether factors such as location and size of
metastases have an effect on growth pattern and rate.

◦ To estimate natural history of the disease (i.e., time of onset
of metastases).

MATERIALS AND METHODS

Data
A 65 years old patient was diagnosed with rectal cancer
TNM stage [13] T3N0 (and colon polyp containing superficial
cancer TNM stage T1N0). A CT scan at the time of first
diagnosis showed also 8mm nodules in the lungs. A PET-
CT scan did not show FDG uptake in these nodules, which
may have implied that these nodules are not malignant. Fifty-
four days after first diagnosis, the primary tumor in rectum
(and colonic polyp) were resected. On post-surgery follow
up, six additional CT scans were conducted, roughly every 6

months, in which 10 lung metastases were evidently growing.
During this time period systemic treatment (chemotherapy,
targeted treatment) was offered, but not administered, because
of personal preference of the patient. The measured volumes
of metastases at these seven timepoints (marked as W1–
W7) are reported in Table 1. See Figure S1 for examples
of CT tomographic images and Figure S2 for illustration of
the locations of all diagnosed metastases (marked #1–#10)
in the lungs.

Modeling
Based on the data available, we wanted to set a growth model
(exponential, Gompertzian, or logistic) for each of the 10
metastases, and assess the values of growth rate parameters.

Exponential growth was modeled by the equation:

9 (t) = N
exp
0 eλt , (1)

where 9 (t) is the metastasis volume at time t, counted from the
day of primary tumor resection, N

exp
0 is the size of metastasis at

t = 0, and λ is the growth rate parameter.
Logistic growth was modeled by the equation:

2(t) =
K logistic

1+

(

K logistic

N
logistic
0

− 1

)

e−rt

, (2)

where 2(t) is metastasis volume at time t, N
logistic
0 is the size of

metastasis at t = 0, K logistic is the limiting tumor size—carrying
capacity, and r is a rate parameter.

Gompertzian growth was modeled by:

8(t) = Kgompe
ln

(

N
gomp
0

Kgomp

)

e−βt

, (3)

where 8(t) is metastasis volume at time t, N
gomp
0 is the size of

metastasis at t = 0, Kgomp is the limiting tumor size and β is a
rate parameter.

Direct fit of the data, by numerical minimization of the sum
of squared errors (SSE) was done for each of the metastases
separately, to optimize the parameter values for each of the

three equations: N
exp
0 and λ in Equation (1), N

logistic
0 , K logistic,

and r in Equation (2) and N
gomp
0 , Kgomp and β in Equation (3).

Specifically, the minimization was done for errors of the model
predictions of the log-volume of tumor size:

SSE =
∑n

i=1

(

ln
(

f
(

ti, p
))

− ln (Yi)
)2
, (4)

where Yi is the observed metastasis volume at time ti and
f
(

ti, p
)

is predicted metastasis volume at the same time, as
calculated by each of the model Equations (1)–(3), depending
on the estimated parameters vector p. The minimization
procedure was performed using the Matlab functions lsqnonlin
and nlinfit.
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TABLE 1 | Metastases sizes measured by CT scans of the patient, at different times marked W1–W7.

W1 W2 W3 W4 W5 W6 W7

Date 17/10/2012 08/05/2013 06/10/2013 22/04/2014 05/10/2014 27/04/2015 29/09/2015

MET1 0.014 0.016 0.050 0.099 0.177 0.326 0.776

MET2 0.178 0.236 0.309 0.754 1.466 3.613 6.589

MET3 0.004 0.101 0.197 0.356 0.544 0.940 1.371

MET4 0.128 0.330 0.506 0.921 2.384 5.370 9.292

MET5 0.108 0.205 0.349 0.674 1.039 3.933 14.547

MET6 – 0.077 0.347 0.479 0.887 3.031 4.475

MET7 – 0.058 0.197 0.410 0.675 1.565 2.138

MET8 0.292 0.807 4.944 8.548 12.718 32.654 66.693

MET9 0.108 0.209 0.361 0.543 0.954 1.338 1.897

MET10 0.175 0.429 2.719 8.045 19.250 55.708 91.538

Primary tumor was resected on 10/12/2012, 54 days after W1. First row is date of the CT scan, and other rows are metastases volumes in cm3.

The fit was done for each metastasis using data of all available
measurements in time, including at time W1, conducted 54
days before resection. Indeed, the growth law and rate may
change between W1 and W2 due to the resection, however we
assumed that the time between W1 and resection time was short
enough that it would change the measure only slightly, within the
measurement error.

Goodness of Fit Analysis
Different criteria for the goodness of fit were compared, in order
to determine the best growth model for each of the metastases,
and the reliability of the estimated parameter values [10, 14].
For this purpose, the root of mean square of errors (RMSE) was
calculated for each of the three models that were fitted to each of
the 10 metastases.

RMSE =
√
MSE =

√

SSE

(n− P)
, (5)

where SSE is defined by Equation (4). The MSE is normalized
to the number of measurements (n) available for the specific
metastasis, and to the number of model parameters (P), to enable
fair comparison between exponential model (where P = 2) and
the other models (where P = 3).

Another criterion used for the goodness of fit of predicted
curves to the data was the adjusted coefficient of determination:

R2 = 1−
n− 1

(n− P)

SSE

SST
, (6)

where SST =
∑n

i=1

(

ln (Yi) − ln (Yi)

)2
, and ln (Yi) is the

time average of the observed log-volumes measured at all n
time-points. This metric quantifies how much of the variability
in the data is described by the model, as the denominator is
proportional to the data variance. In this case, R2is adjusted

to the number of measurements (n) and number of model
parameters (P).

To quantify the reliability of the estimated parameter values,
the variance-covariance matrix of parameters was calculated, in
the context of non-linear least squares regression:

Cov = MSE ·

(

JTJ
)−1

, (7)

where J is the Jacobian of the model as a function of the

parameters vector p: Jij =
∂f (ti ,p)

∂pj
. pj is the jth element of p. The

variance of an estimated parameter pj is defined by the diagonal
element of the covariance matrix, Covjj. This is a measure of
the sensitivity of model prediction to the estimated value of the
parameter pj.

Evaluation of Metastases’ Natural History
After the best fitted models are chosen, and their reliability is
established, the fitted models can be used to estimate the time
of onset of metastasis. For this purpose, the fitted curve with
estimated parameters for each metastasis k was extrapolated
backwards to determine the time of onset of metastasis (Tk),
defined as time of appearance of the first malignant cell,
adopting the evaluation of 10−9 cm3 for the volume of a single
tumor cell. For example, in case of an exponential model the
value for Tk was derived from 9 (t = Tk) = 10−9 cm3. This
method was also used to assess the time of metastasis’ size
reaching to the threshold enabling detection by CT scan (Dk),
approximated as 0.002 cm3.

RESULTS

Fitting and Comparing Growth Models
For every one of the metastases, values for the parameters of each
of the three growth models examined were fitted to the dataset
of all available measurements at times W1–W7. Metastases #6
and #7 were not detectable at W1 timepoint (see Table 1). For
metastasis #3, the measure at W1 was omitted from the fit since it
was very small—close to the limit of detection. The parameters’
optimal values, as well as different scores for goodness of fit
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(see section Materials and Methods), are presented in Tables 2,
3. In general, all growth models provided good fit for most of
metastases, as their predicted curves are within or close to the
measurement error bounds (Figure 1). This accuracy reflects in
the adjusted R squared values (Table 3) which are almost all
>0.94. unlike R2, the SSE and RMSE values are not normalized
to variability of observed values. Hence, comparing SSE or RMSE
values of different metastases would reflect the variability in
absolute values of metastases volumes: metastases that grow
to high volumes would have higher SEE and RMSE values.
However, their values can be used to compare between goodness
of fit of different growth models for the same metastasis, as
detailed bellow.

For metastases numbered 1, 2, 4, 5, comparing goodness
of fit of the three models shows that the exponential
model demonstrated the closet prediction to actual growth
measurements for these metastases in all three scores (see
Table 3). Logistic and Gompertzian models converged with
extremely high values of carrying capacity parameter K
(marked orange in Table 2), which means that they essentially
degenerate into exponent. The variance of K could not
be calculated in those cases, because the Jacobian was
singular or close to singular, i.e., curve fit does not depend
on the value of K. This may point on redundancy in
these models.

For metastases numbered 6, 8, 10 the exponential fit scores
were inferior than those of the other two models. However,
Gompertzian fit has the same problem of parameter redundancy,
where curve fit does not depend on the value ofK (marked orange
in Table 2). The logistic fit is also not reliable in these cases,
since the variance of the parameter K is very large, 10–100 times
its value (marked pink in Table 2). Hence, in these metastases,
exponential model is also the preferable one.

For metastases 3, 7, 9 the logistic curve seems reliable, and it
has better scores than exponential. However, these metastases are
very small in size hence measurement error is relatively large,
and exponential curve is also within this error. Gompertzian
fit is not reliable from the same reasons mentioned above for
other metastases.

For all metastases described above, it seems that using
exponential approximation for the growth law is a good
enough approximation, at least for a range of 2 years from
the time of primary tumor detection and resection (for
the first timepoints of measure W1–W5, or W2–W5 for
metastases #3, #6, and #7).

Variability of Growth Rates of Metastases
Looking at the fitted exponential model parameters, the value of
exponent of the growth rate λ (see Equation 1) is in the same
order of magnitude for all metastases, and its value is estimated
to be the average of their fitted values: 1.48 years−1, with standard
deviation of 0.34 years−1 (Table 2). Their distribution (assumed
to be normal) is presented in Figure 2A. Note, that themetastases
most distant from this mean value are #9 and #10, which are
both located in the left lung, while all other metastases are in
the right lung. Other than that, no relation was found between
fitted growth rates to the metastasis location in the lungs, nor T
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TABLE 3 | Different measures of the goodness of fit, for each of the 10 observed metastases, for the three fitted models.

SSE RMSE Adjusted R2

Exp Logistic Gomp Exp Logistic Gomp Exp Logistic Gomp

MET #1 0.267 0.267 0.297 0.231 0.258 0.272 0.977 0.976 0.967

MET #2 0.317 0.317 0.415 0.252 0.281 0.322 0.968 0.968 0.947

MET #3 0.046 0.016 0.009 0.107 0.074 0.054 0.988 0.996 0.997

MET #4 0.080 0.080 0.112 0.126 0.141 0.167 0.993 0.993 0.988

MET #5 0.761 0.762 0.973 0.390 0.436 0.493 0.948 0.948 0.917

MET #6 0.443 0.424 0.401 0.333 0.376 0.366 0.950 0.953 0.940

MET #7 0.305 0.137 0.083 0.276 0.214 0.167 0.958 0.981 0.985

MET #8 0.959 0.703 0.525 0.438 0.419 0.362 0.949 0.963 0.965

MET #9 0.076 0.020 0.017 0.123 0.071 0.066 0.986 0.996 0.996

MET #10 0.782 0.340 0.402 0.396 0.292 0.317 0.972 0.988 0.982

See Equations (4)–(6).

to its size at the time of detection. The distribution of initial
metastases sizes (at time W1), and the lack of correlation to
growth rate λ can be seen in Figure 2B. The similarity of
exponential growth rates of metastases can be also seen in
Figure 3A, where fitted models for all metastases are presented
on the same graph (note that the figure is presented in log-scale,
and volumes are also normalized to the initially detected volume,
at time W1).

Metastases’ Natural History
If we assume each metastasis has followed the same growth
law since its formation, then for each metastasis k the onset
time (i.e., time of emergence of the first malignant clonogenic
cell,) TK , could be estimated. The earliest possible detection
time (i.e., time of metastasis’ size reaching to the threshold
enabling detection by CT scan,) Dk, could also be evaluated.
These evaluations were obtained by extrapolating backwards
of the fitted exponential growth model, assuming growth rate
was the same through all the time of metastasis’ existence.
Results, presented in Figure 3, show that according to the
model, all metastases were formed 8–19 years before primary
tumor was detected (Figure 3B), however, earliest possible
time on which they could be detected, assuming detection
limit is 0.002 cm3, was years later −1–5 years before primary
tumor detection (This can be seen in Figure 3B, and more
clearly in Figure 3A).

For metastases #3, #6, and #7, the fitted models imply that
they have reached detection limit 3–4 years before primary
detection time (see Figure 3A), and were far larger than this
threshold at the day of disease detection (see smooth lines
compared to the asterisks in corresponding subplots in Figure 1).
This result stands in contrast with the fact that they were
not observed at the CT done on primary tumor detection
(timepoint W1). We assume that these metastases were either
undetectable because their size was bellow detection limit, or
small enough to be missed at the scan, i.e., their size was above
detection limit but close to it. Either way, for these metastases
it seems that growth law was not the same all the time; it
was dramatically changed in the 6 months between W1 and

W2, the beginning of the period for which exponential curve
was well-fitted. The enhanced growth rate for these metastases
between W1 and W2 was evaluated by assuming exponential
growth and fitting it to these two timepoints (taking maximal
possible metastasis size at W1, when it was not detectable, as
0.002 cm3). Results showed its minimal possible value was 5.85,
6.55, and 6.05 years−1 for metastases #3, #6, and #7, respectively.
This is at least four times higher than the growth rate at the
following period of time, between W2 and W7 (Table 2). For
all other metastases, the exponential curve is well-fitted to the
measure at W1, which means that the exponential growth rate
remained the same.

DISCUSSION

Understanding metastases growth is crucial for treating cancer
patients. However, little is known about the dynamics of
untreatedmetastases, because such dynamical data in humans are
rare. In this paper, we used rare data of a metastatic CRC patient,
for which CT measurements of growth of 10 untreated lung
metastases during 3 years are available. We aimed to examine
the common hypothesis that metastases growth rate can be
approximated as exponential. Our results showed that all the
metastases could be regarded as growing exponentially, at least
for the first 2 years after disease detection and primary tumor
resection. Logistic and Gompertzian growth models were also
examined, but in most cases, they are overfitted and could not
be used.

In addition, we found evidence that the exponential growth
curve does not always demonstrate the closet prediction to
actual growth measurements throughout all the follow-up time
period. That was true for the first time period after primary
tumor resection. Our results imply that some of the metastases
(#3, #6, and #7) grew more rapidly between the time of first
diagnosis and shortly after primary tumor surgery, while during
the period of the next 2 years the growth rate was exponential
with a constant, slower rate. This result is supported by literature
describing implications of surgery on metastases growth rate,
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FIGURE 1 | Exponential (smooth red line), logistic (dashed black line), and Gompertzian (dashed-dotted blue line) growth law fits for each of the 10 metastases. Model

parameters were fitted to observed volumes of metastases as measured by CT scans at times W1–W7 (see Table 1). Circles are clinical measurements that models

were fitted to. Asterisk at time W1 (t = 54 days) in met #3 is detected size, that was not used for the fit. Asterisks in mets #6 and #7, which were not detected at time

W1, mark detection limit 0.002 cm3. Vertical line at t = 0 marks the day of primary tumor resection.

especially in the short term. There is emerging evidence that
the stress response caused by surgery as well as anesthesia and
analgesia may promote growth of pre-existing micro-metastasis
[5, 15–18]. Such post-surgery metastatic acceleration (PSMA)
might be related to surgical stress through several mechanisms,
such as suppression of anti-tumor immune response, stimulatory
effects on tumor cells, and activation of the coagulation system
[5, 16–19]. There are mathematical models that assume PSMA

is caused by removal of the suppression that the primary
tumor induces on metastases, through systemic inhibition of
angiogenesis [15, 20, 21]. This mechanism may explain changes
in growth rate between the time before primary resection and
the time after it (which was not examined in this work), but it
does not explain the change in the growth rate during the period
after resection, i.e., in the first month after resection compared
to the next following years. Our results show that the most
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FIGURE 2 | (A) Distribution of the growth rate parameter λ in the fitted exponential models for the 10 metastases. Circles are the specific values of λ, for all

metastases (as detailed in Table 2), and a gaussian curve is presented, assuming normal distribution around the mean value: 1.48 years−1, with standard deviation of

0.34 years−1. (B) Scattering of the growth rate parameter λ vs. initial metastases’ volumes, measured at time W1. Circles are the specific values, for all metastases,

and a linear model trendline of their correlation is presented. No significant correlation was observed (correlation coefficient 0.43).

significant impact of surgery is in the short term, at least for
some of the metastases. It implies that other mechanisms, which
decay shortly after surgery, for example—increased angiogenesis
factors production due to wound healing [22], are dominant and
should be investigated.

For the period of 6 months up to 2–3 years after surgery, all
the metastases could be modeled as exponentially growing. The
value of the growth rate parameter λ (see Equation 1) is quite
similar for all of them, with a mean value of 1.5 years−1. Based on
these results, we can assume that exponential growth assumption
is legitimate for most of metastases. Moreover, it is reasonable
to assume a single value for the growth rate parameter that
would fit all metastases found at the same site, as done in some
mathematical models [11, 23]. No relation was found between
fitted growth laws or rates to the metastases sizes or locations
within the lungs.

A timeline of disease progression was constructed and
estimated that onset of metastases occurred 8–19 years before
primary tumor was detected (Figure 3B), and that they grew
slowly and became detectable several years later. This was done
by backwards extrapolation of the exponential fitted curves,
assuming that growth rates before and after resection were the
same. However, if we assume that the growth rate was faster—
or at least not slowed—after surgery, then the real inception
time was no later (and possibly earlier) than at the estimated
times shown in Figure 3B. This result reinforces the notion
that metastases were formed many years before detection of
primary tumor [1, 5, 12]. The growth dynamics of metastases
before primary tumor resection may be further investigated

by applying a natural history model on this patient’s data,
developed by Hanin et al. [23]. As validated here, we can use
this model under the assumption of exponential growth after
resection, with one value for the growth rate parameter for
all metastases.

It is well-known that great variability exists between different
primary tumors, between different patients with the same
primary tumor and even between metastases at different
locations in the same patient [24–26]. The main limitation of
this work is that it is based on data of a single patient with
rectal cancer metastatic to lungs. Different growth patterns
might apply to other sites of metastases or to other primary
tumors. Also, all measurements are prone to minute deviation
errors especially when millimetric lesions are measured on a
bidimensional CT scan. It would be interesting to analyze in
the same way data of other patients with measurable metastases
either in the lungs or other sites, either from CRC or other
primary tumors. Another limitation is the fact that metastases
were measured along 3 years period only. The dynamics of
metastases growth before first diagnosis and more than 3 years
after primary tumor resection are lacking. Hence other factors
that could influence growth patterns in time are beyond the scope
of this case.

In summary, our unique and uncommon data provide
firm evidence that exponential growth model demonstrated
precise prediction to actual growth measurements of CRC lung
metastases, at least for a limited time period, starting half a
year after surgery until about 2 years afterwards. In addition,
the results imply that growth rate of some metastases might
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FIGURE 3 | Exponential growth law fits for all 10 metastases (colored lines), with estimated date for each metastasis onset (filled triangles, marked by Tk for each

metastasis #k), and estimated date for its earliest possible detection (filled circles, Dk ). Tk and Dk values were extrapolated from the fitted models, assuming growth

rates did not change since metastasis’ onset. In (A), measured volumes are normalized to each metastasis initial volume at time W1. Early growth of metastasis

(<0.005 cm3 ) is not presented, hence Tk values are not shown. In (B), early growth of metastasis is presented, and the whole timeline of the disease natural history is

shown. Blue and black vertical lines represent the days of disease detection (W1) and of primary tumor resection (WR), respectively.

accelerate shortly after primary tumor surgery, getting more
moderated later. These results encourage further research of the
suggested mechanisms for metastases growth acceleration caused
by short-term effects of surgery, and of the effects of adjuvant
treatment in this period of time.
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Figure S2 | A scheme based on the CT scans, showing locations of all 10
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SNAREs (soluble N-ethylmaleimide-sensitive factor activating protein receptors) are
a group of proteins that are crucial for membrane fusion and exocytosis of
neurotransmitters from the cell. They play an important role in a broad range of cell
processes, including cell growth, cytokinesis, and synaptic transmission, to promote
cell membrane integration in eukaryotes. Many studies determined that SNARE proteins
have been associated with a lot of human diseases, especially in cancer. Therefore,
identifying their functions is a challenging problem for scientists to better understand
the cancer disease as well as design the drug targets for treatment. We described
each protein sequence based on the amino acid embeddings using fastText, which
is a natural language processing model performing well in its field. Because each
protein sequence is similar to a sentence with different words, applying language model
into protein sequence is challenging and promising. After generating, the amino acid
embedding features were fed into a deep learning algorithm for prediction. Our model
which combines fastText model and deep convolutional neural networks could identify
SNARE proteins with an independent test accuracy of 92.8%, sensitivity of 88.5%,
specificity of 97%, and Matthews correlation coefficient (MCC) of 0.86. Our performance
results were superior to the state-of-the-art predictor (SNARE-CNN). We suggest this
study as a reliable method for biologists for SNARE identification and it serves a basis
for applying fastText word embedding model into bioinformatics, especially in protein
sequencing prediction.

Keywords: SNARE proteins, deep learning, convolutional neural networks, word embedding, skip-gram

INTRODUCTION

Soluble N-ethylmaleimide-sensitive factor activating protein receptors (SNAREs) are the most
important and broadly studied proteins in membrane fusion, trafficking, and docking. They are
membrane-associated proteins that consist of distinguishing SNARE domains: heptad restates
∼60 amino acids in length that are predicted to assemble coiled-coils (Duman and Forte, 2003).
Most SNAREs consist of only one SNARE motif adjacent to a single C-terminal membrane
(e.g., syntaxin 1 and synaptobrevin 2). Figure 1 shows the domain architecture of some example
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FIGURE 1 | Domain architecture model of SNARE proteins.

SNAREs (e.g., syntaxin, SNAP-25, or Vam 7). As shown
in these proteins, SNAREs generally consist of a central
“SNARE domain” that is flanked by a variable N-terminal
domain and a C-terminal single α-helical transmembrane anchor
(Ungermann and Langosch, 2005). SNARE proteins are crucial
for a broad range of cell processes, e.g., cytokinesis, synaptic
transmission, and cell growth, to promote cell membrane
integration in eukaryotes (Jahn and Scheller, 2006; Wickner
and Schekman, 2008). There are two categories of SNARE:
v-SNAREs incorporated into the membranes of transport vesicles
during budding, and t-SNAREs associated with nerve terminal
membranes. Researchers have recently identified a lot of SNARE
proteins in human and they demonstrated that there is a
crucial link between SNARE proteins and numerous diseases
[e.g., neurodegenerative (Hou et al., 2017), mental illness
(Dwork et al., 2002), and especially cancer (Meng and Wang,
2015; Sun et al., 2016)]. As a detail, a 1 bp deletion in
SNAP-29 causes a novel neurocutaneous syndrome (Sprecher
et al., 2005), mutation in the b-isoform of neuronal SNARE
synaptosomal-associated protein of 25 kDa (SNAP-25) results
in both diabetes and psychiatric disease (Jeans et al., 2007),
mutations in VPS33B cause arthrogryposis–renal dysfunction–
cholestasis (ARC) syndrome (Gissen et al., 2004), and so on.

Because SNARE proteins play an essential molecular
function in cell biology, a wide variety of techniques were
presented and used to investigate them. One of the best studies
on SNAREs is molecular docking of synaptic vesicles with
the presynaptic membrane in neurons. Another solution is
to identify SNAREs from unknown sequence according to
their motif information. In order to address it, Kloepper
team is a first group that used bioinformatics techniques in
this kind of problem. In their research, they have already
built a database for retrieving and classifying SNARE
proteins (Kloepper et al., 2007, 2008; Kienle et al., 2009).
Furthermore, SNARE functions in sub-Golgi localization
had also been predicted using bioinformatics techniques
(van Dijk et al., 2008). Yoshizawa et al. (2006) identified
SNAREs in membrane trafficking via extracting sequence
motifs and the phylogenetic features. In the latest work, Le and
Nguyen (2019) identified SNAREs by treating position-specific
scoring matrices as images to feed into 2D convolutional
neural network (CNN).

To our knowledge, only the study from Le and Nguyen (2019)
conducted the SNARE protein prediction in membrane fusion by
using machine learning techniques. However, their performance
results need a lot of improvements, and we therefore motivate
to create a better model for this. To address this, we transform
the protein sequences into a continuous bag of nucleobases using
fastText model (Bojanowski et al., 2017) and then carry out to
identify them with the use of deep neural networks. Releasing
by Facebook Research, fastText is a natural language processing
(NLP) model for word embedding and text classification. It uses
neural network for learning text representations and since its
discovery, it has been used in a lot of different NLP problems
(Joulin et al., 2017). It has been also used in interpreting biological
sequences such as DNA sequences (Le, 2019; Le et al., 2019b) and
protein sequences (Asgari et al., 2019), and here we provide a
different application with a more in-depth analysis.

The idea is to treat protein sequence as a sentence and amino
acids as words, we used fastText to train the language model on
all sequences. Subsequently, this language model will be used to
generate vectors for protein sequences. At the latest stage, we
used a deep neural network to learn these vectors as features
and perform supervised learning for classification. The rest of
this paper is organized as follows: our materials and methods
are introduced in the section “Methods”; some of our relevant
experiments and results are introduced in the section “Results”;
discussions of the model performance as well as limitations are
given in the section “Discussion.”

METHODS

Figure 2 illustrates our flowchart which consists of three major
processes: data collection, training fastText model and 1D CNN
model. We describe the detailed description of our approach in
the following paragraphs.

Data Collection
The dataset retrieved from the National Center for Biotechnology
Information (NCBI) (by 4-2-2019) (Coordinators, 2015), which
is a large suite of online resources for biological information
and data. Moreover, on-line resource conserved domain database
(CDD) (Zheng et al., 2014) suggested that “SNARE superfamily”
members could be identified using the SNARE motif “cl22856,”
therefore, we used this information to generate non-redundant
(annotated) SNARE proteins. This step ensures that we collected
all corrected SNARE proteins including SNARE motif. There
are many protein sources in NCBI, and we chose to collect all
protein sequences from RefSeq (Pruitt et al., 2006). Next, to
prevent overfitting problem, we used CD-HIT (Fu et al., 2012)
to eliminate the redundant sequences with similarity greater than
30%, and the rest of proteins reaches 26,789 SNAREs. We used
full sequences of proteins, thus it includes typical coiled coil as
well as other motifs.

In the next step, we collected a negative set to treat our
problem as a binary classification between positive (SNAREs)
and negative set. To perform this, we retrieved all general
proteins without the SNARE motif and with similarity more
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FIGURE 2 | Flow chart of this study.

than 30%. Because the number of negative data was much
higher than the number of positive data, it will cause
difficulties in machine learning problem. Therefore, we randomly
selected 26,789 negative samples to give balance training in
our problem.

Amino Acid Embedding Representation
Encouraged by the high performance of word embedding in
many NLP tasks, we presented a similar feature set called “amino
acid embedding.” The objective is to apply recent NLP models
into biological sequences. It was first proposed by Asgari and
Mofrad (2015) and successfully used to solve the latter biological
problems related to sequence information (Habibi et al., 2017;
Vang and Xie, 2017; Öztürk et al., 2018). Nevertheless, with
the use of Word2Vector to describe the biological sequences,
these findings had some disadvantages such as out-of-vocabulary
cases for unknown words as well as not taking care of the inner
structure of words. Accordingly, a critical issue therefore needs
to be resolved is that instead of using an single specific vector
representation for the protein word, the internal structure of
each word needs to be taken into account. Facebook suggested

fastText, which is a Word2vec extension that can handle the
word as a continuous bag of character n-grams (Bojanowski
et al., 2017), to perform this task. The vector for a word
therefore consists of the number of n-grams of this type. It
has been shown that fastText was more accurate than using
Word2vec in a variety of fields (Joulin et al., 2017). Inspired
by its accomplishments, previous researchers used it to describe
biological sequences such as DNA enhancer sequence (Le et al.,
2019b), DNA N6-methyladenine sites (Le, 2019) and protein
sequence (Asgari et al., 2019).

The goal of this step is to encode nucleotides by establishing
their vector space distribution, enabling them to be adopted
by supervised learning algorithms. To perform a supervised
learning classification, we need a set of features having the same
dimension. Nonetheless, our protein sequences are of different
lengths, so to address this issue, we set the embedding vector
dimension to 100. This means that each protein sequence is
represented as real numerical values of 100 and can be fed directly
without pre-processing into any machine learning classifier. We
have more special features for a good prediction by bringing this
information into the dataset.
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Convolutional Neural Network
Convolutional neural network generally consists of multiple
layers with each layer performing a particular function of
translating its output into a functional representation. All layers
are combined to form the architecture of our CNN system using
a specific order. Similar to many published works in this field (Le
et al., 2018, 2019a,c; Nguyen et al., 2019), different layers used in
CNN for the current study include:

(1) Input layer of our CNN is a 1D vector, which is a vector of
size 1× 100 (created by fastText model).

(2) Convolutional layers were used as convolution operations
to extract features embedded in the 1D input vector. These
layers took a sliding window with specific stride shifting
across all the input shapes. After sliding, the input shapes
will be transformed into representative values. The spatial
relationship between numeric values in the vectors has
been preserved in this convolutional process. It will help
this layer learn the important features using small slides
of input data. Since the input of our CNN model is a
vector of small size, we used the kernel size of 3 to deduce
more information. This number of kernel has been used
in previous works on CNN (Le et al., 2017, 2018, 2019a).

(3) Activation layer was performed after convolutional layers.
It is an additional non-linear operation, called ReLU
(Rectified Linear Unit) and is calculated as follows:

f (x) = max (0, x) (1)

Where x is the number of inputs in a neural network. The
purpose of ReLU is to introduce non-linearity in our CNN
and help our model learn better from the data.

(4) Pooling layer was applied in convolutional layers to
reduce the computational size for the next layers. There
are three types of pooling layers, and we selected max
pooling in our architecture to select the maximum value
over a window of 2.

(5) Dropout layer was applied aiming to reduce the
overfitting of our model and also to improve the
performance results in some cases (Srivastava et al., 2014).

(6) Flatten layer was used to transform the input matrix into
a vector. It always stand before fully connected layers.

(7) Fully connected layer was usually applied in the last
stages of neural network architectures. In this layer,
each node is fully connected with all the nodes of the
previous layers. Two fully connected layers have been
included in the current model. The first one connected
all the input nodes to the flatten layer to help our model
to gain more knowledge and perform better. This one
was then connected to the output layer by the second
layer. The number of nodes in the output layer is equal
to 2 as identifying SNARE proteins was as a binary
classification problem.

(8) Softmax was an evaluation function standing at the output
of the model to determine the probability of each possible

output. Its function could be calculated by the formula:

σ (z)i =
ezi∑K

k=1 ezk
(2)

where z indicates the input vector with K-dimensional
vector, σ(z)i is real values in the range (0, 1) and ith class
is the predicted probability from sample vector x.

Assessment of Predictive Ability
We firstly trained the model on the entire training set using 5-fold
cross-validation technique. Since every 5-fold cross-validation
produces different results each time, we performed ten times 5-
fold cross-validation to achieve more reliable results. Thereafter,
we reported the cross-validation performance by averaging all
the ten times cross-validation tests. In the training process,
hyper-parameter optimization has been used to identify the best
parameters for each dataset. Finally, an independent test was
applied to evaluate the performance and to ensure preventing any
systematic bias in the cross-validation set.

Moreover, to evaluate the performance of our method,
we applied Chou’s criterion (Chou, 2001) used in many
bioinformatics studies. With this criterion, some standard
metrics sensitivity, specificity, accuracy and Matthews correlation
coefficient (MCC) are as follows:

Sensitivity = 1−
N+−
N+

, 0 ≤ Sen ≤ 1 (3)

Specificity = 1−
N−+
N−

, 0 ≤ Spec ≤ 1 (4)

Accuracy = 1−
N+− + N−+
N+ + N−

, 0 ≤ Acc ≤ 1 (5)

MCC =
1−

(
N+−
N+ +

N−+
N−

)
√(

1+ N−+−N+−
N+

)(
1+ N+−−N−+

N−

) ,

−1 ≤ MCC ≤ 1 (6)

The relations between these symbols and the symbols in Eqs.
(3–6) are given by:


N−+ = FP
N+− = FN

N+ = TP + N+−
N− = TN + N−+

(7)

Where TP, FP, TN, FN are true positive, false positive, true
negative, and false negative values, respectively.
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RESULTS

Composition of Amino Acid
Representation in SNAREs and
Non-SNAREs
In this section, we would like to analyze the differences between
SNARE and non-SNARE sequences in our dataset by computing
the composition of amino acid representation between them. The
amino acids which had the highest frequency in the positive
and negative set are shown in Figure 3. It is easy to point
out some of the differences between the two types of dataset.
For instance, we were aware of the higher frequency of amino
acid L, and F, and R in the SNARE proteins but lower in the
non-SNAREs. Otherwise, the amino acids that appeared a lot in
non-SNARE sequences are G, T, N, and D. Besides, we plotted
the standard error bars at each column to statistically see the
differences among amino acid compositions. These error bars
aim to calculate confidence intervals, or margins of error to
quantify uncertainty. As shown in Figure 3, there are some
amino acids had significantly differences (with no overlap error
bars) such as N, D, G, L, F, and T. Therefore, these amino acids
might play a crucial role in identifying SNARE sequences and
they can be special features that help our model predict SNAREs
with high accuracy. This finding also plays an important role

in further research that aims to analyze the motif information
in SNARE proteins.

Hyperparameters Optimization
Hyper-parameters are architecture-level parameters and
are different from parameters of a model trained via
backpropagation. To tune hyperparameters, we used the
approach to choose a set of hyperparameters for speeding up the
training process as well as preventing overfitting. As suggested by
Chollet (2015), each step of the above hyper-parameter-tuning
approach was integrated into the hyper-parameter-tuning
process as follows:

• Selecting a specific set of hyper-parameters.
• Creating the model according to the specific set.
• Evaluating the performance results using testing dataset.
• Moving to the next set of hyper-parameters.
• Repeating.
• Measuring performance results on an independent dataset.

Keras framework library (Chollet, 2015) with a TensorFlow
backend (Abadi et al., 2016) was used as a deep learning
framework to build the 1D CNN architecture. We performed
grid search on training set and used accuracy to select the next
set of hyperparameters. Furthermore among the six optimizers

FIGURE 3 | Composition of amino acid in SNAREs and non-SNAREs.
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in Keras [e.g., Adam, Adadelta, Adagrad, Stochastic Gradient
Descent (SGD), RMSprop, and Adamax], Adadelta has given a
superior performance. Therefore, we used Adadelta in our model
to achieve an optimal result. This point is also proven in the
previous protein function prediction using CNN (Le et al., 2017;
Nguyen et al., 2019).

SNARE Identification With Different
n-Gram Levels
After tuning the optimal parameters for 1D CNN model, we
evaluated the performance of this architecture on the datasets
of different n-gram levels (from 1 to 5). In this step, all the
measurement metrics were used to evaluate the comparative
performance in both cross-validation and independent test. The
result is displayed in Table 1. Table 1 shows that the performance
results of n-gram levels are proportional. We were not able
to achieve the best performance unless we used high levels of
n-gram values. To maximize the performance of our models,
we should choose the n-gram levels from 4 (accuracy of more
than 97%). This means that the model only captures the special
information in a high level of n-gram, increasing high level of
n-gram will help to increase much in the results. In this study,
we chose n-gram = 5 with the best metrics (accuracy of 97.5 and
92.8% in the cross-validation and independent test, respectively)
to perform further experiments.

In most of the supervised learning problems, our model can
perform well during training test, but worse in another invisible
data. This is called overfitting and our study, no exception also
included in this issue. Therefore, an independent test was used
in our study to ensure that our model also works well in a blind
dataset with unseen data. As described in the previous part, our
independent dataset contained 4,465 SNAREs and 4,465 non-
SNAREs. None of these samples occur in the training set. As
shown in Table 1, our independent testing results also comply
with cross-validation results in most metrics. To detail, our
independent testing performance achieved the accuracy of 92.8%,

sensitivity of 88.5%, specificity of 97%, and MCC of 0.86. There
is a very few overfitting in our model and it can demonstrate that
our model has been well done in this type of dataset. Another
reason is the use of dropout inside CNN structure and it helps us
prevent overfitting.

Comparative Performance Between
Proposed Method and the Existing
Methods
From the previous section, we chose the combination of 1D
CNN and 5-gram as our optimal model for SNARE identification.
In this section, we aim to compare the effectiveness of our
proposed features with other research groups studying the same
problem. As mentioned in the literature review, there have been
some published works on identifying SNARE proteins using
computational techniques. However, among of them, there is
only one predictor to propose the machine learning techniques
on predicting SNARE (Le and Nguyen, 2019). Therefore, we
compared our performance with them in both cross-validation
and independent test. Table 2 shows the performance results by
highlighting the higher values for each metrics. It is clear that
on average, our method outperforms the previous model in all
measurement metrics. Therefore, we are able to generate effective
features for identifying SNAREs with a better performance than
PSSM profiles which had been used in the previous work.

DISCUSSION

Based on the outstanding results of word embeddings in
NLP, applying it to protein function prediction is an essential
concern for biological researchers. In this study, we have
approached a method using word embedding and deep learning
for identifying SNARE proteins. Our structure is a combination
between fastText (to train vectors model) and 1D CNN (to
train deep learning model from the generated vectors). By using
fastText, the protein sequences have been interpreted via different

TABLE 1 | Performance results on identifying SNAREs with different n-gram levels.

Cross validation Independent

n-gram Sens Spec Acc MCC Sens Spec Acc MCC

1 83.8 88.7 86.3 0.73 39.4 94.6 67 0.41

2 93.7 91.6 92.6 0.85 83.1 87.4 85.2 0.71

3 95.8 97.6 96.7 0.93 87.4 95 91.2 0.83

4 96.7 98.1 97.4 0.95 88.7 96.4 92.6 0.85

5 96.6 98.4 97.5 0.95 88.5 97 92.8 0.86

TABLE 2 | Comparative performance of predicting SNAREs between the proposed method and the previous published work.

Cross validation Independent

Predictor Sens Spec Acc MCC Sens Spec Acc MCC

SNARE-CNN 76.6 93.5 89.7 0.7 65.8 90.3 87.9 0.46

Ours 96.6 98.4 97.5 0.95 88.5 97 92.8 0.86

The bold values is to show the significant values for each metric.

Frontiers in Physiology | www.frontiersin.org 6 December 2019 | Volume 10 | Article 150173

https://www.frontiersin.org/journals/physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-10-01501 December 9, 2019 Time: 16:41 # 7

Le and Huynh Identifying SNARE Proteins Using FastText

representations and we could generate the hidden information
of them. While the other NLP models do not have sub-
word information, it is an advantage of fastText that can
help to improve this problem. Benefits of fastText when
comparing to the other features have been also proven in
the previous works based on their results (Do and Khanh
Le, 2019; Le, 2019; Le et al., 2019b). We used 5-fold cross-
validation set to train our model and an independent set to
examine the performance results. Compared to the state-of-
the-art predictor, our method produced superior performance
in all the typical measurement metrics. Through this study,
biologists can use our model to identify SNARE proteins with
high accuracy and use them as necessary information for drug
development. In addition, we contribute a method to interpret
the information of protein sequences and further research is
able to apply in bioinformatics research, especially in protein
function prediction.

Furthermore, we provided our source codes and datasets
at https://github.com/khanhlee/fastSNARE. The readers and
biologists are able to reproduce our results as well as
perform their classifications according our method. We also
hope that our future research would be able to provide
a web-server for the method of prediction as presented
in this paper. Moreover, a limitation of using language
model is that it could not consider mutations and SNPs in
SNARE sequence. Therefore, further studies could integrate
these information into fastText model to improve the
predictive performance.
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Background: Rectal cancer is a disease characterized with tumor heterogeneity. The

combination of surgery, radiotherapy, and chemotherapy can reduce the risk of local

recurrence. However, there is a significant difference in the response to radiotherapy

among rectal cancer patients even they have the same tumor stage. Despite rapid

advances in knowledge of cellular functions affecting radiosensitivity, there is still a lack

of predictive factors for local recurrence and normal tissue damage. The tumor protein

DNp73 is thought as a biomarker in colorectal cancer, but its clinical significance is

still not sufficiently investigated, mainly due to the limitation of human-based pathology

analysis. In this study, we investigated the predictive value of DNp73 in patients with

rectal adenocarcinoma using image-based network analysis.

Methods: The fuzzy weighted recurrence network of time series was extended to

handle multi-channel image data, and applied to the analysis of immunohistochemistry

images of DNp73 expression obtained from a cohort of 25 rectal cancer patients who

underwent radiotherapy before surgery. Two mathematical weighted network properties,

which are the clustering coefficient and characteristic path length, were computed for

the image-based networks of the primary tumor (obtained after operation) and biopsy

(obtained before operation) of each cancer patient.

Results: The ratios of two weighted recurrence network properties of the primary

tumors to biopsies reveal the correlation of DNp73 expression and long survival time,

and discover the non-effective radiotherapy to a cohort of rectal cancer patients who

had short survival time.

Conclusion: Our work contributes to the elucidation of the predictive value

of DNp73 expression in rectal cancer patients who were given preoperative

radiotherapy. Mathematical properties of fuzzy weighted recurrence networks of

immunohistochemistry images are not only able to show the predictive factor of DNp73

expression in the patients, but also reveal the identification of non-effective application

of radiotherapy to those who had poor overall survival outcome.

Keywords: fuzzy weighted recurrence networks, network properties, multi-channel images, DNp73,

immunohistochemistry, predictive biomarker, rectal cancer, survival outcome
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1. INTRODUCTION

Colorectal cancer (CRC) is the third most common cancer
in the world (Arnold et al., 2017). There are around 6,500
new diagnosed cases of CRC yearly among the population of
Sweden. The causes for CRC are considered to be associated
with gene mutations, gene variants, and changed expression of
proteins. The combination of surgery and radio-chemotherapy is
the most beneficial regimens in current treatment of advanced
rectal cancer. Preoperative radiotherapy (RT) is often given to
rectal cancer patients as a complement to surgery to improve
treatment outcome. However, tumor recurrence plays a major
cause of death for progressive rectal patients after surgery. As a
result, a significant proportion of patients did not benefit from
preoperative RT (Fan et al., 2013).

It remains up to date that the clinical testing of specific

mutations in KRAS, BRAF, RAS, and RAF genes along with
mismatch repair gene deficiency assists either as prognostic or

predictive biomarkers in CRC (Sinicrope et al., 2016; Zarkavelis
et al., 2017). Other methods for identifying biomarkers in
the treatment of CRC include molecular subtype classification
(Cuyle and Prenen, 2017), identifying molecular signatures at
protein and RNA levels by microarray analysis (Rahman et al.,
2019), protein identification in cell proliferation and new blood
vessels (Chatterjee et al., 2019), changes in the amounts of
certain proteins (Letellier et al., 2017), and proteomic strategies
(Lee et al., 2018). A recent review of methods for discovering
prognostic and predictive biomarkers in CRC for personalized
therapy can be found in Patel et al. (2019).

The role of predictive biomarkers is known to be essential
for the field of radiation oncology (Yaromina et al., 2012).
While most efforts aim to improve cancer treatment with respect
to physical conditions and technology, such as precision in
treatment plans and dose administration (Sonke and Belderbos,
2010), the inclusion of patient-specific biological characteristics
into cancer treatment decision would be very useful for
personalized treatment. However, such important biological
information of individual patients is not well explored. To
achieve this purpose, predictive biomarkers are needed to guide
radiation oncologists to determine optimal dose prescription,
select patient-specific schemes, and treatments for individual
cancer patients (Yaromina et al., 2012).

However, it is a big challenge to find predictive biomarkers
that can select patients who can benefit from RT, although our
and other groups have spent much effort to identify potential
predictors for the RT response (Ryan et al., 2016; Ye and
Guo, 2019). A previous study of our group suggested that p73
independently predicted poor prognosis in colorectal cancer and
p73-negative tumors tended to have a lower local recurrence after
RT compared with unirradiated case (Ye and Guo, 2019).

One of important reasons is that the TP73 gene expresses
isoforms with divergent and/or opposing roles in cancer. These
are mainly categorized in two classes, the anti-oncogenic TAp73
isoforms, which contain an intact N-terminal, transactivation
domain, and the oncogenic DNp73 isoforms, which lack part
or whole of the transactivation domain and act as dominant
negative forms of TAp73 proteins (Logotheti et al., 2013). The

TAp73 isoforms are generated from an external P1 promoter. The
DNp73 proteins are transcribed (a) by the P1 promoter, followed
post-transcriptionally by alternative splicing in exons 2 and/or 3
at the 5′ end (Stiewe et al., 2002), or (b) by an alternative, internal
P2 promoter which generates variants lacking exons 2 and 3, but
instead containing an exon 3′ that encodes for a unique 13-amino
acid domain (Irwin, 2006). Additional complexity is created by
alternative splicing in the 3′ end, which gives rise to a large
number of C-terminal variants of the abovementioned isoforms
(Logotheti et al., 2013). Altogether, the TP73 gene expresses
at least 35 mRNA variants, which can encode theoretically 29
different p73 protein isoforms (Murray-Zmijewski et al., 2006).
Notably, the ratio between TAp73 and DNp73 isoforms has
essential effects on the cellular response (Dulloo et al., 2010;
Rufini et al., 2011).

The imbalance between TAp73 and DNp73 isoforms may
be useful to predict response to chemotherapy and prognosis
(Muller et al., 2005; Lucena-Araujo et al., 2015). High DNp73
expression has strong correlation with unfavorable prognosis
in several types of cancer patients, and DNp73-positive tumors
show a reduced response to chemotherapy and irradiation
(Uramoto et al., 2004; Di et al., 2013; Zhu et al., 2015). The
upregulation of DNp73 was frequently detected in radioresistant
cervical cancers (Liu et al., 2006). Our previous findings indicated
that DNp73 is increased in colon cancer cell line that is resistant
to γ -irradiation (Pfeifer et al., 2009). Thus, these findings
suggested that DNp73 expression may play an important role in
the regulation of radiosensitivity. However, the prognostic and
preditive role of DNp73 in rectal cancer patients with radiation
still remains unclear.

This study aimed to elucidate the role of DNp73 as a predictive
biomarker by investigating if DNp73 was related to the survival
time of rectal cancer patients who were administered with RT
before surgery. To overcome the subjective and time-consuming
task of pathologist-based analysis of immunohistochemistry
(IHC) images stained for DNp73 expression, we carried out
a study by means of a novel image-based recurrence network
approach. The motivation for developing this new image-based
network analysis was based on the recurrence of image attributes
inherently existing in the complex nature of IHC images of rectal
cancer tissue arrays.

In fact, network analysis in graph theory has been increasingly
recognized as a useful tool for studying cancer. Such studies
include the prediction of outcomes of ovarian cancer treatment
(Zhang et al., 2013), analysis of breast cancer progression and
reversal (Parikh et al., 2014), drug response prediction in cancer
cell lines (Zhang et al., 2018), identification of novel cancer gene
candidates (Josef Gladitz et al., 2018), tumor biology for precision
cancer medicine (Ozturk et al., 2018), and prediction of cancer
recurrence (Ruan et al., 2019).

In this present study, we introduce a new method of
fuzzy weighted recurrence networks of multi-channel images
for computing useful properties of the complex networks
of the expression patterns of the DNp73 IHC. The ratios
of these network properties discover the predictive value
of DNp73 in rectal cancer patients in the Swedish Rectal
Cancer Trial.
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TABLE 1 | Demographic information of the rectal cancer patients who had a

median age of 68 years (range: 39–78 years), were followed for a median period

of 81 months (range: 0–129 months), and had the median time to disease free of

101 months after surgery (range: 15–288 months).

Number of patients

Male 16 (64%)

Female 9 (36%)

Shorter survival time (15–75 months) 11 (44%)

Longer survival time (101–288 months) 14 (56%)

2. MATERIALS AND METHODS

2.1. Rectal Cancer Patients
This study included the patients with rectal adenocarcinoma
from the Southeast Swedish Health Care region who participated
in a clinical trial of preoperative RT for rectal cancer (Swedish
Rectal Cancer Trial et al., 1997). Samples of biopsy and primary
tumor from the same patients were selected for the analysis.
In this Swedish Rectal Cancer Trial study, we collected samples
from both pre-radiotherapy and non-radiotherapy rectal cancer
patients. The biopsy samples were taken from the rectal cancer
before the RT and went through the routine pathological process,
and eventually embedded in paraffin blocks. The primary tumor
samples were taken from the primary rectal cancer after the RT.

There were 25 patients with RT whose demographic
information is given in Table 1. This study was carried out in
accordance with the recommendations of Good Clinical Practice,
the Research Ethics Committee in Linkoping, Sweden with
written informed consent from all subjects. All subjects gave
written informed consent in accordance with the Declaration
of Helsinki. The protocol was approved by the Research
Ethics Committee in Linkoping, Sweden. The clinico-pathologic
characteristics of the patients are listed in Table 2.

2.2. Immunochemistry and Image
Extraction
The five-micrometer paraffin-embedded tissue micro-array
(TMA) sections were deparaffinized in xylene and rehydrated
with a series of gradient ethanol to water. The sections were
heated to boiling point in citrate buffer (pH 6.0) for 30 min to
unmasked antigen, followed by a washing in phosphate-buffered
saline (PBS). Endogenous peroxidase activity was blocked with
3% H2O2 in methanol followed by washing three-times in
PBS. The sections were incubated with protein block (Dako,
Carpinteria, CA) for 10 min and then incubated with anti-
DNp73 antibody (clone 38C674.2, Novus Biologicals, 1:200),
which specifically recognized DNp73 isoforms, but not TAp73.

After that, the sections were washed in PBS and then
incubated with goat anti-mouse secondary antibody (Dako) at
room temperature for 25 min. Next, the sections were subjected
to 3,3′-diaminobenzidine tetrahydrochloride for 8 min and then
counterstained with hematoxylin. Negative and positive controls
were added in each staining run. All slides were scored by two
independent investigators. Whole-slide images of entire sections

TABLE 2 | Clinico-pathological characteristics of the rectal cancer patients.

Parameters Number of cases

Age <60 6

>60 19

Gender Male 9

Female 16

Growth pattern Expansion 11

Infiltration 13

Null 1

Grade Well 2

Moderate 14

Poor 9

Pathological stages I 8

II 6

III 8

IV 3

were captured with an Aperio CS2 slide scanner system (Leica
Biosystems, Wetzlar, Germany) using a 40x magnification.

All sections were reviewed to remove images containing
tissue-processing artifacts, including bubbles, section folds
and poor staining. A total of 46 whole-slide images from
the 25 unique patients were extracted from the TMA slides
using ObjectiveViewer (https://www.objectivepathology.com/
objectiveview) with the original resolution.

2.3. Multi-Channel Fuzzy Weighted
Recurrence Networks
The term “channel” is a conventional expression used to refer to a
certain component of an image. For example, an RGB image has
3 channels that are red (R), green (G) and blue (B) components.
A grayscale image has only one channel. Let I = [fijk] be a
multi-channel image of size M × N × K, where i = 1, . . . ,M,
j = 1, . . . ,N, and k = 1, . . . ,K. Let m ≥ 1 be an integer, a local
image windowWk

ij ∈ I of size (2m+ 1)× (2m+ 1) is constructed

for each pixel located at ij in each of the k components of the
multi-channel image, where ij is the center of the window. This
window can be considered as embedding dimensions in two-
dimensional space, which considers the local spatial distribution
around fij of the k-th image channel. The Frobenius norm can be
used to transform each local window into a scalar measure that
has the useful property of invariance under rotations as

‖Wk
ij‖F =

√

√

√

√

√

i+m
∑

i−m

j+m
∑

j−m

|fijk|2, (1)

where (i − m), (j − m) > 0, (i + m) ≤ M, (j + m) ≤ N, and
any pixel at the center of the window that requires values from
beyond the image boundaries is skipped.

We can then obtain a set of feature vectors yij, (i−m), (j−m) >

0, by joining the Frobenius norms computed for each window of
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the k-th image channel at the same location, for example, a color
image of 3 channels:

yij =

(

‖W1
ij‖F , ‖W

2
ij‖F , ‖W

3
ij‖F

)

, (2)

where (i−m), (j−m) > 0, (i+m) ≤ M, (j+m) ≤ N.
Since the Frobenius norm induced feature vector set yij

can be computed for the multi-channel image I, the multi-
channel fuzzy weighted recurrence network (MC-FWRN), which
is an extension of the FWRN of time series (Pham, 2019),
can be constructed as follows. To simplify the notation in
subsequent mathematical presentation, yij is now denoted as xn,
n = 1, . . . , L, where L is the total number of feature vectors, and
some same indices are used but defined differently.

LetX = {xn}, n = 1, . . . , L, c a given number of clusters of the
feature space, and a set of c fuzzy clusters,V = {vi : i = 1, . . . , c}.
Fuzzy clusters are groups that contain data points, where every
data point has a degree of fuzzy membership of belonging to each
group. A fuzzy relation R̃ between vi and vj, i, j = 1, . . . , c, is
characterized by a fuzzy membership function µ ∈ [0, 1], which
expresses the degree of similarity of each pair (vi, vj) in R̃. This
fuzzy relation has the following three properties (Zadeh, 1971):

1. Reflexivity: µ(vi, vi) = 1, ∀vi ∈ V.
2. Symmetry: µ(vi, xn) = µ(xn, vi), ∀xn ∈ X, ∀vi ∈ V.
3. Transitivity: µ(vi, vj) = ∨xn [µ(vi, xn) ∧ µ(vj, xn)], ∀xn ∈

X, ∀vi, vj ∈ V, where the symbols ∨ and ∧ stand for max and
min, respectively.

The computation of µ(vi, xn), i = 1, . . . , c, n = 1, . . . , L, which
are necessary for the construction of the fuzzy relation R̃ can
be carried out by means of the fuzzy c-means (FCM) algorithm
(Bezdek, 1981) as follows.

Let µnj denote a fuzzy membership grade of xn, n = 1, . . . , L,
which belongs to a cluster j, j = 1, . . . , c, whose center is vj. This
fuzzy membership is calculated by the FCM as

µnj =
1

∑c
i=1

[

d(xn ,vj)

d(xn ,vi)

]2/(α−1)
, (3)

where 1 ≤ α < ∞ is the weighting exponent, and d(xn, vj) is
used as a Euclidean distance between xn and vj.

Using the fuzzy membership grades, each cluster center vj is
computed as

vj =

∑L
n=1(µnj)

α xn
∑L

n=1(µnj)α
, ∀j. (4)

The iterative procedure of the FCM is outlined as follows.

1. Given c, α, step t, t = 0, . . . ,T, initialize matrix
U(t=0) = [µnj]

(t=0)

2. Compute v
(t)
j , j = 1, . . . , c, using Equation (4).

3. Update U(t+1) using Equation (3).
4. If ‖U(t+1) − U(t)‖ < ǫ or t = T, stop. Otherwise, set

U(t) = U(t+1) and return to step 2.

The predefined FCM parameters α, T and ǫ usually take the
values of 2, 100, and 0.00001, respectively. The number of
clusters can be estimated using a cluster validity measure such
as the partition entropy, denoted by H, which is defined as
(Bezdek, 1981)

H =
1

L

c
∑

j=1

L
∑

n=1

µnj log(µnj). (5)

This cluster validity works by computing the partition entropy
H for a range of a given number of clusters, c ≥ 2, and
the number of clusters that has the minimum value of H is
considered as an optimal c for the FCM algorithm.

Finally, an N × N MC-FWRN can be constructed with the
fuzzy relation R̃ as

W = R̃− I, (6)

where W is an N × N adjacency matrix of edge weights, and I

is the N × N identity matrix. The interested reader is referred
to the work described in Pham (2019) to obtain more detailed
information about the concept of fuzzy weighted recurrence
networks originally developed for time series.

2.4. Network Properties
Twomost well-knownmeasures of the statistical characterization
of a complex network are the average clustering coefficient and
characteristic path length (Watts and Strogatz, 1998; Albert and
Barabasi, 2002; Barrat et al., 2004). The clustering coefficient of a
node in a network is a numerical indicator of a node that tends
to cluster with other neighboring nodes. The average clustering
coefficient expresses the average amount of connectivity around
individual nodes of a network, whereas the characteristic path
length is considered as a measure of the efficiency of transfer of
information in a network.

The average clustering coefficient for an unweighted network
represented with an N ×N (binary) adjacency matrix A = [aij],
i, j = 1, . . . ,N, is defined as

C =
1

N

N
∑

i=1

Ci, (7)

where Ci is the local unweighted clustering coefficient for node i,
and defined as

Ci =

∑

j,k aijajkaki

ki(ki − 1)
, ki 6= 0, 1, (8)

where ki is the degree of node i, which is the number of links
of node i.

The average clustering coefficient for a weighted network is
defined as

CC =
1

N

N
∑

i=1

Cw
i , (9)
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where Cw
i is the local weighted clustering coefficient for node i,

and defined as (Fagiolo, 2007)

Cw
i =

∑

j,k [wijwikwjk]
1/3

ki(ki − 1)
, ki 6= 0, 1, (10)

where wij,wik,wjk ∈ W.
In general, the clustering coefficient of a node is the ratio

of existing links connecting a node’s neighbors to each other
to the maximum possible number of such links. The clustering
coefficient for the entire network is the average of the clustering
coefficients of all the nodes.

The characteristic path length of a network is defined as the
average of all shortest path lengths:

CP =
1

N(N − 1)

N
∑

i6=j,i,j=1

dij, (11)

where dij is the length of the shortest path between nodes
i and j. The Dijkstra’s algorithm (Newman, 2010) was used
for computing the shortest weighted path in this study. The
characteristic path length is calculated by finding the shortest
path between all pairs of nodes, adding them up, and then
dividing by the total number of pairs. This operation shows on
average the number of steps it takes to get from one node of the
network to another.

2.5. Algorithm for Computing Network
Properties From MC-FWRN
1. Given a multi-channel image I, window parameterm, number

of clusters c, and FCM parameters.
2. Using Equation (1) to compute the Frobenius norm for each

window (2m+1)× (2m+1) of each image channel, and using
Equation (2) to form a matrix of vectors of length 3 with the
number of pixels that can be used to construct the windows.

3. Compute the fuzzy weighted adjacency matrix W using
Equation (6) via the FCM.

4. Using W to calculate the clustering coefficient with Equation
(9), and the characteristic path length with Equation (11).

3. RESULTS AND DISCUSSION

Table 3 shows the screening results of the 25 rectal cancer
patients. Patient numbers 1-11 are those who had shorter survival
time, and patient numbers 12–25 are those who had longer
survival time. The evaluation of the IHC-stained color intensity
of the whole slide of a tissue core with brown antibody stain
and blue counter-stain were assessed as being positive and
negative, respectively. The positive stain is subjectively classified
as weak = 1 (light brown), moderate = 2 (moderate brown),
and strong = 3 (dark brown), whereas the negative stain = 0
(blue). Figure 1 shows representative IHC staining for DNp73
expression on the biopsy and primary tumor tissue images
obtained from a rectal cancer patient survived 40 months after
radiotherapy, and biopsy and primary tumor tissue images
obtained from a rectal cancer patient who survived 255 months
after radiotherapy at the censoring date.

TABLE 3 | Screening results of rectal cancer patients.

Patient

#

Disease-free

time

Recurrence

status

Survival

time

IHC score

Primary

tumor

Biopsy

1 0 Yes 15 1 1

2 6 Yes 19 1 3

3 20 Yes 25 2 1

4 13 Yes 40 3 3

5 37 Yes 60 3 3

6 44 Yes 62 2 3

7 0 Yes 15 3 2

8 63 Yes 75 3 3

9 26 Yes 27 3 3

10 12 No 26 3 3

11 34 Yes 43 2 2

12 100 Yes 101 1 1

13 0 Yes 180 1 3

14 114 Yes 114 2 2

15 122 Yes 255 3 2

16 167 Yes 167 2 2

17 81 No 101 3 2

18 129 Yes 129 2 3

19 129 Yes 288 2 3

20 126 Yes 126 3 2

21 186 Yes 238 3 3

22 122 Yes 122 2 2

23 168 Yes 288 2 3

24 151 Yes 151 3 3

25 168 Yes 168 2 2

Time is in months. For IHC score, 0 = negative, 1 = weak, 2 = moderate, and 3 = strong.

To capture the local information of the DNp73 expression
over the whole IHC-stained slides, images of biopsy and primary
tumor of each of the 25 rectal cancer patients were divided
into subimages of 150×150 pixels. The subimages that contain
either the background or a large portion of the background
were excluded in the analysis. To construct the FWRNs of the
IHC-stained subimages, we selected the FWRN parameters m=3
to establish a reasonable local window size of 7 × 7, c = 20
that was approximately based on the partition entropy, and the
FCM parameters α = 2, T = 100, and ǫ = 0.00001, which are
widely adopted for the FCM analysis. The clustering coefficient
and characteristic path length were calculated for each subimage
of each patient, and the total average values of the clustering
coefficients and characteristic path lengths of all subimages
represent the reported values.

Figures 2, 3 show the clustering coefficients and characteristic
path lengths of the FWRNs of the biopsy and primary tumor
images obtained from the 25 rectal cancer patients, respectively.
The scatter plot of the survival time against the ratios of the
clustering coefficients of the primary tumors to those of the
biopsies, and the ratios of the characteristic path lengths of the
primary tumors to those of the biopsies are shown in Figure 4.
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FIGURE 1 | Representative IHC-stained images of DNp73 expression: (A) a biopsy image and (B) a primary tumor image obtained from a rectal cancer patient

survived 40 months after radiotherapy; and (C) a biopsy image and (D) a primary tumor image obtained from a rectal cancer patient survived 255 months after

radiotherapy.

Based on the visualization of the scatter plot, we discovered
the predictive value of DNp73 in the rectal cancer patients
in terms of the clustering-coefficient and characteristic-path-
length ratios, which are shown in Figure 5. The probability
(p) for the predicted survival time based on the clustering-
coefficient ratio was computed as the number of patients who
lived between 101 and 288 months divided by the total number
of patients whose clustering-coefficient ratios are within the
ratio range (p = 11/15 = 0.7333). The probability (p) for the
predicted survival time based on the characteristic-path-length
ratio was computed as the number of patients who lived between
126 and 288 months divided by the total number of patients
whose characteristic-path-length ratios are within the ratio range
(p = 7/9 = 0.7778).

Both intensity and percentage of the IHC staining have to be
considered when we score the slides. We have been working with
such a classic scoring system for many years. We have realized

that even two experienced pathologists score the slides, there
is still difficulty to make clear decisions for about 10% of the
cases. In this study, a new image-based network analysis was
developed to analyze the immunostaining array slides and to
extract patterns of the IHC staining, including both intensity
and percentage in the whole arrays. We further analyzed the
associations of the immunostaining patterns with our clinical
data to provide more precise information for rectal cancer.

The mean values of both clustering coefficients and
characteristic path lengths of the rectal cancer patients of
shorter survival are lower than those of longer survival. There
is no correlation between the ratios of the clustering coefficients
of the tumor to those of the biopsy and the survival time
(correlation coefficient R = 0.0120, p-value = 9.7656e-04) among
the shorter-surviving rectal cancer patients whose maximum
survival time was about over 6 years (75 months). This can be
observed from Figure 4. There is also no correlation between
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FIGURE 2 | Clustering coefficients of rectal cancer patients.

FIGURE 3 | Characteristic path length of rectal cancer patients.

the ratios of the characteristic path lengths of the tumor to
those of the biopsy and the survival time (R = −0.0780, p-
value = 9.7656e-04) among the shorter-surviving patients. This
can also be observed from Figure 4. There is an indication of
correlation between the ratios of the clustering coefficients of the
tumor to those of the biopsy and the survival time (R = 0.4924,
p-value = 1.2207e-04) among the longer-surviving rectal patients
whose maximum survival time was 24 years (288 months).
This can be observed from Figure 4. There is also evidence
of correlation between the ratios of the characteristic path
lengths of the tumor to those of the biopsy and the survival time
(R = 0.4778, p-value = 1.2207e-04) among the longer-surviving
rectal cancer patients. This can also be observed from Figure 4.

Figure 4 shows similar plots of the ratios of the two network-
property parameters of the tumor to biopsy against the survival
time, suggesting the consistency of the results. It is reported

FIGURE 4 | Scatter plots of survival time of 25 rectal cancer patient against

(A) ratios of clustering coefficients of primary tumor [CC(tumor)] to those of

biopsy [CC(biopsy)], and (B) ratios of characteristic path lengths of primary

tumor [CP(tumor)] to those of biopsy [CP(biopsy)]. Symbols “◦” and “�”

indicate patient groups with shorter and longer times of survival, respectively.

that rectal patients who survive at least 5 years (60 months)
are likely to die from causes that are common in the general
population (London, 2017). This finding highlights the predictive
value of DNp73 revealed by the image-based FWRN analysis
among the cohort of rectal cancer patients whose survival time
was between 8.4 years (101 months) and 24 years (288 months)
correlated with the clustering-coefficient ratios, and 10.5 years
(126 months) and 24 years (288 months) correlated with the
characteristic-path-length ratios.

The lack of correlation of the ratios of the MC-FWRN
parameters and the (shorter) survival time may suggest an
implication of poor responses or non-effective treatment of the
RT provided to the rectal cancer patients. Meanwhile, those
patients who have positive correlation between the ratios of the
FWRN parameters and the (longer) survival time were very
likely to have a good or better response to the RT. General
findings are that higher values of the ratios of the MC-FWRN
parameters indicate longer survival time. The longest survival
time is found with the values of the MC-FWRN parameter ratios
being about 1. Based on the MC-FWRN parameters of the 25
rectal cancer patients and their survival months, we can predict
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FIGURE 5 | Predictive value of DNp73 in rectal cancer patients, who are

deemed to have longer survival time as being between 101 and 288 months,

in terms of ratios of clustering coefficient (A), and characteristic path length (B)

of image-based FWRNs. CC(PT) and CC(B) denote clustering coefficients of

primary tumor and biopsy, respectively; and CP(PT) and CP(B) denote

characteristic path lengths of primary tumor and biopsy, respectively.

the survival time between 101 months (8.42 years) and 288
months (24 years) with a probability of 73% for those patients
whose clustering-coefficient ratio is within the range between
0.97 and 1.05. Similarly, the survival time between 126 months
(10.5 years) and 288 months (24 years) with a probability of 78%
for those patients whose characteristic-path-length ratio is within
the range between 0.99 and 1.10.

The application of a novel image-based network analysis
presented in this study was able to discover the predictive
factor of DNp73 biomarker in rectal cancer patients having
preoperative RT. Predictive biomarkers provide useful
information on the probability of obtaining a response to
treatment (Walther et al., 2009) and support the process of
therapeutic decision for personalized cancer treatment (Voon

and Kong, 2011). Such a discovery of DNp73 expression as
a predictive biomarker in rectal cancer patients is expected
to provide early assessment of the patient outcome, clinical
value in the diagnostics of the disease, identification of targeted
postoperative therapy.

Regarding the MC-FWRN introduced in this study, this
new method appears to be the first of its kind mathematically
formulated to capture the recurrence features of multi-channel
data inherently existing in complex histology images in a way
that is both effective and easily implemented for practical use.
Complex networks consist of certain attributes that can be
computed to analyze the properties and characteristics of the
networks. Mathematical properties of these networks are utilized
to define network models and to elucidate how certain models
different to each other. The proposed MC-FWRN allows the
calculation of the clustering coefficients and characteristic path
lengths of DNp73 expression in the primary tumors and biopsies.
These values can used to predict the survival time of a cohort
of rectal cancer patients who were deemed to be positively
influenced by preoperative RT.

The fuzzy weighted recurrence network analysis proposed
herein is not supposed to be the study of the complexity of
DNp73-controlled networks, but the derivation of structural
properties of DNp73 expression from complex microscopy
images that can be difficult to understand by pathologists. The
results suggest that there are relationships between the graph
properties of fuzzy weighted recurrence networks and the color
distribution of the stained images. Hence, the network analysis
yields new quantitative characteristics of the complexity of
the IHC detection of the protein in tissue sections. From a
molecular biology perspective, the average clustering coefficient
and characteristic path length of the image-based fuzzy weighted
recurrence network provide a mathematical measure of the
heterogeneity of DNp73 in IHC staining, in correlation with
clinicopathological characteristics. This heterogeneitymay reflect
diverse cell populations in expressing different levels of DNp73.

In this study, we have shown significant results concerning
the DNp73 protein expression in predicting the outcome for the
rectal cancer patients with the proposed mathematical approach.
A limitation of this study is a relatively small number of the
rectal cancer patients selected in the analysis. Therefore, future
studies with more subgroups of rectal patients will be considered.
It should be pointed out that although the total samples of
the RT clinical trail from the Southeast Swedish Health Care
region included 216 cases, only 102 cases randomly received
preoperative RT. Given the aim of this study, only the paired
samples of biopsy and primary tumors that are from the same
patients were selected for the analysis. Many of the biopsy
samples are too tiny to be used for IHC staining, constituting to
the limitation of the sample size carried out in this pilot study,
which still can provide some representative indication due to the
paired samples from the same patient and all the samples derived
from the random clinical trial.

Furthermore, results from rectal cancer patients
with and without preoperative RT will be obtained
and compared. Images of biopsies, primary cancers and
metastatic cancers should be further investigated. Eventually,
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we will analyze the associations of the reactions from
tumor invasive margins and stroma with the patients’
prognosis.

Another limitation in this study is that the TAp73 expression
was not performed in the present 25 pairs of rectal cancer
samples. It is known that TAp73 acts as a tumor suppressor,
while DNp73 exerts as an oncogene that is opposite to
TAp73 (Amelio et al., 2014; Stantic et al., 2015). Therefore,
it is necessary to expand the sample size and simultaneously
evaluate TAp73 and DNp73 in the future, based on the
methodology we have developed in the current study. DNp73
links to the ability to act as dominant-negative of the TAp73
isoforms and p53. This negative regulation by DNp73 forms
an autoregulatory feedback loop, since both TAp73 and p53
can induce expression of DNp73 isoforms by direct binding
to the P2 promoter (Irwin, 2006; Rufini et al., 2011; Di et al.,
2013). A newest evidence showed that DNp73 isoforms has
higher applicant potential in colorectal cancer patients than
the canonical p73 protein (Garranzo-Asensio et al., 2019).
Thus, it is reasonable to focus on DNp73. In addition, in
the present paper, we mainly focused on the automated
quantification of IHC expression using an image-based complex
network model. The expression of TAp73 and the relationship
between TAp73 and DNp73 will be investigated in our future
study.

The highlights of the technical development and findings
addressed in this paper are summarized as follows. First, the
proposed MC-FWRN analysis of DNp73 expression by IHC in
rectal cancer is the first of its kind. Second, a new mathematical
analysis of IHC-stained biopsy and tumor images reveals the
predictive power of DNp73 in rectal cancer patients who received
RT. Third, a new method of multi-channel fuzzy weighted
recurrence networks is developed for extracting two useful
complex network properties of IHC images that can be used
as prognostic indicators of rectal cancer. Fourth, the proposed
approach for quantifying the expression of IHC is not limited
to the study of DNp73, but can also be generally applied to
discovering image patterns of other tumor proteins. Fifth, the
proposed approach can be utilized as a computerized tool for
extracting features from whole slide images in digital pathology.

4. CONCLUSION

The findings presented herein show the useful application of
complex network analysis of images for studying the predictive
factor of DNp73 biomarker expression in rectal cancer patients.
The use of DNp73 biomarker can give insight into preoperative

RT that has been considered as an important companion in
the treatment of rectal cancer. A larger sample size when being
available in future clinical trial will further confirm the current
findings. Moreover, the proposed approach is not only found
useful to rectal cancer but also can be adopted for the analysis
of other biomarkers as well as other types of cancer, where
human-based pathology practice is of limited capacity. In fact,
there are many reports on the computerized image analysis of
H&E (Haemotoxylin and Eosin) staining, much less effort has
been made to apply computational methods for the automated
analysis of IHC staining. The MC-FWRN presented in this paper
can be generally applied for studying the expression of other
potential biomarkers.

Although there are many studies reported about the
association between DNp73 protein biomarker expression and
malignant potential, the function of DNp73 still remains unclear.
Our work contributes to the elucidation of the predictive
value of DNp73 expression in rectal cancer patients who were
given preoperative RT. We developed an original method for
constructing weighted recurrence networks of multi-channel
images. These networks allow the extraction of useful network
properties from complex IHC images. The clustering coefficients
and characteristic path lengths of the MC-FWRNs are not
only able to show the predictive factor of DNp73 expression
in the patients, but also reveal the identification of non-
effective application of RT to those who had poor overall
survival outcome.
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Oncolytic viruses are of growing interest to cancer researchers and clinicians, due to their

selectivity for tumor cells over healthy cells and their immunostimulatory properties. The

immune response to an oncolytic virus plays a critical role in treatment efficacy. However,

uncertainty remains regarding the circumstances under which the immune system either

assists in eliminating tumor cells or inhibits treatment via rapid viral clearance, leading to

the cessation of the immune response. In this work, we develop an ordinary differential

equation model of treatment for a lethal brain tumor, glioblastoma, using an oncolytic

Herpes Simplex Virus.We use amechanistic approach tomodel the interactions between

distinct populations of immune cells, incorporating both innate and adaptive immune

responses to oncolytic viral therapy (OVT), and including a mechanism of adaptive

immune suppression via the PD-1/PD-L1 checkpoint pathway. We focus on the tradeoff

between viral clearance by innate immune cells and the innate immune cell-mediated

recruitment of antiviral and antitumor adaptive immune cells. Our model suggests that

when a tumor is treated with OVT alone, the innate immune cells’ ability to clear the

virus quickly after administration has a much larger impact on the treatment outcome

than the adaptive immune cells’ antitumor activity. Even in a highly antigenic tumor with

a strong innate immune response, the faster recruitment of antitumor adaptive immune

cells is not sufficient to offset the rapid viral clearance. This motivates our subsequent

incorporation of an immunotherapy that inhibits the PD-1/PD-L1 checkpoint pathway

by blocking PD-1, which we combine with OVT within the model. The combination

therapy is most effective for a highly antigenic tumor or for intermediate levels of innate

immune localization. Extreme levels of innate immune cell activity either clear the virus

too quickly or fail to activate a sufficiently strong adaptive response, yielding ineffective

combination therapy of GBM. Hence, we show that the innate and adaptive immune

interactions significantly influence treatment response and that combining OVT with an

immune checkpoint inhibitor expands the range of immune conditions that allow for

tumor size reduction or clearance.

Keywords: oncolytic viral therapy, mathematical modeling, glioblastoma, immune checkpoint inhibitor,

combination therapy, innate and adaptive immunity
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1. INTRODUCTION

Oncolytic viral therapy (OVT) shows promise as a cancer
treatment option that selectively targets cancer cells over healthy
cells. Viral therapy is also viewed as a type of immunotherapy
because the viral presence stimulates an adaptive immune
response (Kaufman et al., 2015). However, after decades of
development, OVT has yet to become a widely used treatment
option. This is likely due to the multifaceted immune response to
the virus, surrounding which uncertainty remains.

This work adds to a growing literature developing
mathematical models of OVT. In Wodarz (2001), Wodarz
developed a model to study the virus-specific and tumor-specific
cytotoxic T lymphocyte response to OVT, and determined
the viral and host conditions that produce an optimal tumor
response. Wodarz and Komarova (2009) and Komarova and
Wodarz (2010) focus on the role of the viral infection rate
and develop a general framework to study oncolytic viral
dynamics. Eftimie et al. (2011) study the phenomena of
multi-stability and multi-instability that arise in interactions
between an oncolytic virus and adaptive immune cells, and they
conclude that the immune response is primarily responsible
for multi-stability, while the virus is primarily responsible for
multi-instability. Eftimie and Eftimie (2018) investigate the
role that two disparate types of macrophages, M1 and M2, can
play in enhancing OVT, finding that polarization toward M1
or M2 phenotype can enhance OVT through either anti-tumor
immune activation or increased cytotoxic activity, and that
the total number of macrophages plays a consequential role in
treatment outcomes. Friedman et al. (2006) consider the effect
of the immunosuppressive drug, cyclophosphamide, on glioma
response to OVT, and find that it decreases the percentage of
uninfected tumor cells.

Many of the papers within this body of work focus on
either the innate immune response or the adaptive immune
response to OVT, and we build on this work by incorporating

both of these branches of the immune system and focusing
on the interactions between them. The innate immune system

plays two major roles in response to OVT: clearance of the
virus and recruitment of adaptive immune cells (McDonald and

Levy, 2019). The adaptive immune system, and in particular,
the CD8+ T cells, target tumor-associated cognate antigens, in
order to specifically target and kill tumor cells. Hence, the innate
immune cells play a complex role in response to OVT, potentially
clearing the virus before the infection takes hold within the tumor
microenvironment, while simultaneously recruiting antitumor
adaptive immune cells. We investigate the circumstances under
which the innate immune system either assists or hinders viral
therapy, thereby providing insight regarding the barriers to
successful cancer treatment.

In particular, we study the use of an oncolytic Herpes Simplex
Virus (HSV) to treat glioblastoma (GBM), the most aggressive
primary malignant brain tumor, killing half of all patients within
a year of diagnosis, and nearly all patients within 2 years
(Alexander and Cloughesy, 2017). The standard treatment of
care for GBM is surgical resection, followed by concurrent
radiotherapy and chemotherapy, and subsequent cycles of

adjuvant chemotherapy until the tumor recurs (Stupp et al.,
2005). A major impediment to GBM treatment is the frequent
development of resistance to the standard chemotherapy agent,
temozolomide (Hegi et al., 2005; Zhang et al., 2012). Thus,
novel therapies are frequently being developed and tested for use
in conjunction with, or as an alternative to, temozolomide, to
effectively treat GBM. In this work, we consider the effectiveness
of OVT as an alternative treatment modality, by developing
and analyzing an ordinary differential equation model of GBM
response to OVT.

Our results from modeling GBM response to OVT suggest
that this treatment is frequently ineffective due to the inhibition
of T cell activity by the PD-1/PD-L1 immune checkpoint. PD-1
(programmed cell death-1) is a protein expressed on activated T
cells, and its ligand, PD-L1, is frequently upregulated on cancer
cells, on innate immune cells, and on T cells (Cheng et al.,
2013; Shi et al., 2013). When PD-1 on the surface of a T cell
is engaged by PD-L1 on neighboring tumor or innate immune
cells, the T cell becomes dysfunctional or “exhausted” and loses
the ability to kill its target cells. In recent years, monoclonal
antibody therapies against PD-1 and PD-L1, known as immune
checkpoint inhibitors, have been developed to target the PD-
1/PD-L1 pathway (Barber et al., 2006; He et al., 2015; Speranza
et al., 2018). Our initial model investigations suggest the necessity
of increased T cell activity in response to OVT, so we also
present a second model that combines OVT and an anti-PD-1
immunotherapy, known as nivolumab.

Complex interactions frequently arise when combining cancer
therapies, so a number of mathematical models have been
developed to study combination treatments. To highlight
a few examples, de Pillis et al. (2006) develop a model
of tumor response to a combination of chemotherapy and
immunotherapy. In Lai and Friedman (2017) model the
combination of a cancer vaccine that activates dendritic cells
with an immune checkpoint inhibitor, finding that these
treatments work effectively together, and developing a notion
of synergy between the drugs. In Bagheri et al. (2011)
model the combination of an oncolytic adenovirus with
MEK-inhibitor treatment. Kim et al. (2018, 2019) investigate
the effect of combining OVT, natural killer cell treatment,
and a proteasome inhibitor known as bortezomib, suggesting
dosing strategies that account for factors in the tumor
microenvironment. Our work supplements the existing literature
by investigating a combination of an oncolytic Herpes simplex
virus with anti-PD-1 immunotherapy, while focusing on the
crucial role of the innate immune cells in response to
this treatment.

The outline of this paper is as follows: in section 2 we
describe our mathematical model with OVT alone, followed by
a modified version that incorporates the combination of OVT
and an immune checkpoint inhibitor. In this section, we also
describe the use of experimental murine data to calibrate the
parameters used in the model. In section 3, we present our results
with OVT alone, in section 3.1, suggesting a need to combine
OVT with anti-PD-1 immunotherapy. We proceed in section 3.2
by discussing the increased efficacy of the combination therapy
over OVT alone, and the multifaceted role of the innate immune
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TABLE 1 | Model variables.

Variable Description Units

Ts Susceptible tumor cells #

TI Infected tumor cells #

V Free viral particles pfu

Z Activated innate immune cells #

YT Adaptive tumor-specific immune cells #

YV Adaptive virus-specific immune cells #

P Concentration of PD-1 µM

system in response to the combination therapy. We summarize
these results and discuss future directions in section 4.

2. MATERIALS AND METHODS

We have developed a model to investigate the treatment of GBM
through OVT and an immune checkpoint inhibitor. We use in
vivo parameter values to simulate GBM in a murine model. We
first present a model including OVT alone, and then we present
an additional equation to incorporate the immune checkpoint
inhibitor. In the initial set of seven equations, we model the
temporal changes in five immune/cancer cell types; the oncolytic
virus, which we assume to be HSV; and the molar concentration
of PD-1 molecules expressed by the cells within the model. In
the second version of the model, we modify the equation for the
molar concentration of PD-1, and add an equation describing
the molar concentration of an anti-PD-1 immunotherapy drug,
which we assume to be nivolumab. The initial set of seven
variables are listed in Table 1.

Figure 1 provides a visual representation of the model. The
labeled connections between cell types in Figure 1 correspond
to specific terms in the model equations described in the next
section. Model parameters and their sources are listed in Table 2,
and the process used to estimate them can be found in section 2.2
and in the Appendix.

2.1. Model Equations
The initial model consists of a system of seven non-linear
differential equations, listed below. Each equation describes the
rate of change in hours of the population of a single cell type or
of the virus. We assume that the innate immune cell population
includes both macrophages and natural killer cells, due to the
positive feedback loop that exists between these two cellular
types. Macrophages engulf and destroy viral particles, while
natural killer cells primarily target and kill infected cells, so in
our model we assume the collective group of innate immune cells
are activated by and target both viral particles and infected tumor
cells. The innate immune cells release cytokines, which recruit
adaptive CD8+ T cells, and we assume that the T cells can be
divided into two groups that primarily target either viral antigens
or tumor antigens (McDonald and Levy, 2019). Following Lai and
Friedman (2017) and Nikolopoulou et al. (2018), we incorporate
suppression of these adaptive immune cells via the PD-1/PD-L1
checkpoint with the factor F(P, L) in Equations (5),(6).

We start simulations with the initial conditions Xs = 105

cells, V = 107 pfu (plaque-forming units), and all other cell
populations beginning at 0. Time t = 0 represents the time at
which the initial viral dose is administered, and we assume that
any pre-treatment antitumor immune activity is factored into the
net tumor growth rate, so there are no new immune cells being
recruited to target the tumor at the time of the initial viral dose.

2.1.1. Oncolytic Viral Therapy Alone
Equation (1), shown below, models the susceptible tumor
population. The term (1a) represents logistic growth of the
susceptible tumor cells with intrinsic growth rate rt , and with a
carrying capacity CT for all tumor cells. We assume a baseline
growth rate of 0.0192 per hour, corresponding to a tumor
doubling rate of about 35 days, and a carrying capacity of 5.157×
108 cells. We obtained these values by fitting a logistic growth
curve to control data in Linsenmann et al. (2019), displayed in
Figure 2A. Note that in Friedman et al. (2006), they use a similar
value of 0.02 h−1, based on the growth of glioma cells.

The term βTsV represents viral infection of susceptible tumor
cells at rate β , which shifts tumor cells from the susceptible
population to the infected population, TI . We assume a baseline
viral infection rate of 2.5 × 10−9 virion−1h−1, but vary this
parameter in much of the numerical analysis. The final term,
(1c), represents the killing of susceptible tumor cells by tumor-
specific adaptive immune cells, YT . We use Michaelis-Menten
kinetics to model saturation in the immune response, assuming
that an over-abundance of tumor cells restricts movement within
the tumor architecture (Kirschner and Panetta, 1998). The kTA
denotes the maximum immune killing rate of tumor cells, for
which we assume a baseline value of 1

24 cell−1h−1 from Mahasa
et al. (2017), corresponding to each T cell killing one tumor cell
each day. The parameter hT represents the population of Ts at
which the immune cells lyse tumor cells at half of their maximum
killing rate. We use a baseline value of hT = 2.7 × 104 cells
from Banerjee et al. (2015), but we allow for a feasible range that
includes much smaller values, as seen in Mahasa et al. (2017).

dTs

dt
= rtTs

(

1−
Ts + TI

CT

)

︸ ︷︷ ︸

(1a) Tumor growth

− βTsV
︸ ︷︷ ︸

(1b) Viral
infection

− kTAYT
Ts

hT + Ts
︸ ︷︷ ︸

(1c) Adaptive
immune killing

(1)

Equation (2) models the infected tumor population, in which
term (2a) denotes the addition of cells to the population TI

via viral infection of susceptible tumor cells at rate β . Term
(2b) denotes the death of infected cells, induced by the viral
infection, at rate δT . We assume a baseline viral lysis rate
of δT = 1/18 h−1 from Friedman et al. (2006). The final
three terms, (2c)–(2e), denote the killing of infected cells via
innate immune cells, antitumor adaptive immune cells, and
antiviral adaptive immune cells, respectively. All three types of
immune killing are modeled using Michaelis-Menten kinetics,
analogously to the immune killing term in Equation (2). We
assume the killing rate of infected tumor cells by antiviral T
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FIGURE 1 | A schematic diagram of the model, depicting the interactions between the susceptible and infected tumor cells, innate and adaptive immune cells, and

the virus. Susceptible tumor cells become infected by the oncolytic virus, and following successful viral replication within the infected cells, these cells lyse to give rise

to new viral particles. Innate immune cells, representing both macrophages and natural killer cells, become activated when they encounter the virus or viral antigens

on the infected cells, and subsequently target and kill viral particles and infected cells. The innate immune cells present viral and tumor antigens to CD8+ T cells,

which activate antiviral and antitumor T cells. Antiviral T cells attack and kill infected cells and viral particles, and antitumor T cells target both infected and susceptible

tumor cells. The inset diagram displays the inhibition of adaptive immune cell activity by the PD-1/PD-L1 immune checkpoint.

cells is kIA =
1
24 cell−1h−1 from Mahasa et al. (2017), and we

estimate a killing rate of infected tumor cells by innate immune
cells with kI = 0.02 cell−1h−1. We estimate this value based on
the assumption that T cells primarily target infected cells, while
innate immune cells primarily target the virus itself, and thus the
innate immune-mediated killing rate should be smaller than the
adaptive immune-mediated killing rate of infected cells.

dTI

dt
= βTsV

︸ ︷︷ ︸

(2a) Viral
Infection

− δTTI
︸︷︷︸

(2b) Viral
lysis

− kITI
Z

hI + Z
︸ ︷︷ ︸

(2c) Innate killing

− kTAYT
TI

hI + TI
︸ ︷︷ ︸

(2d) Antitumor
adaptive killing

− kIAYV
TI

hI + TI
︸ ︷︷ ︸

(2e) Antiviral
adaptive killing

(2)

Equation (3) models the virus population, with term (3a)
representing the addition of new viral particles that are released
when an infected tumor cell lyses. The parameter bT denotes
the viral burst size released from each infected cell, which we
assume to be 50 viral particles per cell, the estimated burst size

for HSV, from Friedman et al. (2006). The term kVZVZ represents
consumption of the virus by innate immune cells at rate kVZ .
We estimate a baseline value for kVZ and use the values for the
rate at which primed innate immune cells consume a pathogen
from Reynolds et al. (2006), and the mean rate of phagocytosis by
macrophages in the presence of an unlimited supply of targets,
from Branwood et al. (1992), to dictate a feasible range for kVZ .
The term (3c) represents viral clearance by antiviral adaptive
immune cells. We estimate that the adaptive immune-mediated
killing rate of the virus kVA << kIA, stemming from our
assumption that the innate immune cells have a larger impact
than adaptive immune cells on the clearance of the virus itself.
The final term (3d), corresponds to clearance of the viral particles,
resulting from local non-specific immune cells in the tumor
region.We use clearance rateω = 0.025 h−1 from Friedman et al.
(2006), corresponding to a half-life of about 1.15 days.

dV

dt
= bTδTTI

︸ ︷︷ ︸

(3a) Viral
burst

− kVZVZ
︸ ︷︷ ︸

(3b) Innate
killing

− kVAVYV
︸ ︷︷ ︸

(3c) Adaptive
killing

− ωV
︸︷︷︸

(3d) Natural
clearance

(3)
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TABLE 2 | Model parameters.

Parameter Description Baseline Range References

1 rt Tumor cell growth rate 0.0192 h−1 0.005–0.05 Friedman et al., 2006

2 CT Tumor cell carrying capacity 5.157× 108 cells 107 − 109 Fit from Linsenmann et al., 2019

3 β Viral infection rate 2.5× 10−9 pfu−1h−1 2.5× 10−13 − 2.5× 10−7 Okamoto et al., 2014, Est.

4 δT Death rate of infected tumor cells 1
18 h−1 1/48− 1/9 Friedman et al., 2006

5 ω Viral clearance rate 0.025 h−1 0.001–1 Friedman et al., 2006

6 bT Burst size of infected cells 50 pfu/cell 10–1,350 Friedman et al., 2006

7 aZ Rate of infected cell-mediated proliferation of innate immune

cells

2.4× 10−6 cell−1h−1 2.4× 10−8 − 2.4× 10−4 Estim.

8 aZV Virus-mediated activation rate of resting innate immune cells 0.1 pfu−1h−1 2.4× 10−4 − 0.2 Reynolds et al., 2006

9 δZ Death rate of innate immune cells 0.008 h−1 5× 10−4 − 1/12 Eftimie and Eftimie, 2018

10 δYT Death rate of tumor-specific adaptive immune cells 3.75× 10−4 h−1 0.001− 0.0074 Banerjee et al., 2015; Mahasa

et al., 2017

11 δYV Death rate of virus-specific adaptive immune cells 5.54× 10−3 h−1 0.001–0.01 Mahasa et al., 2017

12 kI Killing rate of infected cells by innate immune cells 0.02 cell−1h−1 0.001–0.1 Estim.

13 kVZ Killing rate of virions by innate immune cells 0.005 cell−1h−1 0.001− 2 Est., Reynolds et al., 2006

14 kTA Killing rate of tumor cells by tumor-specific adaptive immune

cells

1
24 cell−1h−1 0.0004–0.2 Mahasa et al., 2017

15 kIA Killing rate of infected cells by virus-specific adaptive immune

cells

1
24 cell−1h−1 0.0004–0.2 Mahasa et al., 2017

16 kVA Killing rate of virions by virus-specific adaptive immune cells 10−5 cell−1h−1 10−6 − 10−3 Estim.

17 aTZ Activation rate of tumor-specific adaptive immune cells via

innate immune cells

0.025 h−1 10−3 − 0.1 Estim.

18 aVZ Activation rate of virus-specific adaptive immune cells via

innate immune cells

0.025 h−1 10−3 − 0.1 Estim.

19 aAT Rate of tumor cell-mediated proliferation of tumor-specific

adaptive immune cells

0.0016 cell−1h−1 10−5 − 10−1 Mahasa et al., 2017

20 aAI Rate of infected cell-mediated proliferation of virus-specific

adaptive immune cells

0.025 cell−1h−1 10−5 − 0.1042 Mahasa et al., 2017

21 hT Half-saturation constant of tumor cells 2.7× 104 cells 40–105 Banerjee et al., 2015; Mahasa

et al., 2017

22 hI Half-saturation constant of infected tumor cells 104 cells 20–5× 104 Banerjee et al., 2015, Est.
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FIGURE 2 | (A) Shows the logistic growth fit to murine GBM size data in the absence of treatment, from Linsenmann et al. (2019). We use this to determine the net

growth rate, rt = 0.0192 h−1, and carrying capacity, CT = 5.157× 108 cells. (B) Displays the linear relationship between the administered dose (mg/kg) of nivolumab

and the maximum plasma concentration, Cmax (µg/mL). Data is obtained from Brahmer et al. (2010).
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Equation (4) models the activated innate immune cell
population, in which term (4a) represents the activation of
resting innate immune cells. The parameter sZR denotes the
rate at which new resting innate immune cells arrive in the
tumor microenvironment. These resting cells are activated by
interactions with the virus at rate aZV , and previously activated
innate immune cells recruit more resting innate immune cells at
rate aZZ, creating a positive feedback loop. We assume that the
activation of resting innate immune cells occurs quickly, and thus
use a quasi-steady state analysis for the resting innate immune
population to obtain term (4a), as shown in Reynolds et al.
(2006). We use baseline parameter values sZR = 0.08 cell h−1,
aZV = 0.1 pfu−1 h−1, and aZZ = 0.01 cell−1 h−1 from Reynolds
et al. (2006). Term (4b) represents increased proliferation of
innate immune cells, induced by interactions with infected cells.
Here we estimate aZ to be 2.4 × 10−6 cell−1h−1, or equivalently
5.7 × 10−5 per infected cell per day. This accounts for
macrophages and natural killer cells signaling to and recruiting
each other, resulting in an innate immune cell positive feedback
loop, with the assumption that activation occurs more commonly
by encountering the virus itself, rather than by encountering
infected cells. The term δZZ denotes natural innate immune cell
death, at rate δZ , which we assume to be δZ = 0.008 h−1 from
Eftimie and Eftimie (2018).

dZ

dt
=

sZR(aZZZ + aZVV)

δZR + aZZZ + aZVV
︸ ︷︷ ︸

(4a) Activation of resting
innate immune cells

+ aZTIZ
︸ ︷︷ ︸

(4b) Infected
cell-mediated
proliferation

− δZZ
︸︷︷︸

(4c)
Natural
death

(4)

Equation (5) models the tumor-specific adaptive immune
response. Term (5a) models the recruitment of T cells by innate
immune cells, in which we assume a recruitment rate of aTZ =

0.025 h−1. This is an ad hoc estimate, as this relationship
has not been well-explored previously, and we rely on the
parameter sensitivity analysis to consider a range of values for
this parameter. Term (5b) represents the proliferation of adaptive
T cells due to the presence of tumor antigens on both susceptible
and infected tumor cells. We assume a baseline value for the
tumor cell-mediated proliferation rate of tumor-specific adaptive
immune cells, aAT , of 0.0016 h−1, converted from the rate in
Mahasa et al. (2017). We again use Michaelis-Menten kinetics
with half-saturation constant hT to model the saturation of T
cell activity, due to the restrictive tumor architecture. The factor
F(P, L) factor represents suppression of T cell activation and
proliferation via the PD-1/PD-L1 checkpoint. P, L denote the
molar concentrations of PD-1 and PD-L1, respectively, expressed
by cells within the model. The molar concentrations are obtained
by first calculating the PD-1 expression on all T cells and the
PD-L1 expression on all T cells, tumor cells, and innate immune
cells, as outlined in the Appendix. As P and L increase, so
does the number of PD-1/PD-L1 complexes within the tumor
region. This increase corresponds to a smaller F(P, L) value,
modeling the inhibition of T cell activity. Term (5d) represents
natural death of antitumor T cells. We use δYT = 3.75 × 10−4

h−1 from Mahasa et al. (2017), corresponding to a half-life of
about 77 days.

dYT

dt
=



















aTZZ
︸ ︷︷ ︸

(5a)
Activation
via innate

immune cells

+ aATYT
Ts + TI

hT + Ts + TI
︸ ︷︷ ︸

(5b) Tumor cell-
mediated proliferation



















F(P, L)
︸ ︷︷ ︸

(5c) PD-1-
PD-L1

suppression

− δYTYT
︸ ︷︷ ︸

(5d) Natural
death

(5)

Equation (6) models the adaptive virus-specific immune
response. Term (6a) represents the recruitment of CD8+ T cells
by innate immune cells. We assume equal activation rates of
antitumor and antiviral T cells via innate immune cells, so we use
the same estimate, aVZ = aTZ = 0.025 h−1. Term (6b) represents
the proliferation of virus-specific CD8+ T cells resulting from
viral antigens expressed on infected cells, and we use infected
cell-mediated proliferation rate aAI = 0.025 cell−1h−1 from
Mahasa et al. (2017). Similarly to Equation (5), the factor
F(P, L) represents the PD-1/PD-L1-mediated inhibition of T cell
activation and proliferation. The parameter δYV denotes the rate
of natural cell death of antiviral T cells.We use δYV = 5.54×10−3

h−1 from Mahasa et al. (2017), corresponding to a half-life of
5.2 days.

dYV

dt
=





















aVZZ
︸ ︷︷ ︸

(6a)
Activation
via innate

immune cells

+ aAIYV
TI

hI + TI
︸ ︷︷ ︸

(6b) Infected
cell-mediated
proliferation





















F(P, L)
︸ ︷︷ ︸

(6c) PD-1-
PD-L1

suppression

− δYVYV
︸ ︷︷ ︸

(6d) Natural
death

(6)

dP

dt
= ρp

(

dYT

dt
+

dYV

dt

)

︸ ︷︷ ︸

(7a) PD-1 expression on
adaptive immune cells

, (7)

where dYT
dt

and dYV
dt

denote the expressions in Equations
(5) and (6), L denotes the molar concentration
of PD-L1 within the tumor microenvironment,
represented by

L = ρL(YT + YV + ǫT(Ts + TI)+ ǫZZ)
︸ ︷︷ ︸

PD-L1 expression on adaptive immune cells,
tumor cells, and innate immune cells

(8)

and

F(P, L) =
1

1+ PL/KYQ
(9)
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2.1.2. With Immune Checkpoint Inhibitor
When we incorporate the immune checkpoint inhibitor within
the model, the functional forms for Equations (1)–(6) remain
the same. For the equation describing PD-1 concentration, we
modify Equation (7) and replace with (10) below. We also add an
eighth equation, representing the change in molar concentration
of an anti-PD-1 immunotherapy drug, A, as follows:

dP

dt
=

P

YT + YV

(

dYT

dt
+

dYV

dt

)

︸ ︷︷ ︸

(8a) PD-1 expression on
adaptive immune cells

− µPAPA
︸ ︷︷ ︸

(8b) Blocking
by anti-PD-1

(10)

dA

dt
= A(t)

︸︷︷︸

(9a)
anti-PD-1
dosing

− µPAPA
︸ ︷︷ ︸

(9b) Depletion by
blocking PD-1

− δAA,
︸︷︷︸

(9c)
Natural
depletion

(11)

In the presence of anti-PD-1 therapy, Equation (10) models
the total number of free molecules of PD-1 within the tumor
microenvironment. In term (8a), we replace ρp from Equation
(7) with P/(YT + YV ), since the mass of PD-1 changes when the
drug binds to it. Hence the ratio between the mass of a PD-1
molecule and the mass of a T cell does not remain constant in the
presence of the anti-PD-1 drug. Term (8b) models the binding
of the drug to PD-1 at rate µPA, thereby blocking the PD-1 from
forming a complex with PD-L1.

In Equation (11), A(t) represents the source of the anti-PD-1
drug, which is derived from pharmacokinetic data in section
2.2. Term (9b) models the depletion of the drug as it binds
to PD-1. Term (9c) represents the natural depletion of free
drug that has not bound to PD-1. We estimate the parameter
δA, the natural decay rate of anti-PD-1, to be 0.0019 h−1,
converted from the half-life of 15 days, published in Brahmer
et al. (2010). In our parameter sensitivity analysis, we vary δA in
the range 1.37 × 10−3 − 0.058 h−1, converted from the range
in Nikolopoulou et al. (2018). To estimate the drug-mediated
blocking rate of PD-1,µPA, we use a similar argument to one used
in Lai and Friedman (2017) to obtain µPA = 8.945 L/µmol/h.
See the Appendix for a full derivation of this parameter value.

2.2. Immune Checkpoint Parameter
Estimation
The function in terms (5c) and (6c) is defined in Equation
(9), with L given by (8). In the expression for L, the molar
concentration of PD-L1 in the tumor microenvironment, ρL,
denotes the molar concentration of PD-L1 per T cell. In our
simulations, we use ρL = 2.510 × 10−11µM. See Appendix

for the full derivation of this parameter value. To complete the
derivation of term (6c), we defineQ to be themolar concentration
of PD-1/PD-L1 complexes formed from the binding of PD-1 and
PD-L1, modeled by

P + L
αPL
−−⇀↽−−

δQ

Q,

where αPL, δQ are the association and dissociation rates of Q. As
in Lai and Friedman (2017) and Nikolopoulou et al. (2018), we
assume that the association and dissociation ofQ are fast (Mautea
et al., 2015), so applying a quasi-steady state argument, we can
approximate Q using the equation:

Q =
αPL

δQ
PL.

In Lai and Friedman (2017), they incorporate T cell inhibition via
Q in the T cell differential equation by multiplying the activation
terms by the following factor:

1

1+ Q/KTQ
.

They define KTQ =
1
2 Q̄ =

1
2

αPL
δQ

P̄L̄, where P̄, L̄ denote the steady

state quantities for P, L. Thus, we define KYQ =
1
2 P̄L̄ so that we

can rewrite the previous factor as

F(P, L) =
1

1+ PL/KYQ
.

We use KYQ = 1.296 × 10−9µM2, as determined by a process
outlined in the Appendix.

Equation (7) models the micromolar concentration of PD-1
(in µmol/L) within the tumor microenvironment in the absence
of anti-PD-1 treatment. PD-1 is expressed on T cells, so we can
represent P by

P = ρp(YT + YV ),

where ρp denotes the molar concentration of PD-1 per T cell.
In our simulations, we use ρp = 1.259 × 10−11µM. See the
Appendix for a full derivation of this parameter value. By
differentiating this equation with respect to t, we obtain the

equation shown for dP
dt
.

The approved flat dosage regimen for nivolumab is 240 mg
every 2 weeks. In Lee et al. (2018), they cite that the flat dosage
results in similar exposure to 3 mg/kg. The typical treatment
schedule consists of a single intravenous dose of 3 mg/kg
nivolumab, administered for 1 h, once every 2 weeks. We use
pharmacokinetic data from the Phase I study in Brahmer et al.
(2010) to relate the dosage, D, in mg/kg to plasma concentration
Cmax, in µg/mL. As shown in Figure 2B, we obtained the
following linear relationship:

Cmax(D) = 20D+ 9.2.

We convert this to µM units using the molar mass of nivolumab,
1.436×10−1 g/µmol (Wishart et al., 2017). Hence, Ĉmax, theµM
plasma concentration, is given by

Ĉmax(D) = Cmax(D)×
10−3 g*mL

µg*L

1.436× 10−1 g/µmol
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Thus,

Ĉmax(D) = 0.139D+ 0.064.

For simplicity, we use Ĉmax(3 mg/kg) = 0.481 µM as our baseline
estimate for A(t) during the hour following each anti-PD-1 dose.
Hence, for each time td at which anti-PD-1 is administered,

A(t) =

{

0.481 td ≤ t < td + 1

0 otherwise.

3. RESULTS

3.1. Oncolytic Viral Therapy Alone
First, we discuss our results for the model in the absence of an
immune checkpoint inhibitor, given by Equations (1)–(7).

3.1.1. Parameter Sensitivity Analysis
We perform a global parameter sensitivity analysis with OVT
alone, to simulate a virtual experimental trial with 300 mice,
each with distinct tumor and immune characteristics. We use
this analysis to identify the parameters that most significantly
contribute to treatment efficacy.We first determined a reasonable
range of values in which to vary each model parameter using
estimates in the literature when available, and otherwise
estimating based on available biological information, as shown
in Tables 2, 3. We performed the sensitivity analysis using
Latin hypercube sampling (LHS) and partial rank correlation
coefficient (PRCC) analysis (McKay et al., 1979). See the
Appendix for details describing this process.

We performed the global sensitivity analysis with four
different simulation endpoints, at t = 100, t = 300, t = 1, 000,
and t = 3, 000 h. Figure 3 depicts the PRCC for each
parameter and each endpoint, determined through this global
sensitivity analysis. In all cases, the parameter with the strongest
relationship to the final tumor size was β , the viral infection rate.
The tumor cell growth rate, rt , was another highly significant
parameter for t ≤ 300. However, on the longer time scale, when
t = 1, 000 or t = 3, 000, the tumor carrying capacity, CT , had a
more significant impact on the final tumor size than the growth
rate. The parameter kVZ , representing the innate immune-
mediated killing rate of virus, also gains some significance as the
simulation end time increases, but on a much smaller scale than
the viral infection rate and tumor carrying capacity.

We are particularly interested in the role that the immune
system plays in treatment success. In order to isolate this effect,
overshadowed by the impact of the viral infection and tumor
growth properties in the full sensitivity analysis, we perform
another sensitivity analysis, varying only the parameters directly
related to the innate immune response and fixing all other
parameters. This models a trial of mice with similar tumors,
treated by the same virus, but characterized by distinct innate
immune responses to the treatment. We found that the most
significant innate immune-related parameter on an intermediate
time-scale is the innate immune-mediated killing rate of virus,
kVZ . Using the notation P(x, t) to denote the PRCC between

the parameter x and the tumor size after t h, the PRCC for
kVZ was P(kVZ , 300) = 0.6591, indicating a strong direct
correlation between this parameter value and the susceptible
tumor population after 300 h. The left plot in Figure 4A displays
the tumor size for each simulation within the innate immune
sensitivity analysis with simulation endpoint t = 300 h, as a
function of the innate immune-mediated killing rate of virus,
kVZ . The second most significant parameter in this analysis
was the source of the innate immune cells, sZR, with PRCC
P(sZR, 300) = 0.3241, indicating a moderate direct relationship
to the post-treatment susceptible tumor population, shown in
Figure 4B. The PRCC between each remaining innate immune-
related parameters and the susceptible tumor population was
under 0.09.

We continued this investigation by isolating the parameters
directly related to the adaptive immune response and fixing all
other parameters, simulating an experimental trial of mice with
similar tumors and viral treatment, but characterized by distinct
adaptive immune responses to the treatment. When varying only
parameters related to the adaptive immune response, there was
very little variation in tumor size after 300 h for most parameter
sets. However, the parameter with the strongest correlation to
tumor size was the virus-specific adaptive immune-mediated
killing rate of virus, kVA, with a strong direct relationship,
indicated by P(kVA, 300) = 0.7961. Figure 5A displays the
susceptible tumor population as kVA varies, and we observe
that most simulations ended at a comparable high tumor size
level, but for very large values of kVA, this post-treatment tumor
size increases further, due to rapid killing of the virus by the
adaptive immune cells. The second most significant parameter
is the innate immune-mediated activation rate of virus-specific
adaptive immune cells, aVZ , with P(aVZ , 300) = 0.3128,
and the third most significant parameter is the rate of tumor
cell-mediated proliferation of tumor-specific adaptive immune
cells, aAT , which can be interpreted as the level of antigenicity
of the tumor. The PRCC between this parameter and the
tumor size after 300 h is P(aAT , 300) = −0.1228, indicating an
inverse relationship between antigenicity and the tumor size.
Although aAT does not have a strong correlation coefficient when
compared to the parameter kVA, Figure 5B shows that the only
simulations resulting in a reduced tumor size had high levels
of antigenicity. Thus, there seems to be an important range of
aAT that allows for more successful therapy results, making the
tumor antigenicity level potentially more interesting than the
adaptive immune-mediated killing rate of virus.

3.1.2. Treatment Dependence on Viral Infection Rate
We observed in the global sensitivity analysis that the
effectiveness of oncolytic viral therapy to treat GBM is highly
dependent on the viral infection rate. The infectivity of an
oncolytic virus is not an intrinsic property of the system; this
viral characteristic can be genetically modified via gene deletions,
so it is undoubtedly a parameter worthy of investigation. We
investigate the effect of the viral infectivity by fixing all other
parameters at their baseline level while varying only the viral
infection rate, β . Due to uncertainty regarding a biologically
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TABLE 3 | Parameters used in immune checkpoints.

Parameter Description Baseline Range References

23 KYQ Inhibition of T cells by PD-1/PD-L1 1.296× 10−9 (µM)2 10−10 − 10−8 Lai and Friedman, 2017, Est.

24 ρp Molar concentration of PD-1 per T cell 1.259× 10−11 µM 10−12 − 10−10 Nikolopoulou et al., 2018, Est.

25 ρL Molar concentration of PD-L1 per T cell 2.510× 10−11 µM 10−12 − 2× 10−10 Nikolopoulou et al., 2018, Est.

26 ǫT Expression of PD-L1 on tumor cells vs. T cells 10 1–50 Estim.

27 ǫZ Expression of PD-L1 on innate immune cells vs. T cells 10 1–50 Estim.

28 sZR Source of the resting innate immune cells 0.08 cell h−1 0.005− 0.2 Reynolds et al., 2006

29 aZZ Activation of resting innate immune cells by previously

activated innate immune cells

0.01 cell−1h−1 0.005− 0.2 Reynolds et al., 2006

30 δZR Death rate of resting innate immune cells 0.12 cell−1h−1 0.069− 0.12 Reynolds et al., 2006

31 δA Decay rate of anti-PD-1 0.0019 h−1 1.37× 10−3 − 0.058 Brahmer et al., 2010;

Nikolopoulou et al., 2018

32 µPA Anti-PD-1 blocking rate of PD-1 8.945 L/µ mol/h 6.45− 2.73× 102 Lai and Friedman, 2017

achievable upper bound for viral infectivity, we let β vary in a
large range, for the purpose of identifying the level of infectivity
required for successful treatment. For each distinct β level, we
simulate the model until t = 3, 000, when all populations have
settled toward their steady state behavior. Figure 6 shows in
yellow that there is a clear threshold, β ≈ 4.9×10−8, above which
the tumor is eliminated through treatment, and below which
the tumor reaches its carrying capacity. There is little available
information about specific limitations for viable oncolytic viral
infection rates, so it may be the case that many oncolytic viruses
cannot feasibly reach this high level of infectivity.

We also investigate the degree to which this critical β

threshold changes as the immune landscape changes. To model
a tumor in a strong innate immune environment, we increase
the two most influential innate immune parameters, kVZ and
sZR, to the upper bounds of the ranges over which we vary
these parameters in the sensitivity analysis, i.e., to kVZ = 2
cell−1h−1 and sZR = 0.2 cell h−1. As β varies, the dotted
green line in Figure 6 shows that the strong innate immunity
prevents treatment success for all levels of viral infectivity, which
we hypothesize is due to the rapid innate immune-mediated
clearance of all viral particles.

It may also be the case that the oncolytic viral treatment is
administered to a tumor that elicits a strong adaptive immune
response. In order to test the benefit that the strong adaptive
immune response may confer to treatment response, we increase
the antigenicity parameter aAT , whose upper range yielded a
reduced tumor size in the sensitivity analysis, to 0.05 cell−1h−1.
As β varies, the dashed purple curve in Figure 6 shows that
the viral infection threshold shifts downward from the baseline
case, suggesting that in an environment with a strong adaptive
immune response, treatment can be effective with a less infectious
virus, due to the increase in tumor-mediated recruitment of
adaptive immune cells.

3.1.3. Innate Immune Suppression of OVT
In the previous subsection, we observe that on its own, a strong
innate immune response negatively impacts the tumor response
to OVT. However, intuition suggests that when paired with

a strong adaptive immune response, for a sufficiently strong
innate response, the innate immune cell recruitment of adaptive
immune cells could potentially outweigh the rapid clearance of
the virus. In Figure 7, we consider the tumor size after 300 h as
the source of innate immune cells, sZR varies. The curve in blue
shows a monotone increase in tumor size in the baseline case,
as sZR increases. The green curve shows the results in a tumor
microenvironment with a strong adaptive immune response,
modeled as before, with a high level of tumor antigenicity,
aAT = 0.05 cell−1h−1. In this case, the tumor size again increases
monotonically with sZR, albeit deviating to some extent from
the baseline case for large sZR values. The monotonic behavior
suggests that even when paired with a strong adaptive immune
response, the strong innate immune system is not beneficial to
OVT response. Hence, with a larger innate immune presence,
the faster recruitment of adaptive immune cells is not sufficient
to offset the rapid viral clearance from the innate immune cells.

However, in the absence of PD-1/PD-L1 immune suppression,
i.e., when F(P, L) = 1 in Equations (5), (6), we observe
the opposite trend for large sZR. The dashed yellow curve in
Figure 7 shows that eliminating the immune checkpoints in the
baseline case has essentially no effect on the treatment response,
but when paired with a strong adaptive immune response,
displayed in purple, the tumor size decreases for sufficiently
large sZR. Hence, without the PD-1/PD-L1 suppression of T-cell
activity, the faster recruitment of adaptive immune cells resulting
from a large innate immune presence, can yield more effective
treatment results. This suggests that for tumors with strong
adaptive immunity, combining OVT with immunotherapies that
inhibit the PD-1/PD-L1 checkpoint may improve treatment
efficacy. These observations motivated the inclusion of anti-PD-
1 immunotherapy in our model. We will discuss the results from
the combination therapy model in the following section.

3.2. Combination Therapy With Anti-PD-1
Next, we discuss our results for the model that includes both
oncolytic viral therapy and the immune checkpoint inhibitor,
anti-PD-1, described by Equations (1)–(6), (10), (11).
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Full parameter sensitivity analysis, without anti-PD-1
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FIGURE 3 | Parameter sensitivity analysis without anti-PD-1. Bar plot of the partial rank correlation coefficient between each model parameter and the susceptible

tumor population at the end of the simulation, shown for simulation end points at t = 100, t = 300, t = 1, 000, and t = 3, 000 h.

3.2.1. Parameter Sensitivity Analysis
We also perform a parameter sensitivity analysis with both
oncolytic viral therapy and anti-PD-1 immunotherapy, using
the method described in section 3.1.1, in order to identify
parameters that gain or lose significance with the combination
therapy, when compared to the sensitivity analysis with OVT
alone. Figure 8 displays the PRCC for each parameter in this
global sensitivity analysis. We will represent this PRCC by P̂

when it refers to the model with anti-PD-1. The most substantial
difference between this analysis and the analysis with OVT
alone relates to the parameter aAT , representing the level of
tumor antigenicity. With anti-PD-1, the PRCC between aAT and
tumor size after 1,000 h is P̂(aAT , 1, 000) = −0.4532, and after
3,000 h is P̂(aAT , 3, 000) = −0.4705, whereas with oncolytic
viral therapy alone, the corresponding PRCC values for aAT are

P(aAT , 1, 000) = −0.0411 and P(aAT , 3, 000) = −0.0316. Hence,
the parameter aAT has a much stronger correlation with post-
treatment tumor size when the tumor is treated with anti-PD-
1, suggesting that tumor antigenicity contributes significantly
more to the effectiveness of the combination therapy than to
the effectiveness of OVT alone. Otherwise, the viral infection
rate, β , is still the most significant parameter for simulation
end-time t ≤ 1, 000. For t = 3, 000, the parameter aAT
surpasses β , with P̂(aAT , 3, 000) = −0.4705 and P̂(β , 3, 000) =
−0.3071. We also note that the carrying capacity, CT , is much
less significant with anti-PD-1 than with OVT alone, suggesting
more effective treatment with the combination therapy, leading
to more frequent tumor size reduction or clearance.

Analogously to the previous section, we perform additional
sensitivity analyses, first varying only the parameters directly
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FIGURE 4 | Tumor size in innate immune sensitivity analysis. The tumor size (A) as a function of kVZ , the killing rate of the virus by innate immune cells, and (B) as a

function of sZR, the source of innate immune cells. We use t = 300 h as the endpoint for the innate sensitivity analysis. The PRCC between kVZ and the susceptible

tumor population is P (kVZ , 300) = 0.6591, and between sZR and the susceptible tumor population is P (sZR, 300) = 0.3241.
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FIGURE 5 | Tumor size in adaptive immune sensitivity analysis. The tumor size is shown (A) as a function of kVA, the killing rate of the virus by virus-specific adaptive

immune cells, and (B) as a function of aAT , the tumor-mediated proliferation of tumor-specific adaptive immune cells. We use t = 300 h as the endpoint for the

adaptive sensitivity analysis. The partial rank correlation coefficient (PRCC) between kVA and the susceptible tumor population is P (kVA, 300) = 0.7961, and between

aAT and the susceptible tumor population is P (aAT , 300) = −0.1228.

related to the innate immune response and fixing all other
parameters, and subsequently varying only the parameters
directly related to the adaptive immune response. In the innate
immune case, the results were very similar to those with OVT
alone, and we summarize these in the Appendix. Similarly to the
global parameter sensitivity analysis, when we vary only adaptive
immune-related parameters, the parameter aAT is much more
significant with anti-PD-1 than without this treatment. With
anti-PD-1, the PRCC is P̂(aAT , 300) = −0.3213, as compared
to P(aAT , 300) = −0.1228 with OVT alone. This is the second
most significant parameter in this analysis, surpassing the innate
immune-mediated activation rate of virus-specific adaptive

immune cells, aVZ , with P̂(aVZ , 300) = 0.2685. The most
significant parameter is again the adaptive immune-mediated
viral killing rate, kVA, with P̂(kVA, 300) = 0.6995, reduced from
the PRCC value without anti-PD-1 of P(kVA, 300) = 0.7961.
Although |P̂(aAT , 300)| is smaller than |P̂(kVA, 300)| in this
adaptive immune parameter sensitivity analysis, large values of
aAT seem to contribute to tumor clearance, as shown in Figure 9.
In contrast, the parameter kVA does not seem to contribute to a
reduction in tumor size, but rather, high values of kVA lead to
larger tumors. Hence, the tumor antigenicity level, aAT , seems to
be the most important adaptive immune-related parameter, with
respect to tumor size reduction and clearance when treated with
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FIGURE 6 | Long-term tumor size, after 3,000 h, as the viral infection rate, β

varies. The tumors were treated with a single oncolytic viral dose, and we

compare between a baseline tumor and a tumor with strong innate or a strong

adaptive immune system. In the strong innate case, kVZ = 2 and sZR = 0.2. In

the strong adaptive case, aAT = 0.05.

FIGURE 7 | Innate immunity tradeoff. We display the susceptible tumor

population after 300 h without anti-PD-1, as the source of innate immune

cells, sZR varies. We compare the baseline parameter regime with a stronger

adaptive immune response, given by aAT = 0.05, in the presence of

suppression of T-cell activity via the PD-1/PD-L1 pathway and also in the

absence of T cell suppression via the PD-1/PD-L1 pathway.

both anti-PD-1 and OVT. Compare Figure 9with Figure 5 to see
that the tumor reduction for large aAT is muchmore striking with
anti-PD-1 than we observed without anti-PD-1.

3.2.2. Treatment Dependence on Viral Infection Rate,

With Anti-PD-1
We determined in the global sensitivity analysis that the
effectiveness of OVT and anti-PD-1 immunotherapy to treat
GBM is dependent on the viral infection rate, but this dependence
is less severe with anti-PD-1 than without. We investigate this
further by varying only the viral infection rate, β , while fixing

all other parameters, and comparing the tumor size after 3,000
h. In Figure 10, the blue curve displays the susceptible tumor
population after treatment with anti-PD-1, with all parameters
outside of β at their baseline levels. In this case, there is a
larger viral infection range that will lead to tumor clearance,
as compared to the yellow curve showing the tumor size after
treatment with OVT alone. The threshold for tumor clearance
without anti-PD-1 is β = 4.9 × 10−8, whereas with anti-PD-1,
tumor clearance occurs for all β ≥ 2.5× 10−8, and 5× 10−10 <

β < 3.2 × 10−9 will likely also lead to tumor clearance. In this
range of β values, treatment success is highly sensitive to the
timing of the viral infection and to the timing of the immune
response. Hence, for 5 × 10−10 ≤ β ≤ 3.2 × 10−9, treatment
success is likely, but the treatment results are less predictable.

We also observe the sensitivity to infection and immune
response timing when varying the dosing of the virus. Figure 11
shows the difference between the cell and viral populations when
one viral dose is administered at t = 0, in 11(a) and 11(b), and
when one initial dose is followed 7 days later by a second viral
dose, in 11(c) and 11(d). In both cases, anti-PD-1 is administered
intravenously for 1 h, every 2 weeks. We observe that the
combination therapy results in tumor clearance when a single
viral dose is administered. Interestingly, when an additional viral
dose is administered 1 week after the first dose, the treatment
actually becomes ineffective, with the tumor rebounding to
its carrying capacity level. One possible explanation for this
phenomenon is that the administration of an additional viral dose
after stimulating an immune response can counteract treatment
progress by diverting the attention of the immune response from
the tumor alone to additional viral particles. The absence of a
viral oscillation in the simulation with two doses, in comparison
with the rapid viral oscillation just before 800 h in the single
dose case, suggests more active immune-mediated killing of the
virus when two doses are administered. It is also possible that
this effect may be the result of an increased innate immune
cell population, stemming from the second viral dose, which
in turn produces a larger concentration of PD-L1 within the
tumor microenvironment. This observation warrants follow-
up work, to experimentally study the effect of multiple viral
doses in combination with immune checkpoint inhibitors. The
discrepancy in tumor response in these two cases emphasizes the
sensitivity of the tumor response to viral and immune response
timing. Additionally it suggests that the primary role of the
oncolytic virus is its stimulation of the immune system, rather
than its cytotoxic effect on tumor cells.

We also consider treatment dependence on viral infection rate
as the immune landscape changes. In the case of a strong innate
immune response, simulated using kVZ = 2 and sZR = 0.2, there
is a range of large β values that lead to treatment success with
both anti-PD-1 and OVT, shown in red in Figure 10, in contrast
to no tumor size reduction for any β with OVT alone, shown
in green. However, the β range for tumor clearance with a strong
innate immune response is quite high, suggesting the rapid innate
immune-mediated clearance the virus prevents treatment success
unless the virus is infectious enough to persist until a sufficient
adaptive immune response has been initiated. Note that the
results for a strong adaptive immune response, treated with both
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Full parameter sensitivity analysis, with anti-PD-1
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FIGURE 8 | Parameter sensitivity analysis with anti-PD-1. Bar plot of PRCC values for each model parameter, shown for simulation end points at t = 100, t = 300,

t = 1, 000, and t = 3, 000 h.

OVT and anti-PD-1 immunotherapy, are not shown in the figure
because this case leads to eventual tumor clearance for all viral
infection rates. Hence, for any oncolytic virus, without the PD-
1/PD-L1 checkpoint suppression of adaptive immune activity, a
high level of tumor-mediated adaptive immune cell proliferation
is sufficient to successfully clear the tumor.

We find that in all cases, combining OVT with anti-PD-
1 decreases the viral infection rate threshold for effective
treatment, increasing the likelihood of developing an oncolytic
virus that is sufficiently infectious to successfully treat
murine GBM. However, a strong innate immune response
on its own makes the therapy less effective, so we next
investigate the dynamics that occur in a microenvironment
equipped with both strong innate and strong adaptive
immune responses.

3.2.3. Innate Immunity Tradeoff, With Anti-PD-1
Wefind in the previous sections that the source of innate immune
cells, sZR, is positively correlated with post-treatment tumor size,
and that increasing the innate immune cell presence in the tumor
microenvironment leads to an increase in the viral infection rate
threshold required for effective treatment. Hence, in a typical
tumor environment, the net contribution of the innate immune
cells to the combination therapy success is negative, due to their
role in viral clearance. In section 3.1.3, we determined that this
was the case with OVT alone, even as the strength of the adaptive
immune response increased.When the tumor is treated with both
OVT and anti-PD-1, Figure 12A shows the tumor size after 300
h as the source of innate immune cells, sZR varies, in the baseline
case and when paired with a strong adaptive immune response,
represented by an increased aAT . This figure is analogous for
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combination therapy to Figure 7 for OVT alone, and we observe
that for sufficiently large sZR, the tumor size actually reaches
a maximum and then declines as sZR increases. This behavior
confirms our hypothesis from the previousmodel that combining
OVT with anti-PD-1 treatment allows the antitumor immune
response to reach its full potential; the strong innate response,
combined with a strong adaptive immune response is sufficient

FIGURE 9 | Tumor size in adaptive immune sensitivity analysis with anti-PD-1,

as a function of aAT , the tumor-mediated proliferation of tumor-specific

adaptive immune cells. We use t = 300 h as the endpoint for the adaptive

sensitivity analysis. The PRCC between aAT and the susceptible tumor

population is P̂ (aAT , 300) = −0.3213.

to clear the tumor relatively quickly. Without anti-PD-1, such
a parameter regime would yield a larger tumor than in the
baseline case.

In Figure 12B, we consider the dynamics within the tumor
microenvironment on a longer time scale, until t = 1, 000 h,
as sZR varies. In this figure, all other parameters are set to their
baseline level, and we observe that there is a large range of
sZR that leads to eventual tumor clearance. There is one small
blip occurring around sZR = 4 × 10−4, in which the tumor
returns to carrying capacity, due to sensitivity to the timing of
the immune response; For small values of sZR, there are a few
discontinuities in the long-term tumor size, due to sensitivity to
the timing of the immune response. The tumor rebounds to its
carrying capacity when the innate immune population decline is
precisely timed to prevent an oscillation of the viral population,
driven by the bursting of infected cells. This viral oscillation is
required to stimulate a surge in adaptive immune activity that
ultimately clears the tumor. Outside of this small range, tumor
clearance occurs, except in the highest ranges of sZR, in which
we hypothesize the influx of innate immune cells clears the virus
too quickly.

Next we vary the strength of the innate immune response
and the adaptive immune response simultaneously. In Figure 13,
we display the parameter values in the sZR − aAT space that
yield post-treatment tumor clearance or recurrence to tumor
carrying capacity by t = 4, 000 h. Figure 13A shows the long-
term results when the tumor is treated with OVT alone, while
Figure 13B shows the results with both OVT and anti-PD-1
immunotherapy. With OVT alone, tumor clearance only occurs
for a very small range of large aAT values, i.e., when the tumor
is highly antigenic. After combining OVT with anti-PD-1, tumor
clearance occurs for a larger upper range of aAT , but for weak and

FIGURE 10 | The susceptible tumor population after 3,000 h as the viral infection rate, β varies. The susceptible population is shown both with and without anti-PD-1,

and we compare between a baseline tumor and a tumor with strong innate or a strong adaptive immune system. In the strong innate case, kVZ = 2 and sZR = 0.2. In

the strong adaptive case, aAT = 0.05.
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FIGURE 11 | Treatment interference from a second viral dose. We display the cell populations over time in the baseline case, with anti-PD-1 dosing every 2 weeks

and one initial viral dose, shown in (A,B), and with one initial viral dose and a second viral dose at 1 week, shown in (C,D). The second column, consisting of figures

(B,D), shows a zoomed in version of each of the plots to the left.

intermediate values of aAT , there are ranges of innate immune
levels leading to tumor clearance, interspersed with ranges
leading to tumor growth. This suggests a much more complex
relationship between the two facets of the immune system, when
exposed to both therapies. For large and small sZR values, the
tumor rebounds to its carrying capacity for all low-intermediate
values of aAT , confirming that the long-term behavior described
above for the baseline aAT is representative of the behavior
in the extreme sZR ranges as aAT decreases. Similarly to the
discontinuities seen in Figure 12B, for intermediate parameter
values there are a few irregular instances interspersed within
the blue clearance region, in which the innate immune response
timing precludes an essential viral oscillation, thus leading to
tumor rebound, rather than immune-mediated clearance of
the tumor. Note that in the uncolored regions, namely for
intermediate values of sZR and low values of aAT , the tumor

starts to shrink early on, but then slowly rebounds when the
adaptive immune populations begin to decline. At t = 4, 000,
the susceptible population falls between 4 × 108 and 5 × 108

for all simulations in this range, illustrated by a representative
simulation in Figure S3 in the Supplementary Material, and
eventually by about 105 h, the susceptible population falls within
0.1% of the carrying capacity.

Overall, we see that there is a significantly larger range of
aAT that makes the combination therapy effective, as compared
to OVT alone. Additionally, there are ranges of innate immune
strength that can be beneficial to the combination therapy,
yielding eventual tumor clearance, which we did not see in
the absence of anti-PD-1. The precise relationship between the
innate and adaptive immune response to OVT and anti-PD-
1 immunotherapy is still not well-understood, but our work
suggests there are parameters regimes in which these operate
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FIGURE 12 | (A) Displays the susceptible tumor population after 300 h with anti-PD-1, as the source of innate immune cells, sZR varies. We compare the baseline

parameter regime with a stronger adaptive immune response, given by aAT = 0.05. (B) Displays the number of susceptible tumor cells, after t = 1, 000 h, as a

function of the source of innate immune cells, sZR.

FIGURE 13 | Long-term behavior as innate and adaptive immune response vary, without and with anti-PD-1. We display parameter values in the sZR − aAT space that

yield post-treatment tumor clearance in blue, and recurrence to tumor carrying capacity in red. The figure on the left shows the results after a single oncolytic viral

dose is administered, while on the right, treatment included the initial viral dose, followed by a dose of anti-PD-1 every 2 weeks. All other parameters are set at their

baseline values. (A) Oncolytic virus only (B) Oncolytic virus and anti-PD-1.

in synergy, when the anti-PD-1 allows the antitumor adaptive
immune cells to be sufficiently active.

4. DISCUSSION

In this work, we first developed a model of GBM response
to OVT and the resulting response from innate and adaptive
immune cells. We parameterized the model using in vivo data
from murine GBM models and performed sensitivity analyses to
determine which parameters most significantly impact the tumor
response to treatment. In Friedman et al. (2006), they concluded
that a tumor cannot be eradicated by OVT unless the burst size is

large. We found a similar limiting threshold, but in our model,
this is a viral infection rate threshold, rather than burst size,
below which tumor eradication is not possible. The infection
rate is a modifiable viral feature, but effective oncolytic viral
treatment requires an infectivity level that may not be biologically
achievable. With a viral infection rate on the order of 10−9

pfu−1h−1, varying the strength of the adaptive immune response
does not significantly improve tumor response to OVT alone, but
it does increase the viral infection range under which the tumor
can be eliminated. We found that a stronger innate immune
response, driven primarily by an increase in the localization
of the innate immune cells and the innate immune-mediated
viral killing rate, leads to a less effective treatment, due to more
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rapid viral clearance by macrophages and natural killer cells.
Even when combined with a strong adaptive immune response,
the innate immune response has an antagonistic effect on OVT
efficacy. Our results suggest this is due to the limitations on T cell
productivity, imposed by the PD-1/PD-L1 immune checkpoints.

Thus, we chose to incorporate a second cancer treatment
within the model, via an immune checkpoint inhibitor, in order
to investigate the effect of this immunotherapy in combination
with OVT. In this case, the viral infection rate is still the
most significant parameter on the short-to-intermediate time
frame. However, the tumor antigenicity level is much more
significant when the tumor is treated with the combination
therapy than with OVT alone. This is indicative of the fact
that the adaptive immune system plays a much more significant
role in response to the combination therapy than to OVT
alone. Under the combination therapy, there is a larger viral
infectivity range under which the tumor can be eliminated,
increasing the possibility of developing a sufficiently infectious
virus to combine with anti-PD-1 to eliminate murine GBM.
However, there is a high degree of sensitivity to the timing of
viral infection and immune response, suggesting that subsequent
doses following an initial viral dose may interfere with the
stimulated immune response.

In addition, there is a much more complex relationship
between innate and adaptive immune cells in the presence of both
OVT and anti-PD-1; under some circumstances, when treating
a highly antigenic tumor, increasing the strength of the innate
immune response can improve treatment efficacy. Hence, on its
own, OVT is unlikely to effectively treat GBM, but combining
with anti-PD-1 can lead to successful treatment, particularly
when treating highly antigenic tumors. In such cases, a more
rapid innate immune response enhances, rather than counteracts,
the treatment. Our work builds upon Wodarz’ investigations
into oncolytic viral and adaptive immune interactions inWodarz
(2001), by determining innate immune conditions required for
effective viral treatment.

We supplement the study in Eftimie and Eftimie (2018),
which focused on the role of macrophages in response to OVT,
by combining this focus with the interactions between innate
and adaptive immune cells. With the inclusion of immune
checkpoints within our model, our results suggest that outside
of very extreme cases, tumor elimination is not possible with
OVT alone. However, when combining OVT with anti-PD-1,
in tumors below a certain antigenicity threshold, we confirm
Eftimie’s conclusion that tumor elimination strongly depends
on the total number of innate immune cells. For sufficiently
high levels of antigenicity, the influence of innate immune
activity diminishes. In the future, we would like to include
both M1 and M2 macrophages within our model framework
to determine whether this distinction affects our model results.

Our model suggests that it may be beneficial to perform testing
of immune cell levels within the tumor microenvironment
and of tumor antigenicity, in order to improve predictions
of treatment efficacy. Additionally, vaccinating the host
with tumor-specific antigen could help to enhance the
antitumor adaptive immune response, thereby improving
treatment outcomes.

A limitation of this model is that it is not spatially explicit,
so it does not account for the spatial distribution of various cell
types and the diffusion of the virus and anti-PD-1 drug. We
plan to extend this work by incorporating spatial heterogeneity
within the tumor, in order to investigate the degree to which
this heterogeneity impacts treatment efficacy. Additionally we
calibrate our model parameters using data from mouse models,
which prevents direct translation to human patients. However,
our work provides information that can be used to inform a
clinical trial. We would like to follow up this work by first
validating our computational predictions using experimental
mouse models, administering a combination of HSV and the
immunotherapy nivolumab to GBM in a range of immune
landscapes. Our work also suggests that investigating the
maximum level of tolerable infectivity for oncolytic viruses
would benefit GBM treatment development. Subsequently,
if the experiments confirm the necessary conditions and
dosing protocol that yield tumor control or elimination,
then this could provide the impetus for a clinical trial for
GBM patients.
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Cancer is a genetic disease for which traditional treatments cause harmful side

effects. After two decades of genomics technological breakthroughs, personalized

medicine is being used to improve treatment outcomes and mitigate side effects.

In mathematical modeling, it has been proposed that cancer matches an attractor

in Waddington’s epigenetic landscape. The use of Hopfield networks is an attractive

modeling approach because it requires neither previous biological knowledge about

protein-protein interactions nor kinetic parameters. In this report, Hopfield network

modeling was used to analyze bulk RNA-Seq data of paired breast tumor and control

samples from 70 patients. We characterized the control and tumor attractors with

respect to their size and potential energy and correlated the Euclidean distances between

the tumor samples and the control attractor with their corresponding clinical data. In

addition, we developed a protocol that outlines the key genes involved in tumor state

stability. We found that the tumor basin of attraction is larger than that of the control

and that tumor samples are associated with a more substantial negative energy than

control samples, which is in agreement with previous reports. Moreover, we found a

negative correlation between the Euclidean distances from tumor samples to the control

attractor and patient overall survival. The ascending order of each node’s density in

the weight matrix and the descending order of the number of patients that have the

target active only in the tumor sample were the parameters that withdrew more tumor

samples from the tumor basin of attraction with fewer gene inhibitions. The combinations

of therapeutic targets were specific to each patient. We performed an initial validation

through simulation of trastuzumab treatment effects in HER2+ breast cancer samples.

For that, we built an energy landscape composed of single-cell and bulk RNA-Seq

data from trastuzumab-treated and non-treated HER2+ samples. The trajectory from

the non-treated bulk sample toward the treated bulk sample was inferred through the

perturbation of differentially expressed genes between these samples. Among them, we

characterized key genes involved in the trastuzumab response according to the literature.

Keywords: breast cancer, Hopfield network, basin region of attraction of a minimizer, systems biology,

dynamic system
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1. INTRODUCTION

Cancer may be caused by genetic and epigenetic factors
that deregulate cellular homeostasis. Hanahan and Weinberg
(2011) classified cancer deregulated processes in terms of ten
hallmarks, which include unlimited proliferative potential, cell
death evasion, and angiogenesis, among others.

This disease was described as a pre-existing attractor in
Waddington’s epigenetic landscape in 2009 by Huang et al.
(2009). An attractor is defined as a stable cell state of
minimum energy and is associated with a cell phenotype.
Due to the stochastic behavior of gene regulation, the
attractor is surrounded by a basin of attraction resulting
from other gene expression profiles (states) that sustain the
same phenotype. The authors proposed that a cancer attractor
would be enclosed within epigenetic barriers that should

prevent its access. As a cell accumulates mutations and
gene deregulation, these epigenetic barriers are lost, and the

cancer attractor becomes accessible. This indicates that the

epigenetic landscape is not rigid and may change over time
(Ao et al., 2008; Huang et al., 2009). In this context, Ao et al.
(2008) proposed that cancer can be classified as preventable,
curable or incurable, according to its respective functional
landscape.

Cancer was also described as an intrinsic robust state of the
endogenous network (Ao et al., 2008; Su et al., 2017; Yuan
et al., 2017b,c). The endogenous network theory (ENT) is a
realistic network dynamic approach, in which the molecular-
cellular network is composed of oncogenes, tumor suppressors,
and other related agents, and covers most molecular functions.
It represents a non-linear stochastic dynamical system able
to generate multiple stable states and paths between them
(Ao et al., 2008). In this context, coarse-grained modeling
was applied using the non-linear Hill functions. The attractors
found by this strategy matched gene expression profiles of cell
phenotypes from colorectal, prostate, hepatocellular, and gastric
cancer. This approach was also applied to acute promyelocytic
leukemia and myelopoiesis (Su et al., 2017; Yuan et al.,
2017b,c).

The most used methods in gene regulatory networks (GRNs)
modeling are stochastic differential equations (SDE), ordinary
differential equations (ODEs), and Boolean networks. SDEs have
been used to identify the appropriate therapeutic approach
against cancer, following the concept of ENT (Su et al., 2017;
Yuan et al., 2017b,c). For instance, Yuan et al. (2017b) proposed
perturbations that would lead colorectal cancer phenotypes
toward the normal intestine phenotype. Either ODEs or SDEs
have been used to model the regulation of p53 by MDM2 and
MDMX (Leenders and Tuszynski, 2013), the tamoxifen-induced
apoptosis in breast cancer (Rouhimoghadam et al., 2018), to
predict the impact of combined therapies on myeloma growth (Ji
et al., 2016), and to quantify the landscape for cell differentiation
and cancer development (Li and Wang, 2013). On the other
hand, Cornelius et al. (2013) used differential equations derived
from a Boolean network to understand how a leukemia GRN
could be switched from an active cell proliferation to an active
cell death state. These methods required previous biological

knowledge about protein-protein interactions and/or kinetic
parameter rates, which may limit the network size and requires
an extensive literature search.

The Hopfield network modeling is an alternative method
that does not require kinetic parameter rates or protein-protein
interactions knowledge. It uses the gene expression profile
as input, and the GRN size is only limited by the available
computational capacity. This method is a form of a recurrent
artificial neural network and was popularized in 1982 by Hopfield
(1982). It considers symmetric and asymmetric connections and
ensures that sample states converge toward stored attractor
patterns during computational modeling.

This method has been used to elucidate cell and cancer
development. For instance, Fard et al. (2016) and Guo and
Zheng (2017) analyzed single-cell data and identified attractors in
the Waddington’s epigenetic landscape related to developmental
trajectories. In cancer-related reports, Hopfield networks have
been used to identify attractors associated with cancer subtypes
(Maetschke and Ragan, 2014) and stages (Taherian Fard and
Ragan, 2017). Moreover, Szedlak et al. (2014) have used
asymmetric Hopfield networks to test densely connected nodes
as therapeutic targets and inferred theminimumnumber of genes
necessary for treatment. Meanwhile, Cantini and Caselle (2019)
developed a methodology to identify molecular similarities to
stratify cancer patients and improve their therapies.

Stratification of patients may improve treatment outcomes
through the identification of molecular targets common
to a group of patients (He et al., 2019). For instance,
trastuzumab is a monoclonal antibody, used as adjuvant
treatment against breast and stomach cancers that overexpress
the HER2 protein (Wang et al., 2019). Also, triple-negative
breast cancer patients may present resistance to neoadjuvant
chemotherapy due to pre-existing resistant cell phenotypes (Kim
et al., 2018). Both studies were performed considering single-
cell sequencing of tumor samples aiming to identify gene
expression signatures.

Most one-size-fits-all medicine approach may cause harmful
side effects due to low selectivity that might affect both tumor
and healthy cells (Siegel et al., 2012). In contrast, personalized
medicine considers the tumor of a patient as unique, and
identifies genes differentially expressed in tumors in comparison
to the surrounding tissue (stroma), which is used as a control
(Carels et al., 2015; Conforte et al., 2019). For this reason,
personalized medicine is expected to mitigate the side effects and
improve treatment efficacy. In vitro validation of this approach
showed that simultaneous inhibition of target combinations
exhibited a more substantial disruptive effect on malignant cells
than the sum of single inhibitions (Tilli et al., 2016).

In this report, we identified differentially expressed genes
between tumors and their control paired samples from breast
cancer patients and used them in Hopfield network modeling.
After the characterization of tumor and control attractors, we
developed a protocol to identify the best target combination,
for each patient, that would minimize potential side effects and
withdraw tumor samples from their basin of attraction. For this
purpose, we prioritized gene selection according to four criteria:
density, node degree, association with cancer-related biological
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processes, and rate of gene activation in tumor samples. We also
performed a further validation of our approach by simulating
trastuzumab treatment effects. For that, we used single-cell and
bulk RNA-Seq data from three HER2+ breast cancer samples, one
treated and two untreated with trastuzumab.

To our knowledge, this is the first report that combines single-
cell and bulk RNA-Seq data, personalized treatment concepts,
andHopfield networkmodeling with the aim of disrupting tumor
sample stability.

2. MATERIALS AND METHODS

2.1. Identification and Characterization of
Differentially Expressed Genes
Bulk RNA-Seq data was obtained from The Cancer Genome
Atlas (TCGA) project housed by the Genomic Data Commons
(GDC, portal.gdc.cancer.gov), accessed in June 2019. This data
set comprises paired tumor and control (stroma) samples from
70 breast cancer patients. We used the FPKM version (Trapnell
et al., 2010) normalized by the upper quartile method (Hyndman
and Fan, 1996).

scRNA-Seq data, accession number GSE 75688, was obtained
in the NCBI Gene Expression Omnibus database, accessed in
February 2020. This data set comprises single-cell and pooled
samples (bulk RNA-Seq) of primary breast tumor tissue from
three HER2+ patients. Among them, one received adjuvant
trastuzumab treatment and had 75 RNA-Seq samples available,
while two patients did not receive any treatment and had 48 and
18 RNA-Seq samples, respectively (Chung et al., 2017).

We analyzed both RNA-Seq data sets by fold change (FC),
aiming to identify differentially expressed genes (DEGs). This
method quantifies the change between an initial and final value
as the ratio of the final value over the initial one. For the RNA-
Seq obtained from TCGA, we considered the tumor expression
data as the final value and the control expression data as
the initial value. Consequently, positive logFC values indicated
higher expression values in tumor samples, while negative logFC
values indicated higher expression values in control samples. The
logFC values of all genes were calculated individually considering
the paired samples of each patient, and then we calculated the
average of each gene among all patients. On the other hand,
for the RNA-Seq data obtained from NCBI Gene Expression
Omnibus, we considered the treated expression data as the final
value and the non-treated expression data as the initial value.
Consequently, positive logFC values indicated higher expression
values in treated samples, while negative logFC values indicated
higher expression values in non-treated samples. The logFC
values of all genes were calculated considering the bulk RNA-
Seq samples because it represents a weighted average of the
heterogeneous cells present in the sample.

For both RNA-Seq data sets, we used a p-value ≤ 0.01 and
a false discovery rate (FDR) ≤ 0.01 as a threshold to select the
DEGs. This threshold was associated with an average logFC >3
or < −3.

The DEGs found were characterized using the Gene List tool
from the Panther Classification System (pantherdb.org) with

respect to their biological process categories, following the Gene
Ontology (GO) classification (Thomas et al., 2003; Mi et al., 2010)
(Supplementary Table 1).

2.2. Clinical Data
We obtained the clinical data of each patient from the
TCGA data set in TCGA-GDC, accessed in June 2019
(Supplementary Table 2), and appended data of molecular
subtype, entropy, and overall survival. The molecular subtypes
were defined according to the classification of The Cancer
Genome Atlas Network (2012); the entropy values were obtained
from Supplementary File 5 of Conforte et al. (2019); the overall
survival (OS) of each patient were determined based on the OS
data available in Liu et al. (2018). The OS data was analyzed with
the Kaplan-Meier curve using GraphPad Prism software, where
1 is indicative of death, and 0 is indicative of censored data. The
resulting curve indicates the percentage of patients alive after the
OS time.We considered the overall survival of each patient as the
percentage of patients alive on his/her OS time.

2.3. Hopfield Network
We applied the discrete neural Hopfield network to perform our
analysis. This method implements an auto-associative network
that can recover a pattern from partial discrete information
(Hopfield, 1982). As input vectors, we used the binarized gene
expression profile of each sample. For this, we considered
the normal distributions of the logarithm of expression values
from DEGs identified for each RNA-Seq data set and each
condition (tumor/control or treated/non-treated) separately. We
used the geometric mean as the threshold to binarize the gene
state in each sample expression profile (Limpert et al., 2001)
(Supplementary Table 3). This method allows the identification
of genes with different states between samples, which is expected
fromDEGs.More importantly, it also allows for the identification
of genes with the same state between samples, which must be
considered since we selected DEGs based on the average logFC
value of each gene among all samples from each data set.

The attractors were characterized as the centroids of their
respective samples. Each centroid was composed of the average
of states for each gene among its samples. The gene state was
assigned a value of 1 for an average value >0.5, and 0 otherwise.
Since we used the samples to define each attractor, our method
for energy surface construction is parametric. Contrary to the
non-parametric method used in Taherian Fard and Ragan (2017),
the one applied in this work ensures the existence of basins of
attraction related to each attractor.

The Hopfield network analysis was performed with Neupy, a
library for neural networks in Python (www.neupy.com). Each
attractor from the analyzed data set was used in the training phase
to define its weight matrix. The weight matrix (Wa) is defined in
Equation (1), where P is the attractor’s gene expression profile, PT

is its transpose, and I is the identity matrix necessary to impose
symmetric behavior with diagonal equal to zero. SinceW may be
composed of more than one stored pattern, its value is equal to
the sum of all weight matrices (Equation 2).

Wa = (PPT)− I (1)
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W = Wa1 +Wa2 (2)

The dynamic trajectory of each sample (P(t+1), defined in
Equation 3), was predicted by following the synchronous
approach as shown by Equation (3), where W is the final weight
matrix, and P(t) is the sample gene expression profile at time
t. The sgn(x) function (Equation 4) determines the binarized
output pattern.

P(t+1) = sgn(P(t)W) (3)

sgn(x) =

{

1 : x ≥ 0

0 : x < 0
(4)

By analogy to a physical system, the discrete Hopfield network
energy (E) is calculated using the Lyapunov function, which
guarantees convergence to a low-energy attractor state (see
Equation 5) (Taherian Fard and Ragan, 2017).

E[P(s)] =
−1

2
PWPT (5)

where E[P(s)] is the energy of network state s for sample vector P
and time t.

2.4. Samples Characterization
For the RNA-Seq data set from TCGA, the Euclidean distances
(EDs) were calculated based on all network dimensions and
implemented following three strategies: (i) calculation of the EDs
between each sample and all other samples that converged to the
same attractor, whose respective average was used to infer the
sizes of the basins of attraction for the tumor and control sample
attractors; (ii) calculation of the EDs between tumor samples and
the control attractor (centroid); and (iii) calculation of the EDs
between tumor samples and the tumor attractor (centroid). These
values were correlated with the patients’ clinical data.

We set two conditions to ensure the statistical significance of
data correlations despite the data heterogeneity. First, the data of
each clinical variable (tumor stage, molecular subtype, entropy,
and overall survival) should group into at least three classes.
Second, each class should include at least three patients to infer
the average of the respective class.

The non-parametric Kruskal-Wallis test (Kruskal and Wallis,
1952) and the pairwise Wilcoxon signed-rank test (Wilcoxon,
1945) were performed to evaluate if all classes of the same clinical
variable were significantly different. The null hypothesis of the
non-parametric Kruskal-Wallis test is that all classes have the
same average ED. When the null hypothesis was rejected, a
pairwise Wilcoxon signed-rank test was performed to identify
which class significantly deviated from the average. This test
was performed for tumor stage, molecular subtype, and entropy
clinical variables. For overall survival, we performed the Pearson
correlation test. These statistical analyses were performed in R.

For the RNA-Seq data set from NCBI Gene Expression
Omnibus database, we characterized the samples using principal
component analysis (PCA) and a t-distributed stochastic
neighbor embedding analysis (t-SNE) (Maaten and Hinton,
2008). Both tests were performed in Python.

2.5. Target Identification
Each DEG found for paired tumor and control samples was
classified according to four parameters. For each parameter, the
gene priority was screened in ascending and descending order.
Parameter 1: density of each gene in the Hopfield network;
Parameter 2: number of GOs related to cancer development
associated with each of the DEGs; Parameter 3: number of
patients with the gene under consideration active (1) in their
tumor samples (biomarker); and Parameter 4: node degree of
each gene.

Parameter 1 was determined following Equation (6), where the
density (D) of node i is the sum of all weights in W for node
i divided by the number of network nodes (n). Negative values
for wij indicated different states for nodes i and j in the stored
patterns, while the opposite is true for positive values.

Di =
1

n

j=n
∑

j=1

wij (6)

The second parameter is determined by the number of GOs,
identified in the Panther Classification System as related to cancer
development, associated with each DEG. On the other hand,
parameter 3 identified the number of patients with an active DEG
in the tumor sample and inactive in it respective control sample.
In this case, we may hypothesize that genes active in many tumor
samples, and inactive in their respective control samples, may be
considered as breast cancer biomarkers.

The node degree of each gene, parameter 4, was determined
according to the human interactome, obtained from the
intactmicluster.txt file (version updated December 2017)
accessed on January 11, 2018, at ftp://ftp.ebi.ac.uk/pub/
databases/intact/current/psimitab/intact-micluster.txt. This file
presents 151,631 interactions among 15,526 human proteins
with UniProtKB accessions. The node degree of each protein
was calculated through automated counting of their edges
(Supplementary Table 4). We analyzed the node degrees of
DEGs for which we found equivalence between the Ensemble
and UniProtKB accessions (215/324), used for the RNA-Seq data
and the interactome, respectively.

As stated in algorithm 1, we tested the effect of switching
off 1–20 genes, according to priority lists, and analyzed the
resulting energy values. This experiment was performed with
the aim of identifying the number of genes that needed to be
inhibited to move tumor samples away from their tumor basin
of attraction. Our strategy followed the personalized medicine
concept, considering the paired tumor and control samples of
each patient. Moreover, to avoid potential side effects, we only
switched off genes that were active (1) in the patient’s tumor
sample and inactive (0) in the paired control sample (stroma).

The implementation of algorithm 1 is available upon request.
The algorithm considers two functions: length, which is the
vector extent, and energy, which calculates the sample-related
energy as described above. We analyzed each patient’s tumor
(patientTumorSample) and control (patientControlSample)
sample gene expression profiles and searched for genes (gene)
in the gene priority lists (listOfGenes). If a gene was active in
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Algorithm 1

1: Input: Priority list of genes for inhibition (listOfGenes)
/ Patient control sample expression profiles
(patientControlSample) / Patient tumor sample expression
profiles (patientTumorSample).

2: Output: Combination and number of gene inhibitions
recommended for each patient (inhibitedGenes, length of
inhibitedGenes).

3: procedure GENE INHIBITION(listOfGenes,
patientControlSample, patientTumorSample)

4: Energy = 0
5: attemps = 0
6: patientTreated = patientTumorSample
7: inhibitedGenes = {}
8: while (length (inhibitedGenes) < 20) and (attemps <

100) do
9: attemps += 1
10: for all gene in listOfGenes do
11: if gene = 0 in patientControlSample then
12: if gene = 1 in patientTumorSample then
13: gene = 0 in patientTreated
14: add gene to InhibitedGenes
15: if energy(patientTreated)≥ −35000 then
16: break

17: return inhibitedGenes, length(inhibitedGenes)

the patient tumor sample and inactive in its paired control, it
would be inhibited, and a new patient gene expression profile
(patientTreated) was retrieved. If the change was not sufficient to
reach an energy level equivalent to the barrier height between the
two attractors (−35,000), the algorithm would continue to the
second gene (gene) in the gene priority list (listOfGenes). When
the barrier height energy was reached, the algorithm would leave
the “for” loop, and the next patient gene expression profile would
be analyzed. This algorithm returns the number of inhibitions
indicated to move each tumor sample away from the tumor basin
of attraction.

A similar algorithm was used to test the gene target
combinations able to move tumor samples toward the control
attractor. In this case, we tested switching off 1–50 genes,
according to the priority lists. Instead of calculating the energy
of the new patient gene expression profile (patientTreated) in
line 15 of algorithm 1, we predicted its convergence toward the
tumor or control attractor. If the changes were not sufficient to
induce tumor sample convergence toward the control attractor,
then the algorithm would continue to the next gene (gene) in
the gene priority list (listOfGenes); otherwise, it would leave the
“for” loop, and the next patient gene expression profile would
be analyzed. In this case, the algorithm returns the number of
inhibitions indicated to move each tumor sample toward the
control attractor.

For trastuzumab treated and non-treated patients, we
simulated the effect of trastuzumab treatment in the non-treated
RNA-Seq sample, aiming to further validate our personalized

approach. To do this, we built an energy landscape with single-
cell and bulk RNA-Seq samples from non-treated patient 1 and
the treated patient. We could not perform this experiment for
non-treated patient 2 because it did not have enough samples to
build its basin of attraction.

The state transition from the non-treated bulk RNA-Seq
sample toward the treated bulk RNA-Seq sample was inferred
through the perturbation of genes differentially expressed
between those samples. Each DEG would receive the same state
than the one in the treated bulk RNA-Seq sample, creating a
new transitory state. The connection between all transitory states
defines the trajectory from the non-treated basin of attraction
toward the treated one. Besides, we characterized each DEG
according to their role in signaling pathways associated with
trastuzumab response (Supplementary Table 7).

We used bulk RNA-Seq samples as reference in the
state trajectory because they comprise single-cell heterogeneity
and abundance, as a weighted average of all single-cell
samples available.

3. RESULTS

3.1. Characterization of Differentially
Expressed Genes
We identified 324 DEGs among the paired tumor and control
samples. We binarized the gene expression profiles from
each patient following the normal distribution found for the
logarithms of expression values (RNA-Seq data) of all tumor and
control samples, separately, then used the geometric mean as a
threshold (Limpert et al., 2001) (Figure 1). It is important to
highlight that the results are sensitive to the chosen threshold
and the geometric mean is the best fit for our samples
(Supplementary Table 3).

From the 324 DEGs, 295 were recognized by the Panther
Classification System. The Gene List tool found 1,918 GO codes
related to biological processes, among which 111 were related
to cancer development or response. Of all DEGs, 65.4% were
classified with at least one cancer-related GO. All of these results
can be analyzed in more detail using Supplementary Table 1.

We classified the cancer-related processes into ten onco-
or tumor suppressor processes (Figure 2), from which seven
corresponded to well-described hallmarks, and three were
cancer-related pathways. The identified hallmarks were
proliferation, cell death, cell migration, metabolic process,
inflammatory response, cell growth, and angiogenesis, while
the cancer-related pathways were the MAPK, WNT, and Rho
GTPase pathways (Hanahan and Weinberg, 2011).

Note that inflammatory-related GOs could not be
differentiated into acute or chronic response, which hampers
elucidation of association with cancer formation, since it can
only be triggered by chronic inflammation (Gonzalez et al.,
2018). Furthermore, we included the regulation of mTOR
signaling in both the proliferation and cell death categories
due to its essential role in these hallmarks (Tian et al., 2019).
Lastly, the hypoxia response characterized the metabolic cancer
hallmark and is triggered by the hypoxia-inducible factor (HIF),
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FIGURE 1 | Distribution of the logarithm of expression values from control samples (A) and tumor samples (B). The red line represents the geometric mean. The

numbers “0” and “+1” are the binarized states that each gene received according to each sample expression profile.

FIGURE 2 | Number of Gene Ontology (GO) codes found for each cancer-related hallmark/pathway (purple) and number of Differentially Expressed Genes (DEGs)

classified according to each GO (blue).

which is directly related to the establishment of the “Warburg
Effect.” This metabolic rewiring occurs when tumor cells activate
ATP generation via glycolysis (Simon, 2006; Liberti and Locasale,
2016). This process is essential for cancer cell survival under
hypoxic stress. HIF transcriptionally regulates hundreds of genes
that are also related to invasion, metastasis, genetic instability,
and immune response (Yan et al., 2019).

Among the pathways that we identified, the MAPK pathway
has been characterized as a key regulator of cancer development
and is associated with several cellular processes, such as
proliferation, growth, apoptosis, and migration. It involves other
essential kinases (ERK and JNK) and proteins (RAS, Raf, and
MEK), which can be reviewed in more detail in Dhillon et al.
(2007).

The WNT pathway is divided into two main types: canonical
and non-canonical (via JNK cascade) signaling pathways. Its
function was first described in the developmental processes
of Drosophila melanogaster and has been recently associated
with cancer cell proliferation, stemness, metastasis, and immune
evasion. This pathway can be reviewed in Zhan et al.
(2017).

Finally, the Rho GTPase pathway has been associated
with remodeling of the actin cytoskeleton, which is
related to cell division and phenotype transition. It
participates in cancer cell migration, proliferation, survival,
and death. Its role in all of these signaling pathways
can be reviewed in more detail in Haga and Ridley
(2016).
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TABLE 1 | Tumor and control basin of attraction sizes according to the Euclidean

distances of all samples and samples that converged to each attractor.

ED for all

samples

ED for samples that converged to

each attractor

Tumor 8.34 8.19

Control 7.92 8.17

3.2. Attractors Analysis
The Euclidean distances (EDs) were calculated considering all
data dimensions. The EDs between all tumor and control paired
samples revealed that the tumor basin of attraction was, indeed,
larger than that of the control, when considering all samples
that converged to the expected attractor. However, the size
difference between both basins of attraction, considering samples
that converged to each attractor, depended on the second decimal
value and may not be considered as meaningful (Table 1). The
difference among ED considering all samples and ED considering
samples that converged to each attractor can be explained by the
fact that five tumor samples converged to the control attractor,
and because of that, were included in the ED measurement of
the control basin of attraction. Interestingly, these samples were
classified by (i) molecular subtypes with good prognosis (LumA
or LumB); (ii) being in the initial stages of tumor development
(stages i and iib); and (iii) most of them (A0BM, A0C3, A1EU,
and A2FF) presenting the smallest entropies among patients
(Supplementary Table 2), which is associated with a low level of
aggressiveness (Breitkreutz et al., 2012; Conforte et al., 2019).

When comparing the clinical data with the EDs between the
control attractor and the tumor samples that converged toward
the tumor attractor, we found that the averages among the
groups of tumor stages, molecular subtypes, and entropies were
not significantly different when considering the non-parametric
Kruskal-Wallis test. The result is the same when considering the
ED between the tumor attractor and the tumor samples that
converged toward the tumor attractor. Nevertheless, the Pearson
correlation test, performed for the overall survival groups,
showed a significant negative correlation with the EDs between
the control attractor and the tumor samples that converged
toward the tumor attractor (r = −0.85). A p-value = 0.001 and
a slope = −0.07, with a 95% confidence interval between −0.11
and −0.03, which indicates that the regression line slope is
different than zero. As expected, smaller distances are related
to higher overall survival. No correlation was found among the
overall survival groups considering the ED between the tumor
attractor and the tumor samples that converged toward the tumor
attractor. The Kruskal-Wallis test and the Pearson correlation test
results are shown in Figure 3.

The same energy value was found for both tumor and control
attractors (−55,000), corresponding to the local minimum of
the energy function. The potential energy analysis revealed that
tumor samples are more associated with a lower energy level and
are closer to their attractor minimum energy than the control
samples (Table 2) (for more details, see Supplementary Table 5).
This result follows a common biological trend of tumors
presenting alternative pathways that ensure tumor stability

and promote tumor resistance to chemotherapy. The energy
landscape based on those samples is presented in Figure 4.

3.3. Attractor Transitions
Hypothesizing that the genes involved in tumor state stability
are essential for tumor maintenance, it may be reasonable to
argue that the disruption of their products (mRNA, protein)
might lead to tumors moving toward an attractor associated
with active cell death. Accordingly, we searched for the best key
gene combinations for each patient by considering their gene
expression profiles that, when switched off, would minimize side
effects and move tumor samples away from the tumor basin of
attraction. This exercise provides a measure of how many key
genes should be inhibited in each tumor sample to withdraw it
from the tumor basin of attraction.

Supplementary Table 6 presents the values attributed to
each gene when considering the four prioritization parameters:
density of each gene in the Hopfield network; number of GOs
related to cancer development associated with each gene; number
of patients with the gene under consideration active (1) only
in their tumor samples (biomarker); and node degree. Each
parameter was analyzed in ascending and descending order.

Figure 5 shows that the inhibition of two targets would
be sufficient to move ∼55 tumor samples (78.6%) away from
their basin of attraction. Moreover, the parameters regarding
the number of GOs and node degree were not effective
for identifying key genes with the potential to change gene
expression patterns in the Hopfield network since their ascending
and descending orders exhibit similar behavior. On the other
hand, the biomarker and density parameters showed different
behaviors when considering their ascending and descending
orders. The descending biomarker curve moved more tumor
samples away from their basin of attraction than its respective
ascending curve, while the opposite trend was observed for the
node density parameter. These curves are similar due to their
node selection strategy.

The descending biomarker curve prioritizes genes that are
active in several tumor samples and inactive in their respective
paired control samples. In other words, these genes present
different states between tumor and control samples for most
patients. Similarly, the ascending density curve prioritizes
nodes with negative connection weights in the weight matrix.
As revealed in the methodology section, interacting nodes
with different states present a negative connection weight.
Additionally, we impose the restriction that only nodes active in
tumor samples and inactive in control samples are suitable for
inhibition. For these reasons, the descending biomarker order
and the ascending density order of prioritization matched.

According to the biomarker classification, CNTFR-alpha
presented the highest value (70), which means that it was
active in all tumor samples analyzed and inactive in all normal
samples. CNTFR-alpha has been associated with proliferation
and poor prognosis and been proposed as a biomarker of
low-grade gliomas (Lu et al., 2012; Fan et al., 2017). SGK2
and PLP1 appeared in the second position of biomarker
classification, being active in the tumor samples of 69 patients and
inactive in their respective controls. SGK2 has been associated
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FIGURE 3 | Boxplot of Euclidean distances found between the control attractor and tumor samples, considering cancer stage (A), entropy (B), and molecular

subtype (C) clinical data classifications. The p-values found in Kruskal-Wallis test are indicated in each figure. (D) Pearson correlation between the overall survival

clinical data classification and the Euclidean distances found between the control attractor and tumor samples. The correlation coefficient (r) and the p-value found are

indicated in the figure.

with hepatocarcinoma progression and bladder cancer cell
proliferation, migration, and invasion (Liu et al., 2017; Chen
et al., 2018). PLP1, although active in most tumor samples
analyzed in this work, has been recently described as consistently
downregulated in several cancer types, including breast cancer
(Li et al., 2017). We did not find any lines of evidence in the
literature that enable its association with cancer development.
Nevertheless, it is described as a cancer gene in GeneCards, and
its antibody is an effective inhibitor of cell growth in breast cancer
(www.mybiosource.com—#7̃005540).

We also tested the number of targets necessary to bring

tumor samples toward the control attractor. Figure 6 shows that
the inhibition of 50 targets is necessary to bring 18–26 tumor

samples (25.7–37.2%) to the control attractor. As stated above,
the descending biomarker curve and ascending density curve
were the most promising gene selection parameters since they
enabled movement of the largest number of tumor samples
toward the control attractor, through the inhibition of few genes.
This result indicates that it is not feasible to bring a tumor sample
back to the normal phenotype.

3.4. Simulation of Trastuzumab Treatment
Effect
The two-dimensionality reduction methods, PCA and t-SNE,
were able to separate gene expression profiles from treated
and non-treated single-cell and bulk samples according to their
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similarities. The PCA analysis is plotted in Figure 7A. This figure
shows that the PCA was able to explain the variance among the
samples with two principal components (PCs), and separated
treated and non-treated samples into two clusters. The first PC
explained 22.03% of the total variance, while the second PC
explained 8.14% of it.

The t-SNE analysis (Figure 7B) also separated the samples
into two main clusters: trastuzumab treated and non-treated
samples. Moreover, it distinguished non-treated samples of each
HER2+ patient. These results indicated that the DEG selected
for this data set not only represents the trastuzumab treatment
but also, the differences between the gene expression profile from
HER2+ patients. In addition, these results are in agreement with
previously published results (Wang et al., 2019).

TABLE 2 | Average energy, average energy distance between samples and their

respective attractor energy minimum and attractor energy minimum for tumor and

control samples.

Average energy of

samples

Average energy

distance

between samples

and attractors

Minimum (attractor)

energy

Tumor −31,338 24,188 −55,000

Control −29,426 26,100 −55,000

The energy landscape built for HER2+ treated and non-
treated samples is shown in Figure 8A. It is interesting to note
that samples from both non-treated patients shared the same
basin of attraction, even though we performed the Hopfield
training phase considering three attractors, one for each patient.
Besides, the trastuzumab treated samples composed a different
basin of attraction with a minimum energy higher than the one
found in the non-treated basin of attraction. This result indicated
that non-treated samples have a higher tumor phenotype stability
than treated samples, and agrees with the fact that trastuzumab
treatment is, indeed, an adjuvant therapy approach rather than a
healing one.

We can also observe in Figure 8 that the bulk RNA-Seq
samples (squares) may be away from their respective single-cells
(spheres). This may occur because bulk RNA-Seq is a weighted
average of all single-cells in the tumor tissue, and because of that,
influenced by single-cell relative amounts. Besides, the bulk RNA-
Seq may comprise single-cell phenotypes that were not obtained
during sequencing.

Paired samples from the same patient, before and after
trastuzumab treatment, were not available. We used samples
from three different patients, two non-treated with trastuzumab
(patients 1 and 2) and one treated (patient 3). Since samples
from patient 1 and 2 belonged to the same region of the
epigenetic landscape (see Figure 8), we hypothesized that their
corresponding treated samples would also be in the same basin
of attraction composed of samples from patient 3.

FIGURE 4 | Energy landscape built for control and tumor attractors, and samples, plotted on a three-dimensional (A) and a two-dimensional grid (B).
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FIGURE 5 | Number of tumor samples that moved away from the tumor basin of attraction, according to the number of genes inhibited for each parameter: density

(A), gene ontology (B), biomarker (C), and node degree (D). “Asc” represents the ascending order, while “Des” represents the descending order.

In this context, we tested the effects of trastuzumab treatment
in the non-treated bulk RNA-Seq from patient 1. To do this, we
built an energy landscape based on non-treated patient 1 samples
and the treated patient samples. We identified 172 differentially
expressed genes between the non-treated and treated bulk RNA-
Seq samples. All DEGs were perturbed according to the treated
gene expression profile. Those changes created new transitory
states that, when connected, formed the trajectory between both
basins of attractions (Figure 8B).

The target profile was reached after the perturbation of all 172
DEGs, and each triangle in Figure 8B represents the perturbation
of a subset with ∼30 DEGs. The trajectory found was mapped
in the energy landscape defined by the Hopfield network, and
is one among many other possibilities. This trajectory was
not optimized because we did not consider the associated
signaling pathways, which would reduce the number of DEGs to
be perturbed.

This experiment was not performed for the non-treated
samples from patient 2 because it did not have enough samples
to build its basin of attraction.

Changing 172 genes expression values is not feasible in the
medical context, if we consider each intervention individually.
However, key genes may initiate a cascade response that
involves many others. For this reason, we characterized the
DEGs concerning their respective biological processes in the
Panther Classification System. Among the 172 DEGs, 92
were characterized by the Panther Classification System with
at least one biological process (Supplementary Table 7). We
reduced this analysis considering the biological processes
involved in the trastuzumab treatment response. Among them,
we can highlight cell proliferation, transcription, apoptosis,
motility, and immune response (Herbst, 2004; Shi et al., 2014).
Through a literature search, we saw that the genes involved
in those biological processes have their role, in trastuzumab
treatment, characterized.

The STAT1 gene is involved in proliferation and transcription
biological processes. This gene plays an important role in HER2
inhibition and is activated after the trastuzumab treatment,
through interferon-gamma production by the mobilized natural
killer cells (Shi et al., 2014). This interferon-gamma production
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FIGURE 6 | Number of tumor samples that converged toward the control attractor, according to the number of genes inhibited for each parameter: gene ontology

(GO), biomarker, and node degree (ND). “Asc” represents the ascending order, while “Des” represents the descending order. The biomarker ascending curve matches

the density descending curve, and the biomarker descending curve matches the density ascending curve.

also activates the HLA-A antigen, involved in the immune
response (Chaganty et al., 2015). The MEL-18 gene (or PCGF2)
was classified in the transcription biological process. This gene
is described as essential for trastuzumab treatment since its
inhibition may result in a trastuzumab-resistant phenotype (Lee
et al., 2019).

In this context, CCR7, PIP, and GBP1 genes were classified
in the immune response biological process. CCR7 determines
a cancer stem cell phenotype through the Notch signaling
pathway, and PIP belongs to the PI3K signaling pathway.
Both signaling pathways are related to trastuzumab treatment
resistance (Pohlmann et al., 2009; Baker et al., 2014; Boyle
et al., 2017). Besides, GBP1 and IFI27 were associated with the
apoptotic biological process, and were related to breast cancer
phenotype resistant to trastuzumab treatment (von der Heyde
et al., 2015).

New therapeutic targets have been explored to overcome
trastuzumab resistance. The ITGB6 gene, associated withmotility
biological process, has been proposed as a therapeutic target
through inhibition by 264RAD antibody. Its combination with
trastuzumab treatment was able to stop tumor growth even in
trastuzumab-resistant cells (Moore et al., 2014).

The results obtained in this section propose a further
validation of our personalized approach.

4. DISCUSSION

The Hopfield network was efficient in revealing cancer attractors
related to molecular subtypes and developmental stages in
previous works (Maetschke and Ragan, 2014; Taherian Fard
and Ragan, 2017). In this report, we considered the gene
expression profile of paired tumor and control samples from

breast cancer patients to analyze both normal and tumor
attractors, infer the best target combinations able to withdraw
the tumor sample from its basin of attraction and simulate
the trastuzumab treatment effect in non-treated bulk RNA-
Seq sample.

Among our data, only five tumor samples converged to the
control attractor. These samples presented molecular subtypes
with a good prognosis, were in initial stages of cancer
development, and had low entropy values. The Shannon entropy
has been widely explored as a cancer development measure and
aggressiveness indicator. Higher entropy values are associated
with aggressive tumor phenotypes. This correlation was found
when comparing cancer and control cells, advanced and initial
stages of tumor development, aggressive cancer types and good
prognosis cancer types (Breitkreutz et al., 2012;Winterbach et al.,
2013; Banerji et al., 2015; Conforte et al., 2019).

The energy values of tumor samples were closer to the tumor
attractor minimum compared to control samples. Although this
result differs from the one published by Taherian Fard and Ragan
(2017), this behavior is expected because tumor samples have
alternative pathways that ensure their phenotypic stability (Fumi
and Martins, 2013; Taherian Fard and Ragan, 2017).

Also, the correlation between the Euclidean distances from
tumor samples to the control attractor and the patient’s overall
survival indicates that there is a higher chance of treatment

success when the gene expression profile is not yet fully

reprogrammed for cancer development. However, those results
did not hold considering the Euclidean distance from tumor

samples to the tumor attractor. This analysis also revealed that
the tumor basin of attraction is larger than that of the control
and should comprise more heterogeneous data, as indicated by
Taherian Fard and Ragan (2017).
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FIGURE 7 | Single-cell and bulk RNA-Seq data analysis by Principal Component Analysis (PCA) (A) and t-distributed stochastic neighbor embedding (t-SNE) (B).

Spheres represent single-cell samples and squares represent their respective bulk RNA-Seq samples.

The analysis of single-cell data allowed us to see the tumor
basin of attraction in more detail and, along with the results
discussed above, indicates that there may be multiple basins
of attraction related to cancer development, rather than one
large basin of attraction that comprises all cancer samples.
Cancer basins of attraction could be composed of similar
gene expression profiles. For instance, samples from the same
molecular subtype.

In this context, our results showed that non-treated patient
2 did not have enough samples to build its own basin
of attraction, but its samples were distributed in the basin

of attraction built for the non-treated patient 1. Both were
characterized as HER2+ breast cancer molecular subtype.
Moreover, the trastuzumab-treated samples composed a new
basin of attraction with higher minimum energy than the non-
treated one. This result agrees with the trastuzumab adjuvant role
in cancer therapy.

The protocol developed for the identification of potential
therapeutic targets matches the concept of personalized
medicine. Specific target combinations were derived from the
gene expression profile of each patient, with the potential to
mitigate side effects and enhance the treatment outcome.
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FIGURE 8 | (A) Energy landscape for HER2+ breast cancer samples plotted on a three-dimensional grid and a two-dimensional grid. (B) Energy landscape plotted on

a three-dimensional grid and a two-dimensional grid, with the trajectory between the non-treated bulk RNA-Seq sample from patient 1 (control 1) and the treated bulk

RNA-Seq sample (treated). Each triangle represents the perturbation of a subset with ∼30 DEGs. Spheres represent single-cell samples and squares represent their

respective bulk RNA-Seq sample.
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Among the parameters tested to indicate gene priority, the
node degree has been indicated as a key factor (Carels et al.,
2015; Tilli et al., 2016; Conforte et al., 2019). Other topological
measures of gene regulatory networks (GRNs) have also been
widely used in the identification of new therapeutic targets
(Peng and Schork, 2014; Azevedo and Moreira-Filho, 2015).
However, they could not be inferred in this work because
the Hopfield network approach does not consider protein-
protein interactions.

The best parameters, according to our results, were genes
with high number of patients that present the node active
only in tumor samples and low-density values. Both had the
largest potential for tumor sample destabilization with fewer
gene inhibitions. The difference between their effect and the
effect of its opposite priority order was small. This small effect
difference was also observed for other parameters. This may
occur because the Hopfield network can be viewed as a highly
connected network, which hampers the characterization of each
node’s impact on the network. Yet, the observations in both cases
are biologically coherent.

The Hopfield network is highly connected, but each
interaction has its own weight. Consequently, the Hopfield
network is heterogeneous, and the weighted interactions
allows the differentiation between important and non-important
connections. The biological coherence is related to higher effects
expected after inhibition of nodes that are active in most tumor
samples and inactive in their respective control samples. This
indicates that those genes have an essential role in tumor
development. For instance, PLP1 was active in most tumor
samples and inhibited in the respective control samples. Its
antibody is an effective inhibitor of cell growth in breast cancer.

The identification of therapeutic targets was further validated
through simulation of the trastuzumab treatment effect in the
non-treated bulk RNA-Seq data from patient 1. We determined
the trajectory from non-treated to treated basins of attraction for
patient 1 and identified key genes involved in the trastuzumab
treatment response.

The trastuzumab adjuvant treatment is indicated for HER2+
breast cancer patients, but there are cases of trastuzumab
treatment resistance (Han et al., 2019). In this context, the
energy landscape obtained for HER2+ samples could determine
the state space of gene expression profiles that could be
indicated for effective trastuzumab treatment. Also, the trajectory
between the treated and the non-treated basins of attraction
may indicate new potential therapeutic targets. These could
be used in combination with trastuzumab, such as the ITGB6
specific antibody 264RAD, to increase the state space of gene
expression profiles with available treatment. This approach
could be explored in the context of personalized medicine in
future studies.

The Hopfield network succeeded in modeling the basins of
attraction for both bulk and single-cell RNA-Seq. This method
is entirely based on the gene expression data and considers
the differentially expressed genes among our samples, which is
essential due to tumor heterogeneity. As an advantage, it does
not require a fully-featured network or literature search about
protein-protein interactions.

Other modeling methods have also been proposed in order
to identify appropriate therapeutic approaches against cancer.
For instance, Su et al. (2017) and Yuan et al. (2017b,c)
applied the Endogenous Network Theory (ENT) with a coarse-
grained modeling, using the non-linear Hill function. They
found attractors that matched gene expression profiles of cell
phenotypes related to colorectal, prostate, hepatocellular, and
gastric cancer (Su et al., 2017; Yuan et al., 2017b,c). In this
context, Yuan et al. (2017b) proposed that colorectal cancer
could be treated, and reach a normal intestine phenotype,
through suppression or promotion of the inflammation program,
suppression of retinoic acid signaling, and suppression of anti-
inflammation process, according to the cancer cell phenotype.
Moreover, the ENT indicates that cancer can be classified as
preventable, curable or incurable according to its respective
functional landscape.

As proposed by ENT, our results indicated the existence of
different functional landscapes for tumor samples. However, the
ENT considers the transition from cancer to the normal state
as feasible. In this research, we observed that more than 20
gene inhibitions are required to move a tumor sample from the
tumor toward the control basin of attraction. This result indicates
that recovering a tumor sample back to the control state is not
feasible, which may be explained by accumulation of genetic
mutations, alteration in genes copy-number, and other processes
that may not be regulated by drug administration (Van Bockstal
et al., 2020). Rather, we identified the key genes responsible for
attractor stability. By extension, one could argue that key genes
are essential to tumor biology and that their inhibition would lead
to cell death (Tilli et al., 2016).

Biological networks are typically asymmetrical, and several
modeling paradigms consider this asymmetry explicitly.
For instance, Kwon et al. proposed a stochastic dynamic
decomposition method to analyze the dynamics near stable
or unstable states. This modeling approach can generate the
landscape and the associated energy function, considering
the inherent asymmetry of biological networks (Kwon et al.,
2005; Yuan et al., 2017a). However, this approach is based
on stochastic differential equations, and requires parameters
related to each interaction. Those parameters are normally
defined by extensive literature search or wet-lab experiments.
Furthermore, Li and Wang showed that the potential landscape
based on differential equations is susceptible to parameter
changes. Nevertheless, stochastic differential equations may
offer several advantages, such as a global landscape, reduced
sampling space of paths between two states, and relative stability
between stable states in the presence of the system’s noise
(Tang et al., 2017). Besides, Yuan et al. (2017c) presented a
non-linear and coupled SDE system that models stable states
with relatively large basins of attraction, and showed that this
model is insensitive to interaction details at the core network
level, by performing random parameter tests. Furthermore,
Toulouse et al. (2005) suggested that the attractor robustness to
small amounts of noise on SDE models is related to the presence
of network motifs.

Asymmetric Hopfield networks do not have a general method
to obtain the energy function. Previously published works used
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symmetric Hopfield network with a non-parametric training
approach (Maetschke and Ragan, 2014; Taherian Fard and Ragan,
2017). These authors discussed that the resulting landscape is a
gross approximation of the biological reality. We improved this
aspect in our work using a parametric training approach, which
receives more biological information and limits the number
of possible basins of attraction. Consequently, our approach
better characterizes the landscape and approximates it to the
biological reality. The energy landscape obtained is data-driven
and may represent the biological reality without the noise of
estimated parameters.

Our approach combined Hopfield networks with the
application of personalized medicine, by considering a large
subset of data from real patients effectively involved in
oncogenesis. Hopfield network modeling was successful in (i)
identifying and characterizing both tumor and normal attractors;
(ii) associating tumor sample locations, in the epigenetic
landscape, with clinical data; (iii) identifying target combinations
whose inhibition would be more efficient in moving tumor
samples away from their basin of attraction; (iv) simulating the
effects of trastuzumab treatment in non-treated bulk RNA-Seq
data; and (v) inferring the trajectory between trastuzumab
treated and non-treated basins of attraction.

5. CONCLUSION

We used Hopfield network modeling to analyze cancer and
control attractors based on real patient data and associated their
locations, in the epigenetic landscape, with clinical data. Our
results indicate that the larger the Euclidean distance between
the tumor sample and the control attractor, the lower the patient
overall survival is. Besides, tumor samples’ energies imply a stable
phenotype that requires a combination of changes, specific to
tumor sample, to move them away from its basin of attraction.
We developed and applied a protocol to identify the key genes
in tumor phenotype stability. Since these key genes are essential
for sustaining tumor biology, we suggest that their combined
inhibition would be helpful in patient treatment. This protocol
followed the personalized medicine concept in its three main
aspects: considering each tumor as unique, mitigating harmful
side effects, and enhancing the treatment outcome. We further
validated our approach by simulating the trastuzumab effect in
non-treated RNA-seq data and identifying the trajectory from
the non-treated to the treated basin of attraction. The key genes
involved in the state transition were characterized according
to their biological processes and participation in trastuzumab-
related pathways.
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Resistance to anti-cancer drugs is a major cause of treatment failure. While several
intracellular mechanisms of resistance have been postulated, the role of extrinsic factors
in the development of resistance in individual tumor cells is still not fully understood. Here
we used a hybrid agent-based model to investigate how sensitive tumor cells develop
drug resistance in the heterogeneous tumor microenvironment. We characterized the
spatio-temporal evolution of lineages of the resistant cells and examined how resistance
at the single-cell level contributes to the overall tumor resistance. We also developed
new methods to track tumor cell adaptation, to trace cell viability trajectories and
to examine the three-dimensional spatio-temporal lineage trees. Our findings indicate
that drug-induced resistance can result from cells adaptation to the changes in
drug distribution. Two modes of cell adaptation were identified that coincide with
microenvironmental niches—areas sheltered by cell micro-communities (protectorates)
or regions with limited drug penetration (refuga or sanctuaries). We also recognized
that certain cells gave rise to lineages of resistant cells (precursors of resistance) and
pinpointed three temporal periods and spatial locations at which such cells emerged.
This supports the hypothesis that tumor micrometastases do not need to harbor cell
populations with pre-existing resistance, but that individual tumor cells can adapt and
develop resistance induced by the drug during the treatment.

Keywords: cell viability trajectory, cell spatio-temporal evolution, lineage tree of survivors, precursor of
resistance, agent-based models

INTRODUCTION

Drug resistance is one of the main impediments in effective anti-cancer therapy. While tumors
may first respond well to chemotherapeutic agents, they often start growing back during or
after the treatment period and become tolerant to the treatment. Several different intrinsic
mechanisms of drug resistance have been postulated (Holohan et al., 2013; Housman et al.,
2014; Cree and Charlton, 2017), including alteration of drug targets, changes in the expression
of efflux pumps, increased ability to repair DNA damage, reduced apoptosis, elevated cell
death inhibition, and altered proliferation. Some extrinsic factors contributing to drug resistance
have also been postulated. A pivotal role can be played by the tumor microenvironment
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(Correia and Bissell, 2012; Sun, 2016) due to reciprocal
communication between tumor cells and the surrounding
stromal components. This includes interactions with fibroblasts
and emergence of cancer associated fibroblasts, cross-talk with
immune cells, and sensing cues from the extracellular matrix
(ECM), as well as ECM remodeling. Tumor cells can modify
their microenvironment by creating specific niches, including
pre-cancerous, pre-metastatic or stem cell niches (Barcellos-Hoff
et al., 2013; Hambardzumyan and Bergers, 2015; Huch and
Rawlins, 2017). Additionally, the changes in tumor vasculature
and interstitial fluid pressure may lead to creation of regions
that are poorly penetrated by therapeutics, forming drug-
limited pharmacologic sanctuaries or refugia (Cory et al.,
2013; Puhalla et al., 2015) that influence tumor response
to therapeutics. However these extrinsic factors are still not
well understood.

Of particular interest is the heterogeneous and dynamically
changing tumor microenvironment. As a result, spatially and
temporarily variable gradients of drugs can be formed in the
stroma, and tumor cells can be, therefore, exposed to different
drug levels during the treatment period. It has been shown
experimentally by Wu et al. (2013) that aggressive breast
tumor cells can respond to drug gradients by migrating toward
the regions of high concentration of doxorubicin and low
cell population, and are able to adapt to high drug levels.
Subsequently, they become tolerant to the drug and repopulate
the region despite the high drug concentration. Fu et al. (2015)
used mathematical modeling to investigate how the heterogeneity
in drug penetration through the microenvironment effects tumor
response to treatment. They showed that resistance arises first
in cells located in regions with poor drug penetration, named
pharmacological sanctuaries, and then populate areas with
higher drug levels. Our own research showed that the non-
homogeneous drug distribution within the tumor tissue that
results in emergence of tissue regions with poor drug penetration
but with normal oxygenation levels may lead to the emergence of
acquired resistance (Gevertz et al., 2015; Perez-Velazquez et al.,
2016). Similar results were previously generated using different
mathematical models. Chisholm et al. (2015) investigated
transient emergence of a drug tolerant population of cells using
models of reversible phenotypic evolution, and concluded that a
combination of non-genetic instability, stress-induced adaptation
and selection are responsible for the emergence of weakly-
proliferative and drug-tolerant tumor cells. Cho and Levy (2017)
used a continuous model to show that cancer cells of different
resistance levels can coexist in spatially-different areas in tumor
tissue. Feizabadi (2017) used mathematical modeling to show
that certain chemotherapy strategies are highly unsuccessful,
and even damaging to the patient, under the assumption that
the drug can induce resistance during the treatment period.
Greene et al. (2018, 2019) developed mathematical approach
to differentiate between spontaneous and induced resistance to
drugs and proposed in vitro experiments that can determine
whether treatment can induce resistance. The authors also
designed optimized treatment protocols that can prolong the
time before resistance develops.

Several experimental studies considered scenarios in which
resistance is acquired by the tumor cells as a result of their
exposure to the drug, either through epigenetic alteration, drug-
induced genetic changes or non-genetic phenotype switching.
Pisco et al. (2013) and Pisco and Huang (2015) used
a combination of laboratory experiments and mathematical
modeling to show that the emergence of multi-drug resistance
in leukemic cells can be induced by the lasting stress response
to the drug. In this case, the tumor cells exploited their
phenotypic plasticity by modifying efflux capacity in a non-
genetic but inheritable way. Goldman et al. (2015) and Goldman
(2016) showed that exposure of breast tumor cells to high
concentration of taxanes can induce phenotypic transitions
toward chemotherapy-tolerant stem-like state that can confer
drug resistance. Moreover, the authors demonstrated that this
adaptive resistance process can be halted by carefully designed
order of administered drug combinations. Other examples of
drug-induced resistance pointed to modifications in chromatin
configuration in lung cancer cells (Dannenberg and Berns,
2010; Sharma et al., 2010), changes in expression of stress
adaptation-related proteins in prostate cancer cells (Ferrari et al.,
2017), or switching to mesenchymal phenotype in melanoma
cells (Su et al., 2017) as the mechanisms of increased cell
tolerance to the drug. In all these studies, the exposure of
tumor cells to chemotherapy caused non-genetic changes that
allowed the tumor cells to tolerate drug treatment and evade
drug-induced death.

In this paper, we used mathematical modeling to examine
how individual tumor cells can adapt to alterations in drug
distribution within the tumor microenvironment in order to
acquire resistance to the drug. By tracking cells individually
and reconstructing their behavioral history, we were able to
provide insights into the complex spatio-temporal changes that
occur in cell microcommunities and to explain how they avoid
drug-induced death leading to therapy failure. In particular, we
developed a concept of 3D spatio-temporal lineage trees that
trace both genealogy and spatial locations of cells that survived
the simulated treatment. This is an extension of classical lineage
trees used to depict tumor clonal expansion in a form of a flat
graph with an initiating cell connected to its children cells, that
are connected to their descendants until the terminal nodes are
reached (Navin and Hicks, 2010; Davis et al., 2017). The 3D
spatio-temporal lineage trees allow us to identify the cells that
drive a resistant phenotype in the sense that all their successors
are resistant to the drug. The existence of such “special” cells
has been reported previously under various names: drivers
(Hutchinson, 2016; Nikbakht et al., 2016), superstars (Cheeseman
et al., 2014a,b), or starter cells (Perez-Velazquez et al., 2015).
We refer to these cells as precursors of drug resistance. The
current study focuses on analyzing the behavior of individual
resistant cells which is an extension of our previous work at
the population level. This approach allowed us to develop novel
evaluation methods, such as the 3D lineage trees, and also
to identify the third microenvironmental niche prone to the
emergence of resistant cells. Overall, this paper contributes to a
better understanding of drug-induced resistance.

Frontiers in Physiology | www.frontiersin.org 2 April 2020 | Volume 11 | Article 319123

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00319 April 15, 2020 Time: 19:3 # 3

Pérez-Velázquez and Rejniak Lineages of Drug-Induced Resistance in Micrometastases

MATERIALS AND METHODS

We used a hybrid multi-cell lattice-free model (MultiCell-LF)
that combines the off-lattice individual tumor cells with the
continuous description of oxygen and a cytotoxic drug. The cells
can physically interact with one another, and respond to levels
of oxygen and cytotoxic drug absorbed from cell’s vicinity. Low
levels of oxygen (hypoxia) result in cell quiescence (Qiu et al.,
2017). Exposure to the drug leads to cell damage – while we
model this as a generic process, one can consider a more specific
processes, such as the DNA damage (genotoxicity; Swift and
Golsteyn, 2014) or cell membrane damage (lysis; Collins and
Kao, 1989). Moreover, cells can become more tolerant to the
drug they are exposed to, as shown in Sharma et al. (2010) and
Pisco and Huang (2015). This cell’s response to different levels
of oxygen and drug is a mechanism of cell adaptation to the
microenvironment.

Drug and Oxygen Kinetics
The model is defined on a small patch of the tumor tissue with
four irregularly positioned stationary vessels (Figures 1A,B).
Both drug γ and oxygen ξ are intravenously supplied, diffuse
through the tissue, are absorbed by the cells, and the drug is
subject to decay. We model a small drug molecule of diffusivity
comparable to oxygen diffusion (Schmidt and Wittrup, 2009) and
with the same supply rate from the vessels. However, the drug
is absorbed by the cells twice faster than oxygen (Schmidt and
Wittrup, 2009). Drug γ and oxygen ξ kinetics are given by the
following equations:

∂γ(x, t)
∂t

=Dγ ·1γ(x, t)︸ ︷︷ ︸
diffusion

− dγ · γ (x, t)︸ ︷︷ ︸
decay

− ργ

∑
i
χR (Xi, x)︸ ︷︷ ︸

uptake by the cells

+ Sγ

∑
j
χRv

(
Vj, x

)
︸ ︷︷ ︸

supply

(1)

∂ξ(x, t)
∂t

=Dξ ·1ξ(x, t)︸ ︷︷ ︸
diffusion

− ρξ
∑

i
χR (Xi, x)︸ ︷︷ ︸

uptake by the cells

+ Sξ
∑

j
χRv

(
Vj, x

)
︸ ︷︷ ︸

supply

. (2)

where, Dγ and Dξ are the drug and oxygen diffusion coefficients,
ργ and ρξ are the drug and oxygen uptake rates, Sγ and Sξ are
the drug and oxygen supply rates, and dγ is the drug decay rate.
In numerical implementation, we take the smaller of the cellular
demand ργ /ρξ and the current drug/oxygen level to assure that
both concentrations do not fall below zero. Here, x represents the
Cartesian coordinate system, Xi are the coordinates of discrete
cells, Vj are the coordinates of discrete vessels, and χ is the
indicator function of the local neighborhood of radius R around
the cells Xi or of radius Rv around the vessels Vj, respectively:

χR (Y, x) =
{

1 if ||x− Y|| < R
0 otherwise

(3)

The initial condition consists of a stable oxygen gradient and
no drug. The sink-like boundary conditions are imposed to
implicitly represent the lymphatic system.

Individual Cell Dynamics
Each cell Ci(t) is defined by its position Xi(t), a fixed radius R, cell
current age Ai(t) and cell maturation age Amat

i . Cell division takes
place upon reaching maturation age (30 h with 5% fluctuations
between the cells to avoid synchronized cell division (Mehrara
et al., 2007; Hafner et al., 2016), provided that the host cell is
not overcrowded by other cells (14 cells within 2 cell diameters),
and it is not located in the hypoxic areas (Qiu et al., 2017).
If the level of oxygen in a cell’s neighborhood falls below the
hypoxia level (5% of vascular supply), the cell becomes quiescent
and will not proliferate (flowchart in Figure 1C). Upon division
of cell Ci(t), two daughter cells Ci1 (t) and Ci2 (t) are created
instantaneously. One daughter cell takes the coordinates of the
mother cell, whereas the second daughter cell is placed near the
mother cell at a random angle θ:

Ci2 (t) = Ci (t)+ R (cos θ, sin θ) . (4)

The current ages of both cells are initialized to zero, and their
cell maturation ages are inherited from their mother cell with a
small noise term. To preserve cell volume, the repulsive forces are
introduced between overlapping cells (Gevertz et al., 2015; Perez-
Velazquez et al., 2016). Since both daughter cells are placed in a
distance equal to one cell radius, the repulsive forces are exerted
to push the cells apart until they reach the distance equal to cell
diameter. The repulsive forces are defined as overdamped springs:

dXi

dt
=

1
ν

∑
j=1...M

f rep
i,j , where

f rep
i,j =

{
Frep (2R−

∣∣∣∣Xi − Xj
∣∣∣∣) Xi−Xj

||Xi−Xj||
, if

∣∣∣∣Xi − Xj
∣∣∣∣ < 2R

0, otherwise,
(5)

here, ν is the damping coefficient, Frep is the repulsive spring
stiffness, and 2R is the spring resting length; M denotes the
number of cells that overlap with Xi.

Upon division, both daughter cells inherit mothers’ damage
level and tolerance level, while the drug absorbed by the mother
cell is split into half between both daughter cells (Schmidt and
Wittrup, 2009; Greene et al., 2019).

Cell Resistance Mechanism
Cell’s resistance mechanism is modeled as a competition between
the level of drug-induced damage accumulated by the cell and
the level of damage that the cell can withstand (tolerance)
without committing to death. However, the cell can also adapt
by increasing its tolerance level if it is exposed to the drug for
a certain time (flowchart in Figure 1C; Gevertz et al., 2015;
Perez-Velazquez et al., 2016).

Cell damage Cdam
i (t) is increased proportionally to the newly

absorbed amount of drug (we assume that the drug absorbed
in the past has already exerted its damage effect). The rate
of internal drug decay is taken to be the same as in the
extracellular microenvironment. This drug-induced damage can
be counterbalanced by cell natural ability for damage repair at
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FIGURE 1 | Components of the MultiCell-LF model. (A) A snapshot showing an irregular drug gradient (high level-white, low level-black) and individual tumor cells
color-coded according to their viability (low viability-dark green, high viability-light green). (B) The same time snapshot showing oxygen gradient (high level-white, low
level-black) and tumor clones marked by a unique symbol assigned to their initial ancestor cell (65 different symbols). Red circles in both panels represent four
non-symmetrically located vessels. (C) A flowchart showing the relationship between cell behavior and (from left to right) the tumor microenvironment; oxygen levels
that regulate cell proliferation or quiescence; drug levels that regulate cell survival, adaptation or death; upon cell division daughter cells inherit from the mother cell:
the damage, tolerance level and half of the accumulated drug. Panel (C) adopted from Shah et al. (2016).

rate pγ (three times faster that the damage rate (Gevertz et al.,
2015; Perez-Velazquez et al., 2016):

dCdam
i

dt
= ργ

∑
x

χR (Xi, x) (1− dγ)︸ ︷︷ ︸
drug decay︸ ︷︷ ︸

newly absorbed drug

− pγCdam
i (t)︸ ︷︷ ︸

repair

(6)

Cell exposure to high drug concentrations γexp (at least 1% of the
vascular supply) for a long enough time texp (at least 2% of the
cell cycle) results in cell adaptation and in increased cell tolerance
to the drug Ctol

i (t) (at a slow rate of 1tol = 0.01% of the baseline
tolerance value; Gevertz et al., 2015; Perez-Velazquez et al., 2016):

dCtol
i

dt
=

{
1tol if Cγ

i (t) ≥ γexp for a time ≥ texp
0 otherwise

(7)

where the amount of accumulated drug Cγ
i (t) depends on its

continuous absorption (at a constant rate ργ) and decay (at a
rate dγ):

dCγ
i

dt
= ργ

∑
x

χR (Xi, x)︸ ︷︷ ︸
uptake

− dγCγ
i (t)︸ ︷︷ ︸

decay

(8)

Similarly as for Equation (1), in numerical implementation we
take into account that cell demand for the drug may exceed the
amount available in cell microenvironment, thus we take the
smaller of the cellular demand ργ and the current drug level to
assure that drug concentration is non-negative.

Cell death depends on whether cell damage Cdam
i (t) exceeds

the tolerance level Ctol
i (t). The dead cells are removed from the

system. Thus, cell resistance to the drug depends on competition
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between the level of its damage and the level of damage the cell
can withstand without committing to death.

Initially, there is a small micrometastasis consisting of 65 cells
with the same baseline tolerance level, no damage, and identical
proliferative properties. Each cell responds to the environmental
cues, such as the level of sensed oxygen (that regulates cell
quiescence or proliferation) and the amount of absorbed drug
(that induces cell damage and modulates cell adaptability). The
levels of drug and oxygen that the cell is exposed to during its
lifetime can vary because the cell can move from one part of the
tissue to another, and because drug gradient can change if the
overall number of tumor cells changes. The full flowchart of cell
behavior is shown in Figure 1C. During the simulation, we trace
location and viability (the difference between tolerance and actual
damage) of each individual cell. When the values of cell damage
and tolerance steadily diverge over time, the cell is considered
resistant to the drug.

Viability Trajectories of Individual Cells
Cell viability is defined as a difference between the level of
cell tolerance to drug-induced damage and actually accumulated
damage. The larger the viability value, the more non-responsive
to the absorbed drug the cell is. The viability trajectory shows
how the viability value is changing in time for a given cell and
all its predecessors. The viability trajectory is generated backward
starting from the last iteration at which the cell was alive, and
going back the cells’ lifespan, the lifespan of that cell’s mother, the
mother’s mother, and so on until the one of the initial 65 cells is
reached (compare Figures 2B, 3A–D, 4B, 5).

Classification of Viability Trajectories
and Cell Adaptation Process
To classify how a given cell adapts to the drug exposure, we
took into account both its viability trajectory and its recorded
drug uptake over the last 20 cell cycles. Visually, there were two
significantly distinguishable patterns: cells with constant drug
uptake, and cells with rapidly increasing viability trajectories
(concave shape). Therefore, the following classification criteria
were chosen: (i) the amount of absorbed drug is constant; (ii)
the viability curve is monotonically increasing over at least 95%

of the considered time interval (numerical second derivative of
the viability curve is negative); (iii) the remaining cases. As a
result, we identified: (i) linear adaptation pattern (constant drug
uptake and almost linear viability trajectories); (ii) a superlinear
adaptation pattern (concave viability trajectories with diminished
drug uptake); (iii) intermediate pattern where cellular uptake was
diminishing but the viability trajectory was fluctuating for the
majority of time (compare Figures 3B–D and the figure insets).

Cells 3D Spatio-Temporal Routes/3D
Lineage Trees
A 3D cell route shows a spatio-temporal evolutionary history
of a given tumor cell; that is, it shows all recorded locations of
that cell and all cell’s predecessors within the tissue patch. The
3D route is created backwards in time by linking positions (in
the x-z plane, locations within a tissue at a given time) of a
given cell taken at consecutive time points (y-axis) until the cell’s
birth time is reached, and then repeating this procedure for all
cell’s predecessors until the beginning of the simulation. The 3D
spatio-temporal routes can be traced for multiple cells of the same
predecessor forming a 3D spatio-temporal lineage tree (compare
Figures 4A, 5A,Bii). These 3D lineage trees are an extension
of classical lineage trees used to depict tumor clonal expansion.
These figures synthesize information regarding cell locations, cell
lineage and time in one single image.

Lineage Trees of Survivors
For each of the initial 65 cells, the whole classical binary lineage
tree can be constructed that contains all successors of this cell.
A lineage tree of survivors is a subtree of the whole lineage
tree and contains only these tree branches that lead to cells
that survived the whole treatment (compare Figures 5A,Bi and
Supplementary Figures S4–S18).

Precursors of Resistance
The precursors of resistance are these cells for which all
successors survived the treatment at the end of simulation.
The precursor of resistance is identified by inspecting the
lineage tree generated by that cell; if the lineage tree does not
contain any dead cells, its initiating cell is considered to be a

FIGURE 2 | Distribution of non-resistant cells. (A) A temporal histogram of dying cells. (B) Individual viability trajectories for each dying cell. (C) A density map of final
locations of cells before they were annihilated by the drug-induced damage. Colors correspond to the number of cells killed at the given location during the whole
simulation.
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FIGURE 3 | Individual cell adaptation to drug exposure. (A) Temporal evolution of viability trajectories of all tumor cells that survived the treatment (gray lines) and the
average viability value (yellow dashed line). (B–D) Viability trajectories for individual cells from three distinct populations of cells with (B) superlinear, (C) linear, and (D)
intermediate viability patterns; the insets show drug uptake by each cell from a given subpopulation during the final period of treatment corresponding to 29 cell
cycles of the simulated time: (B) significant decrease in drug uptake, (C) constant drug uptake, and (D) small or short-time decrease in drug uptake. (E) Spatial
configurations of tumor cells at six different time points; colors correspond to cell subpopulations from (B–D); black dots indicate cells that did not survive to the end
of simulation. The larger red circles represent four vessels. All time points are shown in terms of the number of cell cycles (cc).

precursor. We treat the cells that left the computational domain
as alive, thus allow them to be successors of the precursor cells
(compare Figures 5A,Bi).

RESULTS

We previously analyzed a parameter space of this model
and identified regimes for which the whole tumor developed
resistance (Gevertz et al., 2015; Perez-Velazquez et al., 2016).
Here, we summarize these results briefly. A small colony of
65 sensitive tumor cells was exposed to a drug diffusing from
four irregularly placed vessels for the period of about 200 cell
cycles. Initially, the tumor increased in size until some cells
started responding to drug-induced damage and dying; but the
remaining cells finally adapted their tolerance. After about 84
cell cycles, the tumor reached a stable population. The average
cell viability showed also a steady increase that confirmed the
emergence of a resistant tumor. The evolution of tumor resistance
on the population level is presented in Supplementary Figure S1.
This showed that a small homogeneous cell colony exposed
to a drug gradient can acquire resistance. The final tumor
contained the offsprings of 15 initial cells only; the successors
of the remaining 50 initial cells went extinct. The rest of the
paper is devoted to analysis of resistance at the individual
cell level, whether spatial structure of the tumor and tumor
microenvironment play a role in the emergence of resistance, and
which cell lineages drive resistance of the whole tumor.

Temporal Distributions of Dying Cells
Confirm the Drug-Induced Resistance
The fate of each cell depends on both the accumulated damage
and the level of damage that the cell can withstand without
committing to death. To determine how the resistance is acquired
in individual cells, we need to understand the conditions leading
to cell death. Initially, each cell has some baseline tolerance
level and no accumulated damage. With time, the absorbed drug
induces damage to the cell, while the cell can also adapt to the
surrounding extracellular conditions that leads to increase in its
tolerance. The cell dies when the level of cell damage exceeds the
level of cell tolerance to damage. During the simulated treatment,
the initially sensitive cells either develop resistance or respond to
the treatment and die. In fact, about 75% of the initial 65 cells
did not produce offsprings that were able to survive to the end of
the treatment period. Since some cells located near the domain
boundaries might have been pushed outside of the observed
tissue region by the pressure from their growing neighbors, these
cells are assumed to move to the other tissue areas and are
removed from our system. Here, we only consider cells that
remained inside the tissue domain until they were annihilated by
the drug. The summary of spatial and temporal analysis of dying
cells is shown in Figure 2.

During the initial period of treatment, no cells were dying
(no cell counts in histogram in Figure 2A) since they must
accumulate the drug-induced damage to overcome the baseline
tolerance level. However, the viability trajectories for numerous
cells decreased during this time (Figure 2B) confirming that
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FIGURE 4 | 3D Spatio-temporal routes of the representative resistant cells. Twelve resistant cells with a common predecessor were traced in space and time. All line
colors correspond to cell viability categories: concave (green), linear (red), and intermediate (blue). (A) Three snapshots of routes traversed by the selected cells
within a dynamically changing drug gradient in the background (high to low: yellow-red-blue; four large circles indicate the vessels). (Ai) initial overlap in cell routes
(time corresponding to 33 cell cycles, 3 cells); (Aii) separation of individual cell routes and significant distances traveled by the cells (about 67 cell cycles, 9 cells);
(Aiii) final map of cell routes showing very small changes in cell locations over an extended time (about 196 cell cycles, 12 cells). (B) Viability trajectories for the
selected cells (i–iii correspond to the time points from A). (C) Projections on the xz plane of the individual routes for all 12 cells. A black star indicates the initial
position of the common predecessor cell.

these cells were accumulating damage. Each curve in this graph
corresponds to one cell and traces in time the viability values
of this cell and all its predecessors, back to one of the initial
65 cells. This period corresponds to a steady tumor growth
shown in Supplementary Figures S1i,ii. The first peak in
cell death histogram and a time interval when cell viability
trajectories reached zero match the significant reduction in the
overall tumor size (Supplementary Figure S1iii). The second
peak in the death histogram is much smaller since a large
number of cells have already developed resistance and only a
small subpopulation of cells remained still sensitive to the drug
(compare to steady tumor growth in Supplementary Figures
S1iv,v). After the time corresponding to about 84 simulated cell
cycles, no more cells have died. Similarly, all viability trajectories
for these dying cells reached the zero value at or before this
time (Figure 2B). This confirms that all remaining tumor cells
in the observable tissue patch have developed a drug-induced
resistance. Spatially, the tissue regions that are most prone to
cell death are situated either near the single vessel in the top-
right corner or in the region near the tissue center between the
remaining three vessels (Figure 2C). It is worth noting, that
in our previous work (Gevertz et al., 2015), we identified the

model parameter regimes for which the tumors got extinct, thus
the development of drug-induced resistance is not an intrinsic
property of our model.

Cell Adaptation to Drug Exposure Can
Progress in Three Distinct Ways
To determine how individual cells contributed to the overall
tumor resistance, we analyzed the viability trajectories of each
cell that survived the treatment (Figure 3A). These graphs
confirm our previous observations of several phases in the
evolution of resistance in the individual tumor cells: from initial
identical viability values, to viability decrease due to the damage
being accumulated, to a transient increase in viability when
the mechanism of tolerance became activated (initial max),
to prolonged reduction in viability values due to accumulated
damage approaching the individual cell tolerance level leading
to cells adaptation to the drug (prolonged min), to a continuous
increase in cell viability when the tolerance mechanism gains
a lead. Despite the fact that all surviving cells originated from
identical predecessor cells and that they shared very similar
viability trajectories for the first 55 cell cycles, we identified
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FIGURE 5 | Lineage trees of survivors and cellular precursors of drug resistance. (Ai) shows all successors of cell #6 that survived the treatment (lineage tree of
survivors). The cells which have no dead successors (the precursor cells of resistance) are shown by red arrows. The corresponding spatio-temporal routes of all
surviving cells that arose from cell #6 are shown in (Aii) and indicate changes in cells position during the treatment, and final cell locations within the tissue with a
drug gradient. The corresponding viability trajectories are shown in (Aiii); line colors correspond to those in Figure 4. (Bi–iii) shows the lineage tree of survivors, the
precursor of resistance and, the 3D spatio-temporal routs, and the viability curves for all daughter cells generated by cell #26. (Ci) shows distributions of all
precursor cells along the full set of viability trajectories, with spatial localizations of all precursor cells within the tumor tissue shown in (Cii); colors represent time of
cell birth: early (green), middle (magenta), and late (cyan); red circles show vessel locations. All time points indicate time corresponding to the number of cell cycles.

three patterns of cell adaptation that resulted in drug-induced
resistance (Figures 3B,D).

The first cell subpopulation is characterized by rapid increase
in viability values that form concave curves of distinct durations
(Figure 3B). In all these cases, there is also a reduced absorption
of the drug for a significant length of time (at least 29 cell cycles,
inset in Figure 3B). The diminished drug uptake is a result
of drug concentration being below the cell’s demand. A closer
analysis of cell spatial distributions over time shows that this
subpopulation occupied tissue regions distant from the vessels
and, more importantly, was surrounded by other cells (green

circles in Figures 3Ei–vi). This was a combined effect of cells’
proliferation and their passive relocation due to physical pressure
from other growing cells. Since the cells remained in the areas
poorly penetrated by the drug for a prolonged time, it resulted in
rapidly increasing cell viability that is manifested by the concave
shape of the viability curves. The second subpopulation consists
of cells with nearly linear increase in viability values (Figure 3C)
and with constantly high drug absorption (inset in Figure 3C).
The early predecessors were located in between the three central
vessels (red circles in Figures 3Eii,iii), and thus were exposed to
moderate drug concentrations. This resulted in faster increase
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of drug-induced tolerance than drug-induced damage and in
the steady increase in cell viability values. The fluctuations in
almost linear viability patterns arose from competition between
gained tolerance, acquired damage and damage repair. This
led to repopulation of the space between the blood vessels
(Figure 3Eiv). Subsequently, the cells were able to survive in
the areas well penetrated by the drug, even in the vicinity
of the blood vessels Figures 3Eiv–vi). The remaining resistant
cells manifest an intermediate behavior with regards to drug
absorption, as it decreases over a very short time near the end of
the treatment period (Figure 3D) but not as pronounced as in the
subpopulations with concave viability curves. This subpopulation
also acquired a quite distinct spatial pattern on a border between
two other subpopulations (Figures 3Eiii–vi). These cells are
transient in the sense that their characteristics may change during
the treatment. For example, a cell with linear viability values may
become transient if it gets surrounded by other cells, and becomes
protected from drug exposure (cell C1 in Figure 4Aiii). Similarly,
a transient cell can give birth to a cell that falls into the category
of concave viability if it moves to the poorly penetrated area (cell
C2 in Figure 4Aiii).

The 3D Cellular Routes Delineate
Spatio-Temporal Dynamics of Cell
Adaptation
To more closely examine how cells from all three categories
can adapt to the treatment, we selected 12 cells (four from each
category) with one common predecessor (Figure 4) and traced
their locations within the tissue during the whole simulation.
The 3D spatio-temporal routes traversed by each cell are shown
in Figure 4A at three different time points together with the
drug profile at that time. Here, the xz-plane represents cell
positions within the tissue, and y-axis represents the time.
Note, that the drug distribution profile at each time point is
different despite the continuous drug influx from the vessels
because drug absorption depends on the total number of
cells in the tissue, and this cell number varies in time. The
presented exemplary cells were chosen intentionally to show a
variety of spatial and temporal dynamics that may lead to cell
survival, adaptation and acquired resistance. The corresponding
12 viability trajectories are presented in Figure 4B to confirm
characteristics of each cell. Since these cells have a common
predecessor, there is a period of time when both the viability
trajectories and the 3D routes overlap and thus the number of
observable curves is limited (Figures 4A,Bi). However, these
curves eventually split up in both figures into eight separate
lines (Figures 4A,Bii). Furthermore, individual cells were able
to move at significant distances from the position of their
common predecessor (Figures 4Aii,C). This was due to the
pressure imposed by other growing cells. From this point on, the
viability trajectories steadily increased (Figure 4Biii), but cells’
routes deviated only insignificantly forming almost horizontal
lines (Figure 4Aiii). This was due to cell overcrowding by
numerous neighbors that resulted in cells’ prolonged dormancy,
without division. This ultimately contributed toward cell survival
and steady increase in cell viability. We intentionally selected

a case in which the initial predecessor cell was able to give
rise to successors from each of the three categories. However,
out of 15 initial cells which successors survived the whole
treatment, four generated cells in all three categories, three
produced cells in two categories and eight gave rise to cells in a
single category.

Lineage Tree Analysis Identifies the Cells
That Drive Resistance
Less than a quarter of cells that formed the initial micrometastasis
(15 out of 65) produced successors that survived the whole
chemotherapeutic treatment. Here we examined the lineages of
each subpopulation in order to identify how drug resistance
developed for each of them. We inspected the full lineage
trees for each of the survived subpopulation and identified
subtrees containing only those branches that led from the
initial cell to cells that survived the whole treatment. The
branches leading to dead cells were omitted. If one of
the daughter cells left the domain, but the other survived,
its symbol was indicated along the vertical line connecting
that cell with its mother cell. These structures represent
the lineage trees of survivors. Two representative examples
generated by the initial cells with indices #6 and #26 are
shown in Figures 5A,Bi. The corresponding spatio-temporal
routes traversed by these cells are shown in Figures 5A,Bii.
Additional snapshots of spatio-temporal routes at different
time points are shown in Supplementary Figures S2, S3.
The cell viability trajectories are shown in Figures 5A,Biii.
These examples illustrate different cases of cellular adaptation
observable among all survived subpopulations. The cells for
which viability increases linearly are located in well-penetrated
areas. These cells were able to survive the drug insult for
a prolonged time since they were surrounded by other
cells that absorbed the drug creating a protective niche
(Figures 5Aii,iii). Cells with concave viability trajectories are
located in poorly penetrated areas, often equidistant from the
vessels, where damage induced by the drug is lower that the
ability of the cell to repair damage (Figures 5Bii,iii). For
some lineage trees of survivors, their spatio-temporal routes
may have multiple spatially separated branches due to the
proliferation and pressure from neighboring cells. In other
cases, the routes do not deviate significantly in space and form
horizontal lines. This is due to overcrowding that limits cell
proliferation and migration (other 3D routs are discussed in
Supplementary Figures S4–S18).

For each lineage tree of survivors, we identified the subtrees
that do not contain any dead cells; that is, all branches of
these subtrees point either to cells that survived the whole
treatment or to cells that left the domain (these cells have positive
viability values, so they are alive). The roots of such subtrees are
considered to be the precursors of drug resistance, since none of
their successors underwent drug-induced death. The precursor
cells are indicated by black rectangles and red arrows in the
trees shown in Figures 5A,Bi (for clarity, the branches leading
to the cells that left the domain are omitted from the graphs).
In total, there were 224 precursor cells emerging from all 15
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lineage trees of survivors. They all are pictured in Figure 5Ci
along the viability trajectories to indicate the time at which they
emerge. In Figure 5Cii, these cells are cumulatively projected on
the tissue space to show the initial locations of the precursor cells.
The cell colors correspond to a time period at which they first
appeared. The very first precursor cells have arisen in the area
poorly penetrated by the drug between the single vessel in the top-
right corner, and the three other vessels (cells shown in green in
Figure 5C). Such areas are known as drug sanctuaries or refugia.
The next cohort of precursor cells emerged in the center of the
tissue between the three blood vessels (indicated by magenta
dots in Figure 5C). While, in principle, these areas can be better
penetrated by the drug, they actually form protective niches
(protectorates) in which the precursor cells may be shielded from
the exposure to the drug by the surrounding cells. The final
cohort of precursor cells (indicated by cyan dots in Figure 5C)
was emerging over a longer period of time and mostly in the areas
located closer to the tissue boundaries in the hypoxic or nearly-
hypoxic niches. Interestingly, none of the precursor cells were
located directly at the concave viability trajectories. This indicates
that all precursor cells emerged as a result of a direct competition
between drug-induced cell damage and acquired tolerance, and
that the increase in cell viability was amplified (in fast superlinear
fashion) in cells that have already developed resistance.

DISCUSSION

We presented here a study analyzing how resistant cell lineages
arise in micrometastases exposed to a systemic chemotherapeutic
treatment. This research is an extension of our previous
work (Gevertz et al., 2015; Perez-Velazquez et al., 2016)
that focused on the emergence of drug-induced resistance
on a cell population level. While we followed the previous
mathematical model setup and considered a small tumor
growing in a heterogeneous microenvironment, the individual-
cell perspective and novel evaluation methods allowed us to
identify a new microenvironmental niche prone to the emergence
of resistant cells. In addition to previously reported refugia
characterized by low drug penetration due to their distance from
the vasculature and the hypoxic or near-hypoxic niches in which
cells were able to thrive and repair the drug-induced damage,
we also located areas in which cells were not exposed to lethal
drug concentrations because they were shielded by other cells
absorbing the excess of the drug—the protectorates. We also
recognized that certain cells gave rise to lineages of resistant cells
(precursors of resistance) and correlated three temporal periods
with three different spatial locations at which such cells emerged.
This supports the hypothesis that tumor micrometastases do
not need to harbor cell populations with pre-existing resistance,
but that individual tumor cells can adapt and develop resistance
induced by the drug during the treatment.

The novel analysis and visualization methods developed here,
such as the lineage trees of survivors, the method to identify
the precursors of resistance and the 3D sptatio-temporal routes
and 3D lineage trees can enhance the library of tools used
with other hybrid mathematical models (Kim et al., 2013;

Karolak and Rejniak, 2019; Chamseddine and Rejniak, 2020) to
analyze tumor evolution and clonality.

Moreover, we showed that once the cells have developed
resistance, they were able to elevate their viability either in a
fast superlinear manner or in a slower, linear fashion, depending
whether they moved toward the refugia areas or not; a small
population of transient cells that could transfer from the linear
to superlinear populations was also observable. This is in line
with the theory of mixed models of tumor evolution (Davis et al.,
2017), in which different evolution forms can occur in parallel or
can shift from one form to another as a result of changes in tumor
size or due to microenvironmental selection forces.

Our results can be also placed within a context of tumor
ecology (Kenny et al., 2006; Korolev et al., 2014), such as the
ecological concepts of microenvironmental niche partitioning
and niche construction (Scott and Marusyk, 2017). In the former
case, different cell subpopulations are driven into distinct tissue
compartments by the microenvironmental selection forces – we
observed that certain cell subpopulations were harbored within
the refugia areas or within the hypoxic niches. In the latter,
the cells are able to modify their own surroundings to create
a favorable microenvironment – we observed the formation
of cellular protectorates characterized by microenvironmental
conditions distinct from the surrounding areas. This spatial
heterogeneity in tumor microenvironments is often referred
as ecological habitats (Chang et al., 2017; Sala et al., 2017)
that can lead to unique fitness landscapes and selection for
different cell phenotypes and genotypes, even under the same
extrinsic pressure such as anti-cancer therapy. Our simulations
showed that individual cell viability was changing over time that
encourages revisiting the idea of a static fitness landscape, and
supports the view that cell fitness is not a constant value, but a
function of the environmental context (Rozhok and DeGregori,
2015; Scott and Marusyk, 2017). While we did not explicitly
model any genetic mutations, the observable changes in tumor
cell viability could be potentially linked to changes in cell
gene expression.

Ultimately, the link between ecological changes within the
tumor microenvironment and tumor evolutionary changes
will reflect on patients’ clinical outcome. While the systemic
chemotherapy is often used in the clinical protocol in order
to minimize the tumor metastatic spread, it should be taken
into account that such therapy may stimulate progression of the
nearly-killed cells toward resistance. Therefore, the approaches
targeting the resistance-inducing strategies may prove more
effective than targeting the tumor cells directly. This is similar in
concept to eco-evo drugs from the field of microbial antibiotic
resistance (Baquero et al., 2011). Some such preconditioning
mechanisms have been tested in cancer cells and already showed
promise (McDunn and Cobb, 2005; Pisco et al., 2013; Huang,
2014); however, more research in this area is needed.
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This study aims to lay a foundation for studying the regulation of microRNAs (miRNAs)
in colon cancer by applying bioinformatics methods to identify miRNAs and their
potential critical target genes associated with colon cancer and prognosis. Data of
differentially expressed miRNAs (DEMs) and genes (DEGs) downloaded from two
independent databases (TCGA and GEO) and analyzed by R software resulted in 472
DEMs and 565 DEGs in colon cancers, respectively. Next, we developed an 8-miRNA
(hsa-mir-6854, hsa-mir-4437, hsa-mir-216a, hsa-mir-3677, hsa-mir-887, hsa-mir-4999,
hsa-mir-34b, and hsa-mir-3189) prognostic signature for patients with colon cancer
by Cox proportional hazards regression analysis. To predict the target genes of these
miRNAs, we used TargetScan and miRDB. The intersection of DEGs with the target
genes predicted for these eight miRNAs retrieved 112 consensus genes. GO and
KEGG pathway enrichment analyses showed these 112 genes were mainly involved
in protein binding, one-carbon metabolic process, nitrogen metabolism, proteoglycans
in cancer, and chemokine signaling pathways. The protein–protein interaction network
of the consensus genes, constructed using the STRING database and imported into
Cytoscape, identified 14 critical genes in the pathogenesis of colon cancer (CEP55, DTL,
FANCI, HMMR, KIF15, MCM6, MKI67, NCAPG2, NEK2, RACGAP1, RRM2, TOP2A,
UBE2C, and ZWILCH). Finally, we verified the critical genes by weighted gene co-
expression network analysis (WGCNA) of the GEO data, and further mined the core
genes involved in colon cancer. In summary, this study identified an 8-miRNA model
that can effectively predict the prognosis of colon cancer patients and 14 critical genes
with vital roles in colon cancer carcinogenesis. Our findings contribute new ideas for
elucidating the molecular mechanisms of colon cancer carcinogenesis and provide new
therapeutic targets and biomarkers for future treatment and prognosis.
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INTRODUCTION

Colon cancer is one of the common malignant tumors of the
digestive tract and occurs in the colon. With the development of
the economy and the improvement of people’s living standards,
the incidence of colon cancer in recent years has increased, and
the age of onset lowered, posing a serious threat to people’s life
and health (Arnold et al., 2017). Patients with colon cancer have
no specific clinical symptoms in the early stage (Cappell, 2008).
Most patients are in the middle and late stages when they seek
medical treatment, and the treatment and prognosis are poor
(Cappell, 2008). Most of the deaths of colon cancer patients are a
result of tumor metastasis (Siegel et al., 2017). The 5-year survival
rate of patients with metastatic colon cancer is much lower than
that of non-metastatic colon cancer patients (Zhang et al., 2015).
Therefore, it is necessary to identify new biomarkers and find
potential therapeutic targets for early detection and treatment of
colon cancer through effective strategies.

MicroRNAs (miRNAs) are short non-coding RNAs of
approximately 18–25 nucleotides in length. Since their discovery,
there has been a plethora of research indicating the aberrant
expression of miRNAs in various types of cancers, including those
of the colon, liver, and lung (Wang et al., 2015; Yang et al.,
2015; Ding et al., 2018). MiRNAs can act as tumor suppressor
genes or oncogenes in tumor tissues. Studies show that down-
regulation of miR-708 expression could inhibit the progress of
colon cancer cells by targeting the tumor promoter zinc finger
E-box binding homeobox 1 (ZEB1), and overexpressed miR-155
could promote the proliferation of cancer cells by targeting the
tumor suppressor cbl proto-oncogene (CBL) (Yu et al., 2017;
Sun et al., 2019). Multiple high-throughput studies have shown
high correlations between miRNA expression levels and the

Abbreviations: CBL, Cbl proto-oncogene; CCNB1, cyclin B1; CEP55, centrosomal
protein 55; CIN, chromosomal instability; COAD, colon adenocarcinoma;
CXCR2, C-X-C motif chemokine receptor 2; DAVID, Database for Annotation,
Visualization and Integrated Discovery; DEGs, differentially expressed genes;
DEMs, differentially expressed miRNAs; DTL, denticleless E3 ubiquitin protein
ligase homolog; ENTPD5, ectonucleoside triphosphate diphosphohydrolase 5;
FANCI, FA complementation group I; GEO, Gene Expression Omnibus Database;
GO, Gene Ontology Database; GUCA2A, guanylate cyclase activator 2A; HMMR,
hyaluronan mediated motility receptor; HSPB8, heat shock protein family B
(small) member 8; KCNMB1, potassium calcium-activated channel subfamily
M regulatory beta subunit 1; KEGG, Kyoto Encyclopedia of Genes and
Genomes Database; KIF15, kinesin family member 15; KOBAS, KEGG Orthology
Based Annotation System; LMOD1, leiomodin 1; MCM6, minichromosome
maintenance complex component 6; MCODE, Molecular Complex Detection;
MiRNAs, microRNAs; MKI67, marker of proliferation Ki-67; MS4A12, membrane
spanning 4-domains A12; NCAPG2, non-SMC condensin II complex subunit
G2; NEK2, NIMA related kinase 2; NSCLC, non-small cell lung cancer; PADI2,
peptidyl arginine deiminase 2; PLK1, polo-like kinase 1; PPI, protein–protein
interaction; PPP2CA, protein phosphatase 2 catalytic subunit alpha; PRC1,
protein regulator of cytokinesis 1; PTTG1, PTTG1 regulator of sister chromatid
separation, securing; RACGAP1, Rac GTPase activating protein 1; RAD51, RAD51
recombinase; ROC, receiver operating characteristic; RRM2, ribonucleotide
reductase regulatory subunit M2; SCNN1B, Sodium channel epithelial 1 subunit
beta; SMAD4, SMAD family member 4; SNRPA1, small nuclear ribonucleoprotein
polypeptide A; STRING, Search Tool for the Retrieval of Interacting Genes; TCGA,
The Cancer Genome Atlas Database; TNBC, triple-negative breast cancer; TNS1,
Tensin 1; TOP2A, DNA topoisomerase II alpha; UBE2C, ubiquitin conjugating
enzyme E2 C; UPS, ubiquitin–proteasome system; WGCNA, weighted gene co-
expression network analysis; ZEB1, zinc finger E-box binding homeobox 1.
ZWILCH, zwilch kinetochore protein.

treatment and diagnosis of cancer patients (Bolmeson et al.,
2011; Toiyama et al., 2014; Tan et al., 2018). In colon cancer,
miRNAs are associated with the transmission and inhibition
of numerous signaling pathways, and have great potential in
diagnosis, prognosis, and personalized targeted therapy (Cekaite
et al., 2016). It follows that in-depth studies of miRNAs will
contribute to understanding the mechanism of colon cancer
development and its biological functions, providing a theoretical
basis for its prevention, diagnosis, and treatment.

Bioinformatics uses computational tools to store, search, and
analyze biological information. A wide array of computational
techniques related to database design and construction, protein
structure and function prediction, gene discovery, and expression
data clustering, are provided as bioinformatics methods for
researching cancer and several other diseases (Luscombe et al.,
2001). Access to The Cancer Genome Atlas (TCGA) (Tomczak
et al., 2015), the Gene Expression Omnibus (GEO) (Barrett et al.,
2007), the Kyoto Encyclopedia of Genes and Genomes (KEGG)
(Kanehisa and Goto, 2000), the Gene Ontology (GO) database
(Ashburner et al., 2000), and other databases are pertinent to
cancer research. These resources enable relevant tumor data
to be searched, processed, and analyzed by using differential
expression analysis, survival analysis, functional enrichment
analysis, pathway enrichment analysis, and the other functional
tools available. Early biomarkers and potential therapeutic targets
of tumors identified by these methods have assisted in exploring
the molecular mechanisms of tumor pathogenesis and provide
clues for further understanding of related tumors. For example,
functional enrichment and survival analysis showed that miR-
19b-3p might affect the apoptosis and proliferation of human
colon cancer cells through SMAD family member 4 (SMAD4)
and serve as a prognostic marker for colon cancer (Jiang
et al., 2017). In another study, differentially expressed genes
(DEGs) identified in colon cancer by differential expression
analysis were further analyzed using function and survival
analysis approaches (Yong et al., 2018). The results implicated
protein phosphatase 2 catalytic subunit alpha (PPP2CA) in the
occurrence and development of colon cancer, and its potential
to serve as a therapeutic target in colon cancer (Yong et al.,
2018). With the gradual development of molecular biology
technology, bioinformatics has become increasingly important in
cancer research, performing a major role in elucidating cancer
mechanisms and finding novel targets for cancer treatment and
patient prognosis.

Colon cancer is a multifactorial disease caused by assorted
factors, such as genetic, environmental, and lifestyle influences,
but its pathogenesis is not fully clarified (Aran et al., 2016).
Exploring and studying the molecular mechanism and critical
genes of colon cancer is key in improving the prevention
and treatment of colon cancer. In this paper, we performed
differential expression analysis to screen out miRNA (DEMs) and
DEGs from colon cancer data downloaded from two independent
databases (TCGA and GEO). To identify prognostic miRNAs, we
constructed a Cox proportional hazards regression model. Then,
we identified the overlapping genes between the predicted DEM
targets and the DEGs and performed a functional enrichment
analysis to understand the potential biological functions of these
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consensus genes. Finally, we constructed the protein–protein
interaction (PPI) network of the consensus genes to illuminate
the critical genes. These results might provide new ideas for
future research and treatment of colon cancer by exploring
prognostic miRNAs and therapeutic targets in colon cancer.

MATERIALS AND METHODS

Tumor Data and Differential Expression
Analysis
We downloaded 467 miRNA transcriptomes of 459 colon cancer
and 8 normal tissue samples from the TCGA database on June 3,
2019, as well as the GSE24514 microarray data of 34 tumor tissues
and 15 normal tissues from the GEO database. Both datasets
were analyzed using R software (version 3.4.4) packages edgeR
and limma, to identify DEMs and DEGs, respectively. The cutoff
criteria were Padj < 0.05 and |log2FC|> 1.0, where FC denotes
fold change (Robinson et al., 2010; Ritchie et al., 2015).

Cox Proportional Hazards Regression
Model Based on DEMs
To evaluate the effect of single independent miRNAs on the
survival time of colon cancer patients, we performed univariate
Cox proportional hazard regression analysis (Ahmed et al., 2007)
on DEMs using the survival package of R software and screened
miRNAs related to patient survival according to the cutoff
criterion of P < 0.01. Multivariate Cox proportional hazards
regression analysis (Ahmed et al., 2007) with stepwise regression
methods and a mathematical model allowed identifying
prognostic miRNAs and evaluating the impact of these miRNAs
on the survival distribution of patients. From the constructed Cox
proportional hazards regression model, we used the following
formula to compute the risk scores for each patient: miRNA risk
score = βmiRNA1 × exp(miRNA1) + βmiRNA2 × exp(miRNA2) + ...
+ βmiRNAn × exp(miRNAn), where β is the regression coefficient
derived from the multivariate Cox proportional hazards
regression model, and exp() is the expression level of prognostic
miRNAs (Sui et al., 2017). This study divided the patients into
a high-risk group and a low-risk group based on the median
value of the risk score. The Kaplan–Meier survival curves of
both groups were estimated. Then, we calculated the 5-year
survival rates of the high-risk and low-risk groups and plotted
the receiver operating characteristic (ROC) (Heagerty and
Zheng, 2005) curve to test whether the predictive ability of the
model was reliable.

Target Genes Prediction for Prognostic
miRNAs
To predict the target genes of the prognostic miRNAs, we
used the online analysis tools TargetScan (Agarwal et al., 2015)
and miRDB (Wong and Wang, 2015) on June 14, 2019. To
further improve the reliability of these results, we identified the
overlapping target genes by using the VennDiagram package of R
software. Then, these overlapping target genes were crossed with

DEGs by using the VennDiagram package of R software to obtain
the consensus genes.

Functional Enrichment Analysis of
Consensus Genes
For GO and KEGG pathway enrichment analyses, we used the
Database for Annotation, Visualization and Integrated Discovery
(DAVID) (Huang da et al., 2009) and the KEGG Orthology-Based
Annotation System (KOBAS) (Xie et al., 2011), respectively.
P < 0.05 was set as the cutoff criterion.

Construction and Analysis of PPI
Networks With Consensus Genes
The Search Tool for the Retrieval of Interacting Genes (STRING)
can aid in understanding the PPI by integrating a large number
of known and predicted correlation data between proteins
(Szklarczyk et al., 2017). To study the interactions between
the consensus genes and to obtain potential critical genes, we
constructed their PPI network using the STRING database on
July 8, 2019. Genes with significant interactions were screened
out based on a confidence score ≥0.4 (Sun et al., 2017), and the
filtered results were imported into Cytoscape software (version
3.7.0) for network visualization (Shannon et al., 2003). We used
the CentiScaPe plugin (Scardoni et al., 2014) for topology analysis
of the entire network to calculate the central parameters, such as
the degree value of each node in the PPI network (Williams and
Del Genio, 2014). In consideration of the degree value of each
node differing significantly, we calculated the average value of the
degree of all nodes. Simultaneously, to obtain more meaningful
target genes, we selected nodes with scores larger than twice the
average as candidate hub nodes. Then, we used the Molecular
Complex Detection (MCODE) plugin (Bader and Hogue, 2003)
in Cytoscape to screen out the important functional modules in
the PPI network of the consensus genes. The MCODE plugin
parameters were degree cutoff ≥10, node score cutoff ≥0.2,
k-core ≥2, and max depth = 100 (Zhao et al., 2018).

Weighted Gene Co-expression Network
Analysis
Weighted gene co-expression network analysis (WGCNA) allows
analyzing the gene expression patterns of multiple samples
for mining the core genes in the pathogenesis of patients
with colon cancer (Langfelder and Horvath, 2008). This study
analyzed 13,640 genes from the transcriptome data (GSE24514)
using the WGCNA algorithm, and 49 samples were clustered
through the systematic cluster tree to determine any outliers.
Then, we set an appropriate soft threshold of 15 to make
the co-expression network meet the scale-free distribution,
and genes with similar expression patterns were merged into
the same module using a dynamic tree-cutting algorithm
(module size = 30) (Ning and Sun, 2020). Subsequently,
three different-colored modules containing the most DEGs
were further selected to mine the core genes. The edges with
topological overlap measures greater than 0.30 were selected
and input into Cytoscape for network visualization (Deng
et al., 2018). Using the CentiScaPe plugin in Cytoscape, we
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calculated the degree value of each gene. Genes with degrees
more than twice the average value were considered the core
genes of the network.

Running Scripts
All running scripts used above can be found in Supplementary
Material.

RESULTS

Differential Expression Analysis of Colon
Cancer
From the analysis of the TCGA data, we identified 472
DEMs with statistical significance, composed of 201 up-
regulated miRNAs and 271 down-regulated miRNAs
(Figure 1A). In addition, the analysis of the GSE24514
dataset identified 565 DEGs with statistical significance, which
included 266 up-regulated genes and 299 down-regulated
genes (Figure 1B).

Cox Proportional Hazards Regression
Model of DEMs
Univariate and multivariate Cox proportional hazards regression
analyses identified 12 miRNAs associated with survival in colon
cancer patients (P < 0.01; Table 1) and a further 8 prognostic
miRNAs (hsa-mir-6854, hsa-mir-4437, hsa-mir-216a, hsa-mir-
3677, hsa-mir-887, hsa-mir-4999, hsa-mir-34b, and hsa-mir-
3189), respectively (Table 2). Among prognostic miRNAs, hsa-
mir-3677, hsa-mir-216a, hsa-mir-4437, and hsa-mir-6854 were
also independent prognostic miRNAs (P < 0.05). The risk score

was calculated as follows: miRNA risk score = (−0.4034 × hsa-
mir-6854) + (1.6106 × hsa-mir-4437) + (0.2508 × hsa-
mir-216a) + (−0.2327 × hsa-mir-3677) + (0.2306 × hsa-
mir-887) + (0.2045 × hsa-mir-4999) + (0.161 × hsa-mir-
34b) + (−0.2008 × hsa-mir-3189). Figure 2A presents the
detailed information of the risk score. Kaplan–Meier survival
analysis showed that the 5-year survival rate was 50.5% in the
high-risk group and 76.3% in the low-risk group (Figure 2B).
The area under the ROC curve was 0.729, demonstrating that
the model could effectively predict the prognosis of colon cancer
patients (Figure 2C).

Target Genes Prediction for Prognostic
miRNAs
To predict the target genes of the eight prognostic miRNAs, we
used two independent online analytical tools (TargetScan and
miRDB). Figures 3A–H shows that the intersections between
the predicted results from the two servers provided 460, 553,
855, 214, 618, 552, 992, and 697 overlapping target genes of hsa-
mir-6854, hsa-mir-4437, hsa-mir-216a, hsa-mir-3677, hsa-mir-
887, hsa-mir-4999, hsa-mir-34b, and hsa-mir-3189, separately.
Overlapping target genes of eight prognostic miRNAs and 565
DEGs from differential expression analysis of colon cancer
intersected to obtain 9, 11, 14, 17, 18, 11, 30, and 19 consensus
genes, respectively, for these miRNAs, with a total of 112
consensus genes (Table 3).

Functional Enrichment Analysis of
Consensus Genes
Gene Ontology enrichment analysis, performed using the DAVID
database, showed 35 GO terms noticeably enriched with these 112
consensus genes included protein binding, one-carbon metabolic

FIGURE 1 | Volcano plot of DEMs in TCGA (A). Volcano plot of DEGs in GSE24514 (B). Red dots represent up-regulation and green dots represent down-regulation.
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TABLE 1 | Univariate Cox regression analysis of the 12 miRNAs associated with
survival in colon cancer patients.

miRNA HR z P-value

hsa-mir-887 1.488449 3.418183 0.000630

hsa-mir-3677 0.729468 −3.29453 0.000986

hsa-mir-216a 1.349487 3.274952 0.001057

hsa-mir-149 1.333374 3.184117 0.001452

hsa-mir-4437 4.482079 3.068887 0.002149

hsa-mir-4999 1.390901 3.047926 0.002304

hsa-mir-1271 1.351069 2.990206 0.002788

hsa-mir-3189 0.685402 −2.91866 0.003515

hsa-mir-187 1.201949 2.841883 0.004485

hsa-mir-6854 0.726455 −2.81219 0.004921

hsa-mir-34b 1.297501 2.781959 0.005403

hsa-mir-130a 1.380213 2.744909 0.006053

HR, hazard ratio.

TABLE 2 | Multivariate Cox regression analysis of the 8-miRNA signature
associated with survival in colon cancer patients.

miRNA Coefficient HR SE P-value

hsa-mir-887 0.2306 1.2594 0.1194 0.05338

hsa-mir-3677 −0.2327 0.7924 0.1047 0.02619

hsa-mir-216a 0.2508 1.2851 0.0938 0.00750

hsa-mir-4437 1.6106 5.0059 0.4972 0.00120

hsa-mir-4999 0.2045 1.2269 0.1149 0.07519

hsa-mir-3189 −0.2008 0.8181 0.1406 0.15327

hsa-mir-6854 −0.4034 0.6681 0.1183 0.00065

hsa-mir-34b 0.1610 1.1747 0.1044 0.12306

HR, hazard ratio; SE, standard error of coefficient.

process, bicarbonate transport, cytoplasm, and membrane,
among others (Figure 4A). The GO term “protein binding
function” had the smallest P-value (P = 5.52e-04) and was
enriched with the largest number of consensus genes, with a total
of 72, indicating the strongest correlation between them. The
KEGG pathway enrichment analysis of these consensus genes,
performed using the KOBAS database, revealed 56 pathways
were noticeably enriched, including nitrogen metabolism, the
thyroid hormone signaling pathway, proteoglycans in cancer,
chemokine signaling pathways, and focal adhesion, among others
(Figure 4B). Of these pathways, nitrogen metabolism had the
smallest P-value (P = 2.38e-05) and was associated with three
consensus genes. Proteoglycans in cancer had the largest number
of genes involved, and a P-value of 3.07e-05.

Construction and Analysis of PPI
Networks for Consensus Genes
To study their PPIs, we entered all the 112 consensus genes
into the STRING database to construct the PPI network. Next,
for visualization, we imported the genes with confidence scores
above 0.4 into Cytoscape. The constructed network was an
undirected graph. Each node in the network represented a
gene, and the connections between the nodes symbolized the
interactions between the proteins encoded by the corresponding

genes (Kohler et al., 2008). The network contained 75 nodes and
198 interactions (Figure 5A). According to a criterion larger than
twice the average (average = 5.28), we identified 16 candidate
hub genes: CCND1, CEP55, DTL, FANCI, HMMR, KIF15, MCM6,
MKI67, MYC, NCAPG2, NEK2, RACGAP1, RRM2, TOP2A,
UBE2C, and ZWILCH (Figure 5B). The module analysis of the
PPI network, performed using the MCODE plugin, revealed
two functional modules (Figures 5C,D). Except for CCND1 and
MYC, the remaining 14 of the 16 candidate hub genes appeared
in module 1, indicating that these 14 genes may play important
biological functions in the PPI network, and thus, were defined
as the critical genes of the network.

Weighted Gene Co-expression Network
Analysis
The cluster analysis in WGCNA showed no abnormal value in
the 49 GSE24514 samples. According to the independence and
average connectivity of networks with different power values
(power values ranging from 1 to 20), the soft threshold was
determined to be 15 (Figure 6A). Ultimately, there were 17
modules of different colors generated. The co-expression degree
of genes in the same module was high, and the co-expression
degree of genes from different modules was low (Figure 6B).
Among them, the midnight blue, red, and yellow-green modules
contained the most DEGs, which were 200, 103, and 126,
respectively. We constructed three weighted gene co-expression
networks using edges with topological overlap measures greater
than 0.30 in these modules. Ultimately, 19 core genes, which were
all DEGs, were identified, according to a degree value criterion of
greater than twice the average of the degree. These DEGs were
CCNB1, DTL, ENTPD5, FANCI, GUCA2A, HSPB8, KCNMB1,
LMOD1, MKI67, MS4A12, NEK2, PADI2, PRC1, PTTG1, RRM2,
SCNN1B, TNS1, TOP2A, and UBE2C (Figures 7A–C).

DISCUSSION

MicroRNAs play important roles in cell differentiation, biological
development, and the occurrence and progression of diseases,
attracting increasing attention from researchers. Despite progress
in understanding the role of miRNAs in the regulation of tumor
growth and evolution, miRNAs are easily affected by a variety of
factors during their activity in cancer, and they have the specificity
of spatiotemporal expression in different types of tumors or
different stages of the same tumors. Therefore, the specific
relationships between miRNAs and tumors remain unclear and
need to be further clarified.

In this study, we identified DEMs and DEGs of colon
cancer from the TCGA and GEO databases, respectively.
Then, we derived a prognostic model using Cox proportional
hazards regression analysis based on eight miRNAs, namely hsa-
miR-6854, hsa-mir-4437, hsa-mir-216a, hsa-mir-3677, hsa-mir-
887, hsa-mir-4999, hsa-mir-34b, and hsa-mir-3189. We further
obtained a total of 112 consensus genes from the intersection of
DEGs with the target genes predicted for these eight miRNAs
using TargetScan and miRDB tools. Subsequent GO and KEGG
pathway enrichment analyses revealed that these consensus genes

Frontiers in Genetics | www.frontiersin.org 5 June 2020 | Volume 11 | Article 478138

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-00478 June 8, 2020 Time: 13:35 # 6

Chen et al. Prognostic miRNAs of Colon Cancer

FIGURE 2 | Prognostic risk score model analysis of eight prognostic miRNAs in colon cancer patients. (A) From top to bottom are the risk score distribution,
patients’ survival status distribution, and the heatmap of eight miRNA expression profiles ranked by risk score. (B) Kaplan–Meier curves for high-risk and low-risk
groups. (C) The ROC curves for predicting survival in colon cancer patients by the risk score.

TABLE 3 | One hundred and twelve consensus genes shared by the target genes of 8 prognostic miRNAs and DEGs from differential expression analysis of colon cancer.

miRNA Consensus genes

hsa-mir-887 SLC36A1, C7, HNRNPL, MCM6, HSPB6, SVIL, PPP1R12B, TOP2A, SLC17A4, MARCKSL1, ATP1A2, CXCL9, METTL7A, SLC25A32,
VSNL1, VCL, FOXF1, CLIP3

hsa-mir-3677 SORBS1, ARNTL2, KIF15, RAB15, AKAP12, SSR3, PJA2, CXCL12, CA12

hsa-mir-216a CA7, HSPD1, NEK2, HMGB3, NPTX1, TXNIP, ZCCHC24, CA12, HOXC6, MAN2A1, FOSB

hsa-mir-4437 CCNB1IP1, SPIB, UBE2C, SULT1A1, CDHR5, HHLA2, BACE2, TRANK1, PTPRH, CD79A, NDC1, HSD11B2, LGR5, MLEC

hsa-mir-4999 IFITM1, SORBS1, SLC17A4, LMO3, ZWILCH, CCND1, RCN1, XPOT, PDZRN4, LRRC19, CAV1

hsa-mir-3189 FAM57A, TMEM97, FANCI, CDH3, SETBP1, ITIH5, MAB21L2, VIPR1, RETSAT, GOLT1B, MEIS1, NPTX1, JAM3, TXNIP, ZCCHC24,
SLC4A4, A1CF, NR3C2, DUSP1

hsa-mir-6854 STMN2, SYNM, SORBS1, DTL, RACGAP1, PLN, C1orf115, MKI67, GPD1L, HMMR, SLC25A32, FNBP1, PRKACB, CAV1, TDP2,
CXCL14, DCN

hsa-mir-34b STMN2, NCAPG2, RRM2, CEP55, CA1, ENC1, CXCL1, SLC17A4, BCAS1, PBX1, FAM47E-STBD1, CCDC59, MEST, MYC, PUS1,
CCND1, SPP1, SATB1, NDC1, AHCYL2, KRT20, PALLD, MLEC, SSR3, PJA2, PAPSS2, TGFBI, CAV1, PDZRN3, CLDN8

Bold represents the critical genes.
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FIGURE 3 | The number of predicted target genes of eight prognostic miRNAs. Target gene number predicted for (A) hsa-mir-6854, (B) hsa-mir-4437, (C)
hsa-mir-216a, (D) hsa-mir-3677, (E) hsa-mir-887, (F) hsa-mir-4999, (G) hsa-mir-34b, and (H) hsa-mir-3189. In these sub-figures, blue represents the predicted
results of TargetScan, and red represents the predicted results of miRDB.

FIGURE 4 | Functional enrichment analysis of 112 consensus genes. (A) GO enrichment analysis; (B) KEGG pathway enrichment analysis. In these two sub-figures,
the x-axis represents the P-value, and the y-axis represents the different GO terms and the KEGG pathways, respectively. The size of the bubbles grows as the
number of involved genes increases.
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FIGURE 5 | Construction and analysis PPI networks of consensus genes. (A) PPI network of 75 consensus genes. Red nodes represent up-regulated genes, and
blue nodes represent down-regulated genes. The color of the node deepens as the value of |log2FC| increases. The color of the line connecting the circles deepens
as the confidence scores increase. (B) Degree values of 75 consensus genes were obtained by CentiScaPe. As the degree values increase, the color of the node
changes from green to yellow. (C) Module 1 (MCODE score = 13.8466). (D) Module 2 (MCODE score = 3.067).

were mainly involved in protein binding, one-carbon metabolic
process, nitrogen metabolism, proteoglycans in cancer, and
chemokine signaling pathways. Finally, we used the STRING
database to construct the PPI network of the 112 consensus genes.
With the two Cytoscape plugins CentiScaPe and MCODE, 14
critical genes were recognized (CEP55, DTL, FANCI, HMMR,
KIF15, MCM6, MKI67, NCAPG2, NEK2, RACGAP1, RRM2,
TOP2A, UBE2C, and ZWILCH).

Among eight prognostic miRNAs in colon cancer, the
expression of hsa-mir-6854, hsa-mir-216a, hsa-mir-3677, hsa-
mir-4999, hsa-mir-34b, and hsa-mir-3189 was up-regulated, and
that of hsa-mir-4437 and hsa-mir-887 was down-regulated.
Among these eight miRNAs, hsa-mir-216a and hsa-mir-34b
have been validated in experiments previously, proving they
have crucial roles in colon cancer. Wang et al. (2018) showed
that the up-regulation of miR-216a-3p inhibited the expression
of its target genes ALOX5 and COX-2 in colon cancer cells,
consequently enhancing the proliferation of colon cancer cells.
Hiyoshi et al. (2015) used quantitative RT-PCR to detect

overexpression of miR-34b in colon cancer tissues and confirmed
that it was associated with poor prognosis in patients.

For the other six prognostic miRNAs, including hsa-mir-
6854, hsa-mir-4437, hsa-mir-3677, hsa-mir-887, hsa-mir-4999,
and hsa-mir-3189, although their roles have not yet been shown
in colon cancer, some experimental studies demonstrated that
the expression change of hsa-mir-887 and hsa-mir-3189 played
crucial roles in other cancer cells. Jiang et al. (2016) illustrated
that miR-887-5p was overexpressed in the serum of patients
with endometrial cancer and might be a potential biomarker
for endometrial cancer. Jones et al. (2015) demonstrated that
overexpression of miR-3189-3p up-regulated p53 and many p53
target genes, which could effectively induce apoptosis and inhibit
cell proliferation in colorectal cancer (CRC). In glioblastoma and
gastric cancer, overexpressed miR-3189 could markedly inhibit
cell proliferation and migration (Jeansonne et al., 2015; Bian et al.,
2018). These studies showed miR-3189 as a tumor suppressor.
The above results illustrated that the expression of miR-887
and miR-3189 in these cancers was contrary to ours. MiRNA
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FIGURE 6 | Weighted co-expression gene network analysis. (A) Determination of the soft threshold in the WGCNA algorithm. When the soft thresholding power was
15, the gene distribution conformed to the scale-free network. (B) The cluster dendrogram of all the genes in GSE24514. Each leaf represents a separate gene, and
each branch represents a co-expression gene module.

expression may differ among cancer types, so the expression and
specific mechanism of miR-887 and miR-3189 in colon cancer
need to be further clarified experimentally.

He et al. (2018) showed that hsa-mir-4437 could directly act on
C-X-C motif chemokine receptor 2 (CXCR2), which can increase
tumor inflammation and angiogenesis. Saintigny et al. (2013)
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FIGURE 7 | The visualization of co-expression gene modules. (A) Midnight blue module. (B) Yellow-green module. (C) Red module. The color of the line connecting
the circles deepens as the topological overlap measures increases. The color of the node changes from yellow to red as the degree values increases.

indicated that in lung adenocarcinoma, the overexpression of
CXCR2 caused invasion, metastasis, and poor prognosis of tumor
patients. Wu et al. (2015) also showed enhanced expression of
CXCR2 in colon cancer tissues, particularly in advanced-stage
tumor cells or tumor cells with lymph node metastasis, indicating
the potential to use the expression level of CXCR2 for evaluating
tumor growth and invasion in CRC. Our results showed that
hsa-mir-4437 was an independent prognostic factor for colon
cancer, and CXCR2 was found from the target prediction by
both TargetScan and miRDB. Therefore, hsa-mir-4437 may
affect the proliferation and apoptosis of colon cancer cells by
targeting CXCR2.

According to our prediction results, all 14 critical genes of
colon cancer we identified from the PPI network were up-
regulated in colon cancer cells. Among these 14 genes, abnormal
overexpression of CEP55, DTL, HMMR, MCM6, MKI67, NEK2,
RACGAP1, RRM2, TOP2A, and UBE2C have previously been
reported in colon cancer (Table 4).

Denticleless E3 ubiquitin–protein ligase homolog (DTL)
complex is a nuclear protein that targets centrosomes in
mitosis, with an important role in DNA synthesis, cell cycle
regulation, cytokinesis, proliferation, and differentiation (Pan
et al., 2006). Baraniskin et al. (2012) demonstrated that miR-
30a-5p could produce a tumor suppressor effect by repressing
the overexpression of DTL in colon cancer. Karaayvaz et al.
(2011) showed miR-215 achieved a similar outcome. The Rac

GTPase activating protein 1 (RACGAP1) is a member of the
GTPase-active protein family, with a regulatory role in cell
division, cell growth differentiation, and tumor metastasis and
proliferation (Milde-Langosch et al., 2013; Yeh et al., 2016).
According to Yeh et al. (2016), patients with high expression
of cytoplasmic RACGAP1 in CRC had a favorable prognosis,
whereas those with high expression of nuclear RACAGAP1
had a poor prognosis. Imaoka et al. (2015) demonstrated
that RACGAP1 expression was dramatically high in CRC with
advanced tumor stage, vessel invasion, and lymph node and
distant metastasis, causing poor overall survival. The marker of
proliferation Ki-67 (MKI67) is a nucleoprotein gene involved
in cell proliferation and expressed at all stages of the cell cycle
(Yang et al., 2017). Lin et al. (2008) detected high expression
of MKI67 in CRC based on immunohistochemistry. Zeng et al.
(2019) showed that in CRC, the knockdown of oncogenic
gene small nuclear ribonucleoprotein polypeptide A (SNRPA1)
caused the down-regulation of its other downstream genes,
including MK167, inhibiting the proliferation of CRC cells. The
hyaluronan-mediated motility receptor (HMMR), also known as
RHAMM, plays a key role in the occurrence and development
of tumors by mediating the migration of hyaluronan to tumor
cells and is closely related to cell proliferation, migration, signal
transduction, adhesion, and metastasis (Hatano et al., 2011).
Koelzer et al. (2015) indicated that HMMR was overexpressed in
tumor-budding cells of CRC and associated with advanced tumor
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TABLE 4 | Fourteen critical genes reported in cancer from previous studies.

Gene CEP55 DTL FANCI HMMR KIF5 MCM6 MKI67

Feature

Gene NCAPG2 NEK2 RACGAP1 RRM2 TOP2A UBE2C ZWILCH

Feature

Gene experimentally up-regulated in colon cancer, and the expression was consistent with our calculation result of colon cancer. Gene experimentally up-regulated

in other cancers, and the expression was consistent with our calculation result of colon cancer. Gene not yet experimentally verified in colon cancer or other cancers.
Bold represents the genes that are both critical genes and WGCNA core genes.

grade, invasion, metastasis, and poor prognosis. HMMR is also a
biomarker for poor prognosis in several cancers, including those
of the colon, stomach, lung, and breast (Chen et al., 2018).

The ubiquitin-conjugating enzyme E2C (UBE2C) is the
central component of the ubiquitin–proteasome system
(UPS), an ATP-dependent protein degradation pathway in the
cytoplasm and nucleus (Rousseau and Bertolotti, 2018). By
immunohistochemical analysis, Fujita et al. (2009) confirmed
that the UBE2C content was higher in colon cancer tissues
than in normal colon epithelium, and overexpressed UBE2C
could change the cell cycle and promote tumor proliferation.
Okamoto et al. (2003) noted that UBE2C was highly expressed
in a variety of tumors, including CRC, causing cell growth
promotion and malignant transformation. NIMA-related kinase
2 (NEK2) encodes a serine/threonine protein kinase involved in
the centrosome cell cycle and mitosis regulation. The expression
of NEK2 is closely associated with the prognosis and pathological
features of cancer, including colon cancer (Ren et al., 2018).
Takahashi et al. (2014) found that the high expression of NEK2
in CRC was associated with advanced tumor stage, invasion,
dissemination, and poor prognosis, but that mir-128 could
repress NEK2 expression, and inhibited cell proliferation. As a
member of the MCM family, mini-chromosome maintenance
complex component 6 (MCM6) is highly expressed in human
malignant cells. The encoded product of MCM6 is a key protein
for DNA replication and is involved in the regulation of the
cell cycle (Lei, 2005). MCM6 is highly expressed in colon
cancer tissues (Hendricks et al., 2019). Huang et al. (2018)
showed that the suppression of MCM6 in colon cancer cells
could inhibit the foci-forming and chromatin localization of
RAD51 recombinase (RAD51), a protein essential for DNA
damage recovery. DNA topoisomerase II alpha (TOP2A) is
a key enzyme that controls the topological state of DNA and
is involved in processes, such as chromosome condensation,
chromatid separation, and gene expression (Tsavaris et al., 2009).
Zhang R. et al. (2018) detected up-regulated TOP2A in colon
cancer tissues compared with adjacent non-cancerous tissues
and found that down-regulated TOP2A in colon cancer cells
could dramatically inhibit proliferation and invasion of colon
cancer cells. The ribonucleotide reductase regulatory subunit
M2 (RRM2) plays a vital role in DNA synthesis and repair, as
well as many key cellular processes, such as cell proliferation,
invasion, migration, senescence, and tumorigenesis (Nordlund
and Reichard, 2006). In colon cancer, the increased expression
of RRM2 can noticeably enhance the invasive ability of cancer
cells (Liu et al., 2007). Liu et al. (2013) proved that increasing the

expression of RRM2 in colon cancer cells substantially enhanced
cell migration and invasion ability, which indicated that RRM2
was an independent prognostic biomarker for colon cancer and
could predict the low survival rate of colon cancer patients.
The centrosomal protein 55 (CEP55) is involved not only in
the process of cytokinesis but also in the invasion, metastasis,
and prognosis of many malignancies (Jeffery et al., 2016).
Bioinformatics analysis performed by Hauptman et al. (2019)
indicated that CEP55 was overexpressed in CRC and could be
used as a potential biomarker in colon cancer tissues, as validated
in clinical samples. Similarly, Sakai et al. (2006) reported that
inhibiting the expression of CEP55 caused a marked reduction
in the growth rate of colon cancer cells. These experiment results
on the expression of the above 10 genes in colon cancer are
consistent with our calculation results, which further verified the
reliability of our computational analysis.

As mentioned above, 4 of the 14 key genes recognized in
this study as playing major roles in colon cancer (FANCI,
KIF15, NCAPG2, and ZWILCH) have not been experimentally
shown to be up-regulated in colon cancer. However, abnormal
overexpression of KIF15 and NCAPG2 has been detected in many
other types of cancer. Kinesin family member 15 (KIF15) is
involved in important biological processes, including mitosis,
cell signaling pathways, gene translation, and protein trafficking
(Penna et al., 2017). According to Sheng et al. (2019), the up-
regulation of KIF15 in breast cancer led to poor overall survival,
indicating that KIF15 could serve as a potential therapeutic target
for triple-negative breast cancer. In a study by Wang et al.
(2017), overexpression of KIF15 in pancreatic cancer promoted
the expression of p-MEK and p-ERK, inducing activation of the
MEK–ERK signaling pathway and causing G1/S phase transition
and cancer growth. The non-SMC condensin II complex subunit
G2 (NCAPG2) is a component of the condensin II complex that
interacts with Polo-like kinase 1 (PLK1) during the anterior-
to-metaphase transition of mitosis, thereby regulating correct
chromosome segregation (Kim et al., 2014). The up-regulation
of NCAPG2 in non-small cell lung cancer (NSCLC) cells caused
a short survival time, whereas suppressing NCAPG2 expression
led to proliferation inhibition and G2/S cycle arrest (Zhan et al.,
2017). Zhan et al. (2017) concluded that NCAPG2 expression
was closely related to the progression of NSCLC and could
act as a prognostic factor. In liver cancer, Meng et al. (2019)
determined that highly expressed NCAPG2 promoted tumor cell
proliferation, migration, and invasion, mediated by activation
of the STAT3 and NF-κB pathways. Such findings confirmed
NCAPG2 as both an oncogene of liver cancer and a biomarker
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predicting poor patient prognosis. In summary, KIF15 and
NCAPG2 might be involved in the development and progression
of colon cancer, and they serve as prognostic markers or
therapeutic targets for colon cancer.

Zwilch kinetochore protein (ZWILCH) is an important
component of the Rod–Zw10–Zwilch complex and is crucial for
maintaining the normal function of mitotic checkpoints (Kops
et al., 2005). The abnormal function of mitotic checkpoints is
associated with the appearance of chromosomal instability, a
consensus sign of many human malignancies. According to Shih
et al. (2001), chromosomal instability occurs in the early stages of
colon cancer, resulting in genomic instability that might promote
tumor development. Fanconi anemia (FA) complementation
group I (FANCI) is a gene belonging to the FA–breast cancer
pathway, and the mono-ubiquitination of the FANCI–FANCD2
protein complex is the key to the normal function of the
FA pathway (Smogorzewska et al., 2007). A dysfunctional FA
pathway reduces the ability of DNA repair, causing genomic
instability, which increases the incidence of tumor development
(Deans and West, 2011). FANCI is one of the most pathogenic
mutated genes in CRC (Zhunussova et al., 2019). This gene is a
negative regulator of the consensus oncogene Akt (Zhang et al.,
2016). Although no current study concerns the direct correlation
between these two genes and cancer, both genes can act as
components of cancer progression pathways and play certain
roles in the formation of cancer, yet the specific mechanism
remains unclear. Our results identified FANCI and ZWILCH as
critical target genes of colon cancer, suggesting that they might
provide a potential pathway for the treatment and intervention
of colon cancer.

In this study, we also performed WGCNA to mine the core
genes via the analysis of gene expression patterns of multiple
samples in GSE24514 and constructed 17 co-expression modules
from 13,640 genes of these transcriptome data. Among them,
three modules (midnight blue, red, and yellow-green) containing
the most DEGs were the key functional ones significantly
related to colon cancer. These modules comprised 19 core genes
(CCNB1, DTL, ENTPD5, FANCI, GUCA2A, HSPB8, KCNMB1,
LMOD1, MKI67, MS4A12, NEK2, PADI2, PRC1, PTTG1, RRM2,
SCNN1B, TNS1, TOP2A, and UBE2C). 7 genes, including DTL,
FANCI, MKI67, NEK2, RRM2, TOP2A, and UBE2C, appeared in
the above-discussed 14 critical genes from the consensus genes
(Table 4), which, at least partially verified the reliability of the
main results of this work. In addition, although the remaining 12
core genes from WGCNA were not target genes for our derived
prognostic miRNAs, they were DEGs of colon cancer, and their
relationship with colon cancer deserves further study.

Bioinformatics is indispensable for mining data related to
colon cancer. In 2018, Wei et al. (2018) constructed a 10-
miRNA prognostic model composed of hsa-mir-891a, hsa-
mir-6854, hsa-mir-216a, hsa-mir-378d-1, hsa-mir-92a-1, hsa-
mir-4709, hsa-mir-92a-2, hsa-mir-210, hsa-mir-940, and hsa-
mir-887, by analyzing the genome-wide miRNA sequencing
dataset and corresponding clinical information of 425 colon
adenocarcinoma patients from TCGA. In the same year, Zhang
H. et al. (2018) identified DEMs between 457 colon cancer
tissues and 8 normal tissues from TCGA. Subsequent Cox

proportional hazards regression analysis provided a prognostic
model of six miRNAs, including hsa-mir-149, hsa-mir-3189,
hsa-mir-3677, hsa-mir-3917, hsa-mir-4999, and hsa-mir-6854.
Thus, six of eight prognostic factors (hsa-mir-6854, hsa-mir-
4437, hsa-mir-216a, hsa-mir-3677, hsa-mir-887, hsa-mir-4999,
hsa-mir-34b, and hsa-mir-3189) we calculated were consistent
with their results. It is worth noting that although the
expressions of miR-887 and miR-3189 in other cancers were
experimentally different from our predicted ones, the above two
studies provided the same analysis results as ours showed in
colon cancer, namely down-regulated miR-887 and up-regulated
miR-3189. However, different from these two previous works,
our study further explored the potential critical target genes
of the prognostic miRNAs by using combination methods,
including target prediction calculation, differential expression
screening, intersection analysis, and PPI network construction
and visualization.

As shown in Table 3, 14 targeting relationships are available
between 8 prognostic miRNAs and 14 critical genes. Specifically,
DTL, HMMR, MKI67, and RACGAP1 were predicted as the
target genes of hsa-mir-6854. FANCI, KIF15, NEK2, UBE2C, and
ZWILCH were the target genes of hsa-mir-3189, hsa-mir-3677,
hsa-mir-216a, hsa-mir-4437, and hsa-mir-4999, respectively.
MCM6 and TOP2A were the target genes of hsa-mir-887, and
CEP55, NCAPG2, and RRM2 were the target genes of hsa-mir-
34b (Table 3). To date, there have been no experiments to confirm
any of the above targeting relationships. However, the targeting
relationships of KIG15 with has-mir-3677 (Zorniak et al., 2018),
and CEP55 with has-mir-34b (Liang, 2008) were also predicted in
the functional analysis of miRNA in patients with gastric antral
vascular ectasia and expression meta-analysis of lung cancer
miRNA targets, respectively. As discussed above, experiments
have shown that these miRNAs and genes are mostly, directly
or indirectly, related to colon cancer. Therefore, we speculate the
existence of these targeting relationships for further study, which
might clarify the mechanisms of colon cancer and provide novel
methods for future exploration of prevention and treatment.

CONCLUSION

In summary, we used bioinformatics methods to construct a
prognostic model of colon cancer patients with eight prognostic
miRNAs, including hsa-mir-6854, hsa-mir-4437, hsa-mir-216a,
hsa-mir-3677, hsa-mir-887, hsa-mir-4999, hsa-mir-34b, and hsa-
mir-3189. Fourteen potential critical target genes of these
independent prognostic biomarkers were identified in the PPI
network. These genes were CEP55, DTL, FANCI, HMMR,
KIF15, MCM6, MKI67, NCAPG2, NEK2, RACGAP1, RRM2,
TOP2A, UBE2C, and ZWILCH. One miRNA (hsa-mir-4437)
and four genes (FANCI, KIF15, NCAPG2, and ZWILCH) have
not yet been confirmed to be associated with colon cancer in
previous experiments and calculations. In addition, the targeting
relationship between the 8 prognostic miRNAs and the 14
critical genes deserves further study. Furthermore, 12 core genes
obtained from WGCNA are also worthy of future research. Our
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results indicate that these prognostic miRNAs and their target
genes could have valuable potential for prognosis and targeted
therapy of colon cancer, and thereby could provide new guidance
for the diagnosis and treatment of colon cancer in the future.
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Cancer is an umbrella term that includes a range of disorders, from those that are

fast-growing and lethal to indolent lesions with low or delayed potential for progression

to death. One critical unmet challenge is that molecular disease subtypes characterized

by relevant clinical differences, such as survival, are difficult to differentiate. With the

advancement of multi-omics technologies, subtyping methods have shifted toward data

integration in order to differentiate among subtypes from a holistic perspective that takes

into consideration phenomena at multiple levels. However, these integrative methods

are still limited by their statistical assumption and their sensitivity to noise. In addition,

they are unable to predict the risk scores of patients using multi-omics data. Here,

we present a novel approach named Subtyping via Consensus Factor Analysis (SCFA)

that can efficiently remove noisy signals from consistent molecular patterns in order to

reliably identify cancer subtypes and accurately predict risk scores of patients. In an

extensive analysis of 7,973 samples related to 30 cancers that are available at The

Cancer Genome Atlas (TCGA), we demonstrate that SCFA outperforms state-of-the-art

approaches in discovering novel subtypes with significantly different survival profiles. We

also demonstrate that SCFA is able to predict risk scores that are highly correlated with

true patient survival and vital status. More importantly, the accuracy of subtype discovery

and risk prediction improves when more data types are integrated into the analysis. The

SCFA software and TCGA data packages will be available on Bioconductor.

Keywords: multi-omics integration, risk score prediction, cancer subtyping, survival analysis, factor analysis

1. INTRODUCTION

After 20 years of cancer screening, the chance of a person being diagnosed with prostate
or breast cancer has nearly doubled (1–4). However, this has only marginally reduced
the number of patients with advanced disease, suggesting that screening has resulted in
the substantial harm of excess detection and over-diagnosis. At the same time, 30–50%
of patients with non-small cell lung cancer (NSCLC) develop recurrence and die after
curative resection (5), suggesting that a subset of patients would have benefited from
more aggressive treatments at early stages. Although not routinely recommended as the
initial course of treatment, adjuvant and neoadjuvant chemotherapy have been shown to
significantly improve the survival of patients with advanced early-stage disease (6–8). The
ability to prognosticate outcomes would allow us to manage these diseases better: patients
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whose cancer is likely to advance quickly or recur would receive
the necessary treatment. The important challenge is to discover
the molecular subtypes of disease and subgroups of patients
(9–12).

Cluster analysis has been a basic tool for subtype discovery
using gene expression data. These include hierarchical clustering
(HC), neural networks (13–17), mixture model (18–20), matrix
factorization (21, 22), and graph-theoretical approaches (23–
25). Arguably, the state-of-the-art approach in this area is
Consensus Clustering (CC) (26, 27), which is a resampling-based
methodology of class discovery and cluster validation (28–30).
However, these approaches are not able to combine multiple
data types. Although analyses on a single data type could reveal
some distinct characteristics for different subtypes, it is not
sufficient to explain the mechanism that happens across multiple
biological levels.

With the advancement of multi-omics technologies, recent
subtyping methods have shifted toward multi-omics data
integration. The goal is to differentiate among subtypes
from a holistic perspective, that can take into consideration
phenomena at various levels (e.g., transcriptomics, proteomics,
epigenetics). Thesemethods can be grouped into three categories:
simultaneous data decomposition methods, joint statistical
models, and similarity-based approaches. Methods in the
first category (data decomposition) include md-modules (31),
intNMF (32), and LRAcluster (33). These methods assume that
there exist molecular patterns that are shared across multiple
types of data. Therefore, these methods aim at finding a low
dimensional representation of the high-dimensional multi-omics
data that retains those patterns. For example, both md-modules
and intNMF utilize a joint non-negative matrix factorization
to simultaneously factorize the data matrices of multiple data
types. In their design, the basis vectors are shared across all
data types while the coefficient matrices vary from data type to
data type. These two methods, md-modules and intNMF, only
differ in the way they iteratively estimate the coefficient matrices.
Another method is LRAcluster, which applies the low-rank
approximation and singular vector decomposition to generate
low dimensional representations of the data and then performs
k-means clustering to identify the subtypes. These methods
strongly rely on the assumption that all molecular signals can be
linearly and simultaneously reconstructed.

Methods in the second category (statistical modeling) include
BCC (34), MDI (35), iClusterBayes (36), iClusterPlus (37), and
iCluster (38, 39). These methods assume that each data type
follows a mixture of distributions and then integrate multiple
types of data using a joint statistical model. The parameters of
the mixture models are estimated by maximizing the likelihood
of observed data. These methods strongly depend on the
correctness of their statistical assumptions. Also, due to a large
number of parameters and iterations involved, the computation
complexity of statistical methods is usually extensive. Therefore,
these methods often rely on pre-processing and gene filtering to
ease the computational burden.

Methods in the third category (similarity-based) typically
construct the pair-wise connectivity between patients (that
represents how often the patients are grouped together) for

each data type and then integrate multiple data types by fusing
the individual connectivity matrices. As these methods perform
data integration in the sample space, their computational
complexity depends mostly on the number of patients, not
the dimensions of features/genes. Therefore, these methods are
capable of performing subtyping on a genomic scale. Methods
in this category include SNF (40), rMKL-DR (41), NEMO (42),
CIMLR (43), and PINS (44, 45). SNF creates a patient-to-patient
network by fusing connectivity matrices and then partitions
the network using spectral clustering (46). rMKL-DR projects
samples into a lower-dimensional subspace and then partitions
the patients using k-means. NEMO follows a similar strategy
with the difference is that it incorporates only partial data into
the integrative analysis. Though powerful, these methods do
not account for the noise and unstable nature of quantitative
assays. PINS and CIMLR follow two different strategies to
address noise and instability. PINS introduces Gaussian noise
to the data in order to obtain subtypes that are robust against
data perturbation. CIMLR combines multiple gaussian kernels
per data type to measure the similarity between each pair of
samples. The resulted similarity matrix is then subjected to
dimension reduction and k-means to determine the subtypes.
Though powerful, the similarity metrics used in these methods
(i.e., Gaussian kernel, Euclidean distance) make them susceptible
to noise and the “curse of dimensionality” (47) from the high-
dimensional multi-omics data.

Here we propose a novel approach, named Subtyping via
Consensus Factor Analysis (SCFA), that follows a three-stage
hierarchical process to ensure the robustness of the discovered
subtypes. First, the method uses an autoencoder to filter out
genes with an insignificant contribution in characterizing each
patient. Second, it applies a modified factor analysis to generate
a collection of factor representations of the high-dimensional
multi-omics data. Finally, it utilizes a consensus ensemble to
find subtypes that are shared across all factor representations.
The software package also includes a model based on Cox
regression and Elastic net that is able to predict the risk
scores of new patients. In an extensive analysis using 7,973
samples related to 30 different cancer diseases, we demonstrate
that our method outperforms other state-of-the-art methods in
discovering subtypes with significantly different survival profiles.
We also demonstrate that data integration indeed improves the
subtyping procedure as subtypes obtained from multi-omics
data have more significant Cox p-values than subtypes obtained
from individual data types. Finally, we demonstrate that the
method is able to predict the risk factor of new patients with
high accuracy.

2. METHODS

The high-level workflow of SCFA is shown in Figure 1. The
framework consists of two main modules: disease subtyping
(Figure 1A) and risk assessment (Figure 1B). The input of
the subtyping module is a list of data matrices (e.g., mRNA,
methylation, miRNA) in which rows represent patients while
columns represent genes/features. For each matrix, the method
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FIGURE 1 | Overall SCFA pipeline. (A) Cancer subtyping using multi-omics data. For each of the data matrix, SCFA repeatedly performs factor analysis to generate

multiple data representations with different numbers of factors. For each representation, SCFA clusters the data to construct a connectivity matrix. The method next

merges all connectivity matrices using an ensemble strategy to obtain the final clustering. (B) Risk prediction. SCFA is able to learn from training data (patients with

survival information) in order to predict risk scores of patients in testing data (patients without survival information). SCFA first merges training and testing sets together

and then performs factor analysis. Using the factor representations of the training set, the method trains a Cox regression model, which will be utilized to predict risk

factor of patients in the testing set.

first performs a filtering step using an autoencoder and then
repeatedly performs factor analysis (48) to represent the data
with different numbers of factors. By representing data with
different numbers of factors, we can improve on situations
where the projected data do not accurately represent the
original data due to noise. Using an ensemble strategy, SCFA
combines all of the factor representations to determine the
final subtypes.

In the second module, SCFA focuses on predicting the risk
scores of patients with unknown survival information. In this
module, SCFA combines factor analysis with Cox regression (49,
50) and elastic net (51) to build a prediction model. The method
first performs factor analysis on both training (patients with
survival information) and testing data (patients without survival
information) and then builds a Cox regression model, which can
be used to predict the risk scores of patients from the testing
data. By default, our software package includes data obtained
from The Cancer Genome Atlas (TCGA) that can be used as
the training data by default. However, users are free to provide
new training data. Using the training data, users can train the
model and then predict the risk score of new patients using
molecular data.

In the following sections, we will describe in detail the
techniques used in the SCFA framework: (i) dimension reduction
and factor analysis, (ii) the ensemble strategy for subtyping, and
(iii) Cox model and elastic net for risk assessment.

2.1. Dimension Reduction and Factor
Analysis
Bothmodules start with dimension reduction and factor analysis.
The purpose of dimension reduction is to remove features/genes
that play no role in differentiating between patients. This
technique was originally introduced in our scDHA method for
single-cell analysis (52). Briefly, we utilize a non-negative kernel
autoencoder which consists of two components: encoder and
decoder. The encoder aims at representing the data in a low
dimensional space whereas the decoder tries to reconstruct the
original input from the compressed data. By forcing the weights
of the network to be non-negative, we capture the positive
correlation between the original features and the representative
features. Selecting features with high variability in weights would
result in a set of features that are informative, non-redundant,
and capable of representing the original data.

After the filtering step using the non-negative autoencoder,
we perform another dimension reduction step using Factor
Analysis (FA) (48). In general, factor analysis aims at minimizing
the difference of feature-feature correlation matrix between the
latent space and original data. Correlation is a standardized
metric, where it takes into account the number of observations
and variance of the features during the calculation process.
This makes factor analysis robust against scaling and high
number of dimensions compared to traditional decomposition
such as principle component analysis (PCA), which uses
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Euclidean distance as the distance metric. To further improve the
performance of factor analysis, we adjust the objective of FA to
maintain the patient-patient correlation.

Starting with the original correlation matrix, FA finds k
(number of factors) largest principle components and tries to
reproduce the original matrix using those principal components
(model matrix). FA iteratively fits the model matrix to the
original matrix using optimization algorithms. In our model, we
employ the Minimum Residual (MINRES) optimization because
it copes better with the small and medium sample size of the
input data (53). Also, instead of preserving the relationship
between variables, we aim to maintain the overall patient-patient
relationships by preserving their Pearson correlations in the
representations. By changing the objective, the computational
power required is significantly lower as the number of patients (in
the scale of hundreds) is much lower than the number of features
(in the scale of tens of thousands). Moreover, maintaining the
distance between patients in the low dimensional representation
would be more beneficial for our desired applications. To
avoid overfitting, we repeatedly perform factor analysis with
different numbers of factors, resulting inmultiple representations
of each input matrix. In the clustering module (Figure 1A),
all factor representations of all data types (data matrices)
are combined using an ensemble strategy to determine the
subtypes. In the risk prediction module (Figure 1B), the factor
representations of the training data are combined to build the
prediction model.

2.2. Subtyping Using Consensus Ensemble
Given a collection of factor representations from all data types,
we aim at finding patient subgroups that are consistently
observed together in all representations (Figure 1A). For each
representation, we first determine the optimal number of clusters
using two indices: (i) the ratio of between sum of squares over the
total sum of squares, and (ii) the increase of within sum of squares
when the number of cluster increases (52). After the optimal
number of clusters is determined, we use k-means to cluster the
underlying factor representation to build a connectivity matrix.
To avoid the convergence to a local minimum, we perform k-
means clustering using multiple starting points and choose the
results with the smallest sum of square error. This process is
repeated for all of the representations to obtain a collection of
connectivity matrices for all data types.

Finally, we use the Weighted-based meta-clustering
algorithm (54) to combine all clustering results from each
data representation to determine the final subtyping. In short,
the meta-clustering first calculates the weight for each pair of
patients regarding their chance to be grouped together. Next, it
assigns a weight for each patient by accumulating the weights of
all pairs containing this patient. It then computes the weighted
cluster-to-cluster similarity from all connectivity matrices.
Finally, it partitions the cluster-to-cluster similarity matrix using
hierarchical clustering to determine the final subtypes.

2.3. Risk Score Prediction
The goal of this module is to calculate the risk score of new
patients using their molecular data. This is a supervised learning

method that learns from a training set in order to predict the
risk scores each patient in the testing set. More specifically, the
training set consists of a set of patients with molecular data (e.g.,
mRNA, methylation, miRNA) and known survival information
while the testing set consists of patients with only molecular data.
By default, we provide TCGA datasets in our package as training
data, but users are free to provide training data if necessary.
Using the training data, this module will train the Cox regression
model that can be used to predict the risk scores of new patients.
Below is the description of the method for one data type and for
multi-omics data.

Given a single data type as input, we merge the testing data
with training data and then perform dimension reduction and
factor analysis to generate multiple representations of this data.
For each representation, we use the training data to train the Cox
regression model. This model aims at estimating a coefficient βi

for each corresponding predictor xi of the input data. After the
model is trained, the risk scores for new patients can be calculated
as exp(

∑n
i=1 βixi), where n is the number of features in the factor

representation. In the Cox model, the risk score is defined as
h(t)
h0(t)

, where h(t) is the expected hazard at time t, and h0(t) is the

baseline hazard when all the predictors are equal zero. Patients
with a higher risk score are likely to suffer the event of interest
(e.g., vital status or disease recurrence) earlier than the one with
a lower risk score. Here we use elastic net (51) implemented in
the R-package “glmnet” (55) to fit the model to better cope with
the dynamic number of predictors. Elastic net linearly combines
Lasso and Ridge penalty during the training process to select only
the most relevant predictors that have important effects on the
response (the risk scores in this case). We use five-fold cross-
validation to select the parameters for the model. The final risk
score for each patient is the geometric average of the risk scores
resulted from all representations.

In the case of multi-omics data, we repeat the same process
(described above) for each data type. We perform factor analysis
to produce multiple representations, resulting in a collection
of representations from all data types. For a new patient, each
representation will produce an estimated risk score. The final risk
score for the patient is calculated as the geometric average of all
predictions from all representations.

3. RESULT

Here we assess the performance of SCFA using data obtained
from 7,973 patients related to 30 different cancer diseases
downloaded from The Cancer Genome Atlas (TCGA). For each
of the 30 cancer datasets, we downloaded mRNA, miRNA, and
methylation data. We also downloaded the clinical data for these
patients, which includes vital status and survival information.
Using clinical information, we assess the ability of SCFA in both
unsupervised subtyping and supervised risk prediction.

3.1. Subtypting on 30 TCGA Datasets
Here we compare the performance of SCFA with four state-of-
the-art methods: Consensus Clustering (CC) (26, 27), Similarity
Network Fusion (SNF) (40), Cancer Integration via Multikernel
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TABLE 1 | Cox p-values of subtypes identified by SCFA, CC, SNF, iClusterBayes

(iCB), and CIMLR for 30 TCGA datasets.

SCFA CC SNF iCB CIMLR

ACC 3.4e-03 5.4e-04 4.3e-05 9.2e-04 3.4e-01

BLCA 7.2e-03 1.1e-01 1.1e-01 5.1e-01 4.7e-01

BRCA 3.2e-04 2.9e-02 1.2e-01 2.7e-02 4.9e-03

CESC 9.4e-03 5.8e-02 5.1e-01 2e-02 1.9e-01

DLBC 4.3e-06 5.1e-01 7.5e-01 2.9e-01 7.4e-01

ESCA 7.3e-05 7.7e-01 3.9e-01 7.9e-01 5.6e-01

GBM 2.3e-03 3.2e-01 2.1e-02 1.1e-01 8.1e-02

GBMLGG 5.8e-14 1.6e-04 4.8e-14 8e-02 6.4e-10

HNSC 4e-02 5e-01 3.7e-01 3.7e-01 4e-01

KICH 2.3e-13 8.7e-01 7e-01 6.9e-01 4.6e-01

KIPAN 1.4e-19 9.3e-08 2.1e-07 1.6e-09 9.8e-05

KIRP 1.7e-03 4.5e-01 5.3e-03 3e-03 1.9e-02

LAML 5.8e-04 3.9e-02 1.7e-03 9e-01 1.4e-04

LGG 6.5e-15 6.6e-07 1.6e-14 1.1e-01 8.3e-15

MESO 1.6e-04 3.1e-01 4.2e-04 3.7e-02 1.1e-02

PAAD 6.9e-04 1.1e-02 7.4e-04 2.3e-03 2e-03

SARC 3.3e-03 2.4e-01 4.4e-02 4.3e-02 5.6e-02

SKCM 1.6e-03 6.3e-01 4.8e-01 8.4e-03 7.4e-05

STES 3.9e-02 2e-01 1.6e-01 4.1e-03 3.4e-02

THCA 7.8e-03 7.9e-01 6.2e-01 7.8e-01 8.6e-03

THYM 8.1e-04 1.5e-01 9.7e-02 9e-03 1.2e-01

UCEC 6.5e-03 8.9e-02 1.8e-02 5.9e-02 4.6e-02

UCS 3.4e-02 1.6e-01 8.6e-01 9.6e-01 3.6e-01

UVM 1.3e-06 6.1e-04 1.7e-04 6.6e-02 5.8e-04

CHOL 3.1e-01 7.9e-02 5.7e-01 9.1e-01 3.4e-01

COAD 4.7e-01 5.8e-01 1.3e-01 2.2e-01 5.6e-01

KIRC 1e-01 8.3e-01 6.9e-01 8.3e-01 9.1e-02

LIHC 3.8e-01 8.8e-01 3.3e-01 9.3e-02 1.9e-01

OV 4.2e-01 6.1e-01 4.4e-01 4.6e-01 5.4e-01

TGCT 3.9e-01 7.4e-01 8.4e-01 7.1e-01 8.4e-01

#Significant 24 8 12 11 13

The cells highlighted in yellow have Cox p-values smaller than 5%. In each row, cells

highlighted in green have the most significant p-value. SCFA outperforms other methods

by having significant p-values in most datasets (24 out of 30 datasets).

LeaRning (CIMLR) (43), and iClusterBayes (iCB) (36). CC is a
resampling-based approach, while SNF and CIMLR are graph-
theoretical approaches. The fourth method, iClusterBayes is a
model-based approach and is the enhanced version iClusterPlus.
These methods were selected to represent three distinctively
different subtyping strategies. Among these methods, CC is the
only method that cannot integrate multiple data types. For CC,
we concatenate the three data types for the integrative analysis.
We demonstrate that SCFA outperforms these methods in
identifying subtypes with significantly different survival profiles.

Note that here we focus on unsupervised learning, in
which each dataset is partitioned independently without using
any external information. For example, when analyzing the
glioblastoma multiforme (GBM) dataset, we use only the
molecular data (mRNA, miRNA, and methylation) of this dataset

to determine the subtypes. For each cancer dataset, we first
use each of the five methods (SCFA, CC, SNF, CIMLR, and
iClusterBayes) to integrate the molecular data (mRNA, miRNA,
and methylation) in order to determine patient subgroups.
For each method, we calculate the Cox p-value that measures
the statistical significance in survival differences between the
discovered subtypes. The Cox p-values of subtypes discovered by
the five methods for the 30 datasets are shown in Table 1. Among
the 30 datasets, there are 6 datasets (CHOL, COAD, KIRC, LIHC,
OV, and TGCT) for which no method is able to identify subtypes
with significant survival differences. In the remaining 24 datasets,
SCFA is able to obtain significant Cox p-values in all of them
while CC, SNF, iClusterBayes, and CIMLR have significant p-
values in only 8, 12, 11, and 13 datasets, respectively. Also,
SCFA has the most significant p-values in 19 out of 24 datasets.
Regarding time complexity, SCFA, CC, SNF, and CIMLR are able
to analyze each dataset in minutes, whereas iClusterBayes can
take up to hours to analyze a dataset.

To better understand the usefulness of data integration,
we also calculated the Cox p-values obtained from individual
data types and compared them to Cox p-values obtained from
data integration (when mRNA, miRNA, and methylation are
analyzed together). For each dataset, we perform subtyping
using SCFA for each data type and report the Cox p-value
of the discovered subtypes. The distributions of Cox p-values
for data integration and for individual data types using SCFA
are shown in Figure 2. Among 30 cancer datasets, the Cox p-
values obtained from data integration has the median −log10(p)
of 2.6, compared to 1.7, 1.1, and 1.1 from gene expression,
methylation and miRNA data. Interestingly, subtypes discovered
using gene expression data have significantly different survival in
18 over 30 datasets, compared to 10 and 14 of methylation and
miRNA data, respectively. The figure also shows that the Cox p-
values obtained from gene expression data are more significant
than those obtained from methylation and miRNA data (p =

0.046 using one-sided Wilcoxon test). However, we note that
miRNA and methylation also provide valuable information in
data integration, when all data types are analyzed together.
As shown in Figure 2, the Cox p-values obtained from data
integration are more significant than those of any individual data
type (including mRNA) with a one-sided Wilcoxon test p-value
of 0.004. This means that each of the three data types provides
meaningful contributions to the data integration. To understand
how other methods perform with respect to each data type, we
also plot the distributions of Cox p-values obtained from each
data type using CC, SNF, iClusterBayes, and CIMLR (Figure S1).
CC is the only method that produces comparable Cox p-values
across the three data types. SNF and CIMLR perform better using
miRNA, while iClusterBayes favors mRNA and miRNA data.

There are four important clinical variables that are available
in more than 10 TCGA datasets: age (21 datasets), gender (25
datasets), cancer stages (24 datasets), and tumor grades (12
datasets). To understand the association between these variables
and the discovered subtypes, we perform the following analyses:
(1) Fisher’s exact test to assess the association between gender
(male and female) and the discovered subtypes; (2) ANOVA test
to assess the age difference between the discovered subtypes;
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FIGURE 2 | Cox p-values of subtypes identified by SCFA. To better

understand the usefulness of data integration, we calculate the Cox p-values

obtained from individual data types and compared them to Cox p-values

obtained from data integration (when mRNA, miRNA, and methylation are

analyzed together). The horizontal axis shows the data types while the vertical

axis shows the minus log10 p-values. Overall the Cox p-values obtained from

data integration are significantly smaller than those obtained from individual

data types (p = 0.004 using one-sided Wilcoxon test).

and finally (3) calculate the agreement between the discovered
subtypes and known cancer stages/tumor grades using Adjusted
Rand Index (ARI) and Normalized Mutual Information (NMI).
Figure S2 and Tables S1, S2 show the p-values obtained for
gender and age. Overall, the four methods, SCFA, CC, SNF, and
CIMLR, are not biased toward gender with only some significant
p-values (Table S1). In contrast, iClusterBayes is subject to
gender bias with significant p-values in 12 out of 25 datasets
(Table S1). The p-values of iClusterBayes are significantly smaller
than those of other methods (p = 0.0007 using one-sided
Wilcoxon test). Regarding age, all methods have comparable p-
values (Table S2). Figure S3 and Table S3 show the ARI values
that represent the agreement between the discovered subtypes
and known cancer stages and tumor grades. The median ARI of
SCFA and SNF are comparable and they are higher than those of
CC, iClusterBayes, and CIMLR. Regarding tumor grade, the ARI
values of SCFA are higher than the rest. Figure S4 and Table S4

show the NMI values. SCFA has higher NMI values in both
comparisons. However, the low NMI and ARI values show that
there is a low agreement between the discovered subtypes and
known stages/grades.

We perform an in-depth analysis for the Pan-kidney (KIPAN)
dataset. For this dataset, SCFA discovers five subtypes, each with
a very different survival probability (Figure 3). Subtype 1 has
the lowest survival probability while Subtype 5 has the highest
survival probability. All patients of Subtype 1 die within 3 years
whereas 85% of patients in Subtype 5 survive at the end of the
study (after 15 years). We also perform variant analysis to look
for mutations that are highly abundant in the short-term survival

FIGURE 3 | Kaplan–Meier survival analysis of the Pan-kidney (KIPAN) dataset.

The horizontal axis represents the time (day) while the vertical axis represents

the estimated survival probability.

groups (Subtypes 1, 2, and 3) but not in the long-term survival
groups (Subtypes 4 and 5), and vice versa. In Figure 4, each point
represents a gene and its coordinates represent the number of
patients having at least a variant in that gene in each group.
In principle, we would look for mutated genes in the top left
and the bottom right corners. From this figure, we can identify
four notablemarkers: VHL, PBRM1,MUC4, and FRG1B. Among
these, MUC4 has been reported to be associated with exophytic
growth of clear cell renal cell carcinoma (56) while VHL linked
to a primary oncogenic driver in kidney cancers (57). PBRM1 is
also a major clear cell renal cell carcinoma (ccRCC) gene (58). See
Supplementary Section 2 and Figures S5–S8 for details.

3.2. Risk Score Prediction Using
Multi-Omics Data
We also use the same set of data to demonstrate the ability of
SCFA in predicting risk score of each patient. For each of the
TCGA datasets, we randomly split the data into two equal sets
of patients: a training set and a testing set. We use the training
set to train the model and then predict the risk for patients
in the testing set. The predicted risk scores are then compared
with the true vital status and survival information using Cox p-
value and concordance index (C-index) (59). Concordance index
represents the probability that, for a pair of randomly chosen
patients, the patient with higher predicted risk will experience
death event before the other patient. On the other hand, Cox p-
value measures how significant the difference in survival when
correlating with predicted risk scores. This process is repeated 20
times for each dataset, and the average C-index and−log10(p) for
each dataset are calculated using results from these 20 runs. We
note that some datasets do not have enough patients with either
event (survive or death), which leads to errors for Cox regression.
For that reason, we removed five datasets (DLBC, KIRP, TGCT,
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FIGURE 4 | Number of patients in each group for each mutated gene for KIPAN. The horizontal axis represents the count in subtypes with low survival rate (subtype

1, 2, and 3), while the vertical axis shows the count for subtypes with high survival (subtype 4 and 5) rate.

FIGURE 5 | Evaluation of risk prediction using concordance index (C-index) and Cox p-values. For each dataset, we calculate the C-index and Cox p-values between

predicted risk scores and known survival of patients. To better understand the usefulness of data integration, we calculate the C-index and Cox p-value obtained from

individual data types and compared them to those obtained from data integration. (A) Distributions of C-indices for data integration and individual data types. (B)

Distributions of Cox p-values for data integration and individual data types. SCFA is able to predict risk scores that are highly correlated to true survival with a median

C-index of 0.62 and Cox p-value of 0.01. In addition, the prediction is more accurate when all data types are analyzed together. The C-indices are significantly higher

and the p-values are significantly smaller when all data types are combined (p = 0.0007 and p = 0.002 using one-sided Wilcoxon test).

THYM, UCEC) from the analysis, and report survival prediction
for only 25 datasets without errors.

Figure 5 shows the distributions of C-indices and Cox p-
values (in minus log10 scale), while Table 2 shows the exact
values calculated for each dataset. We calculate the C-index and
Cox p-value obtained from individual data types and compared
them to those obtained from data integration (when mRNA,
miRNA, and methylation are analyzed together). As shown in
Figure 5A, the accuracy of the prediction using data integration
is generally higher than the accuracy obtained from individual
data types. Predictions using data integration have a median
C-index of 0.62, compared to 0.57, 0.54, and 0.57 when using
mRNA,methylation, andmiRNA, respectively. Similar results are

also observed in the evaluation using Cox p-values (Figure 5B).
The Cox p-values obtained from data integration has the median
−log10(p) of 1.9, compared to 1.0, 0.7, and 0.9 for mRNA,
methylation, and miRNA. The results demonstrate that we can
potentially predict the risk score of each patient using only
molecular data. More importantly, the prediction using multi-
omics data is generally more accurate than using individual
data types.

4. CONCLUSION

In this article, we presented a novel method (SCFA) for disease
subtyping and risk assessment using multi-omics data. The
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TABLE 2 | Risk score prediction evaluated by concordance index (C-index) and Cox p-values.

Dataset C-index −log10(p)

Integration mRNA Methylation microRNA Integration mRNA Methylation microRNA

ACC 0.78 0.79 0.59 0.72 3.32 3.84 0.66 2.73

BLCA 0.59 0.55 0.55 0.54 2.44 1.1 0.9 0.73

BRCA 0.62 0.55 0.52 0.51 1.38 0.77 0.28 0.14

CESC 0.68 0.63 0.54 0.64 3.42 2.15 1.4 2.02

CHOL 0.56 0.56 0.51 0.55 0.38 0.36 0.2 0.24

COAD 0.56 0.52 0.51 0.57 0.52 0.09 0.09 0.48

ESCA 0.53 0.52 0.5 0.51 0.35 0.09 0.18 0.06

GBM 0.55 0.51 0.53 0.53 2.44 0.3 1.04 1.12

GBMLGG 0.77 0.79 0.72 0.73 14.1 11.56 4.83 5.14

HNSC 0.59 0.59 0.51 0.55 1.41 1.81 0.22 0.48

KICH 0.68 0.6 0.63 0.57 1.35 0.62 2.3 1.31

KIPAN 0.79 0.77 0.73 0.74 24.42 14.53 11.65 20.54

KIRC 0.58 0.59 0.54 0.6 0.79 1.24 0.5 0.94

LAML 0.63 0.61 0.56 0.59 2.45 1.94 1.06 1.16

LGG 0.77 0.78 0.73 0.73 14.02 11.44 5.21 7.53

LIHC 0.62 0.53 0.55 0.57 1.9 0.36 0.86 0.9

MESO 0.72 0.69 0.53 0.63 4.46 3.72 0.22 2.93

OV 0.54 0.51 0.53 0.51 0.41 0.12 0.72 0.14

PAAD 0.71 0.67 0.56 0.59 3.35 2.58 0.79 1.75

SARC 0.62 0.57 0.53 0.53 1.19 0.98 0.19 0.26

SKCM 0.61 0.53 0.53 0.52 2.32 0.55 0.32 0.24

STES 0.54 0.51 0.52 0.51 0.4 0.11 0.29 0.16

THCA 0.66 0.53 0.54 0.51 1.26 0.44 0.33 0.57

UCS 0.58 0.53 0.51 0.51 0.68 0.15 0.06 0.08

UVM 0.83 0.67 0.69 0.72 2.62 1.14 2.87 1.33

contribution of SCFA is two-fold. First, it utilizes a robust
dimension reduction procedure using autoencoder and factor
analysis to retain only essential signals. Second, it allows
researchers to predict risk scores of patients using multi-omics
data—the attribute that is missing in current state-of-the-art
subtyping methods.

To evaluate the developed method, we examined data
obtained from 7,973 patients related to 30 cancer diseases
downloaded from The Cancer Genome Atlas (TCGA).
SCFA was compared against four state-of-the-art subtyping
methods, CC, SNF, iClusterBayes, and CIMLR. We
demonstrate that SCFA outperforms existing approaches
in discovering novel subtypes with significantly different
survival profiles. We also demonstrate that the method is
capable of exploiting complementary signals available in
different types of data in order to improve the subtypes.
Indeed, the Cox p-values obtained from data integration
are more significant than those obtained from individual
data types.

To further demonstrate the usefulness of the developed
method, we also performed a risk assessment using molecular
data. We demonstrate that SCFA is able to predict risk scores that
are highly correlated with vital status and survival probability.
The correlation between predicted risk scores and survival

information has amedian of 0.62 and can be as high as 0.83.More
importantly, we demonstrate that the risk prediction becomes
more accurate when more data types are involved.
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Computational modeling is a common tool to quantitatively describe biological

processes. However, most model parameters are usually unknown because they cannot

be directly measured. Therefore, a key issue in Systems Biology is model calibration,

i.e., estimate parameters from experimental data. Existing methodologies for parameter

estimation are divided in two classes: frequentist and Bayesian methods. The first

ones optimize a cost function while the second ones estimate the parameter posterior

distribution through different sampling techniques. Here, we present an innovative

Bayesian method, called Conditional Robust Calibration (CRC), for nonlinear model

calibration and robustness analysis using omics data. CRC is an iterative algorithm based

on the sampling of a proposal distribution and on the definition of multiple objective

functions, one for each observable. CRC estimates the probability density function of

parameters conditioned to the experimental measures and it performs a robustness

analysis, quantifying how much each parameter influences the observables behavior. We

apply CRC to three Ordinary Differential Equations (ODE) models to test its performances

compared to the other state of the art approaches, namely Profile Likelihood (PL),

Approximate Bayesian Computation Sequential Monte Carlo (ABC-SMC), and Delayed

Rejection Adaptive Metropolis (DRAM). Compared with these methods, CRC finds a

robust solution with a reduced computational cost. CRC is developed as a set of Matlab

functions (version R2018), whose fundamental source code is freely available at https://

github.com/fortunatobianconi/CRC.

Keywords: parameter estimation, ODE models, Bayesian algorithms, robustness analysis, model calibration,

computational systems biology

1. INTRODUCTION

In recent years omics technologies have tremendously advanced allowing the identification and
quantification of molecules at the DNA, RNA and protein level [1, 2]. These high-throughput
experiments produce huge amounts of data which need to be managed and analyzed in order
to extract useful information [3]. In this context, mathematical models play an important role
since they process these data and simulate complex biological phenomena. The main purpose of
mathematical modeling is to study cellular and extracellular biological processes from a quantitative
point of view and highlight the dynamics of cellular components interactions [4]. Moreover, models
represent an excellent tool to predict the value of biological parameters that may not be directly
accessible through biological experiments because they would be time consuming, expensive or
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not feasible [5]. One of the most common modeling techniques
consists in representing a biological event, such as a signaling
pathway, through a system of Ordinary Differential Equations
(ODEs), which describes the dynamic behavior of state variables,
i.e., the variation of species concentration in the system as a
function of time [6]. Currently, the most used kinetic laws
in ODE models can be divided into three types: the law of
mass action, the Michaelis-Menten kinetic and the Hill function
[7, 8]. However, these equations contain unknown parameters
which have to be estimated in order to properly simulate
the model and represent the problem under study. Typically,
the calibration process of a model consists in the inference
of parameters in order to make output variables as close as
possible to the experimental dataset [9]. Hence, a calibrated
model can be used to predict the time evolution of substances
for which enough information or measures are not available.
The most common methodologies for parameter estimation can
be divided in two classes: the frequentist and the Bayesian
approach [5, 10]. Frequentist methods aim at maximizing the
likelihood function f (y|p), which is the probability density
of observing the dataset y given parameter values p [11].
Under the hypothesis of independent additive Gaussian noise
with constant and known variance for each measurement, the
Maximum Likelihood Estimation (MLE) problem is equivalent
to the minimization of an objective function, which compares
simulated and experimental data [12, 13]. Common objective
functions are the sum of squared residuals or the negative log-
likelihood [14]. When the variances of measurement noise are
not known, they are included in the likelihood as additional terms
to estimate [13]. Different optimization algorithms are then
employed to estimate the best parameter values. They implement
global and/or local techniques and return in output the best fit
between simulated and real data.

Since these optimization methods return only one solution for
the parameter vector, i.e., the best fit, then parameter estimation
is usually combined with identifiability analysis, in order to
assess how much uncertainty there is in the parameter estimate
[15]. Identifiability analysis is typically performed through the
computation of confidence intervals for all estimated parameters.
A confidence interval is the range where the true parameter
value is located with a certain frequency. In this context, Profile
Likelihood (PL) is a widely used data-based algorithm for
structural and practical identifiability analysis [16].

On the other hand, the Bayesian approach considers
parameters as random variables, whose joint posterior
distribution fP|y(p) is estimated through the Bayes theorem:

fP|y(p) =
f (y|p)fP(p)

f (y)
, where f (y) is the marginal density for y

and fP(p) is the prior probability density of parameters [17].
Through fP(p) it is possible to include a priori beliefs about
parameter values [18]. The joint posterior density automatically
provides an indication of the uncertainty of the parameter
inference and gives major insights about the robustness of
the solution [19]. Since computing the posterior distribution
analytically is usually not feasible, sampling based techniques are
used to estimate it [12, 17]. Two classes of sampling methods
widely used are the Markov chain Monte Carlo (MCMC) and

the Approximate Bayesian Computation Sequential Monte
Carlo (ABC-SMC) [12]. MCMC algorithms approximate the
posterior distribution with a Markov chain, whose states are
samples from the parameter space. Their major advantage is the
ability to infer the posterior distribution which is known only
up to a normalizing constant [20]. The ABC-SMC algorithms
evaluate an approximation of the posterior distribution through
a series of intermediate distributions, obtained by iteratively
perturbing the parameter space. Each iteration selects only
those parameters that give rise to a distance function under a
predefined threshold [21].

In this paper, our main purpose is to introduce a
new version of the standard ABC-SMC approach, called
Conditional Robust Calibration (CRC), for parameter estimation
of mathematical models.

As in all ABC-SMC methods, CRC is an iterative procedure
based on the parameter space sampling and on the estimation of
the probability density function (pdf) for each model parameter.

However, it presents different aspects that differentiate it from the
other existentmethodologies. The distinctive features of CRC are:

(i) a major control of the computational costs of the procedure,

(ii) the definition of multiple objective functions, one for each
output variable, (iii) the conditional robustness analysis (CRA)
[22], in order to determine the influence of eachmodel parameter
on the observables.

We validate this new methodology on different ODE models
of increasing complexity. Here we present the results of CRC
applied to threemodels, two with in silico noisy data and one with

experimental proteomic data. We also calibrate all the models

using the PL approach, through the software Data2Dynamics
(D2D) [23] and the standard ABC-SMC, through the ABC-

SysBio software [19].
Moreover, in order to provide a reliable and complete

comparison with the state of the art of this field, we also
apply the Delayed Rejection Adaptive Metropolis (DRAM)

algorithm through the MCMC toolbox [24, 25] to all the

models presented in the Results section. DRAM combines
two well-known strategies that are common in the MCMC
schemes: adaptive Metropolis samplers and delayed rejection
[24]. However, DRAM is not the only algorithm that improves
the standard MCMC sampler. As shown in [26], many other
similar and efficient methodologies are very popular in the
literature. Since the underlying concept of these methodologies
is the sampling from a proposal distribution, the common
objective of this class of methods is to speed-up and improve
the performance of the MCMC sampler. Some examples are the
Multiple TryMetropolis (MTM) algorithm [27] and the Adaptive
Gaussian Mixture Metropolis-Hastings [28, 29].

Our results show that CRC is successful in all examples
and that its innovation features are critical when calibrating
models with an high number of parameters and output
variables. Especially when compared to ABC-SMC, CRC does not
remain stuck in intermediate iterations because of its reduced
computational cost and it is able to estimate parameter values
of a model with an higher accuracy due to the definition of
objective functions specific for each output variable. Finally, it
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also introduces the concept of conditional robustness that is
different from standard identifiability.

2. MATERIALS AND METHODS

2.1. ODE Model
Consider a deterministic ordinary nonlinear dynamical system:

ẋ(t) = f (x(t), u(t), θ), x(0) = x0, x ∈ R
n, θ ∈ 2

y(t) = h(x(t), u(t), γ ), y ∈ R
m, γ ∈ R

s, u ∈ R
g

where x is the state space vector, u denotes the external input
vector, and y denotes the output responses of the system, i.e.,
the observables, which are usually derived from experimentally
observed data. The vector θ denotes the dynamical system
parameters, taking values in the parameter space 2, a subset
of the positive orthant R

q
>0. The vector function f is indeed

defined over the following sets: f (·) : Rn × R
g × R

q −→ R
n.

The observation function h(·) : Rn × R
g × R

s −→ R
m maps the

state variables to the vector of observable quantities y. Usually,
not all states of the system can be directly measured, so that
it is common to have m < n. Vector γ contains scaling and
offset parameters when measurements of the observables are
performed. Setting p = {θ , γ , x(0)}, p ∈ R

q+s+n, the model is
completely determined.We assume that the parameter vector p is
constant over time. We assume that data are collected at discrete
time points tj ∈ [t0, tk] and thus the generic data measure can be
written as:

y∗ij = yij + τij, i = 1, . . . ,m (1)

where yij is the measurement and τij is the unknown
measurement error.

2.2. General Theory
The parameter vector of a mathematical model can be considered
as a random variable P : P −→ R

(q+s+n), where P is the set
of all possible vectors in the parameter space and R

(q+s+n) is
the measurable space. Thus, a given vector p in the parameter
space is one of the possible realizations of P. Let fP(p) denote the
prior distribution. Our goal is to approximate the target posterior
distribution, fP|y(p) ∝ f (y|p)fP(p), where f (y|p) is the likelihood
density that describes the model. This is the pdf of the output
variables of the model when parameters are distributed according
to the prior fP(p). To this purpose, we develop CRC, a variant
of the ABC-SMC iterative algorithm. As it is well-established
in this class of techniques, at the beginning of each iteration
z, CRC samples parameters from a proposal distribution qz(p).
However, differently to standard ABC approaches, we generate
a fixed number NS of samples from qz(p) along the different
iterations. Then the fitting between observed and simulated data
is measured through the computation of a distance function.
CRC defines, at each iteration, multiple distance functions di,p,
each one associated with a single component of the output
function, without the employment of any summary statistic. The
distance functions defined above are the objective functions that
CRC reduces iteration by iteration until a convergence criterion
is met. Since parameter vector P is a random variable, di,p can be

considered a realization of the random variable Di that describes
the distribution of the distance function, corresponding to the
i-th output. The random variable Di models the distribution of
the error between simulated and real data when the parameter
are sampled. Accordingly, at each iteration we define a set
of thresholds ǫzi that specify the maximum accepted level of
agreement between each observable and the corresponding
simulated data. At each iteration we obtain different parameter
sets PS,ǫzi . Each set contains only those parameters that yield the
values of a specific distance function under the corresponding
threshold. Then, all these sets are intersected in order to obtain
a single parameter set, PS,ǫz , that ensures the compliance with
all the thresholds. PS,ǫz contains samples of the approximate
posterior distribution fP|PS,ǫz (p). As for other ABC methods, if
at the end of the z-th iteration a predefined stopping criterion
is not satisfied, another iteration of CRC is performed, sampling
from a new proposal distribution. Since the region of interest of
the approximate posterior distribution is the one with highest
probability, the proposal for the next iteration, qz+1(p), is
centered on the mode of fP|PS,ǫz (p). In order to increase the

frequency ofNS samples in this region, the boundaries of qz+1(p)
are tighter than those of qz(p). The algorithm terminates when
the thresholds are sufficiently small. The output of CRC is
fP|P

S,ǫζ
(p) where ζ is the number of the last iteration and its

mode p
ζ
m is the vector that reproduces the observed data with

the highest probability.

2.3. CRC Algorithm
Figure 1 sums up the main steps of the CRC algorithm.
1. Sampling the parameter space and the posterior

distribution. Generate a predefined number of samples NS

from the proposal distribution qz(p). If z = 1 the proposal
distribution is the prior fP(p). Let PS be the set of parameter
samples generated from qz(p). For each sample p ∈ PS, simulate
the model in order to compute a dataset y = [yi(tj)], i = 1, . . . ,m
and j = 0, . . . ,k. This dataset contains the samples of the
likelihood function.
2. Computation of the distance functions and pdf estimation.

For each p ∈ PS, as many distance functions as observables are
computed, i.e., di,p(yi, y

∗
i ), ∀i = 1, . . . ,m, where y∗i is the i-th

variable of the experimental dataset and yi is the sequence of
simulated values over time for that variable. Then the associated
densities are estimated using a kernel density approach. Let
denote with fDi (di,p) the pdf of Di, where Di is a transformation
from the random variable P and whose realizations are given
by di,p.
3. Parameter sets identification. For each distance function we
define a threshold ǫzi ≥ 0 which is the quartile of level α of
fDi (di,p) and we obtain the following subset:

T(ǫzi , di,p) = {di,p ≤ ǫzi :

∫ ǫzi

0
fDi (di,p)ddi = α}. (2)

Therefore T(ǫzi , di,p) induces the subset PS,ǫzi ∈ PS defined as:

PS,ǫzi = {p ∈ PS : di,p ∈ T(ǫzi , di,p)}. (3)
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FIGURE 1 | CRC algorithm. (A) The flowchart of CRC is divided in two main phases: model calibration and robustness analysis. (B) Detail of steps 3–5 of CRC. N1,

N2, and N3 represent three model observables that interact among each other. For each observable, a distance function di,p is computed and the corresponding pdf

fDi (di,p) is estimated. We are interested only in the low tail of each pdf, since it is the region where the model observables are closer to the experimental data. Then, all

the low tails are intersected among each other to identify PS,ǫz .

4. Intersection of Parameter Sets. Let denote ǫz =

{ǫz1 , ǫ
z
2 , . . . ,ǫ

z
i , . . . ,ǫ

z
m} the set of thresholds corresponding

to each observable at iteration z. We select the parameter
samples that satisfy the conditions specified in the previous step
simultaneously for all observables. This implies the definition of

the following subset of PS:

PS,ǫz = {

m
⋂

i=1

PS,ǫzi }. (4)
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Thus, in the parameter space, the accepted samples belong to the
approximate posterior distribution fP|PS,ǫz (p). Figure 1B clarifies
themeaning of Equation (4): conceptually, in this step we identify
and intersect the low tails of m distance function distributions,
fDi (di,p), in order to obtain, in the parameter space, the joint
conditional density fP|PS,ǫz (p). If the values of thresholds in ǫz

satisfy the stopping criterion, the algorithm terminates and the
output is fP|PS,ǫz (p). Otherwise go to step 6.
5. Update the proposal distribution. From fP|PS,ǫz (p) we select
the mode vector pzm. The proposal distribution of the subsequent
iteration, qz+1(p), is defined as:

qz+1(p) : = qz(p; pzm,U
z+1, Lz+1), (5)

where qz(p; pzm,U
z+1, Lz+1) is the proposal distribution at the

current iteration z.
Note that while the shape of the proposal distribution does

not change over the different iterations, the mean value and the
upper and lower boundaries of the proposal do. The mean value
is updated according to the mode pzm and the upper and lower
boundaries, respectively Uz+1 and Lz+1, are shrunk through the
following formula:

Uz+1
=

Uz + kU,1

kU,2
, Lz+1

=
Lz + kL,1

kL,2
(6)

where kU,1, kU,2, kL,1, and kL,2 are constants set by the
user. They regulate the percentage variation of the lower and
upper boundaries from the mode pzm. Once the new proposal
distribution is defined, restart from step 1.

In Table 1, the pseudocode associated to each step of the
algorithm is presented. In the next section there is a detailed
explanation of how the different tuning parameters have to be
properly set.

2.3.1. Tuning Parameters
In this section, we discuss the setting of the tuning parameters
of the proposed algorithm. First of all, it is necessary to choose a
sampling technique for the parameter space. The objective is to
generate a fixed number NS of samples that optimally cover the
entire parameter space defined by the proposal distribution. To
this purpose, we use Latin Hypercube Sampling (LHS) because

it divides the multidimensional parameter space in N
|p|
S regions

and guarantees that each region is represented by a single sample
[30, 31]. Since several studies indicate that log-transforming
the parameters usually yields a better performance, we use as
sampling schema the Logarithmic Latin Hypercube Sampling
(LoLHS) [32]. A comparison of the results of CRC using LHS
and LoLHS can be found in [33]. As for the number of samples
NS, it is fixed in advance taking into account the dimension of the
parameter space and the number of observables of the model.

Then, at each iteration the choice of the threshold values
strictly depends on two constraints. First of all, in order to
approximate the posterior distribution, tolerances have to be
set so that ǫzi ≤ ǫ

z−1
i . According to [22, 34], to generate a

reliable non-parametric estimation of the conditional density, at
least 1,000 samples of PS,ǫz are necessary. Thus, tolerances ǫzi

TABLE 1 | CRC algorithm: pseudocode of a generic iteration z of the algorithm.

Inputs: ODE model, Experimental data

1: z:= Current iteration number

2: if z=1 then

3: qz (p) : = fP (p)

4: else

5: update the proposal distribution → qz (p) : = qz−1(p;pz−1
m ,Uz, Lz )

6: end if

7: generate PS → NS samples from qz (p) in parameter space P

8: for each p in PS do

9: integrate the model → y = [yi (tj )], i = 1, . . . ,m and j = 0, . . . ,k

10: distance functions computation → di,p(yi , y
∗
i ), ∀i = 1, . . . ,m

11: end for

12: for each yi , i = 1 to m do

13: density estimation of Di → fDi (di,p)

14: threshold definition → ǫzi ≥ 0

15: identification of T (ǫzi ,di,p) → {di,p ≤ ǫzi :

∫ ǫz
i

0 fDi (di,p)ddi = α}

16: identification of PS,ǫz
i
→ {p ∈ PS :di,p ∈ T (ǫzi ,di,p)}

17: end for

18: generate PS,ǫz → {
⋂m

i=1 PS,ǫzi }

19: joint conditional density estimation → fP|PS,ǫz (p)

20: select the mode vector of fP|PS,ǫz (p) → pzm

21: if stopping criterion is satisfied then

22: terminate: fP|PS,ǫz (p) and its mode pzm are the results found by the algorithm

23: else

24: update Uz, Lz and the proposal distribution accordingly

25: increase z and restart from the beginning

26: end if

are chosen in order to ensure that the cardinality of PS,ǫz is at
least 1,000.

Moreover, different combinations of tolerances may lead
to the fulfillment of this condition. Therefore, as a guideline,
threshold values can be chosen so that the number of accepted
samples for each distance function di,p(yi, y

∗
i ) is similar as much

as possible for all output variables. As the number of iteration
increases, thresholds progressively shift toward zero and, as in
the standard ABC-SMC method [35], this guarantees that the
approximate posterior distribution fP|PS,ǫz (p) evolves toward the
desired posterior distribution fP|y(p).

The constraints explained above regarding the choice of the
thresholds are also influenced byNS. For a given set of thresholds
ǫz , the higher the value of NS the higher is the cardinality of PS,ǫz .
Thus, increasing NS, it is more likely to reach lower threshold
values that satisfy |PS,ǫz | > 1, 000. However, NS has also great
impact on the computational cost of CRC and, for these reasons,
its choice is a trade-off between the accuracy of the posterior
estimation and the efficiency of CRC.

Another tuning parameter of CRC is the definition of the
distance function that is used to measure the level of agreement
between simulations and experimental data.

Here, we propose two different distance functions that can be
used as objective functions when running CRC. The first one,
called Absolute Distance Function (ADF), is the l-norm sum, over
the whole time points set, of the distance between simulated and
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real data. Equation (7) formalizes it:

ADFi =

k
∑

j=1

||yi(tj)− y∗ij||l i = 1, . . . ,m. (7)

As an alternative, Equation (8) normalizes the error between
simulated and real data with the corresponding point in the
dataset. Moreover, the summation is divided by the number of
available time points, thus Equation (8) represents the mean
percentage error on each time point.

ANDFi =
1

k

k
∑

j=1

||yi(tj)− y∗ij||l

y∗ij
i = 1, . . . ,m. (8)

In this paper we set l = 1, thus we use an l1 norm, because
it is robust to measurement noise, i.e., outlier-corrupted data
[36]. The criterion that guides the user in the choice of the best
distance function regards the range of variation of the available
data. For a given absolute error (Equation 7), the corresponding
percentage error (Equation 8) produces a bias. Thus, Equation (8)
is preferred when the model and data are normalized.

Finally, as explained above, parameters kU,1, kU,2, kL,1, and kL,2
in Equation (6) determine the percentage shrinkage of the lower
and upper boundaries of the proposal distribution. Iteration
by iteration the percentage distance of the lower and upper
boundaries of fP(p) from the mode value is reduced.

In CRC the number of necessary iterations is not known
a priori because the algorithm terminates when the stopping
criterion is satisfied.

2.4. Conditional Robustness Analysis
The goal of the second phase of CRC is to perform a conditional
robustness analysis (CRA) in order to identify which parameters
mostly influence the output variables behavior [22]. To this
purpose, we apply the conditional robustness algorithm in [22,

37]. Starting from p
ζ
m, i.e., the mode in the parameter space

obtained in the last CRC iteration, we sample the parameter space
using LHS and choosing as evaluation functions the distance
functions di,p ∀i = 1, . . . ,m previously defined during the
calibration process. For each distance function, we define two
thresholds ηLi ≥ 0 and ηUi ≥ 0 which are the quartiles of level
β and λ respectively, obtaining the following subsets:

T(ηLi , di,p) = {di,p ≤ ηLi :

∫ ηLi

0
fDi (di,p)ddi = β}, (9)

T(ηUi , di,p) = {di,p ≥ ηUi :

∫ +∞

ηUi

fDi (di,p)ddi = λ}. (10)

Thus, T(ηLi , di,p) and T(ηUi , di,p) contain values of the distance
functions di,p that are, respectively smaller and larger than
the defined thresholds ηLi and ηUi . Therefore, T(η

L
i , di,p) and

T(ηUi , di,p) induce two subsets in the parameter space PS:

PS,ηLi
= {p ∈ PS : di,p ∈ T(ηLi , di,p))}, (11)

PS,ηUi
= {p ∈ PS : di,p ∈ T(ηUi , di,p)}. (12)

The resulting conditioning sets are:

PS,ηL = {

m
⋂

i=1

PS,ηLi
}, PS,ηU = {

m
⋂

i=1

PS,ηUi
}. (13)

PS,ηL and PS,ηU define two regions in the parameter space, whose
samples belong to the distributions fP|PS,ηL (p) and fP|PS,ηU (p).

The two conditional densities are employed in the calculation
of the Moment Independent Robustness Indicator (MIRI) [22,
34] according to the following formula:

µ =

∫

|fP|PS,ηL (p)− fP|PS,ηU (p)|dp. (14)

Vector µ contains MIRI values of all the components of
parameter vector p. Due to its definition, the MIRI value of
each parameter is included in the interval [0, 2]. MIRIs measure
the level of intersection between the two pdfs included in
the calculus: the higher the resulting value and the more well
separated are the conditional densities. Parameters with higher
values of the MIRI have a major impact on output variables
because there is a larger shift between the two conditional
densities used for MIRI calculation. This means that different
ranges of values for parameters with an high MIRI value lead
the model observables to completely different behaviors. On the
other hand, parameters with a low MIRI value do not affect the
observables because their conditional densities overlap.

2.5. Benchmarking Algorithms
In this section, we give a brief overview of three methods against
which CRC is compared: Approximate Bayesian Computation
Sequential Monte Carlo (ABC-SMC), Profile Likelihood (PL),
and Delayed Rejection Adaptive Metropolis (DRAM).

2.5.1. ABC-SMC
Since the CRC algorithm is a novel version of the standard ABC-
SMC, in the current section we keep the mathematical notation
consistent for those variables that have the same meaning.

ABC methods are a set of Bayesian methods for parameter
estimation and model selection. They can be used to evaluate
posterior distributions without having to calculate likelihoods.
These methods are based on a comparison between observed
and simulated data and thus are particularly useful when the
likelihood function is too costly to evaluate [35]. ABC approaches
usually proceed by: (i) sample a parameter vector p from a
proposal distribution q(p); (ii) simulate a dataset y(t) from the
model having parameters p; (iii) calculate a summary statistic s of
the observables y of the model; (iv) calculate a distance function
dp(s,s

∗) between simulated and experimental data and accept
p only if dp(s, s

∗) ≤ ǫ where ǫ is the tolerance level. Usually
the distance function is defined on the full dataset. The simplest
ABC algorithm is the ABC rejection sampler that implements the
points described above in a single iteration, thus sampling the
parameters only from the prior fP(p) [38]. An improvement of
the first version of ABC algorithm is ABC based onMarkov chain
Monte Carlo (ABC-MCMC algorithm), that exploits a Markov
chain to explore the parameter space [39]. Conversely, ABC-
SMC is a particular class of ABC algorithms based on SMC
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sampling, which seeks to uncover an approximation of the true
posterior distribution in a sequential manner through a series of
intermediate distributions. It proceeds with the following steps:

• define a tolerance schedule ǫ1 > ǫ2 > . . . ǫT ≥ 0;
• at the first iteration, sample parameter values, called particles,

from a prior distribution, until N particles are obtained for
which the distance is smaller than ǫ1; for each particle is then
computed a weight;

• for the further iterations, a particle is sampled from the
previous population and perturbed with a perturbation kernel,
until N accepted particles are selected. Weights are calculated
for all accepted particles;

• the same procedure described above is repeated until N
particles are selected in the last population.

The last population is the approximation of the posterior
distribution fP|y(p). The ABC-SMCmethod is fully implemented
in the ABC-SysBio software, a Python package for parameter
estimation and model selection in the ABC framework [19]. A
variant of the standard ABC-SMC algorithm is its population-
based version, ABC-PMC [21]. The main feature of ABC-PMC
algorithms is the adaptive calculation of the distance function
and of the threshold at each iteration, based on the previous
iteration’s simulations.

2.5.2. Comparison Between ABC-SMC and CRC
Since CRC is a novel version of ABC-SMC, in this section we
highlight the main differences between the two algorithms.

First of all, in the ABC-SMC algorithm, both the number
of iterations and the threshold schedule have to be chosen in
advance before running the whole procedure. Moreover, the total
number of samples generated at each iteration is not known. The
framework of the algorithm requires to specify the number of
parameter samples, N, whose corresponding distance functions
are below the threshold of the current iteration. Thus, for each
iteration it is not known how many times the model will be
integrated and, as the threshold is decreased, more samples are
required to meet the constraint. The combination of these two
aspects of the algorithm does not guarantee that the desired
level of agreement between experimental and simulated data will
be reached in a reasonable amount of time. In CRC, on the
other hand, the approach is overturned. The number of samples
NS, that are generated at each iteration, is fixed and, on the
contrary, the thresholds are not fixed in advance but they are
chosen dynamically iteration by iteration. This guarantees that
the time to perform each iteration is limited and at the end of each
iteration a user defined stopping criterion is evaluated in order to
decide whether or not to start again from the beginning.

Another relevant difference between the two algorithms is
that CRC defines a distance function for each output variable
without the employment of any summary statistic. ABC-SMC,
on the contrary, defines a unique distance function regardless of
the number of output variables of a model and it is often used
with summary statistics. The effect of defining a single distance
function has a great impact in the accuracy of model calibration
especially when the model has an high number of parameters
and/or output variables.

Finally, in the ABC-SMC framework, once a particle is
sampled from a population it is perturbed with a kernel
before simulating the model and if that particle is accepted a
corresponding weight is computed (mathematical details are in
[35]). As a consequence, in ABC-SMC, the way each population
is updated iteration by iteration strictly depends on the kernel,
that also influences the speed of convergence. In CRC, on
the other hand, it is not used any perturbational kernel and
at the end of each iteration, once the set PS,ǫz is identified,
the empirical conditional density fP|PS,ǫz (p) is estimated. The
proposal distribution of the next iteration is updated using the
mode of the distribution cited above and, through Equation (6),
the percentage of variation from the mode of each parameter
is shrunk.

2.5.3. Profile Likelihood (PL)
PL is a framework for parameter estimation and uncertainty
analysis that belongs to the frequentist class. As in the Bayesian
approach, the starting point is the likelihood function that
needs to be estimated. Assuming independent additive Gaussian
noise with constant variance, maximizing the likelihood means
minimizing the Residual Sum of Squares (RSS), commonly
denoted as χ2(p) where p is the estimated parameter vector. An
optimization algorithm is commonly used to perform estimation.
It can be deterministic, stochastic or hybrid [12]. In the class of
stochastic algorithms, examples of commonly used methods are
the so-called Genetic Algorithms (GA) and Simulated Annealing
(SA). GA are iterative searching methods based on a natural
selection process that mimics biological evolution. Starting from
an initial population, at each iteration, a new population is
generated until it evolves toward the optimal solution [40]. SA
mimics the process of heating amaterial and then slowly lowering
the temperature. It is a particular application of the Metropolis-
Hastings algorithm. At each iteration a new point is generated
and accepted according to an acceptance function, based on the
temperature parameter [41]. Among deterministic algorithms,
nonlinear least-squares (lsqnonlin) is considered one of the fastest
and most reliable for common problems in Systems Biology [11,
13]. LHS can be used for setting initial parameters in a multi-start
approach in order to avoid local optima as much as possible. For
a performance analysis of optimization procedures see [11]. Once
an optimal parameter set is obtained, it is important to assess the
influence of all parameters on model behavior. The confidence
interval [σ−

i , σ+
i ] of a parameter is a measure of its identifiability.

It means that the true value of a parameter is located within
this interval with a given probability α. To compute confidence
intervals, PL is one the most employed algorithms. It is based on
the following formula:

χ2
PL(pi) = minj 6=i[χ

2(p)], (15)

which means that, for each parameter pi, the function χ2 is
reoptimized with respect to all parameters pj 6=i. The process starts
from the best fit and stops when the fit becomes unacceptable or
a certain stopping criterion is met. At the end of it, a profile for
each parameter is obtained. A parameter is declared structural
non-identifiable if it has a flat profile, while it is practical non-
identifiable if it has a minimum but the profile flattens out in one
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of the directions of χ2 (increasing or decreasing direction of pi).
In all the other cases, a parameter is considered identifiable [14].

The PL methodology works by transforming the parameter
space from linear to logarithmic.Moreover, it has different tuning
parameters that can be set by the user. It is possible to choose
the lower and upper bounds for the parameters, the maximum
number of steps along the profile for each parameter as well as the
maximum and minimum step size. Moreover, in the likelihood
function, the measurement noise is modeled as normal or log-
normal distribution and it can be fitted simultaneously to the
dynamical model.

2.5.4. DRAM
DRAM algorithm is an improved and modified version of
the standard Metropolis-Hastings (MH) algorithm [24]. This
algorithm belongs to the Markov Chain Monte Carlo (MCMC)
methods, which approximate the posterior distribution of the
parameter vector through a Markov chain [42]. One of the
advantages of such methods is the possibility of sampling
from an arbitrary pdf known up to a normalizing constant.
DRAM is a strategy to combine the Delayed Rejection (DR)
and Adaptive Metropolis (AM) estimators. When a candidate
parameter sample is rejected, DRAMfinds a new point exploiting
also the information about the rejected one. In DR, given pn as
the current position of the chain, the first proposal move, hn,1 is
performed as in MH and thus it is accepted with probability:

αn,1(pn, hn,1) = min

(

1,
f (hn,1|y)qn,1(hn,1, pn)

f (pn|y)qn,1(pn, hn,1)

)

, (16)

where qn,1(·) is the proposal distribution. The probability
distribution f (hn,1|y) is computed as f (hn,1|y) = f (y|hn,1)π(hn,1),
where f (y|hn,1) is the likelihood and π(hn,1) is the prior function.
In case of rejection of the proposed sample, the second move
depends both on the current state of the chain and on the
rejected sample. This expedient gives the name “Delayed” to
the DR algorithm. The delayed mechanism can be iterated
and interrupted at any stage. The mathematical details of the
algorithm are presented in [43]. As in DR, also AM takes into
account the history of the chain when the covariance matrix of
the proposal distribution is updated. After an adaptation period
n0, AM assumes a Gaussian proposal distribution centered at
the current state of the chain pn and updates the covariance
according to the following formula:

Cn =

{

C0 n ≤ n0
sdCov(p0, . . . ,pn−1)+ sdǫId n ≥ n0,

(17)

where C0 is the initial covariance, sd depends on the dimension d
of the parameter vector, ǫ is a constant chosen very small and Id
the d-dimensional identity matrix. In [24], the authors propose
one of the ways to combine the two approaches explained above.
DRAM includes AM in the DR framework as follows:

• at the first DR stage the proposal is adapted as in AM, where
the covariance matrix C1

n is estimated from the collected
samples of the chain;

• at the i-th stage Ci
n = γiC

1
n, where γi is a freely chosen

scale factor.

TABLE 2 | Features of the models.

Model Total parameters Unknown parameters States Outputs Data points

M1 4 2 2 2 8

M2 11 7 5 2 22

M3 93 53 40 16 96

To estimate the initial model parameters, DRAM performs the
function fminsearch() when the model has a single observable.
Otherwise, initial parameter values have to be set by the user by
trial and error or according to the prior knowledge.

The initial estimate of the error variance needs to be set by
the user. Then, it can be estimated as an extra model parameter,
by setting a prior distribution for it. A convenient choice is the
conjugate inverse chi-squared distribution, in case of Gaussian
error model.

The combination of DR and AM improves the efficiency and
the efficacy of both techniques reciprocally. On the one hand, AM
guarantees an acceptable level of efficiency of DR even when there
is not a good proposal distribution while, on the other hand, DR
accelerates the adaptation process.

RESULTS

We test our novel proposed algorithm in three different models:
Lotka-Volterra model (M1), EpoR system (M2), and signaling
pathway of p38MAPK in multiple myeloma (MM) (M3). Table 2
synthesizes the models features. M1 is characterized by an
oscillatory behavior of both output variables, M2 is used in
synthetic biology and contains initial conditions and scale
factors to estimate while M3 is a high-dimensional model based
on experimental proteomics data. All the simulations were
performed on a Intel Core i7-4700HQ CPU, 2.40 GHz 8, 16 GB
memory, Ubuntu 16.04 LTS (64 bit).

2.6. Lotka-Volterra Model (M1)
2.6.1. Model Description
The first model is the classical Lotka-Volterra model, which
describes the interaction between the prey species x1 and the
predator species x2 through the parameters a and b:

ẋ1(a, t) = ax1(t)− x1(t)x2(t), x1(0) = 1,

ẋ2(b, t) = bx1(t)x2(t)− x2(t), x2(0) = 0.5,

y(a, b, t) = [x1(t), x2(t)].

(18)

The model parameter vector to estimate is p = [a, b], p ∈ R
2.

Both nominal values of parameters are set to 1. The observables
are both variables x1 and x2.

To calibrate the model, we generate an in silico noisy dataset
in the same way described by [35], i.e., sampling eight values
of the output variables at the same specified time points and
adding Gaussian noise N (0, (0.52)) (Table S1). Simulating the
measurement noise with Gaussian noise is standard practice in
mathematical modeling [5, 12, 35].
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TABLE 3 | Tuning parameters and results of CRC in model M1.

Iteration (z) Lz Uz pzm ǫzx1 ǫzx2 MSEx1 MSEx2

1 0.1 10 [0.37, 0.96] 7.3 6 0.71 0.54

2 0.55 5.5 [0.81, 1.26] 5.8 4 0.38 0.2

3 0.775 3.25 [0.84, 1.11] 5 3.4 0.35 0.19

4 0.8875 2.125 [0.98, 1.07] 4 3 0.22 0.16

5 0.9437 1.5625 [1.01, 1.07] 3.4 2.7 0.2 0.14

6 0.9718 1.2813 [1.06, 1.06] 3.1 2.7 0.19 0.13

The second and third column show, respectively, the lower and upper boundaries of qz (p).

The fourth column reports the mode vector pzm computed at the end of each iteration and

used to center the proposal distribution of the subsequent iteration. In the fifth and sixth

columns the threshold schedule is reported and in the last two columns the resulting MSE

for each observable is shown.

2.6.2. CRC Results
The tuning parameters of CRC are set as follows:

• the number of fixed samples in the parameter space is set to
NS = 104 for each iteration;

• Equation (7) ∀i = 1, . . . 2 is chosen as distance function
between experimental and simulated data;

• the prior distributions for a and b are taken to be log-uniform:
a, b ∼ log − U(0.1, 10);

• kU,1 = kL,1 = 1 and kU,2 = kL,2 = 2 in all iterations.

According to Equation (7), the distance between the noisy
dataset and the nominal solution is 3.09 for species x1 and
2.6 for species x2. Thus, the objective of the calibration is to
obtain realizations of Dx1 and Dx2 that are close, respectively,
to 3.09 and to 2.6. For this reason, the algorithm terminates
when the two corresponding thresholds become sufficiently
close to these two values. In order to do that, we perform
six iterations of CRC. In the sixth iteration ǫ6x1 and ǫ6x2 are
very close to the reference values presented above (3.09 and
2.6). This demonstrates that CRC reaches the desired level of
agreement between simulated and experimental data. Table 3
sums up the tuning parameters and the results of CRC along the
six iterations.

Figures 2A,B display the time behavior of output variables
x1 and x2 when parameters belong to the final subset PS,ǫ6 .
The model simulations are shown together with the noisy
dataset, proving both the validity and robustness of the solution.
Figure 2C shows how the subset of accepted particles PS,ǫz

changes during the execution of CRC.
CRC is fast in model calibration since the time simulation

decreases from 288 s for the first iteration until 202 s for the
last one. After model calibration, the CRA is applied in order to
compute MIRIs for the parameters. We perturb the mode vector

p
ζ
m = [1.06, 1.06] generating 104 samples of the parameter space.

The lower and upper boundaries of the sampling are fixed equal
to 0.1 and 10 and the probabilities β and λ are both fixed to 0.1,
following the guidelines in [22]. For both parameters, we obtain
that MIRIs have values around 1, meaning that a and b have
approximately the same influence on the two output variables
(Figure S3).

2.6.3. PL Results
First of all, we estimate parameter values using three different
optimization algorithms, available in the software D2D [13]:
lsqnonlin, genetic algorithms (GA), and simulated annealing
(SA). In this example, both the default lsqnonlin and GA correctly
fit the model yielding the same results, while SA totally fails in
parameter estimation. The default method lsqnonlin estimates
parameter a equal to 1.07 and parameter b equal to 1.05. Using
these parameter values, the MSE is equal, respectively, to 0.19 for
x1 and to 0.13 for x2. In order to evaluate the identifiability of
model parameters and to assess their confidence intervals, we also
calculate the PL. All tuning parameters of the algorithm are left
to their default values. PL estimates as identifiable both model
parameters (Figure S5). PL employs few seconds for parameter
estimation and less than a minute for identifiability analysis of
both parameters.

2.6.4. ABC-SMC Results
The application of the standard ABC-SMC method to the M1
model and the results obtained are comprehensively explained
in [35]. In five steps the procedure converges to the considered
threshold. In the 5-th iteration, parameter a has a median of 1.05
and a 95% interquartile range of [1, 1.12] whiifble parameter b
has a median of 1 and a 95% interquartile range of [0.87, 1.11]
[35]. When parameters are equal to their median values, MSEx1
is 0.28 andMSEx2 is 0.19.

2.6.5. DRAM Results
We apply DRAM to the M1 model varying the initial parameter
values in the interval [0, 10], the initial error variance in the
interval [0.01, 1] and the corresponding prior weight in the
interval [1, 5]. The error variance is then estimated by setting
options.updatesigma = 1. Moreover, in order to perform a
reliable comparison with CRC, we set the number of simulations
equal to 104 and the boundaries of the parameters between [0,
10]. In all cases, the chains are stable and close to the nominal
parameter values after one run. For the sake of brevity, we show
only the results for initial error variance set to 0.1, prior weight
set to 3 and initial parameter values equal to 0, 5, and 10. The
time employed to apply the algorithm on the M1 model is about
3 minutes. Detailed results of DRAM are in S1 File.

2.7. EpoR System (M2)
2.7.1. Model Description
The ODE model presented in this section is taken from the
Erythropoietin Receptor (EpoR) [44]. The model represents the
catalysation of a substrate S by an enzyme E that is activated
via two steps by an external ligand L [45]. This reaction cascade
produces a product P whose dynamical behavior is the purpose
of the model prediction. Generally the concentration over the
time of the product P cannot be measured directly. Let denote
with p = [k1, k2, k3, initE, initS, scaleE, scaleS], p ∈ R

7, the set of
parameter to estimate. The nominal values of model parameters
are p = [0.1, 0.1, 0.1, 10, 5, 4, 2]. The equations of the model,
the corresponding initial conditions and the observables together
with the dataset used for model calibration are reported in
S1 File.
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FIGURE 2 | Results of CRC for model M1. (A,B) The red line is the time behavior of output variables when the parameter vector is equal to p6
m (see Table 3); red dots

are the experimental data; the gray area represents the uncertainty in the temporal behavior of observables when parameters vary between the 2.5th and 97.5th

percentile of their corresponding conditional pdfs. (C) Scatter plot of the sample distribution of fa|PS,ǫz (a) (x-axis) vs. fb|PS,ǫz (b) (y-axis) in all iterations.

TABLE 4 | CRC parameters for model M2.

Iteration (z) Lz Uz ǫz1 ǫz2

1 0.01 100 51 31

2 0.02 50 50 31

3 0.04 25 46 30.9

4 0.08 12.5 40 30.3

5 0.16 6.25 33.5 29.1

6 0.32 3.125 25 27.5

7 0.64 1.5625 15.5 22

8 0.82 1.2813 13.4 10

9 0.91 1.1406 13 5.75

The first column reports the iteration number z, the second and the third ones the

boundaries of the proposal distribution qz (p) in each iteration and the fourth and the fifth

ones the values of the two thresholds ǫz1 and ǫz2.

2.7.2. CRC Results
The prior distributions for all the model parameters are supposed
log-uniform with the lower and upper boundaries set equal to
L1 = 0.01 and U1 = 100. The number of fixed samples in
the parameter space is NS = 105. We choose Equation (7) as
distance function to evaluate the error between nominal and
noisy data for the outputs of the model. According to the selected
distance function, the errors between the nominal data points
and the experimental ones are equal to 12.78 for y1 and 5.6 for
y2. They represent the target thresholds to reach at the end of
the last iteration in order to assert the success of CRC. To this
purpose, we perform nine iterations of CRC in order to make the
two thresholds close enough to their corresponding target values.
Table 4 shows the boundaries of the proposal distribution in each
iteration. These values are obtained by setting kU,1 = kL,1 = 0,
kU,2 = 2, and kL,2 = 0.5 for the first seven iterations and
kU,1 = kL,1 = 1 and kU,2 = kL,2 = 2 for the eighth and ninth
iterations. Table 4 also shows the obtained thresholds for each
performed iteration of CRC.

In the ninth iteration, ǫ91 and ǫ92 are very similar
to the target values presented above. This proves that
CRC estimates a parameter vector that guarantees

the desired level of agreement between simulated and
experimental data. The mode vector in output from CRC

is p
ζ
m = [0.11, 0.02, 0.08, 34.93, 2.99, 1.12, 3.37]. The model

simulation using as parameter vector the mode p
ζ
m has an MSE

of 18.24 and 0.32 for y1 and y2 respectively. Figures 3A,B show
the time behavior of both output variables when the parameter

vector is set equal to the mode p
ζ
m.

Moreover, regions in gray are the confidence bands of
observables when parameter values are chosen between the 2.5-
th and 97.5-th percentile of their corresponding conditional
pdfs fP|PS,ǫ9 (p). In S1 File, additional details of fDy1

(dy1 ,p) and

fDy2
(dy2 ,p) and the estimated conditional pdfs of parameters are

reported. CRC is quite fast since it employs about 8 min (527 s)
to complete one iteration.

Once the model has been correctly calibrated, we perform a
robustness analysis in order to find those parameters that most
affect the behavior of the output variables. We perturb the mode

vector p
ζ
m with Linear LHS using 105 samples. The lower and

upper boundaries of the sampling are fixed equal to 0.01 and 100
respectively. Using the guidelines reported in [22] we fix the level
of probabilities β and λ to 0.1. In Figure 3C the resulting MIRIs
are shown. MIRIs corresponding to initial conditions parameters
and scale factors are close to their maximum value and are much
higher than those of the kinetic ones. This means that initial
conditions and scale factors have major impact on observables
compared to the kinetic parameters. We repeat the entire
procedure ten times, obtaining ten independent realizations in
order to ensure the invariance of results.

2.7.3. PL Results
The calculation of PL for M2 is presented in [45] where the
authors reported that PL takes < 1 min per parameter on a 1.8
GHz dual core machine. The parameter vector estimated through
the PL is p̂ = [0.087, 0.019, 0.37, 10.05, 4.97, 4.027, 2.1]. The MSE
obtained through the PL approach is 10.06 and 0.3 for y1 and y2,
respectively. As regards the identifiability analysis, according to
the PL approach, parameter k2 is classified as structurally non-
identifiable, parameter k3 is practically non-identifiable and the
others are assessed to be identifiable. More details of the PL
results are provided in S1 File.
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FIGURE 3 | Results of CRC for model M2. (A,B) Time behavior of output variables. Red dots are the noisy experimental data [45]; blue lines are the simulations of the

observables of the model when the parameter vector is set equal to the mode p
ζ
m; gray regions are the confidence bands when parameter values are chosen between

the 2.5-th and 97.5-th percentile of their corresponding conditional pdfs fP|P
S,ǫ9

(p). (C) Boxplots of the MIRIs in output from the CRA for the seven model parameters

and all the 10 independent realizations.

2.7.4. ABC-SMC Results
ABC-SMC input parameters are set in order to resemble those of
CRC. The distance function is defined as:

d((y1, y2), (y
∗
1 , y

∗
2)) =

2
∑

i=1

11
∑

j=1

|yi(tj)− y∗ij| =

2
∑

i=1

ADFi. (19)

Under the hypothesis of parameters having a prior uniform
distribution in [0, 100], we try to perform nine iterations of ABC-
SMC. Thus, we set fP(p) = U(0, 100) and z = 1, . . . ,9. The
thresholds for all the iterations are chosen as the sum, over y1
and y2, of the two corresponding thresholds obtained from the
application of CRC (Table 4). At each iteration, we select 1,000
particles of the parameter space under the desired threshold.
The algorithm could not come to an end in a reasonable time
and it finds parameter samples only until the 7-th iteration. In
order to quantify the precision of the ABC-SMC approach, we
perform simulations of the model, setting the parameter vector
equal to the median of the ABC-SMC results. The MSE using
these parameter values is 103 and 20 for y1 and y2, respectively.
Further results of ABC-SMC are shown in S1 File.

2.7.5. DRAM Results
As in model M1, we run DRAM varying the initial error variance
between [0.001,1] and the corresponding prior weight between
[1, 5], and then we sample and estimate the error variance. Initial
conditions were chosen close to nominal parameter values, i.e.,
[0.5, 0.5, 0.5, 8, 7, 5, 3]. As in CRC, the number of simulations
is set to 105, the number of run performed is nine and the
parameter boundaries are [0, 100]. We run DRAM using, in
one case, a Gaussian prior for all parameters and, in the other
case, a lognormal prior. DRAM results are fairly stable against
the different values of the initial error variance and the prior
distribution. The chains of the first three parameters, k1, k2,
and k3, equally span all the values in the interval [0, 100] and
accordingly the pdfs for those parameters are almost uniformly
distributed, meaning that this parameters are classified as non
identifiable. On the other hand, the chains corresponding to the
other model parameters converge and are stable around specific
values. This is also clearer from the corresponding pdfs that show
a peak around the estimated value. Here, we report the results
obtained in the final run with a lognormal prior, a prior weight
set to 1 and an initial error variance that varies between 0.001 and

1. DRAM employs about 15 min to complete one run. In S1 File,
figures of DRAM results are provided.

2.8. Multiple Myeloma Model (M3)
2.8.1. Model Description
M3 is the ODEmodel proposed in [46]. The mathematical model
is defined to help study the roles that various p38MAPK isoforms
play in MM. It has 40 ODEs, built using only the law of mass
action, and 53 kinetic parameters (S1 File). According to Peng et
al. [46], data associated to the model are the output of a Reverse
Phase Protein Array (RPPA) experiment [2], where MM cell lines
were analyzed to detect the activity of proteins active in various
p38 MAPK signaling pathways. RPPA was performed on the
following cell lines: four different RPMI 8226 MM cell sublines
with stable silenced expression of p38α, p38β , p38γ , and p38δ,
respectively, as well as an RPMI 8226 MM stable cell subline
transfected with empty vector as the negative control. Cells were
treated with arsenic trioxide (ATO), bortezomib (BZM) or their
combination. RPPA analyzed a total of 80 samples and measured
153 proteins at six different time points. The proteins whose
phosporylation level was included both in the pathway and in
the experiment are 16. All RPPA data are normalized based on
the initial concentration value. For this reason, initial conditions
of proteins in the ODE model are all set to 1, i.e., x(0)=1.
Parameters to estimate are only the kinetic ones, i.e., p ∈ R

53.
In [46], available data for model calibration belongs to the p38δ
knockdown cell line treated with BZM. The corresponding RPPA
dataset is presented in Table S13.

2.8.2. CRC Results
For model M3, we set tuning parameters of CRC in the
following way:

• the number of parameter samples NS is equal to 10
6;

• for each output variable, Equation (8) is chosen as distance
function;

• the prior of each kinetic parameter is supposed to be log −

U(0.1, 10);
• kU,1 = kL,1 = 1 and kU,2 = kL,2 = 2 in all iterations.

Six iterations of CRC are performed, using the threshold schedule
reported inTable 5. At the end of the process, themaximum error
between simulated and experimental data is only of the 16%.
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FIGURE 4 | CRC results for model M3. (A) The blue line is the time behavior of observables when the parameter vector is equal to p6
m (see Table S25); red dots are

the RPPA data [46]; the gray area reproduces the variation of the temporal behavior when parameters vary between the 2.5-th and 97.5-th percentile of their

corresponding conditional pdfs fP|P
S,ǫ6

(p). On the top of each plot, the MSE between the associated model simulation and the data is reported. (B) Boxplot of MIRIs

for the estimated parameter values, along the 10 independent realizations performed.
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TABLE 5 | Threshold schedule of distance functions for model M3.

Iteration (z)

1 2 3 4 5 6

RasGTP 0.7 0.4 0.3 0.2 0.1 0.08

pPI3K 0.7 0.4 0.3 0.2 0.1 0.06

pp38 0.7 0.4 0.3 0.15 0.13 0.09

pPDK1 0.8 0.5 0.3 0.2 0.1 0.06

pAKT 0.3 0.2 0.15 0.12 0.095 0.088

pmTOR 0.5 0.3 0.2 0.13 0.1 0.088

pRaf1 0.7 0.4 0.2 0.15 0.1 0.08

pMEK12 0.7 0.4 0.3 0.2 0.1 0.08

pERK12 0.6 0.4 0.2 0.1 0.05 0.04

pP70S6k 0.5 0.3 0.2 0.15 0.1 0.08

pcJUN 0.6 0.3 0.2 0.15 0.12 0.12

BCLXL 1 0.7 0.5 0.3 0.2 0.15

BAX 0.8 0.6 0.5 0.35 0.2 0.15

pNFkB 0.6 0.4 0.25 0.2 0.18 0.16

cPARP 0.7 0.4 0.3 0.2 0.15 0.12

The distance functions are di,p (yi , y
∗
i ), ∀i = 1, . . . ,16.

Figure 4A shows the time behavior of output variables at
the end of the calibration, along with experimental data points.
The figure proves that the algorithm is successful in finding a
robust solution (S1 File). As regards the application of CRA, we
perturb the parameter space in the interval having as lower and
upper boundaries 0.01 and 100, respectively and centered around
the final mode vector p6m, generating 106 parameter samples. In
Figure 4B, MIRIs are presented for each parameter. As expected,
not all parameters have a strong impact on the observables since
the number of output variables is small compared to all kinetic
parameters. For instance, parameters kRaf 1_pPI3K , kERK12_pp38,
kBAX_pp38, kIKK_pAKT , kPARP_BAX , kcPARP_BCLXL have all a MIRI
value under 0.2. On the other hand, about a fifth of the
total number of parameters has MIRI values above 1.6 (e.g.,
parameters kGFR, kpGFR, kShc_pGFR, kpPI3K , kpAKT , kpRaf 1_pAkt ,
kpMEK12, kERK12_MEK12, kpERK12, kpP70S6K , kpJNK), meaning that
they have high influence on the outputs. We repeat the entire
procedure ten times, obtaining ten independent realizations in
order to ensure the invariance of results.

2.8.3. PL Results
First of all, through the D2D software, we calibrate the model
using lsqnonlin as optimization algorithm. To avoid local optima,
we execute a sequence of n = 100 fits using LHS. Moreover, we
also estimate model parameters using GA and SA. While GA is
not able to correctly reproduce experimental data, SA successfully
estimates the time behavior of output variables. To compute
confidence intervals, the maximum number of sampling steps in
both the increasing and decreasing direction of each parameter
is set to 200 while all the other tuning parameters of the method
are set to their default values. The upper and lower boundaries
of the parameter prior are set respectively to 10−5 and 103.
Results of parameter estimation and identifiability analysis are
shown in S1 File. The algorithm assesses that all parameters are

identifiable except for the following parameters: kP70S6K_pERK12,
kcPARP_BCLXL, kpJNK that are practically non-identifiable and
kpIRS1_pAKT is structurally non-identifiable. Nevertheless, the
results obtained are not so reliable since some parameters have
a confidence interval of only a single value (e.g., kIRS1_pGFR)
while others have an estimated value outside the corresponding
confidence region (e.g., kPDK1_pPI3K). The PL algorithm employs
less than one minute for parameter estimation and about 40 min
for identifiability analysis of all parameters.

2.8.4. ABC-SMC Results
Using the ABC-SysBio software, we fix ABC-SMC parameters
as follows:

• the distance function is defined as:

d(y, y∗) =
1

6

16
∑

i=1

6
∑

j=1

|yi(tj)− y∗ij|

y∗ij
=

16
∑

i=1

ANDFi; (20)

• the number of iterations is set to 6;
• the threshold fixed in each iteration is equal to the sum of all

thresholds fixed in CRC in the same iteration (see Table S29);
• the number of accepted particles at each iteration is set

to 1,000;
• all parameters to estimate are supposed to have a uniform prior

distribution: U(0.1,10);
• all the other parameters are left to their default values.

The application of ABC-SMC to the M3 model was very time
consuming and, after 10 days, it had not converged yet. Thus,
results are available only until the 4-th iteration (see S1 File).

2.8.5. DRAM Results
As in the previous examples, we run DRAM setting the number
of simulations equal to those of CRC (106) and the number
of run to six. The initial error variance, that is estimated, and
the corresponding prior weight are set equal to 0.1 and 10,
respectively. Initial values of parameters are all equal to 1 and the
parameter boundaries are [0, 10]. We run DRAM using both a
uniform and lognormal prior for all parameters. DRAM employs
about 3 h to complete one run and, in the end, most parameters
have a uniform distribution. In S1 File, we provide figures of
DRAM results after six run with a lognormal prior. We show the
chains and pdfs of the parameters and the time simulations of the
output variables of the model when parameters are equal to mean
of the corresponding chains.

3. DISCUSSION

Here we present a novel Bayesian approach for parameter
estimation ofmathematical models that is used to fit omics data in
Systems Biology applications. The availability of high-throughput
data with the need to calibrate high dimensional models using
computational feasible algorithms, makes CRC a useful and
innovative procedure in the overview of the Bayesian parameter
estimation and robustness analysis. Our algorithm modifies the
standard ABC-SMC in order to increase the efficiency and the
reliability of the estimated parameter vector. Moreover, CRC
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TABLE 6 | Comparison between parameter estimation algorithms.

CRC ABC-SMC PL DRAM

Class Bayesian Bayesian Frequentist Bayesian

Output Mode of the final approximate Median of the final Optimal Mean values

parameter vector posterior distribution population parameter set of the MCMC chains

Uncertainty Posterior distribution Histogram Confidence interval Posterior distribution

Prior information Prior distribution Prior distribution None Initial parameter vector

Objective function One for each observable One for all observables One for all observables One for all observables

Robustness analysis Yes No No No

Models successfully calibrated M1, M2, and M3 M1 M1 and M2 M1

Computational cost M1: ∼ 5 min (per iteration) M1: ∼ 5 min M1: < 1 min M1: ∼ 3 min (per run)

M2: ∼ 8 min (per iteration) M2: Not converged M2: < 5 min M2: ∼ 15 min (per run)

M3: ∼ 70 min (per iteration) M3: Not converged M3: ∼ 40 min M3: ∼ 180 min (per run)

presents many distinctive improvements as compared to other
algorithms of the ABC-SMC family, such as ABC-PMC and
Adaptive-ABC [21].

We validated this new methodology in three ODE models,
each one with specific features, in order to demonstrate
the flexibility and reliability of our approach. In addition,
we compared CRC results with those obtained by methods
representing the state of the art of this field, i.e., the standard
ABC-SMC, PL, and DRAM. Table 6 summarizes the comparison
between CRC and the other benchmarking algorithms tested.

First of all, we tested all the calibration procedures in the
Lotka-Volterra model. We showed that all algorithms performed
well, but with some differences. CRC returns a reliable and robust
solution. Compared with ABC-SMC, we performed one more
iteration but the computational burden was almost irrelevant
since each iteration took about 5 min to complete. CRC also
finds a more precise solution and generates a remarkable minor
number of particles for sampling the parameter space. PL
succeeds in fitting the data when lsqnonlin and GA are used.
Then, through confidence intervals, it classifies both parameters
as identifiable, in accordance with MIRI values. DRAM, after
the initial adaptation period, finds acceptable points and a good
mixing of the chain, regardless of the choice for the tuning
parameter values.

Next we compared the results of CRC in the model presented
in [44, 45]. In this example, CRC finds an alternative solution of
the parameter vector compared to that of PL. PL fits the data
properly and fast and identifiability results are in accordance
with MIRI values. ABC-SMC fails in the calibration procedure
and it cannot go beyond the 7-th iteration, proving that it
cannot reach an error as low as the one of CRC. As regards
DRAM, the final results are in agreement with those of CRC.
The chains of parameters are not significantly affected by the
variation of the tuning parameters and, for most of them, the
chains converged generating a peak in the corresponding pdf.
For the first three kinetic parameters the estimated posterior
pdfs are uniformly distributed since the chains equally span
all the interval, meaning that they are non identifiable. As for
CRC, DRAM finds a different solution for the parameter vector.
However, the parameter vector estimated by DRAM is not able
to produce reliable time behaviors of the output variables and

as a consequence the experimental data feed to DRAM are not
well-recapitulated by the time behavior of the observables. This
is mainly due to the fact that in the given dataset there are many
missing values and DRAM filtered out all the observations with
at least one missing value. So the poor results in terms of time
behavior are not due to a lack of the algorithm itself but mainly
because it cannot deal with missing values, contrary to the other
benchmarking algorithms presented in this paper.

Finally, the last model is an high-dimensional ODE model
calibrated on real experimental data [46]. CRC was able to find
a set of parameter vectors that fit well experimental data. In
addition, robustness analysis highlights that about half of the
parameters influences most output variables. PL is successful in
model calibration but computation of confidence intervals gives
confounding results which do not allow a reliable comparison
with MIRI values. ABC-SMC fails in model calibration because
it remains blocked in the 5-th out of 6 iterations. Also DRAM
does not find a reliable solution since all the parameter chains are
not stable and, after 106 simulations, they span the interval [0, 10]
almost uniformly. Moreover, compared to CRC, it has an higher
computational cost.

In summary, the main disadvantage of the standard ABC-
SMC method is the time necessary to complete a simulation
which increases with the model dimension. The PL method is
fast in model calibration even for high dimensional models since
it implements an optimization algorithm. However, the returned
solution does not contain any information on the distribution
of parameters since it represents a single point in the parameter
space. Moreover, as shown in model M3, it may return improper
results in the computation of parameter profiles. As regards
DRAM, its results are highly affected by the initial values of the
parameters, which must be set from the beginning. This point is
crucial since in Systems Biology models most parameter values
are unknown and cannot be measured experimentally.

CRC is able to identify a stable and precise solution in all
test models, mainly because of some of distinctive features.
One of its main innovations is the use of a fixed number of
points for sampling the parameter space, which is initially chosen
by the user and does not change throughout iterations. As a
result, the model is always integrated NS times in each iteration.
Since most of the computational cost of an iteration of CRC is
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given by the integration of the model, CRC guarantees a limited
computational cost through the different iterations. On the other
hand, in other ABC-SMC methods, the computational burden is
substantial because the number of samples at each iteration is
not known a priori but strictly depends on the threshold value.
Since the threshold usually decreases at each step, the number
of generated samples could increase together with the simulation
time. However, compared to the frequentist approach, CRC has
always an higher computational cost since it requires multiple
subsequent iterations and multiple integrations of the model in
order to converge toward the final solution.

Moreover, another significant innovation introduced is the
definition of an objective function for each output variable.
This allows a model calibration that takes equally into account
all experimental endpoints. On the other hand, the other
techniques evaluate only a single and unique objective function,
which includes information about all observables. Even if
the introduction of multiple objective functions improves the
accuracy and the performances of CRC, it requires multiple
thresholds to be chosen by the user, at each iteration. As a
consequence, different combinations of the values of thresholds
could guarantee the fulfillment of the two constraints explained
in section 2.3.1 (ǫzi ≤ ǫ

z−1
i and |PS,ǫz | > 1000). In order to

overcome this drawback of CRC, it is possible to implement an
optimization strategy step that automatically computes, at each
iteration, the minimum value of each threshold that satisfies
the constraints explained above and potentially further policies
defined by the user. This disadvantage of CRC becomes more
relevant in models with an high number of output variables to
calibrate.

Finally, we also analyzed the robustness of model parameters
in a new way, taking inspiration from the CRA presented in [22].
This algorithm is based on the concept of robustness proposed
by Kitano [47], which defines it as the property of a system to
maintain its status against internal and external perturbations.
We employed CRA in order to quantify the robustness of the
model observables against the simultaneous perturbation of
the parameters.

Robustness analysis is useful for applications in cancer drug
discovery aimed at finding which node of a network could be
identified as novel potential drug target. Moreover, the concept
of robustness is slightly different from that of identifiability
introduced with the PL approach. A parameter that is declared
identifiable should have an high MIRI value since it has great

impact on the outputs behavior. On the other hand, if a parameter
is non-identifiable it is impossible to understand its influence
on the observables dynamical response, without performing
our robustness analysis. While ABC-SMC evaluates parameter
identifiability only through histograms of final parameter values
and DRAM computes the parameter posterior distribution,
CRC estimates conditional parameter densities, and performs
robustness analysis through the MIRI indicator that quantifies
the influence of each parameter on the behavior of interest.
Indeed, the higher the MIRI value the higher the impact of the
parameter on the entire set of observables. All the innovations
introduced with CRC are important for a successful calibration
of high dimensional nonlinear models in Systems Biology
applications based on omics data.
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Over the past decade, hundreds of genome-wide association studies (GWAS) have
implicated genetic variants in various diseases, including cancer. However, only a few
of these variants have been functionally characterized to date, mainly because the
majority of the variants reside in non-coding regions of the human genome with unknown
function. A comprehensive functional annotation of the candidate variants is thus
necessary to fill the gap between the correlative findings of GWAS and the development
of therapeutic strategies. By integrating large-scale multi-omics datasets such as the
Cancer Genome Atlas (TCGA) and the Encyclopedia of DNA Elements (ENCODE), we
performed multivariate linear regression analysis of expression quantitative trait loci,
sequence permutation test of transcription factor binding perturbation, and modeling
of three-dimensional chromatin interactions to analyze the potential molecular functions
of 2,813 single nucleotide variants in 93 genomic loci associated with estrogen
receptor-positive breast cancer. To facilitate rapid progress in functional genomics of
breast cancer, we have created “Analysis of Breast Cancer GWAS” (ABC-GWAS),
an interactive database of functional annotation of estrogen receptor-positive breast
cancer GWAS variants. Our resource includes expression quantitative trait loci, long-
range chromatin interaction predictions, and transcription factor binding motif analyses
to prioritize putative target genes, causal variants, and transcription factors. An
embedded genome browser also facilitates convenient visualization of the GWAS
loci in genomic and epigenomic context. ABC-GWAS provides an interactive visual
summary of comprehensive functional characterization of estrogen receptor-positive
breast cancer variants. The web resource will be useful to both computational and
experimental biologists who wish to generate and test their hypotheses regarding the
genetic susceptibility, etiology, and carcinogenesis of breast cancer. ABC-GWAS can
also be used as a user-friendly educational resource for teaching functional genomics.
ABC-GWAS is available at http://education.knoweng.org/abc-gwas/.
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INTRODUCTION

Genome-wide association studies (GWAS) have implicated
thousands of genetic variants in various complex traits, including
diseases (MacArthur et al., 2017). However, only a few studies
to date have been successful in characterizing the underlying
molecular mechanisms that govern how genetic variations affect
molecular interactions (Musunuru et al., 2010; Cowper-Sal lari
et al., 2012; Bauer et al., 2013; Huang et al., 2014; Smemo et al.,
2014; Gallagher et al., 2017; Zhang et al., 2018b). Studying the
molecular function of a typical GWAS locus presents several
key challenges (Gallagher and Chen-Plotkin, 2018). First, most
of the variants found through GWAS are located in non-
coding regions of the human genome; as a result, the precise
link between a non-coding variant and some target protein’s
function is not immediately clear. Second, GWAS variants may
indirectly correlate with a phenotype through a complex gene
regulatory network involving multiple target genes, unknown
causal variants, and transcription factors (TFs). For example,
a reported GWAS variant may simply be genetically linked
to another proximal variant that itself directly perturbs the
binding affinity of a TF and changes the expression of a distal
target oncogene or tumor suppressor forming a chromatin loop
with the causal variant. In such cases, there is the additional
complexity of having to dissect how different components of a
gene regulatory network are altered and function together to
modulate a trait. Finally, functional characterization of GWAS
loci must be carried out in the right cell type representing the
phenotype in question; however, one often lacks a complete set
of data in genomic, epigenomic, and transcriptomic contexts
in the cell type of interest or even faces a difficulty in
determining the right cell type. Therefore, there is an urgent
need for comprehensive and easily accessible resources that
integrate information from heterogeneous large-scale datasets
to facilitate rapid functional characterization of GWAS findings
and ultimately contribute toward the development of therapeutic
preventions and interventions.

Building on the public catalog of GWAS variants (MacArthur
et al., 2017), there are currently a few databases providing
functional annotation of disease variants. The GRASP database
annotates GWAS results by summarizing millions of single
nucleotide variant-phenotype associations from 1,390 GWAS
studies through correlations such as expression quantitative
trait loci (eQTLs), metabolite QTLs, and methylation QTLs
(Leslie et al., 2014). Similarly, GWASdb curates trait-associated
single nucleotide polymorphisms (SNPs) with detailed functional
annotations including eQTL and disease ontology terms (Li
et al., 2016). Phenoscanner is a curated database containing
variant-phenotype associations of several types such as disease,
methylation, gene expression, and protein levels (Staley et al.,
2016). More recently, Qtlizer provides associations of variants
with gene expression levels and protein abundance using
published QTLs (Munz et al., 2019). In the context of cancer,
PancanQTL provides a comprehensive list of cis- and trans-
eQTLs, including GWAS-related eQTLs, in 33 cancer types
(Gong et al., 2018). These web resources have specific advantages,
such as having a detailed annotation of GWAS SNPs and/or a list

of potential target genes found through eQTL analysis. However,
these resources do not perform an in-depth integrative analysis
of a specific cancer type using state-of-the-art information
about cell type-specific epigenetic landscape, chromatin contact
interactions, and TF binding affinity, required for a complete
functional characterization of GWAS loci.

Most studies investigating breast cancer GWAS variants
have so far focused only on eQTL analysis to find genes
correlated with a variant genotype, while only few have pursued a
systematic analysis of causal variants and target genes through
chromatin structure and TFs (Cowper-Sal lari et al., 2012;
French et al., 2013; Li et al., 2013; Ghoussaini et al., 2014,
2016; Darabi et al., 2015; Dunning et al., 2016; Michailidou
et al., 2017; Zhang et al., 2018b; Zhang Y. et al., 2019). This
paper presents ABC-GWAS, an interactive database containing
our comprehensive analysis of 70 manually curated estrogen
receptor-positive (ER+) breast cancer GWAS loci and 23
additional ER+ breast cancer loci from a recent fine mapping
study (Fachal et al., 2020). The set of 70 loci was obtained from
the literature on breast cancer GWAS (Turnbull et al., 2010;
Michailidou et al., 2013, 2015). Utilizing large-scale multi-omics
datasets such as the Cancer Genome Atlas (TCGA) and the
Encyclopedia of DNA Elements (ENCODE) (ENCODE Project
Consortium, 2012), our analysis pipeline includes eQTL analyses
for identifying putative target genes, causal variant prioritization
utilizing relevant epigenomic datasets, motif and expression
correlation analyses for identifying putative TFs, and three-
dimensional chromatin contact predictions for assessing long-
distance enhancer-gene interactions. ABC-GWAS aggregates and
organizes these results, not readily available in other existing
databases, via a user-friendly web interface, making them easily
accessible to researchers for additional analysis or experimental
validation. It features an embedded genome browser that includes
histone modification, chromatin interaction, and TF chromatin
immunoprecipitation followed by sequencing (ChIP-seq) tracks
for further exploration of the GWAS locus and linked non-coding
variants of interest. ABC-GWAS also shows the average DNA
copy number information in TCGA breast cancer samples at
each GWAS locus. Our resource thus provides useful practical
results and conceptual approaches to the functional genomics
community in general and breast cancer researchers in particular.

MATERIALS AND METHODS

TCGA Data and Genotype Imputation
The processed RNA-seq expression data in RSEM (RNA-Seq
by Expectation-Maximization) units for 794 ER+ breast cancer
patients were obtained from the TCGA Genomic Data Commons
(GDC) Legacy Archive (Grossman et al., 2016). The germline
genotypes of 788 patients in birdseed format for TCGA-BRCA
(Breast Invasive Carcinoma) patients were also obtained from
the TCGA Data Portal. The copy number segmentation data for
693 patients in hg19 coordinates were retrieved from the GDC
Legacy Archive (Grossman et al., 2016). For genotype imputation
of the raw genotypes in birdseed format, confidence score greater
than 0.1 was used to mark the probed genotypes as missing,
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which was then imputed along with the non-probed SNPs. We
used the Michigan Imputation Server for imputation (Das et al.,
2016), choosing the Haplotype Reference Consortium (HRC)
r1.1 2016 as a reference panel (Loh et al., 2016a), Eagle v2.3 for
phasing (Loh et al., 2016b), and EUR population as the quality
control option. Imputed genotypes were retained if the minor
allele frequency (MAF) exceeded 0.005 and estimated imputation
accuracy (R2) exceeded 0.4.

Credible Causal Variants in 23 Additional
GWAS Loci
We obtained the full list of credible causal variants (CCVs)
from Fachal et al. (2020) and then selected the variants that
are single-nucleotide variants, associated with ER+ breast cancer
(column ERpos = 1), and have posterior probability of being
causal greater than zero (column PP_ERpos > 0). We further
removed SNPs that did not pass the quality control tests in the
Michigan Imputation Server or for which genotypes could not
be imputed confidently in the TCGA data. Finally, excluding
227 CCV SNPs already present in the list of 2,510 SNPs that
were in high linkage disequilibrium (r2 > 0.8, 1000 Genomes
Phase 3, EUR population) with the reported GWAS SNPs in the
70 manually curated regions yielded 303 CCVs with non-zero
posterior probability of being causal in ER+ breast cancers. The
303 CCVs resided in 32 GWAS regions, and 23 of these regions
differed from the 70 manually curated regions. ABC-GWAS thus
contains the analysis of 530 CCVs out of the 1,238 CCVs reported
for ER+ breast cancer.

Genome Browser
The WashU EpiGenome Browser source code was obtained from
their GitHub repository (Li et al., 2019; WashU, 2019). The
browser uses hg19 coordinates. The JavaScript files from the
source code were used to generate the tracks in the embedded
browser of ABC-GWAS. The tracks included TF ChIP-seq peaks
publicly available in ReMap 2018 database (Cheneby et al., 2018),
ENCODE DNase-seq signals, and ESR1, GATA3, and FOXA1
ChIP-seq signals in MCF-7 and T-47D cell lines, POLR2A, CTCF,
and ESR1 ChIA-PET interactions, and chromatin interaction
predictions in MCF-7 cell line. CTCF is known to play an
important role in defining the activity of ESR1 in ER+ breast
cancer (Carroll et al., 2006; Chan and Song, 2008). The above
datasets were downloaded from the corresponding sources and
integrated into our server (Supplementary Table 1).

Chromatin Interaction Predictions
To predict SNP-associated interactions, we applied HiC-Reg
(Zhang S. et al., 2019), a tool for predicting Hi-C contact
counts between pairs of genomic loci from their one-dimensional
regulatory signals such as histone modification data, TF ChIP-
seq, and chromatin accessibility. We obtained ChIP-seq datasets
for 10 histone marks and TFs, and DNase-seq datasets in five
cell lines from ENCODE (Supplementary Material). HiC-Reg
can be trained using cell-line-specific datasets for a cell line with
available high-resolution (5 kb) Hi-C data, e.g., the five human
cell lines available from Rao et al. (2014). Once trained, HiC-
Reg takes as input the genomic features associated with a pair

of regions and predicts the chromatin contact count for that
pair. We used the method to make predictions in the MCF-7
cell line by training eight different models at 5 kb resolution
(Supplementary Material). To interpret our results, we averaged
the predictions across eight models and displayed the resulting
contact count profile associated with each SNP on ABC-GWAS.

eQTL Analysis
To identify candidate target genes for each GWAS SNP, we
scanned all genes within 4 Mb centered at the SNP by
constructing a multivariate linear regression model with the
expression level of each gene as the response variable and the
genotype of the GWAS SNP and the copy number (CN) of the
gene as predictors (Zhang et al., 2018b; Zhang Y. et al., 2019). The
processed gene expression levels in RSEM units were transformed
as log2 (RSEM + 1). The patients with ER+ breast cancer based
on TCGA clinical information were retained for subsequent
analysis. The genotypes of each GWAS SNP were encoded as
the number of risk alleles based on the risk allele information
from the NHGRI GWAS catalog (MacArthur et al., 2017). The
tumor copy number segmentation values were transformed into
gene copy number by taking gene length-weighted average and
using CN = 2× 2{segmentation}. We then performed multivariate
linear regression and selected genes with mean RSEM larger than
1 and genotype p-value less than 0.05 as candidate target genes
for each breast cancer GWAS SNP. On the website, a violin plot
using plotly.js is displayed to show the distribution of a candidate
target gene’s mRNA expression as a function of the GWAS SNP’s
genotype status (Plotly, 2018).

ENCODE Data
ChIP-seq files for 715 TFs and histone marks in 231 cell lines and
tissues were obtained from the ENCODE website (Davis et al.,
2018). The locations of the breast cancer risk variants along with
the high LD SNPs were then intersected with the peaks of each
TF or histone mark in every cell line using bedtools (Quinlan and
Hall, 2010). A list of TFs, relevant cell lines, and distance of the
SNP from peak center were then tabulated for display.

Motif Analysis
Position weight matrices (PWM) for TFs were obtained
from several public databases included in the MotifDb and
motifbreakR packages on Bioconductor (Coetzee et al., 2015;
Shannon, 2017). The public databases included Jaspar 2018
(Khan et al., 2018), HOCOMOCO (Kulakovskiy et al., 2018),
hPDI (Xie et al., 2010), Jolma (Jolma et al., 2013), cisbp (Weirauch
et al., 2014), UniPROBE (Hume et al., 2015), Swiss Regulon
(Pachkov et al., 2013), HOMER (Heinz et al., 2010), ENCODE
motifs (Kheradpour and Kellis, 2014), and FactorBook (Wang
et al., 2012). TRANSFAC matrices were also added to the above
list (Wingender, 2008). In the first step, the motifbreakR package
was used to get possible motif disruptions by candidate SNPs
with a p-value threshold of 10−3. We then used our previously
developed random mutation model to test the significance
of difference in motif scores for the two sequences carrying
reference and alternative alleles (Zhang et al., 2018b). The motif
disruptions that passed the permutation test p-value threshold of
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0.05 were denoted as significant and subsequently included in the
ABC-GWAS database.

Correlation Analysis
The list of putative TFs from motif analysis was filtered by
removing TFs whose log-transformed mean expression levels
across TCGA ER+ breast cancer patients were less than 1
(mean log2 (RSEM + 1) < 1). For each putative target gene
from eQTL analysis and TFs passing the expression cut-off
threshold, we computed the Pearson correlation coefficient
between the expression levels of the target gene and TF across
TCGA ER+ breast cancer primary tumor samples, stratifying
the patients into three genotype groups: homozygous-risk,
heterozygous, and homozygous-alternative. We reasoned that
for a good candidate TF, the correlation should be strongest
in the homozygous genotype group preserving the TF motif
and weakest in the homozygous genotype group disrupting
the motif.

RESULTS

Analysis Pipeline for Prioritization of
Functional Candidates
We applied the analysis pipeline from our previous work (Zhang
et al., 2018b), summarized in Figure 1, on a list of manually
curated ER+ breast cancer GWAS variants and all SNPs in
high linkage disequilibrium (LD) with the GWAS variants, as
well as an additional 303 credible causal variants (CCVs) with
non-zero posterior probability of being causal in ER+ breast
cancers (Fachal et al., 2020; section “Materials and Methods”).
The basic framework performs various genomic analyses outlined

below to infer how a GWAS variant or a linked SNP changes
the binding affinity of a TF in a regulatory region, which in
turn alters the transcription of a target gene. In our analysis,
linked SNPs residing in accessible open chromatin sites with
activating histone modifications (H3K4me1 and H3K27ac) are
prioritized as candidate causative SNPs. The genotypes and
gene expression data were obtained from TCGA, where the
non-probed SNPs’ genotypes were imputed using the Michigan
imputation server (Das et al., 2016; section “Materials and
Methods”). We gathered various heterogeneous datasets from
high-throughput experimental techniques such as DNase I
hypersensitive sites sequencing (DNase-seq) for prioritization of
candidate causal variants, ChIP-seq for TF binding evidence, and
chromatin interaction analysis with paired-end tag sequencing
(ChIA-PET) and RNA-seq for target gene prioritization in breast
cancer samples or cell lines (section “Materials and Methods”;
Supplementary Table 1). In order to assess how a SNP may
perturb a TF’s binding affinity and consequently modulate a
target gene’s expression, we performed eQTL analysis, motif
analysis, and TF vs. target gene expression correlation analysis
to determine a list of candidate (SNP, target gene, TF) triplets
(section “Materials and Methods”).

ABC-GWAS User Interface
ABC-GWAS is divided into several modules for interactive
data exploration. In the query module, the user first selects a
GWAS SNP of interest from the list of 70 SNPs which represent
the best reported variants in the manually curated implicated
loci, after which a list of high LD (r2 > 0.8, 1000 Genomes
Phase 3, EUR population) SNPs of the queried GWAS SNP is
populated (Figure 2). A table containing the list of GWAS studies
implicating the selected SNP in breast cancer is shown on the

FIGURE 1 | A flowchart showing integrative analysis pipeline used in ABC-GWAS. For each GWAS locus, we perform eQTL analysis, motif analysis, and gene-TF
expression correlation analysis to obtain candidate (SNP, gene, TF) triplets. Blue boxes show analysis steps, orange boxes indicate data and/or resources used in
the analysis, and text in red shows intermediate results.
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FIGURE 2 | A snapshot of the homepage of ABC-GWAS. Selecting a GWAS SNP using the left-hand-side drop-down menu populates the table on the right with
relevant GWAS publications. Upon selecting an LD SNP or a CCV and clicking on the “Submit” button, various tabs on the bottom containing analysis modules are
loaded.

right-hand side of the query module (Figure 2). Alternatively,
the user may choose one of the additional 303 CCVs, not
found in the list of all high LD SNPs. After submitting a high
LD or CCV SNP as the query variant, all the analysis tabs
below the query module get updated. The first tab contains
an embedded genome browser showing ChIP-seq, DNase-seq,
and ChIA-PET sequencing tracks around the queried SNP locus
(Figure 3A; section “Materials and Methods”). The second tab
displays predicted chromatin interactions in the MCF-7 breast
cancer cell line, showing significant interactions between the
queried LD SNP location and nearby gene promoters (Figure 3B;
section “Materials and Methods”, and Supplementary Material);
this track is not available for the 303 CCVs. The third tab
consists of two modules. One module shows the average DNA
copy number around the queried GWAS SNP location using
the TCGA copy number segmentation data for normal and
tumor samples (Figure 3C; section “Materials and Methods”).
The other module checks whether the queried SNP is a
CCV (Fachal et al., 2020); when available, a list of likely
target genes of the queried SNP obtained from the same
study is also displayed. The fourth tab summarizes our eQTL
analysis results for the selected GWAS SNP or CCV using
the genotypes and RNA-seq data from TCGA breast cancer
samples (section “Materials and Methods”). A table containing
significant eQTL results and a violin plot of the target gene’s
expression stratified into genotype groups are displayed. The
fifth tab shows a table of all ENCODE ChIP-seq peaks that
intersect the queried SNP (section “Materials and Methods”). The
peaks are categorized based on whether the experiment is for
a TF or histone modification. The results can also be filtered
to show peaks occurring only in breast tissue or breast cancer-
related cell lines. The last tab contains two modules showing
putative TFs, the binding activities of which are predicted to
be affected by the given SNP, as assessed by motif analysis

(section “Materials and Methods”) and expression correlation
analysis (section “Materials and Methods”). A motif logo with
the nucleotide perturbed by the SNP is available for each of the
putative TFs. In the “Expression correlation” tab, the putative
TFs from motif analysis are further prioritized based on the
expression correlation between each TF and eQTL target genes.
Pearson correlation coefficients are displayed as a heatmap
with the putative TFs along the rows and genotype groups
along the columns.

Case Study (Validated Result From the
Literature): (rs4784227, TOX3, FOXA1)
Cowper-Sal lari et al. (2012) analyzed the functional mechanism
of the GWAS SNP rs4784227 and proposed it to be a causal
regulatory SNP targeting the gene TOX3. Furthermore, the
risk allele rs4784227-T was shown to increase the binding
affinity of the pioneer factor FOXA1, resulting in a fivefold
decrease in TOX3 gene expression. Here, we sought to verify
the reported mechanism at the rs4784227 locus using the
results from our database. Figure 4A shows a snapshot of
the genomic region around rs4784227 from the embedded
genome browser. The MCF-7 DNase tracks in Figure 4A clearly
indicate that the GWAS SNP is located within open chromatin
region. Furthermore, the “ReMap 2018 Peaks” track, which
represent TF binding peak locations collected from ENCODE
and Gene Expression Omnibus (GEO) datasets (Barrett et al.,
2013; Cheneby et al., 2018), showed several TF binding sites,
supporting that this SNP is likely a causal SNP. The eQTL results
showed a negative correlation between the risk allele rs4784227-
T and the mRNA level of TOX3 in TCGA breast cancer samples
(Figure 4B). Our motif analysis results further suggested FOXJ3
as one of the top candidate TFs (Figure 4C); given the similarity
of FOXJ3 and FOXA1 motifs (q-value = 0.0098), as predicted by
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FIGURE 3 | Snapshots of some of the ABC-GWAS analysis modules. (A) Embedded genome browser showing the queried LD SNP location (vertical line) and
ChIP-seq tracks in MCF-7 and T-47D cell lines. The “SNPs” track shows the locations of the GWAS SNPs and high LD SNPs, while the “CCVs” track shows the
locations of the credible causal variants and their GWAS lead SNPs. (B) The plot shows average predicted chromatin contact counts across several HiC-Reg models
in MCF-7 as a function of genomic location centered at the queried LD SNP (vertical line). The predictions for which at least one model shows significance (q < 0.05)
is filled in red. The size of the markers is proportional to the number of models showing significance. (C) Normalized DNA copy number for normal (blue) and tumor
(red) samples from TCGA in a 2 Mb window centered at the GWAS SNP location.

the Tomtom motif comparison tool from MEME web resource
(Gupta et al., 2007; Bailey et al., 2009), our overall results were
thus consistent with the findings of Cowper-Sal lari et al. (2012).

Case Study (Novel): (rs1250003, ZMIZ1,
GATA)
The SNP rs704010, residing within an intron of the gene ZMIZ1,
was reported to be associated with increased breast cancer risk
in Turnbull et al. (2010), and this association was subsequently
verified in later studies (Michailidou et al., 2013, 2015, 2017;
Zhang et al., 2018a). Figure 5A shows a snapshot of the locus
from the embedded genome browser. Among the 12 high LD
SNPs shown in the first track, we identified rs1250003 to be
the only SNP residing within an open chromatin region in
MCF-7 and also to a lesser extent in T-47D, as shown by the
DNase tracks. This candidate SNP rs1250003 was located about
5 kb from the GWAS SNP and in high LD with the GWAS
SNP (r2 = 0.99, 1000 Genomes Phase 3, EUR population). We
also found that in the European population (1000 Genomes,
Phase 3), rs1250003 was in perfect LD with two SNPs (rs1250008,
rs1250009) previously reported to be CCVs (Fachal et al.,
2020). Several TFs relevant to breast cancer – such as ESR1,

FOXA1, and GATA3 – were found to bind near the SNP, as
shown by the corresponding ChIP-seq tracks, indicating an
important regulatory role of the SNP. The genotype status of
rs704010 significantly correlated with the mRNA level of ZMIZ1
(p = 7.7 × 10−4) (Figure 5B). POLR2A ChIA-PET track in
MCF-7 further showed a chromatin-looping interaction between
the SNP location and the promoter of ZMIZ1 (Figure 5A).
A significant interaction was also computationally predicted
between the two loci in MCF-7 (Figure 5C). Our integrative
analysis thus implicated ZMIZ1 to be the top candidate target
gene for the locus. Finally, we found GATA family binding motifs
to be significantly disrupted by the SNP (Figure 5D), consistent
with the ChIP-seq data. Thus, a quick analysis based on ABC-
GWAS found the triplet (rs1250003, ZMIZ1, GATA) to be a novel
putative functional mechanism behind the GWAS SNP rs704010
for increasing risk for breast cancer.

DISCUSSION

We demonstrated the capability of ABC-GWAS to find known,
as well as novel, functional mechanisms of breast cancer GWAS
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FIGURE 4 | Case study of GWAS locus at TOX3: (rs4784227, TOX3, FOXA1). (A) Embedded genome browser showing the SNP rs4784227 within an open
chromatin region (MCF-7 DNase tracks) and several TF peaks (“ReMap 2018 Peaks”). (B) eQTL plot showing significant correlation between TOX3 expression and
rs4784227 genotypes. (C) Predicted TF candidate FOXJ3 motif from Kheradpour and Kellis (2014).

FIGURE 5 | Case study of GWAS locus at ZMIZ1: (rs1250003, ZMIZ1, GATA). (A) Embedded genome browser showing the LD SNP rs1250003 within an open
chromatin region (MCF-7 DNase track) and several TF peaks (“ReMap 2018 Peaks”). Black arrow indicates a chromatin looping interaction between the SNP locus
and the ZMIZ1 promoter. (B) eQTL results showing the top significant target gene of the GWAS SNP to be ZMIZ1. (C) Average predicted chromatin contact counts
across several HiC-Reg models in MCF-7, showing the ZMIZ1 promoter as one of the loci significantly interacting with the LD SNP. (D) Predicted TF candidate GATA
motif from Kheradpour and Kellis (2014).
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loci. The computational and organizational framework of ABC-
GWAS can be readily extended to other cancers. Once a
(SNP, target gene, TF) triplet is identified through ABC-GWAS,
several molecular experiments can be performed to validate the
prediction. For example, the genotype of the predicted causative
SNP could be modified through CRISPR-Cas9 base editors to
study its effect on target gene expression (Komor et al., 2016).
ChIP-quantitative polymerase chain reaction (ChIP-qPCR) is one
way to measure how the SNP’s genotype status modulates the
binding affinity of the predicted TF. ABC-GWAS thus provides
a valuable resource, currently not available in other databases,
for functional characterization of GWAS results. ABC-GWAS
currently contains analysis results for only a predetermined set of
SNPs, and a useful future extension could allow our integrative
analysis pipeline to be performed on any genetic variant of
interest chosen by the user. Another informative feature could
be to provide a pathway analysis of candidate target genes and
transcription factors in the context of breast cancer biology.

ABC-GWAS is an interactive web resource containing results
from an integrative functional analysis of ER+ breast cancer
variants. We combined data from TCGA, ENCODE, and several
motif databases to create a comprehensive resource that includes
an embedded genome browser with relevant tracks in breast
cancer cell lines and several modules describing results from
eQTL, motif, and expression correlation analyses. Using our
resource, we have verified the known functional mechanism of
a genetic variant regulating the gene TOX3 and also proposed
a novel mechanism targeting the ZMIZ1 locus. ABC-GWAS
aims to take GWAS discoveries to the next level by providing
a one-stop resource for in-depth functional analyses critical for
interpreting and prioritizing GWAS variants. We thus hope that
our resource will help both experimental and computational
researchers accelerate breast cancer research.
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Genetic Alterations and
Transcriptional Expression of m6A
RNA Methylation Regulators Drive a
Malignant Phenotype and Have
Clinical Prognostic Impact in
Hepatocellular Carcinoma
Gui-Qi Zhu 1,2†, Lei Yu 3†, Yu-Jie Zhou 4,5†, Jun-Xian Du 6†, Shuang-Shuang Dong 1,2,

Yi-Ming Wu 7, Ying-Hong Shi 1,2, Jian Zhou 1,2, Jia Fan 1,2 and Zhi Dai 1,2*

1 State Key Laboratory of Genetic Engineering, Liver Cancer Institute, Zhongshan Hospital, Fudan University, Shanghai,

China, 2 Key Laboratory of Carcinogenesis and Cancer Invasion, Fudan University, Ministry of Education, Shanghai, China,
3Department of Liver Surgery and Transplantation, Liver Cancer Institute, Zhongshan Hospital, Fudan University, Shanghai,

China, 4 Key Laboratory of Gastroenterology and Hepatology, Ministry of Health, Shanghai, China, 5Division of

Gastroenterology and Hepatology, Renji Hospital, School of Medicine, Shanghai Institute of Digestive Disease, Shanghai Jiao

Tong University, Shanghai, China, 6Department of General Surgery, Zhongshan Hospital, Fudan University, Shanghai, China,
7Department of Urology, The Second Affiliated Hospital and Yuying Children’s Hospital of Wenzhou Medical University,

Wenzhou, China

Background: N6-methyladenosine (m6A) RNA methylation, associated with cancer

initiation and progression, is dynamically regulated by the m6A RNA regulators. However,

its role in liver carcinogenesis is poorly understood.

Methods: Three hundred seventy-one hepatocellular carcinoma (HCC) patients

from The Cancer Genome Atlas database with sequencing and copy number

variations/mutations data were included. Survival analysis was performed using Cox

regression model. We performed gene set enrichment analysis to explore the functions

associated with different HCC groups. Finally, we used a machine-learning model on

selected regulators for developing a risk signature (m6Ascore) The prognostic value of

m6Ascore was finally validated in another two GEO datasets.

Results: We demonstrated that 11 m6A RNA regulators are significantly differentially

expressed among 371 HCC patients stratified by clinicopathological features (P<0.001).

We then identified two distinct HCC clusters by applying consensus clustering to m6A

RNA regulators. Compared with the cluster2 subgroup, the cluster1 subgroup correlates

with poorer prognosis (P < 0.001). Moreover, the cell cycle, splicesome and notch

signaling pathway are significantly enriched in the cluster1 subgroup. We further derived

m6Ascore, using four m6A regulators, predicting HCC prognosis well at three (AUC= 0.7)

or 5 years (AUC=0.7) in validation. The prognostic value of m6Ascore also was validated

successfully in two GEO datasets (P < 0.05). Finally, we discovered that mutations

and copy number variations of m6A regulators, conferring worse survival, are strongly

associated with TP53 mutations in HCC.

Conclusions: We find a significant relationship between the alterations and different
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expressions causing increased m6A level and worse survival, especially in TP53-mutated

HCC patients. Genetic alterations of m6A genes might cooperate with TP53 and its

regulator targets in the HCC pathogenesis. Our m6Ascore may be applied in the clinical

trials for patient stratification in HCC.

Keywords: RNA modification, m6A, hepatocellular carcinoma, TP53 mutation, prognosis

INTRODUCTION

Hepatocellular carcinoma (HCC) is the fifth leading cause of
malignant cancer and the third most common reason for cancer-
specific death worldwide (1, 2). The HCC mortality is often high
because of metastasis and postsurgical liver recurrence. Hence,
effective treatments are eagerly awaited to hold back additional
metastases to improve the disappointing HCC outcomes (2).
However, advanced HCC with recurrence or low response to
chemotherapy have low overall survival nowadays. The lack of
effective interventions and high mortality of HCC demand a
better understanding of the cancer molecular mechanism.

N6-methyladenosine (m6A), first described in 1974, the most
abundant form of internalmessenger RNA (mRNA)modification
in higher eukaryotes, has become of great interest in recent
years (3). It is known to play vital part in regulating gene
expression, splicing in cellular biology, and cellular protein
translation (3–5). The m6A regulators comprise “writers” such
as methyltransferase like 3 (METTL3), WT1-associated protein
(WTAP), METTL14, RNA binding motif protein 15 (RBM15),
zinc finger CCCH domain-containing protein 13 (ZC3H13) and
KIAA1429 (also known as VIRMA). “Readers” such as YTH
domain-containing 1 (YTHDC1), YTH N6-methyladenosine
RNA binding protein 2 (YTHDF2), YTH domain-containing
1 (YTHDC2), heterogeneous nuclear ribonucleoprotein C
(HNRNPC), YTH N6-methyl-adenosine RNA binding protein 1
(YTHDF1) and ‘erasers’ such as fat mass- and obesity-associated
protein (FTO) and α-ketoglutarate-dependent dioxygenase alkB
homolog 5 (ALKBH5) (6–12). m6A dysregulation regulated by
knockdown of genes could result in decreased cell proliferation,
cell death and developmental defects (3).

In recent years, increasing amounts of evidence showed
that genetic changes and dysregulated expression of m6A
RNA methylation genes are correlated with malignant
phenotype closely in different types of cancer (7, 13–17).
For example, knockout of METTL3 disturbs embryonic stem
cell differentiation (18). Depletion of erasers, such as FTO
and ALKBH5, can result in obesity and dysregulation of

Abbreviations: HCC, hepatocellular carcinoma; OS, overall survival; CI,

confidence interval; HR, hazard risk; m6A, N6-methyladenosine RNA

methylation; CNV, copy number variations; METTL3, methyltransferase

like 3; WTAP, WT1-associated protein; RBM15, RNA binding motif protein

15; ZC3H13, zinc finger CCCH domain-containing protein 13; YTHDC1, YTH

domain-containing 1; YTHDF1, YTHN6-methyl-adenosine RNA binding protein

1; HNRNPC, and heterogeneous nuclear ribonucleoprotein C; FTO, fat mass-

and obesity-associated protein; ALKBH5, α-ketoglutarate-dependent dioxygenase

alkB; TCGA, The Cancer Genome Atlas; GISTIC, Genomic Identification of

Significant Targets in Cancer algorithm; DFS, disease-free survival; PCA, principal

component analysis; GSEA, gene set enrichment analysis.

spermatogenesis (3, 9). Knockdown of m6A methyltransferase
can cause regulation of the TP53 signaling pathway relevant
to tumorigenesis (4). Recently, the overexpression of METTL3
result in HCC tumor progression by repressing SOCS2 through
the m6A-YTHDF2 axis in HCC (19). Additionally, down-
regulation of METTL14 as a dismal prognostic factor for HCC
overall survival (20). Therefore, it is surprising that the profile
of genetic alterations affecting m6A regulatory genes and gene
expression of corresponding m6A genes have not been explored
in HCC.

Hence, in our study, we systematically evaluated the genetic
alterations and expression of 13 widely reported m6A RNA
regulators with RNA sequencing data from The Cancer
Genome Atlas (TCGA) (n = 377) datasets. We analyzed the
alteration spectrum and expression of every m6A modification
regulator with regards to different clinicopathological factors,
including survival.

MATERIALS AND METHODS

Patient Data
The datasets GSE14520 and GSE63898 were downloaded from
the expression database GEO (Gene Expression Omnibus,
http://www.ncbi.nlm.nih.gov/geo/) (21, 22). GSE14520 included
a total of 488 samples, 241 samples were paired non-tumor
samples, while the other 247 samples were HCC samples.
Platform Information was [HG-U133A_2] Affymetrix Human
Genome U133A 2.0 Array for 43 samples, and [HT_HG-U133A]
Affymetrix HT Human Genome U133A Array for the other 445
samples. GSE63898 included 228HCC and 168 cirrhotic samples,
and the platform was [HG-U219] Affymetrix Human Genome
U219 Array for all samples. The clinicopathological, mutation,
deletion, amplification, copy number variation and/or survival
data from HCC patients are available via the cBioportal (23), the
TCGA data portal and/or reported in a previous publication (24).
Of the 424HCC patients in the TCGA cohort, matchedmutation,
deletion, amplification and copy number variation (CNV) data
are available for 366 patients via cBioportal (23). We therefore
included only these patients in our genetic alteration analyses.
In addition, of the 424 HCC patients included in our gene
expression analysis, corresponding complete clinical information
are available for 236 patients from the TCGA cohort.

Selection of m6A RNA Methylation
Regulators
We first collected 16 m6A RNA methylation regulators from
published literature (7, 12, 16), and we retrieved the m6A
genes with available gene expression from the HCC TCGA
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FIGURE 1 | Genetic alterations of m6A regulatory genes in HCC. (A) Percentage of HCC samples with mutations or CNVs of the m6A regulators based on the data

from TCGA. (B) Events of copy number gain or loss of m6A regulatory genes in HCC samples. (C) Relationships between Putative copy-number alterations and

mRNA for FTO. (D) Relationships between Putative copy-number alterations and mRNA for ALKBH5.

cohort. This brought a list of 13 m6A regulators. Finally, the
genetic alterations and expression of m6A RNA methylation
regulators in HCC with different clinicopathological factors were
compared systematically.

Statistical Analysis
For gene expression analysis, to investigate the function of m6A
RNAmethylation gene regulators in HCC, we clustered the HCC
into different groups with “ConsensusClusterPlus” (resample
rate of 80%, 50 iterations and Pearson correlation, http://www.
bioconductor.org/). We used PCA with the R package for R
v3.5.1 to explore the gene expression profiles among various
HCC patient subgroups. We performed GO and KEGG pathway
analyses with the Database for Annotation, Visualization, and
Integrated Discovery to annotate differentially expressed genes
in various HCC subgroups. We also analyzed interactions
among m6A RNA methylation regulators from the STRING
database (http://www.string-db.org/). We finally applied gene
set enrichment analysis (GSEA) to evaluate the functions
associated with different HCC subgroups. To determine the
prognostic value of m6A RNA methylation genes, we therefore
performed several univariate Cox regression analyses of their
gene expression in the TCGA cohort. To this end, we confirmed

nine genes that were significantly associated with patient survival
(P < 0.05), which we then selected for further functional
analysis and development of a risk signature (m6Ascore) with
the machine learning algorithm model (25). Finally, four m6A
regulatory genes and their coefficients were determined by R
package “Coxboost” within the training set (All patients were
randomly divided 75% for training and 25% for validation) by
the machine learningmodel (25). Them6Ascore for the signature
was calculated using the formula:

m6Ascore =
∑n

i=1
Coefi∗ xi,

where Coefi is the coefficient, and xi is the relative z-score-
transformed gene expression of selected genes. We used the
above formula to calculate a risk score for each HCC patient in
the training (75% of TCGApatients) and internal validation (25%
of TCGA patients) datasets.

Additionally, the loss and gain levels of CNVs have
been confirmed using segmentation analysis and Genomic
Identification of Significant Targets in Cancer algorithm
(GISTIC) for CNV. To explore the clinical significance of the
CNV or mutation, this TCGA cohort was divided into two HCC
groups: “with mutation and/or CNV of 10 m6A regulatory” and
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FIGURE 2 | Kaplan-Meier curves for overall and disease-free survival of TCGA HCC patients by the presence and absence of (A,B) mutation and/or CNVs of m6A

regulatory genes, (C,D) amplification/copy number gain of VIRMA.

FIGURE 3 | Expression of m6A RNA methylation regulators with different clinicopathological features in HCC. (A) stratified by tumor and normal samples; (B) stratified

by cluster1/2 groups. *P < 0.01; **P < 0.001; ***P < 0.0001.

“without CNV andmutation.”We calculated the gene expression
from RNA-Seq V2 RSEM release, and used log scale before
analyzing the associations between gene expression and CNVs.

Categorical variables applying the chi-square test or Fisher’s
exact test were compared. A Fisher-Freeman-Halton test was
performed for contingency tables that are larger than 2 × 2.
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We used the Mann-Whitney U-test for comparing continuous
variables that were not distributed normally. The Kaplan-
Meier analysis and the log-rank test were used to estimate the
distribution of overall (OS) and disease-free survival (DFS) and
to compare differences between survival curves, respectively.
We then performed multivariate analyses by applying the Cox
proportional hazards regression models. Variables with P < 0.05
(log-rank test) in univariate analysis for OS were included in
the further models. All statistical analyses were conducted by
using the SPSS statistical package, version 24.0 (IBM, Corp.). In
addition, because some comparisons were made using limited
data, the statistical comparisons were correlated for multiple
testing by R software. For all tests, statistical differences were
considered as significant at P < 0.05 (two-sided).

RESULTS

Genetic Alterations of m6A Regulators
Predict Poorer Survival in HCC
Mutations of m6A regulatory genes were found in 8.5%
(31/366) of HCC (Figure 1A). We identified gene variation in
copy number in 23.0% (84/366) of patients (Table S1, detailed
information in Table S2). A comparable frequency of copy
number loss which is measured as shallow deletion by using
GISTIC (n = 33) and copy number gain (n = 46) of m6A genes
(Figure 1B). Copy number loss of VIRMA is the most frequent
among the HCC cohort (59/366, 16%; Figure S1). Notably, 6.3%
(23/366) of HCC patients obtained copy number loss and gain
of more than one m6A genes simultaneously (Table S3). In
seven of those 23 cases, an amplification of an m6A writer or
m6A reader was investigated with a shallow or deep deletion of
m6A eraser genes concomitantly (Table S3), which indicated a
potential synergistic change of m6A enzymes that may result in
increased levels of m6A RNA modification. Shallow deletions of
ALKBH5 and FTO conferred reduced mRNA expression of these
m6A genes significantly (Figures 1C,D). While copy number
gain of METTL3, VIRMA, YTHDF1 and YTHDF2 conferred a
significant increase in its RNA expression (Figure S2). Hence,
copy number gain and shallow deletion might lead to the
decreased and increased mRNA expression of m6A genes.

Genetic Changes of m6A Genes Were
Correlated to Clinicopathological and
Molecular Characteristics
It was determined whether mutations or copy number variations
(CNVs) of m6A regulators are correlated with HCC clinical and
molecular characteristics. Mutations or CNVs of METTL14,
METTL3, VIRMA, RBM15, ZC3H13, WTAP, YTHDC1,
YTHDC2, YTHDF1, YTHDF2, HNRNPC, FTO, and ALKBH5
as a subgroup were significantly correlated with lower albumin
(P = 0.038, Table S1), and poorer tumor stage in HCC (P <

0.0043, Table S1). In addition, we observed a significant increase
in the status of TP53 mutations (P < 0.012, Table S1), TERT
mutations (P = 0.018, Table S1), and ARID1A mutations (P
= 0.047, Table S1) in HCC patients obtaining genetic changes
of m6A genes. These above molecular characteristics also were

correlate with mutations of m6A regulators alone, except for
TERT mutations (Table S1). However, TERT (P = 0.011)
and ARID1A mutations (0.0037), except for TP53 mutations
(26) were also correlate with CNVs of m6A regulators alone
(Table S1), which might be because of the small sample sizes for
mutations and CNVs associated with most mutated HCC genes.

We also determined whether shallow or deep deletion
of VIRMA is correlate with the clinical and molecular
characteristics. Consistent with our results for all m6A regulators,
amplification/copy number gain of VIRMA was significantly
correlated with poorer clinical stage and the presence of TP53
and TERT mutation in this HCC cohort (P =0.04, P = 0.027,
respectively; Table S4). TP53 and TERT mutations were also
present in HCC patients with amplification/copy number gain of
VIRMA (Table S4). Kaplan-Meier analyses evaluating the impact
of genetic changes for m6A regulators on OS and DFS in HCC
patients were performed. As a group, HCC patients with the
mutation of any of m6A regulators had a worse OS (P = 0.004)
and DFS (P = 0.0148, Figures 2A,B). In addition, unfavorable
OS were prominent in HCC patients who had amplification/copy
number gain of VIRMA (Figures 2C,D).

Of all clinical and molecular characteristics regarded as the
de novo HCC cohort, higher grade T classification (T>0),
higher grade of stage and ARID1A, TP53 mutations and genetic
alterations of any m6A genes were associated with poorer OS
in univariate Cox analysis significantly (Table S5). Therefore, we
investigated the impact of m6A gene mutations or CNVs on
the HCC outcome with poor clinical characteristics. Changes
of m6A genes as a subgroup were correlated with poorer
OS in HCC patients regardless of stage, TP53, and ARID1A
mutations (Table S6). These genetic alterations did not confer a
worse OS in patients with higher grade T classification (T>0),
tumor grade or ARID2, TERT mutations (Table S6). We then
identified the HCC patients’ survival according to whether they
showed combined TP53 mutations and genetic changes of m6A
genes. Almost half of the patients with mutated TP53 (40%,
Table S1) had ≥1 genetic change of m6A gene. We further
explored the gene expression of m6A regulatory genes between
wild-type and mutated TP53. Interestingly, we found the m6A
eraser genes showed significantly lower expression in mutated
TP53 group than the wild-type group, but the m6A writer
and reader genes showed significant higher expression in TP53
mutated group. It indicates that higher m6A levels among HCC
patients were parallel with the mutation rates of TP53 during the
carcinogenesis or initiation in HCC. The group of TP53 mutated
patients had poorer OS than those patients not obtaining any of
these genetic changes (Table S7).

A Strong Correlation Between Genetic
Alterations of m6A Genes and TP53
Mutations
Since mutations, amplifications, deletions, and/or CNVs of m6A
genes were relatively restricted to patients with wild-type TERT
and ARID1A (88.5%, Table S1), we then identified whether
these genetic changes affect OS stratified by the status of TERT
or ARID1A mutation. Poorer OS were seen in HCC patients
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FIGURE 4 | Differential clinicopathological features and overall survival of HCC in the cluster1/2 subgroups. (A) Consensus clustering cumulative distribution function

(CDF) for k = 2–10. (B) Relative change in area under CDF curve for k = 2–10. (C) Principal component analysis of the total RNA expression profile in the TGGA

dataset. (D) Kaplan–Meier overall survival (OS) curves for HCC patients according to cluster1/2.

FIGURE 5 | Interaction among m6A RNA methylation regulators and pathway analysis of HCC in cluster1/2 subgroups. (A) The m6A modification-related interactions

among the 11-m6A RNA methylation regulators. (B) Spearman correlation analysis of the 13-m6A modification regulators. (C–H) GSEA revealed that genes with

higher expression in cluster1 subgroup were enriched for hallmarks of malignant tumors.
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with wild-type TERT who had more than one genetic change
of m6A genes (P = 0.001, Table S7). Notably, these patients
also have worse OS (P < 0.05) compared to those patients
who had mutated TERT but had no genetic changes of m6A
genes (Table S7). Genetic changes of m6A genes as a subgroup
were also significantly associated with a worse OS in wild-
type ARID1A patients (P = 0.009, Table S7). A combination of
molecular analysis of m6A genes might be valuable to identify a
worse outcome in HCC patients who had neither been classified
as “poor risk” because of the presence of mutated TERT (27),
nor better survival outcome conferred by ARID1A mutations
(28, 29), particularly in the TP53 wild-type HCC patients. From
a multivariate Cox analysis including variables correlated with
worse survival, genetic changes of m6A genes, as a subgroup was
not an independent factor for OS (Table S8). Genetic changes of
m6A genes, however, predicted poorer OS independently (HR =

1.8; 95% CI, 1.2–4.4; P= 0.010) when the variable TP53mutation
was excluded from the original model (Table S8).

Consensus Clustering of m6A RNA
Methylation Regulators Identified Two
Clusters of HCC With Distinct Clinical
Outcomes and Characteristics
Considering the important biological functions of each m6A
RNA genes in the HCC tumorigenesis, we explored the mRNA
expression of each m6A regulators between tumor and normal
tissues systematically. The expression level of each m6A RNA
methylation regulator between tumor and normal are presented
as heatmaps (Figures 3A,B), showing that the expressions of
most m6A RNA methylation regulators are significantly higher
in tumor than normal group (Figure 3 and Figure S3), except for
METTL14 and ZC3H13 (but the expression still trends higher
among tumor group than normal). We then validated these
regulatory genes in our 69-paired HCC tumor and normal tissues
by RT-PCR, which showed the same results as in the TCGA
dataset (data were not shown).

Based on the expression similarity of m6A RNA regulators,
k =3 seemed to be a suitable selection with clustering stability
increasing from k = 2 to 10 in the TCGA datasets (Figure 4;
Figure S4). However, we found that 116 out of 371 HCC patients
clustered into one of these two groups in the TCGA dataset
(Figure 3B). Hence, we compared the clinical characteristics
of these two groups clustered by k = 2, including cluster1
and cluster2 (Figure 4D). The cluster2 subgroup is significantly
correlated with no metastasis (P < 0.0001), lower grade (P <

0.01), and lower stage (P < 0.0001; Figure 3B). The cluster1
subgroup mainly contains HCC with higher grade and clinical
stage at diagnosis. In addition, we observed a shorter OS in the
cluster1 subgroup than the cluster2 group (median survival: 76.1
months vs. 90.1 months) (Figure 4D).

Categories Identified by Consensus
Clustering Are Closely Correlate to the
Malignancy of HCC
The above results indicated that the clustering results were
closely associated with the malignancy of the HCC. To

better comprehend the interactions among these m6A RNA
methylation regulators, which is significantly differentially
expressed in tumor and normal tissues, we also analyzed the
interaction (Figure 5A) and correlation (Figure 5B) among
these gene regulators. WTAP, METTL3 and ALKBH5 seems
to be the hub gene of the “writers” and “erasers,” and
WTAP’s interactions or co-expressions with RMB15, YTHDC1,
YTHDF1, YTHDF2, YTHDC2, METTL3, KIAA1429, are
validated by experimental data and by text mining in the
String database (Figure 5A). In addition, METTL3’s interactions
or co-expressions with ALKBH5, WTAP, YTHDF1, RBM15,
KIAA1429, YTHDC1, HNRNPC and FTO. The expression
of WTAP was significantly associated with the “readers”
of YTHDC1, YTHDF2, HNRNPC and YTHDF2 in HCC
(Figure 5B). The expression of METTL3 was also significantly
associated with “readers” of HNRNPC and YTHDC1 (P <

0.05). All these 11 differentially expressed m6A regulatory
genes correlated each other, suggesting complicated mechanism
underlying each interaction groups in HCC (Figure 3A), but
the expressions of YTHDF2 were not significantly correlated
with YTHDC2 and METTL14 in HCC (Figure 5B). Moreover,
the expressions of all m6A regulatory genes were positively
correlated with each other in HCC (Figure 5B). These findings
were consistent with the expression levels of WTAP, METTL3,
RBM15, KIAA1429, YTHDF2, YTHDF1, FTO, and ALKBH5
being positively correlated with the increasing HCC malignancy.

We then further applied principal component analysis (PCA)
to compare the transcriptional profile between cluster1 and
cluster2 groups. The findings revealed a clear difference between
them (Figure 4C). We determined genes that were upregulated
significantly (Score (d) for SAM > 8, fold change >2, and
normalized P < 0.01) or downregulated [Score(d) for SAM <

−8, fold change < 0.5, and normalized P < 0.01] in the cluster1
group, and then annotated their functions by pathway analysis
for biological processes (Figures 5C–H).

The gene set enrichment analysis (GSEA) showed that cell
cycle, notch signaling pathway, splicesome, ubiquitin mediated
proteolysis and pathways in cancer were significantly associated
with the cluster1 (Figures 5C–H, Table S9), while for cluster2,
GSEA results showed metabolism-related pathways, including
primary bile acid biosynthesis, drug metabolism and tryptophan
metabolism (Table S10). All of these results showed that the two
clusters determined by consensus clustering are closely associated
with the carcinogenesis of HCC.

Prognostic Value of m6A RNA Methylation
Genes and a Risk Signature Built by
Four-Selected m6A RNA Regulators
We then investigated the prognostic value of m6A RNA
regulators in HCC. We conducted a univariate Cox analysis
on the gene expressions in the TCGA dataset (Figure 6). The
results revealed that nine out of thirteen genes are significantly
associated with OS (P < 0.05). Among these nine genes
(Figure 6B), all the KIAA1429, WTAP, METLL3, YTHDC1,
YTHDF2, YTHDF1, HNRNPC, RBM15, and ZC3H13 are risky
genes with HR > 1. Furthermore, to better predict the HCC
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survivals with m6A RNA regulators, we applied the machine-
learning model (Coxboost regression) to the nine prognosis-
associated genes (Figure S3B) in the 75% TCGA dataset, which
was used as a training cohort (Figure 6A). Four genes, including
METTL3, KIAA1429, YTHDF2 and YTHDF1, were then selected
to construct the risk signature according to the minimum
criteria, and the coefficients derived from the Coxboost algorithm
were applied to calculate the risk score for both the training
dataset (75% TCGA) and the validation dataset (25% TCGA). To
evaluate the prognostic value of the seven-m6A risk signature,
we divided the HCC patients in the training set (n = 278)
and validation set (n = 93) into low- and high-risk groups
according to the median value of risk score and saw the
significant differences in OS between the two clusters (both
P = 0.002; Figure 6A). In addition, the prognostic value of
m6Ascore are also prominent in another two GEO datasets
(all P < 0.05; Figure S7). The heatmap shows the expression
of the four selected m6A RNA regulators in the two groups
including high- or low-risk HCC patients in the TCGA dataset
(Figure 6A). The significant differences between the high and
low risk groups with regards to metastasis (P < 0.001), tumor
grade (P < 0.01) and clinical stage (P < 0.001) can be seen.
The multivariate analysis showed the m6Ascore signature is an
independent factor for OS in HCC patients (HR= 1.886, 95%CI
1.321–2.692, P < 0.001; Figure 6C). The ROC curve analysis
showed that the m6Ascore can predict overall survival very well
at 2,000 days (AUC = 0.70), 3-year survival (AUC = 0.69),
cluster1/2 subgroups (AUC = 0.87) and TP53 mutations (AUC
= 0.68; Figure S5). Furthermore, we explored whether m6Ascore
could discriminate distinct survival stratified by TP53 mutations.
The results showed m6Ascore can predict overall survival at
2,000 days well in TP53 mutations (AUC = 0.70) and TP53
wild-type (AUC = 0.61). These findings showed that the risk
scores calculated by that signature could accurately predict HCC
patient clinical outcomes and characteristics, especially for the
cluster1/2 groups.

DISCUSSION

It remains a major challenge that identifying new molecular
biomarkers tutors the evolvement of anti-HCC treatments. Our
findings favored an evident association between genetic changes
of m6A genes and TP53 mutation. One is confounding the
other in predicting the prognosis of an HCC patient, which
indicates that both might be complementary in the HCC
pathogenesis or maintenance. The molecular biomarkers to
identify tumor subtypes and patients prognosis still demand
continuous refinement (30, 31). Regarding that, the m6A
modification to mRNA owned wide biological functions; its
impairment might be correlated with the progression of HCC.
The currentWHO classification emphasized epigenetic modifiers
during the process of HCC clonal evolution as being mutated
(30, 32, 33). Novel genetic subgroups embrace gene mutations
that encode TP53 and epigenetic modifiers (27, 30, 32, 33).

Our research is the first to identify some clinical associations
and effect of genetic changes influencing m6A genes in HCC.

Although one previous study has showed that some m6A
regulators, such as METTL3 and YTHDF1 were upregulated
in HCC, and they were independent poor prognostic factors
(34), we not only demonstrated that the expression of combined
m6A regulators genes is also closely correlated with the
prognosis of HCC, but also showed that a remarkable correlation
between genetic changes of those m6A regulators as a whole
group and the status of TP53 mutations (Table S1). More
importantly, genetic changes of m6A regulators correlated
with poorer clinical prognosis in HCC patients, even though
this might be confounded by the unfavorable effects of the
status of TP53 mutations on HCC survival (35). It has been
revealed that the loss of METTL3 lead to alternative mRNA
splicing and mRNA expression changes of more than 20 genes
which are involved in the TP53 signaling pathway including
MDM2, and P21 in HCC (4, 35). It is reasonable that genetic
changes of m6A genes, TP53, or its regulator/downstream-
molecular targets result in complementary pathways to the HCC
pathogenesis. Hence, further studies in larger HCC cohorts
could help confirm our results and spur future research into
the functional effects of m6A RNA modification in HCC
and its association with carcinogenesis pathways, especially for
TP53 signaling.

Because our study has showed genetic changes of m6A
genes, giving a deeper insight into their mechanism and link
to HCC tumorigenesis pathways, the expressions of regulatory
genes associated with clinical characteristics and its prognostic
value have not been explored. Hence, we firstly determined two
HCC subgroups, cluster1/2, by consensus clustering according
to the mRNA expression of m6A regulators. The subgroups
of cluster1/2 not only affect the HCC prognosis but also were
closely associated with functional processes and cancer signaling
pathways. Additionally, we established a novel prognostic risk
signature with four m6A RNA regulators, stratifying the OS with
HCC into high- and low-risk groups.

Because of the tumor tissue specificity of the “writers,”
“erasers,” and “readers,” these genes involved in m6A
dysregulation would be diverse in different cancers (32, 36).
Among the m6A RNA methylation regulators, the writer
METTL3 is often highly expressed in tumors and contributes to
HCC tumorigenesis (19), which is consistent with our results;
while METTL14, down regulated in HCC, acts as an unfavorable
prognostic factor for HCC (8, 19). The reader YTHDF2 and
the eraser FTO promotes cancer cell proliferation in pancreatic
cancer and glioma (17, 37, 38). These results indicated that
upregulation or downregulation of any m6A methylation
regulators are associated with deregulated RNAs in cancers,
and the same m6A regulators might have different biological
functions in various cancers (9, 20, 37, 39).

In our HCC cohort, the frequency of genetic changes of the
13-m6A genes was much higher than that showed in AML (7),
suggesting that the dysregulation of m6A may play a vital role in
HCC carcinogenesis. Additionally, there was a high frequency of
concurrent genetic changes of two regulatory genes, suggesting
that m6A writer gene and reader gene might play a synergistic
role during the process of RNAm6Amodification (14, 20, 37, 40).
In TP53-mutated samples, the expression of writer and reader
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FIGURE 6 | Risk signature with four m6A RNA methylation regulators. (A) Heatmap and clinicopathologic features of the two groups (risk low/high) defined by the

m6A RNA methylation regulators consensus expression. (B) The process of building the signature containing 13 m6A RNA methylation regulators. The hazard ratios

(HR), 95% confidence intervals (CI) calculated by univariate Cox regression. (C) The process of building the signature containing four m6A RNA methylation regulators

calculated by machine learning model. (D) Kaplan–Meier overall survival (OS) curves for HCC patients according to m6Ascore. *P < 0.01; **P < 0.001; ***P < 0.0001.

genes, such as METTL3, RBM15, YTHDF1, and YTHDF2, were
higher than wild-type samples, while the eraser genes, FTO and
ALKBH5 were lower than the wild-type group (Figure S6). It
indicates that the levels of m6A may correlated with the rate of
TP53 mutations in HCC.

Unlike the CNVs in AML, most of the CNVs in writer and
reader genes lead to the gain of function with up-regulation
of the corresponding genes, while CNVs of the eraser genes
were mainly gaining function resulting in down-regulation of the
relevant genes. Regarding the opposite effect on m6A status for
those two gene groups, these genetic changes increased the m6A
level in HCC. Consistent with our findings, many researches on
other cancers, like colorectal and pancreatic cancer (6, 20, 31,
36, 38, 40, 41) have also observed the up-regulated m6A level.
This could be explained by the associations between m6A and
cellular differentiation pathways controlling cancer stem cell fate
(29, 31, 42).

We also comprehensively analyzed the expression of all m6A
RNA regulators in HCC with different clinical characteristics.

As an m6A methylation writer, the expression of METLL3
was increased in tumor group, higher tumor grade and stage.
WTAP expression was significantly increased in higher-grade
and metastasis. For the m6A methylation readers, the expression
of HNRNPC, YTHDF1, and YTHDF2 was also significantly
increased in higher tumor grade and stage. Interestingly, the
expression of FTO was decreased in no metastasis, lower
tumor grade and stage. Taken together, the expression of m6A
RNA regulators is closely correlated with malignant clinical
characteristics in HCC. These results are also helpful for
establishing new therapeutic methods through characterizing the
expression of individual m6A regulators in HCC, as chemicals
targeting m6A methylation are regarded as a novel method of
cancer treatment (43).

Whether the expression level of m6A RNA methylation genes
could be applied as a prognostic biomarker plays a vital role in the
research of cancers. In this study, our HCC prognostic signature
derived using four m6A RNA methylation regulators was found
to stratify the OS for TP53mutations and cluster1/2 subgroups. A
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similar scenario was also seen in the multivariate Cox regression
analysis. This might be caused by the strong association between
the m6Ascore and TP53 status.

CONCLUSIONS

Overall, our results systematically revealed the genetic changes,
mRNA expression, potential biological function, and clinical
prognostic value of m6A RNA methylation regulators in HCC.
We observed a remarkable relationship between the genetic
changes and different expressions lead to increasedm6A level and
poorer clinical prognosis. It is reasonable that genetic changes
of m6A modifiers, TP53, or its regulator/downstream spots
contribute in complementary pathways to the pathogenesis of
HCC. Additionally, the expressions of m6A RNA methylation
regulators are associated with the increased expression levels
of genes significantly enriched in the biological processes and
cancer signaling pathways that facilitate the HCC malignant
progression. Finally, our research confers vital evidence for future
investigation of the role of mRNA m6A methylation in HCC.
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Prediction of stable peptide binding to Class I HLAs is an important component for

designing immunotherapies. While the best performing predictors are based on machine

learning algorithms trained on peptide-HLA (pHLA) sequences, the use of structure

for training predictors deserves further exploration. Given enough pHLA structures, a

predictor based on the residue-residue interactions found in these structures has the

potential to generalize for alleles with little or no experimental data. We have previously

developed APE-Gen, a modeling approach able to produce pHLA structures in a scalable

manner. In this work we use APE-Gen to model over 150,000 pHLA structures, the

largest dataset of its kind, which were used to train a structure-based pan-allele model.

We extract simple, homogenous features based on residue-residue distances between

peptide and HLA, and build a random forest model for predicting stable pHLA binding.

Our model achieves competitive AUROC values on leave-one-allele-out validation tests

using significantly less data when compared to popular sequence-based methods.

Additionally, our model offers an interpretation analysis that can reveal how the model

composes the features to arrive at any given prediction. This interpretation analysis can

be used to check if themodel is in line with chemical intuition, and we showcase particular

examples. Our work is a significant step toward using structure to achieve generalizable

and more interpretable prediction for stable pHLA binding.

Keywords: structural modeling, random forests, machine learning, HLA-I, peptide binding, docking,

immunopeptidomics, antigen presentation

1. INTRODUCTION

Class I Major histocompatibility complexes (MHCs), also known as Human Leukocyte Antigens
(HLAs) for humans, are the major players in the endogenous peptide presenting pathway. In
this pathway, HLA receptors are loaded with intracellular peptides of length 9–11 amino acids
(1). If the binding is stable enough, the resulting peptide-HLA (pHLA) complexes will end up
traveling from the endoplasmic reticulum (ER) all the way to the cell surface (2). Surveilling T-
cells can inspect the pHLAs and engage an immune response, particularly when the inspected cell
is diseased and is presenting immunogenic peptides (i.e., peptides capable of triggering T-cells for
being somewhat unusual relative to self peptides). This mechanism is one of the ways personalized
immunotherapy has been used to attack tumor cells, through for example, finding T-cells that can
target tumor-specific peptides being presented by the patient’s HLAs (3).
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Inside the ER, peptides are loaded onto the HLA, which is in
a peptide-receptive state (4). Thus, peptides that make it to this
stage are “trial” bound to the HLA, and only stable complexes
make it to the cell surface. Experimentally, mass spectrometry
(MS) can be used in combination with acid elution to identify the
peptides that are found on the cell surface. Therefore, peptides
found with MS can be assumed to be stable (5). However, in
the context of personalized immunotherapy, being able to run
a fast and accurate computational screening for stable pHLAs
would save time and reduce costs, thus prioritizing resources and
contributing to better outcomes.

Most of the current methods are based on building a model
to predict binders/non-binders using peptide sequences (6–8).
NetMHC is the most popular method that trains a neural
network to classify binders/non-binders using a dataset of
experimental binding affinity measurements (7). It was later
shown that binding stability (half-life) is a better measure for
immunogenicity over binding affinity, and NetMHCstab was
developed using a dataset of experimental half-life measurements
(9). While stability may be a more relevant quantity to
immunogenicity, more data is available for binding affinity (10),
and so NetMHC remained a popular method for binder/non-
binder classification. That is until the rise of availability of
MS data (11), which can provide a plentiful source of peptide
binders directly eluted from different cell types (12, 13). Methods
such as NetMHCpan have also used MS data, along with data
from experimental binding assays, to enhance the prediction of
binding affinity (14). Peptides found with MS can be assumed to
have somewhat high binding affinities, since low affinity binders
are probably lost during the steps preceding peptide elution. In
addition, peptides foundwithMS can also be assumed to be stable
binders, since the pHLA complex must have been stable enough
to make it to the cell surface. Hence, methods that use MS data
for training are implicitly predicting both affinity and stability. In
this work, a large portion of our dataset is derived from MS data
for training a predictor of HLA-binders from structure.

Prediction models are typically built on a per-allele basis,
so that the only information required for training are peptide
sequences known to bind to that specific allele (7, 8). Approaches,
such as NetMHC, are then restricted to alleles which have
sufficient experimental data. In this work, we are interested
in developing a single model to classify binders from non-
binders across any allele. Such models are also known as pan-
allele models and are trained using all of the available pHLA
data as one dataset. Thus, pan-allele models have the potential
to generalize across alleles and provide accurate predictions
for a given pHLA even if little or no experimental data
exists for the particular HLA. Sequence-based methods, such
as NetMHCstabpan and NetMHCpan, have been developed for
this purpose (14, 15). However, pHLA structures could also
form the basis for generalizable models, which could work for
any allele. If the stability of a pHLA complex is most directly
influenced by the chemical interactions found in the structure,
then a machine learning algorithm can be used to map these
interactions to stability. The information that is specific for a
given allele is implicitly encoded in the interactions found in
the structure, so any pHLA structure can be treated in the same

way during training (i.e., no sequence or structural alignment is
required). In other words, machine learning models developed in
this formulation are automatically pan-allele.

Another benefit of the model described in this work,
which combines the use of structural information with less
complex machine learning methods, is greater interpretability.
While sequence-based methods such as NetMHCstabpan and
NetMHCpan produce highly accurate predictions, these models
are not particularly interpretable since they rely on neural
networks. Neural networks arrive at a particular output through
repeated, non-linear operations, starting from the input features.
Thus, it is difficult to analyze the contribution of a particular
feature toward any given prediction. However, machine learning
models with less complexity, such as random forests, allow more
interpretation (16). In turn, the ability to assess the contributions
of particular features and mapping these contributions back to
the input pHLA structures can be a powerful tool for checking
whether the model is in line with chemical intuition.

Although the use of structural information to create
generalizable HLA-binding predictionmethods has been pursued
by many groups in the past, these efforts have been greatly
impaired by the computational difficulty in modeling pHLA
structures (17). In addition, the massive number of possible
combinations involving different HLA alleles and peptide
sequences is significantly greater than the number of pHLA
crystal structures determined experimentally (e.g., less than
1,000 structures available in the PDB at the time of this
writing). Therefore, the development of structure-based binding
prediction methods requires large-scale modeling of pHLA
complexes. Unfortunately, previously available approaches for
generating pHLA structures either do so in a simplistic manner
(e.g., peptide threading) (18) or require running for long times
per structure, which renders large-scale modeling infeasible
(19–22).

Once a 3D structure has been generated for a given
pHLA (e.g., through some type of sampling), it is usually
passed to a scoring function, which is a sum of energy-
related terms aimed at quantifying the binding strength.
The weights of these scoring functions can be optimized
for pHLAs, (21) or even for specific HLA alleles (23). For
instance, structural features based on energy-related terms from
the Rosetta scoring function (along with sequence features)
were used as input for machine learning, and applied to
a training set of 1,000 structures for a single MHC allele
(24). Alternatively, simulations of pHLA structures have also
produced accurate binding predictions (25). Methods based
on molecular dynamics, such as PB/GBSA, have been used
to assess binding strength (26). Monte Carlo approaches,
such as the one available in the Rosetta package, have also
been used to characterize peptide binding profiles for a given
allele (27). Unfortunately, simulation approaches are even
more computationally expensive than aforementioned modeling
methods, also preventing their use in a large scale. Therefore,
more research is needed in using a purely machine learning
approach to map structures onto binding strength predictions,
which will likely be enabled by the availability of large datasets of
pHLA structures.
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In this work, we use pHLA structures to predict stable binding.
Ideally, a dataset of experimental half-life measurements (like
in (15)) that spans multiple alleles would be used here in a
regression framework, but such datasets are not readily available
or easy to produce. Thus, we rely only on MS data for our
source of stable peptide binders, and work within a classification
framework (i.e., classifying peptides as stable binders or non-
binders). Then, starting from pHLA sequences, we perform
large-scale structural modeling. We have recently developed a
new method to model pHLA structures called the Anchored
Peptide-MHC Ensemble Generator (APE-Gen) (28). APE-Gen
has the ability to rapidly generate native-like conformations of
pHLA complexes, by leveraging the conserved positioning of the
peptide’s so called “anchor residues” to particular pockets of the
HLA binding cleft. With the development of APE-Gen, we can
now use machine learning on pHLA structures on a scale that
has not been reached before. The rest of this paper is organized
as follows. In the next section, we will describe our approach
(Figure 1) of (i) generating pHLA structures, (ii) extracting
simple features based on pHLA interactions, and (iii) training
a random forest model to classify binders from non-binders.
Finally, we show that our model produces high values for the
area under the receiver operating characteristic curve (AUROC)
in validation tests, and showcase the greater interpretability of the
results as compared to neural network approaches. The generated
dataset of pHLA structures provides new opportunities to build
improved structure-based models to assess pHLA binding, and
our model can serve as a benchmark for future models.

2. METHODS

2.1. Generating Peptide-HLA Structures
The dataset of pairs of peptide sequences and HLA alleles was
obtained from two different databases. The list of stable binders
to a given HLA allele (i.e., positive labels) was taken from
a dataset curated by the authors of ForestMHC (16). Their
curated dataset is derived from multiple sources, including the
SysteMHC Atlas (11), which is a database of eluted peptides
from MS experiments. For the polyallelic samples, they used

MixMHCpred (29) to deconvolute the samples to a specific
allele among a set of multiple well-defined alleles (polyallelic
samples). They discarded samples which could come from alleles
that MixMHCpred did not support. Note that only 9-mers were
considered by ForestMHC (16), so our method was also only
trained on 9-mers. However, in principle, other n-mers could be
considered by our method as well.

A list of unstable peptides (i.e., negative labels) was obtained
from a curated dataset of experimental binding assays, mostly
coming from IEDB (30), which was prepared by the authors
of MHCFlurry (8). This dataset differs from the previous, as
there is an associated value representing the binding affinity
measurement of the peptide to the HLA. Since we are interested
in finding negative labels, we applied a threshold on the
binding affinity with the assumption that low affinity binding
implies unstable binding. All pHLA pairs with binding affinity
measurements greater than 20,000 nM were extracted from the
MHCFlurry dataset. Thresholds are typically set to 500 nM,
where peptides with affinity values below this threshold are
predicted to be strong enough binders to be presented by the
corresponding HLA in the cell surface. Since there do exist
peptides that are presented with affinity values greater than 500
nM, we applied a conservative threshold in order TO have more
confidence that our dataset of non-binders consists of peptides
that are not presented by the corresponding HLA.

Finally, APE-Gen (28) is used to model all of the peptide
sequences bound to a given HLA allele. HLAs which did not
have a crystal structure available in the PDB were modeled
with MODELLER (31), using the corresponding HLA sequence
from IMGT (32), and a structural template of an HLA allele
from the same supertype classification (33). This is possible
due to the conserved tertiary structure of HLA molecules
(34), and the fact that alleles within the same supertype share
similar peptide binding characteristics (33). Briefly, APE-Gen
runs rounds of the following three steps: anchor alignment,
backbone reconstruction, and side-chain addition with energy
minimization. The list of flexible HLA residues is derived from
a list of known important residues for peptide binding (33). A
single round of APE-Gen is used per pHLA complex, taking

FIGURE 1 | Overview of the method to go from sequence to structure-based features for classification. APE-Gen is used to model pHLA structures, then featurization

is done by extracting the residue-residue interactions between peptide and HLA. The final random forest model is trained on these structure-based features.
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approximately 2 min to model per complex across 6 cores on an
Intel Xeon Platinum 8160. The anchor constraint was changed to
4 Angstroms (from the default 2 Angstroms), since it is expected
that the anchor interactions of non-binders will be more unstable
when undergoing the energy minimization step of APE-Gen. All
other parameters are kept at their default (28). For a given pHLA,
APE-Gen generates an ensemble of pHLA conformations. This
ensemblemay include some additional information that ismissed
when only analyzing a single conformation (35). Therefore, we
considered two datasets for training. The first is to simply take
the best scoring conformation per pHLA, according to the default
scoring function used in APE-Gen, which is Vinardo (36). The
second is to take the whole ensemble of each pHLA, pooling
every conformation into the dataset. The median number of
conformations generated per pHLA is 18. Note that the number
of conformations generated per pHLA is not constant due
to filtering steps done within APE-Gen (Figure S1). APE-Gen
is open-source and available at https://github.com/KavrakiLab/
APE-Gen.

2.2. Featurization
Each pHLA conformation generated with APE-Gen is then
transformed into a feature vector containing information on the
residue-residue interactions between the peptide and HLA. The
feature vector for a given conformation contains 210 elements,
representing the total number of possible pairings between the
20 amino acids, including interactions between two residues
of the same type. Each element represents the amount of a
particular type of interaction (for example, between alanines and
leucines) found in the conformation. The amount of interaction
is quantified as the sum of some function of the residue-residue
distances, which is defined as the distance in Angstroms between
the nearest two heavy atoms computed using the MDTraj Python
package (37). Intuitively, such a function should have a high value
for low residue-residue distances and monotonically decrease
as the residue-residue distance increases in order to represent
the amount of interaction. In this work, we consider three
functions: the reciprocal, reciprocal squared, and a sigmoid
function (Figure S2). The sigmoid function was chosen such that
a value of 0.5 occurs at 5 Angstroms. Residue-residue contacts are
usually defined within the range of 4.5-5 Angstroms (38).

As an example, assume the function is simply the reciprocal
of the residue-residue distance. Furthermore, assume that the
fourth element in the feature vector represents interactions
between an arginine and aspartic acid. The order of the
interactions may be chosen arbitrarily, but is fixed across all
pHLA structures. In this scenario, we start by measuring all
the distances between arginines in the peptide and aspartic
acids in the HLA, as well as between arginines in the HLA
and aspartic acids in the peptide. Then, the value for the
fourth element in the feature vector is computed as the sum
of the reciprocal values of the measured distances. Note that in
this implementation peptide-peptide and HLA-HLA interactions
were ignored, since interactions between peptide and HLA are
expected to have a more direct contribution to stability. With this
featurization process, small values in the feature vector represent
little interaction for the particular residue-residue pair. Values of

exactly zero indicate that the corresponding interaction was not
found in the conformation. Conversely, large values represent
instances where there was significant residue-residue contact
(i.e., low residue-residue distances) found in the conformation.
Note that in our construction, only simple, homogenous features
based on residue-residue distances between the peptide and
HLA are extracted for the model, as opposed to more complex,
heterogenous features that were based on energy terms from a
scoring function (24).

2.3. Model Selection
Models were chosen with five-fold cross validation using the
area under the receiver operating characteristic curve (AUROC)
as the main metric. The receiver operating characteristic curve
plots the true positive rate and false positive rate across different
thresholds of the output probability, where a random guess would
produce an AUROC of 0.5 and a perfect classifier produces
an AUROC of 1.0. We tried three different classifiers, namely
logistic regression, gradient boosting, and random forest, across
a variety of parameterizations and featurization functions. For
each model type, we also tested whether the use of the whole
ensemble of conformations improved the final AUROC score.
The implementation of the models and analysis is done using
Scikit-Learn (39).

3. RESULTS

3.1. Generalizability
3.1.1. Random Forest Was the Most Robust Model
The final dataset consisted of 155,562 pHLA structures across
99 different alleles, which is to-date the largest dataset of
modeled pHLA structures. Within this dataset, 43 alleles have
available experimental data on both binders and non-binders.
The identity of all modeled pHLAs in this dataset can be
found in the Supplementary Material. In total, about 300,000
CPU-hours were required to generate the dataset. There is an
approximately 70:30 binders/non-binders ratio across the two
sources of data, so class weights were adjusted for all models
given the imbalance of class labels. The five-fold cross validation
results of the three classifiers tested can be found in Table 1.
These results relate to the use of the best parameters found for
each type of model, across the three different featurization types.
Results for all tested parameters can be found in Tables S1–S3.
We find that across the parameters tested, logistic regression
performs the worse, while random forest and gradient boosting
classifiers give the most robust results as the AUROC values are
consistently high with little variation. The overall best performing
model was based on random forests (average AUROC: 0.978)
with an ensemble of 1,000 decision trees, which use about 7
features (log2210) and Gini impurity to determine the quality of
a split.

3.1.2. Ensemble Dataset With Sigmoid Featurization

Improves Performance
With the random forest model, we tested whether training with
the whole ensemble of conformations produced by APE-Gen
could further increase the AUROC. This dataset consists of
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TABLE 1 | Average AUROC values from five-fold validation tests across different

classifiers and different featurizations.

Model Feat AUROC

rf 1/d 0.978 (0.000)

rf 1/d2 0.976 (0.001)

rf sig 0.975 (0.001)

gb 1/d 0.970 (0.002)

gb 1/d2 0.970 (0.001)

gb sig 0.977 (0.001)

lr 1/d 0.875 (0.003)

lr 1/d2 0.880 (0.002)

lr sig 0.882 (0.001)

Only the best parameters per classifier are shown. rf stands for random forest, gb stands

for gradient boosting, and lr stands for logistic regression. Average AUROC values are

reported along with standard deviations. Random forest classifiers produce the most

robust models.

2,825,185 data points with an average of about 18 conformations
per pHLA. All of the conformations for a given pHLA are
pooled together with the same appropriate label. Across the three
different featurization types, a random forest model was trained
on the ensemble-enriched dataset of pHLA conformations.
Therefore, when testing on an unseen pHLA, APE-Gen is first
run to generate an ensemble of conformations. Each featurized
conformation is then classified with the model and the output
probabilities are averaged to produce the final output. The five-
fold cross validation results using the random forest model
across the featurization and dataset types are presented in
Table 2. We find that across all the different configurations, the
best performing random forest model uses the sigmoid-based
featurization and the ensemble-enriched dataset with an average
AUROC of 0.990. We also found that the ensemble-enriched
dataset improves the performance of the other types of models
(Table S4) with the gradient boosting model (with sigmoid
featurization) also achieving a high average AUROC of 0.982.

Sigmoid-based features perform best since higher values are
achieved at distances where residue-residue contacts are typically
defined (Figure S2). The positive effect of the ensemble may be
due to two reasons. First, interactions that are present in multiple
conformations for a given pHLA could be an indication for stable
interactions, which are now present in the data that is used to
train the model. Second, APE-Gen produces on average about 5
more conformations for a true binder than it does for a true non-
binder (Figure S1). The additional conformations for binders
could turn into bias that the model has learned from.

3.1.3. Final Model Is Competitive With

Sequence-Based Approaches on

Leave-One-Allele-Out Tests
While our random forest model achieves a high average AUROC
on standard five-fold cross validation tests, a tougher test for
generalizability would be to partition the train/test split based
on the HLA allele. A method that can perform well for tests
on unseen allele data would be valuable for cases where pHLA
binding prediction is to be done for rarer alleles, with little

TABLE 2 | Average AUROC values from five-fold validation tests across different

featurizations and different datasets.

Feat Data AUROC

1/d Single 0.978 (0.000)

1/d2 Single 0.976 (0.001)

sig Single 0.975 (0.001)

1/d Ensemble 0.987 (0.001)

1/d2 Ensemble 0.988 (0.000)

sig Ensemble 0.990 (0.000)

Average AUROC values are reported along with standard deviations. The best model uses

sigmoid-based features trained on the ensemble-enriched dataset.

to no experimental data available. To simulate this scenario,
we set aside data related to all the associated examples for a
given HLA allele (i.e., both positive and negative examples). We
then trained a random forest model using the same procedure
described above on the rest of the data. The same procedure
for training and testing was then repeated for each one of the
HLA alleles in the dataset. This validation setup is called “leave-
one-allele-out,” and has been used before in testing NetMHCpan
(14). We performed the validation setup across the set of 43
alleles for which there are both positive and negative examples
in our dataset, and compared our approach to 5 sequence-based
methods: NetMHCstabpan 1.0, NetMHCpan 4.0, NetMHC 4.0,
MHCFlurry 1.4.3, and MixMHCpred 2.0.2.

The distribution of AUROC values across all alleles tested can
be seen in Figure 2, and corresponding AUROC values can be
found in the Supplementary Material. Our method achieves a
median AUROC of 0.985 which is greater than NetMHCstabpan
(0.969) and competitive with NetMHCpan (0.989). Additionally,
the overall distributions of AUROC values shows that our
method is more robust (smaller variations) than the other
methods, achieving AUROC values greater than 0.9 for all but
three alleles (namely HLA-B*39:06, HLA-C*04:01, and HLA-
C*14:02). The one exception was MixMHCpred, which achieves
the highest median AUROC (0.993) and good robustness. This
result is not too surprising since this method was used in the
construction of the positive labels (16). Despite having lower
median AUROCs against somemethods, the difference was never
more than 0.01.

We also note that the comparison with NetMHCpan is not
particularly fair since there is overlap between the data used to
train NetMHCpan and the allele-based validation sets discussed
here. In fact, 46% of the data from this work is included in the
training set for NetMHCpan. However, this set could not be
removed since the overlap is largely on our set of negative labels.
Therefore, removing them would complicate the interpretation
of AUROC values, and AUROC values cannot even be computed
when there are no negative labels.

Other models were also tested in the leave-one-allele-out
framework using both the single conformation and ensemble-
enriched datasets. The difference in average AUROC between
the random forests model (AUROC: 0.985) and the gradient
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FIGURE 2 | Comparison of AUROC values for leave-one-allele-out experiments. Our structural method based on using sigmoid featurization and ensemble-enriched

dataset achieves competitive results with sequence-based methods.

boosting model (AUROC: 0.939) is significant unlike the five-
fold cross-validation case. This difference can be qualitatively
seen in Figure S3: the distribution shape for the random forests
model (ensemble-enriched) reveals the higher concentration of
samples closer to 1.0. We speculate that the higher performance
of random forests may be due to its robustness in overfitting due
to sampling random subsets of data in the training process. We
note that our tuning process could be made more exhaustive,
and it is conceivable that gradient boosting could perform just
as well as random forests for this data. However, it is unclear as to
whether gradient boosting could achieve the same interpretability
capabilities as random forests.

Finally, we can also compare the performance on a per-
allele basis by comparing the AUROC of our method against
the others for a given allele. Against NetMHCstabpan, our
method improves the AUROC by 0.116 (mean across alleles),
while against NetMHCpan, our method improves the AUROC
by 0.010. When compared to methods that were trained
on a per-allele basis, our method improves the AUROC by
0.018 for NetMHC and 0.010 for MHCFlurry, but is lower
against MixMHCpred (0.013). Nevertheless, our method can
achieve high AUROCs across alleles in a manner that is
competitive against sequence-based methods on average with
improved robustness.

3.2. Interpretability
The fact that our model is based on random forest also offers
a significant interpretability advantage. For instance, we can
compute an importance value for each feature of the random
forest model by finding the mean decrease in impurity across
all the decision trees in the ensemble. We found that most of
the top features were hydrophobic interactions with an average
importance value of 0.5% over the global average of 0.4%. The
least important features include interactions that are less frequent
in the dataset, such as ASN-ASN, HIS-HIS, and MET-MET.

The full set of feature importance values can be found in
the Figure S3.

While computing feature importances provides a global view
of what the model is learning, we can also inspect how the
model arrives at a prediction for a particular example (40).
The prediction output of the random forest model, P(x), for a
particular example x is a probability to be in the positive class
(which is thresholded by 0.5 to classify as stable binder/non-
binder). The output can be decomposed as

P(x) = bias+

210
∑

j=1

contrij(x) (1)

where the bias term reflects the ratio of positive examples in the
data, which is 0.5 in this work because the classes were reweighted
from the model. The interesting quantity is contrij(x), which
is the contribution of feature j toward the prediction output.
This equation tells us that the contributions are then combined
in a linear manner reflecting how the decision trees split on a
single feature at a time. The contribution values can be positive
(contribute toward the stable binding) or negative (contribute
toward unstable binding). Furthermore, since each residue-
residue interaction was added to the corresponding element in
the feature vector in a linear manner, we can decompose the
contribution values further across every possible residue-residue
contact in the original pHLA structure. While the contribution
values are computed in a non-linear way based on the values of
the other features across the training dataset, we can still inspect
the features that greatly contribute to the prediction for a given
example and test if they are in line with chemical intuition. The
feature contributions are computed with the Python package
treeinterpreter (40).

As an example, we model the structure of the peptide,
EVDPIGHLY, bound to HLA-A*01:01. This is a peptide that has

Frontiers in Immunology | www.frontiersin.org 6 July 2020 | Volume 11 | Article 1583201

https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org
https://www.frontiersin.org/journals/immunology#articles


Abella et al. Structure-Based HLA-I Binding Prediction

been used as a target for T-cell-based immunotherapy against
melanoma (41). Our model correctly predicts that this peptide is
a stable binder, so we analyze the feature contributions leading
to this prediction. The anchor residues for this allele are in
position 2 (VAL) and position 9 (TYR), and we find that anchor-
related interactions account for 26% of the positive contributions.
However, our model is finding a significant positive contribution
from other interactions. The feature with the largest position
contribution is the ASP-ARG interaction (13%). In fact, position
3 is an aspartic acid (ASP), and interactions involving position 3
have the largest total positive contribution (32%). Interestingly, it
is known that aspartic acid is a “preferred” residue in position 3
for peptides binding to HLA-A*01:01 (30).

When we model a destructive mutation on the anchor residue
in position 2, from VAL to TRP, our model predicts that the
new peptide is unstable. As expected, the feature contributions
indicate that 42% of the negative contributions come from
the TRP in position 2. Thus, the model is indeed using the
interactions introduced by this mutation.

Our models are publicly available, alongside the ability
to do the interpretation analysis presented in this section.
The interpretation analysis has been automated to be able
to produce summarized results as well as the raw data. This
data contains more information than presented in this section,
including a decomposition of the contribution values across each
peptide-HLA residue-residue pair. The structural modeling with
APE-Gen, classification with random forest, and interpretation
analysis can be done for any pHLA of interest, and is available
as an easy to use Docker image (https://hub.docker.com/r/
kavrakilab/apegen/tags) with a tutorial found in https://github.
com/KavrakiLab/pHLA-RFclassifier-from-structure.

4. DISCUSSION

In this work, we performed large-scale modeling of pHLA
conformations, which is used to train an interpretable, structure-
based classifier for pHLA binding prediction. With APE-Gen
as the enabling technology, we generated a dataset of pHLA
conformations that is the largest of its kind, opening the
door for machine learning to be performed on top of pHLA
conformations. We investigated various featurizations that are
solely based on simple, homogenous conformational features
(i.e., peptide-HLA, residue-residue distances). We show on
our dataset that our model achieves competitive AUROCs
against sequence-based methods. Additionally, our model based
on random forest offers an interpretability advantage over
approaches based on neural networks.

Note that while our dataset of structures is large with respect to
structural modeling efforts (e.g., over 150,000 different pHLAs),
this number becomes small when compared to the number of
sequences that sequence-based methods have been trained on
(e.g., about 3 million for NetMHCpan). Additionally, this work
has only been tested on 9-mer ligands, but other n-mers do of
course exist as binders to a significant extent (42). It should also
be noted that our source of positive labels was dependent on
the accuracy of MixMHCpred. In order to push the accuracy

of our classifier, we need to include all of the available high-
quality experimental data for training, which should increase our
confidence in the final model. Our classifier does not have any
inherent limitation on the peptide length, as APE-Gen can model
other n-mers, and the featurization process is also not specific
to 9-mers. Future work can focus on modeling more pHLAs,
including the proper modeling of longer peptides by APE-Gen.

Despite the efficiency of APE-Gen, the step of modeling a
new structure still takes a few minutes. Modeling structures takes
significant computational resources, and reaching the scale of
training data that sequence-based methods train on requires
at least an order of magnitude more computational time. This
makes our structure-based classifier slower than a sequence-
based method for unseen pHLAs, and currently requires high
performance computational resources to make large peptide
screenings viable. However, the modeling of pHLA structures
would only have to be performed once. Thus in the future, we can
try to alleviate this burden by creating a database of previously
modeled pHLAs, so that the classifier can skip the modeling step
for all previously modeled complexes.

The use of structure may be the reason that we achieve
high AUROCs on our dataset despite the relatively small dataset
size. Models based on sequence are supposed to infer structural
information, like the interactions between peptide and HLA, in
order to get to accurate binding predictions. Our construction
feeds this information directly to the model, which may be
the key for generalizability. In fact, we can confirm when the
model is properly using interaction information because our
model was based on random forests. Our model can be made
transparent, and we can understand why the model reached any
given prediction. For “black-box” methods like neural networks,
the best that can be done would be to try identifying patterns
among the highest scoring samples. A list of random peptides
could be run through the neural network for a given allele, and
then the top scoring peptides can be analyzed for any noticeable
peptide binding motif. For any given peptide, one might guess
how the neural network arrived to the prediction by reasoning
back to the peptide binding motif. This route is indirect at best,
since it is extremely difficult to interrogate the neural network
into revealing what leads to a particular prediction, which is
an inherent problem of this methodology. There is no way of
knowing that the reason a peptide was classified as a non-binder
was because the model learned to penalize when a TRP exists in
the peptide sequence along with a TYR in the HLA sequence,
for example; a potentially spurious association with no obvious
biochemical reason for affecting the binding. Our random forest
model does reveal such information on a per prediction basis, as
demonstrated in the Results section. For any given prediction,
correct or not, we can see how the model composes the features
into its final output, and check if it is in line with chemical
intuition. This can even be useful for suggesting the kind of
additional data needed for training when analyzing an example
that was incorrectly classified.

We would like to make it clear however, that the goal of this
work is not to produce a method for pHLA binding prediction
that will replace the gold-standard methods, such as NetMHC
and NetMHCpan, which are available as a public webservers for
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rapid prediction. Many challenges remain as mentioned in this
section. The contribution of this work reveals that for the pHLA
binding prediction task, structure-based methods can work as
a proof-of-concept. The time investment spent in doing the
structural modeling enables the benefit of added interpretability.
The residue-residue interactions present between peptide and
HLA can be directly extracted as simple features for the model.
Additionally, the random forests model can highlight how
the features are composed to form the output of any given
pHLA. When combined together, one instantly has a link to
relate the binding prediction back to each individual peptide-
HLA residue-residue interaction for further analysis. Such a
capability can be valuable as a complement to sequence-based
approaches. For instance, it could be used after epitope discovery
efforts, providing more detailed analysis of binding for peptides
that are strong candidates as targets for vaccine development,
T-cell-based immunotherapy, or as the potential triggers for
autoimmune reactions. The obtained structural information
could be used to lead peptide optimization efforts, or to provide
a molecular basis for the presentation of unusual HLA-binders.
As we continue to push the accuracy of our method, our results
and dataset of pHLA structures can be used as a benchmark for
a new generation of structure-based methods for HLA binding
prediction and epitope discovery.
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Background: Clear cell renal cell carcinoma (ccRCC) is a common type of fatal
malignancy in the urinary system. As the therapeutic strategies of ccRCC are severely
limited at present, the prognosis of patients with metastatic carcinoma is usually
not promising. Revealing the pathogenesis and identifying hub candidate genes for
prognosis prediction and precise treatment are urgently needed in metastatic ccRCC.

Methods: In the present study, we conducted a series of bioinformatics studies with
the gene expression profiles of ccRCC samples from Gene Expression Omnibus (GEO)
and the cancer genome atlas (TCGA) database for identifying and validating the hub
gene of metastatic ccRCC. We constructed a co-expression network, divided genes
into co-expression modules, and identified ccRCC-related modules by weighted gene
co-expression network analysis (WGCNA) with data from GEO. Then, we investigated
the functions of genes in the ccRCC-related modules by enrichment analyses and built a
sub-network accordingly. A hub candidate gene of the metastatic ccRCC was identified
by maximal clique centrality (MCC) method. We validate the hub gene by differentially
expressed gene analysis, overall survival analysis, and correlation analysis with clinical
traits with the external dataset (TCGA). Finally, we explored the function of the hub
gene by correlation analysis with targets of precise therapies and single-gene gene set
enrichment analysis.

Results: We conducted WGCNA with the expression profiles of GSE73731 from
GEO and divided all genes into 8 meaningful co-expression modules. One module is
proved to be positively correlated with pathological stage and tumor grade of ccRCC.
Genes in the ccRCC-related module were mainly enriched in functions of mitotic
cell division and several proverbial tumor related signal pathways. We then identified
KIF18B as a hub gene of the metastasis of ccRCC. Validating analyses in external
dataset observed the up-regulation of KIF18B in ccRCC and its correlation with worse
outcomes. Further analyses found that the expression of KIF18B is related to that of
targets of precise therapies.
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Conclusion: Our study proposed KIF18B as a hub candidate gene of ccRCC for the
first time. Our conclusion may provide a brand-new clue for prognosis evaluating and
precise treatment for ccRCC in the future.

Keywords: clear cell renal cell carcinoma, weighted gene co-expression network analysis, enrichment analysis,
maximal clique centrality, survival analysis, precise therapies, sing-gene gene set enrichment analysis

INTRODUCTION

Renal cell carcinoma (RCC) is one of the top 10 prevalent
malignancies and makes up approximately 2–3% of all cancers
(Ljungberg et al., 2015). Clear cell renal cell carcinoma (ccRCC)
is the most familiar histological subtype of RCC (Ochocki
et al., 2018), the pathogenesis of which is still far from
clear. As approximately one third of ccRCC patients were
diagnosed with distant metastasis (Gupta et al., 2008) and the
disease has low insensitivity toward traditional chemotherapy
or radiotherapy, metastasis accounts for about 90% of ccRCC-
related mortality (Chaffer and Weinberg, 2011). Nonetheless,
precise treatments, such as targeted therapy (Campbell et al.,
2018) and immunological therapy (Albiges et al., 2019), have
shown relatively satisfactory effects in the treatment of metastatic
ccRCC. Hence, it has become an urgent mission to identify novel
hub candidate genes behind the mechanism of the metastasis,
which may provide valuable targets for precise therapies.

At present, the pathogenesis of ccRCC has been partially
clarified. The complete loss mutation through genetic and/or
epigenetic mechanisms of the von Hippel-Lindau (VHL) tumor
suppressor gene is regarded as the earliest and most significant
oncogenic factor in ccRCC. The loss mutation of VHL leads
to aberrant accumulation of hypoxia-inducible factors (HIF)
even if the tissue microenvironment is adequately oxygenated,
which results in abnormal activation of HIF targeting genes
and then regulates the processes of angiogenesis, glycolysis, and
apoptosis. The genetic diversity in ccRCC provides the substrate
in ccRCC, and the selection upon the substrate enables the
tumor to adapt to pressures and metabolic demands. Except
for the mechanism in genetic field, analyses of gene expression,
metabolic, and immunological status of ccRCC have given
important mechanistic and clinical insights in ccRCC as well
(Hsieh et al., 2017).

Thanks to contemporary breakthroughs of biological
techniques, bioinformatics analyses have become new approaches
for uncovering the pathogenesis of diseases. Besides studies about
genetic sequence and mutations, researches focusing on gene
expression levels have attracted more attention. Among
various means for expression profile analysis, weighted gene
co-expression network analysis (WGCNA) (Langfelder and
Horvath, 2008) stands out because of its superiorities in
identifying hub candidate genes involved in diseases. WGCNA
could divide genes with similar expression patterns into
several biologically meaningful co-expression modules, analyze
the relationship between gene modules and clinical traits,
and finally evaluate the significance of genes in trait-related
modules and excavate the hub candidate genes underlying the
mechanism of diseases.

WGCNA have been widely used in various medical fields, such
as tumor (Xiang Z. et al., 2019), neurological and psychiatric
disorders (Katrinli et al., 2019; Tang and Liu, 2019), chronic
disease (Chen et al., 2019), and infectious diseases (Bando
et al., 2019). What’s more, most of the conclusions drawn from
WGCNA can be further confirmed by bioinformatics analyses
or biological experiments, which guarantees the high reliability
of WGCNA. WGCNA has been used for screening hub genes in
ccRCC as well, and more efforts are needed for exploring novel
hub genes blamed for metastasis or could act as potential targets
for precise treatment.

Our study constructed a weighted co-expression network with
the expression profiles of ccRCC tissues and related co-expression
modules with clinical traits. Then we analyzed the main functions
of genes in the trait-related module by enrichment analyses and
successfully identified a hub candidate gene of ccRCC. Finally,
we validated the reliability and clinical significance of the hub
gene and explored its functions with an external dataset. We
expect that our study could make a contribution to explain the
pathogenesis of the metastasis of ccRCC and provide a potential
target for treatment.

MATERIALS AND METHODS

Data Collection and Pre-processing
The overall design and procedures are described in a flow
chart (Figure 1).

We searched Gene Expression Omnibus (GEO)1 database with
the keyword “clear cell renal cell carcinoma” and decided on
dataset GSE73731 (Wei et al., 2017) for hub gene extracting as
it has relative large sample size and detailed clinical information
(gender, pathological stage, and tumor grade included). Samples
without information of clinical traits were excluded from analyses
containing clinical information (details of samples with complete
clinical information are available in Supplementary Table S1).
After downloading the raw data (already log2 transformed),
we carried out probe annotation with microarray platform file
under R environment. Probes matching more than one gene were
discarded, and average values were taken for genes detected by
more than one probes. Before WGCNA, we conducted sample
clustering with hierarchical clustering method and excluded
outlier samples accordingly. We filtered non-varying genes in the
whole expression profile by variance as they are deemed as noise
and may result in adverse effects to WGCNA.

For the validation of hub gene, we obtained the expression
profile of ccRCC from the database of the cancer genome atlas

1https://www.ncbi.nlm.nih.gov/geo/
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FIGURE 1 | Flow chart of data collection, data pre-processing, data analyzing, identification, validation, and function exploration of hub gene.

(TCGA)2. TCGA included the expression profile and clinical
information of 72 normal control and 539 ccRCC patients.

Construction of Weighted Co-expression
Network and Division of Co-expression
Modules
We conducted WGCNA with the WGCNA package (Langfelder
and Horvath, 2008) under R environment.

Firstly, we constructed a Pearson’s correlation matrix of all
pairwise genes by Pearson’s correlation analysis. Secondly, we
converted the Pearson’s correlation matrix into an adjacency
matrix (scale-free network) by a β the power operation (β value
was known as the soft-thresholding value). To decide the most
appropriate β value, we calculated the scale-free fit index and
mean connectivity for each supposed β from 1 to 20. As higher
scale-free fit index represents better coincidence with scale-free
network and higher mean connectivity means better connection
of the whole network, we referred to both of the indexes and
decided the β value with scale-free fit index bigger than 0.85
as well as highest mean connectivity as the proper one. Then,
we transformed the adjacency matrix into a topological overlap
matrix (TOM) by calculating the topological overlap between
pairwise genes, by which we could take indirect correlations into
consideration as well as reduce noise and spurious correlations.
Finally, we used the average linkage hierarchical clustering based
on the TOM-based dissimilarity measure to divide genes into
several co-expression modules, so that genes with co-expression

2https://portal.gdc.cancer.gov/

relationships were gathered in the same module and genes
expressed separately were divided. Modules of high similarity
(higher than 0.75) were merged together.

Identification of Clinically Meaningful
Modules
The clinical traits of GSE73731 contain gender, pathological
stage, and tumor grade. To excavate hub genes related with
the advancement and metastasis of ccRCC, we mainly aimed at
modules of positive correlation with the trait of stage and grade.
We conducted module-trait correlation analysis by Spearman’s
correlation analysis between module eigengene (ME, the first
principal component of a given module) and clinical traits (stages
I–IV was represented as 1, 2, 3, 4, and so do G1–G4). Modules of
significant correlations with traits of pathological stage or tumor
grade are defined as ccRCC-related modules, and genes in such
modules were extracted for subsequent hub gene extraction.

We introduce the conceptions of Gene significance (GS) and
Module Membership (MM) (Langfelder and Horvath, 2008)
here. GS represents the correlation of the expression level of a
gene and a clinical trait, and MM means the Pearson’s correlation
of the expression level of a certain gene and the module
eigengene. An ideal clinic-related module is supposed to contain
genes of high correlation between GS and MM.

Enrichment Analyses on ccRCC-Related
Module
Gene Ontology (GO) (Lu et al., 2008) enrichment analysis
and Kyoto Encyclopedia of Genes and Genomes (KEGG)
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(Ogata et al., 1999) pathway enrichment analysis could reveal the
biological processes and signal pathways in which certain gene
cluster is involved. We performed enrichment analyses on genes
in ccRCC-related modules and displayed the results with the
clusterProfiler package (Yu et al., 2012) under R environment.
The criteria for enriched terms were set as p < 0.01 and
Benjamin-Hochberg adjusted p < 0.05. We mainly focus on the
category of biological process (BP) among the results of GO
enrichment analysis.

Identification of Hub Gene
After GO enrichment analysis on trait-related module, we
extracted the genes from the most statistically significant GO
term and built a sub-network with the weighted correlations
among them. Then, we employed Maximal Clique Centrality
(MCC) with cytohubba (Chin et al., 2014), a plug-in of
cytoscape (Shannon et al., 2003), to assess the centrality of
each gene in the sub-network. Genes with top MCC values
are deemed as potential hub candidate genes related with the
metastasis of ccRCC.

Validation of Hub Gene With Differentially
Expressed Gene Analysis
To verify whether the hub gene is significantly up-regulated
or down-regulated in ccRCC compared with normal control,
we conducted differentially expressed gene (DEG) analysis
on decided hub gene by Wilcoxon test method with limma
package under R environment (Ritchie et al., 2015). DEGs
analysis was conducted with the data obtained from TCGA.
The cut-off criteria of DEGs were set as p < 0.01 and
|logFC| > 0.5.

Validation of Hub Gene With Survival
Analysis
For validating whether the hub gene could affect the survival
of ccRCC patients, we conducted overall survival (OS)
analysis on the data obtained from TCGA with the survival
package under R environment. Data from TCGA contains
the expression profiles and follow-up information of 539
ccRCC samples. Samples with follow-up time less than
90 days were excluded. All samples were divided into two
groups of high-expression or low-expression depending on
the expression level of the hub gene. Then we conducted
OS analysis with Kaplan-Meier method with a two-sided
log-rank test to explore the difference of OS between the
two groups.

Validation of Hub Gene by Analyzing the
Relationship Between the Expression
Level of Hub Gene and Clinical Traits
We divided all ccRCC samples in TCGA into high-expression
and low-expression group by the median of the expression
level of the hub gene. Then, we conducted correlation
analysis between the expression groups and clinical traits
(age, gender, tumor grade, pathological stage, T stage, and
distant metastasis) to confirm the validity of our hub gene.

The analysis was conducted by chi-square test under R
environment. The criterion for statistical significance was set
as p < 0.01.

Exploration of the Correlation
Relationships Between the Expression
Level of Hub Gene and Targets for
Precise Therapies
Precise treatment, including immunotherapy and targeted
therapy, is a novel approach for treating patients without
opportunities for surgery or acting as a supplementary treatment
before/after surgeries. Recently, more and more precise therapies
were admitted for treating ccRCC by the Food and Drug
Administration (FDA) (Barata and Rini, 2017). We analyzed
the correlation relationships between the expression level of
our hub gene and the targets of precise treatments by Pearson’s
correlation analysis to validate the significance of the hub gene
in ccRCC and estimate the potential capacity of predicting
the therapeutic effects with our hub gene. The targets of
precise therapies are listed as follows: programmed cell death
1 (PD1), programmed cell death ligand 1 (PDL1), vascular
Endothelial Growth Factor Receptor (VEGFR1), Fms-like
tyrosine kinase 3 (FLT3), vascular Endothelial Growth Factor
Receptor 3 (VEGFR3), mammalian target of rapamycin (mTOR),
platelet-derived growth factor receptor alpha (PDGFRA),
platelet-derived growth factor receptor beta (PDGFRB), KIT
proto-oncogene (KIT), ret proto-oncogene (RET), and MET
protooncogene (MET).

Function Analysis of the Hub Gene by
Single-Gene Gene Set Enrichment
Analysis
For exploring the biological function of hub gene in ccRCC,
we conducted single-gene gene set enrichment analysis (GSEA)
(Subramanian et al., 2005) on the hub gene with the data
from TCGA. All samples were divided into high-expression
and low-expression groups by the median of the hub gene,
and GSEA was conducted to explore the up-regulated and
down-regulated signal pathways in different groups. The
criteria for statistical significance were set as p < 0.01 and
FDR < 0.25.

RESULTS

Data Pre-processing
For GSE73731, we got an expression profile of 22,320 genes
after probe annotation and reserved 113 ccRCC samples after
sample clustering and outlier sample exclusion; 5,580 genes were
adopted after gene filtering. The sample clustering tree depicted
a satisfying result (Figure 2). Samples of similar pathological
stages or tumor grades were gathered together, and the distance
between samples with higher pathological stages or tumor grades
and samples with lower pathological stages or tumor grades
were relatively far.
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FIGURE 2 | Dendrogram of sample clustering and heatmap of clinical traits of all ccRCC samples in dataset of GSE73731.

FIGURE 3 | Determination of appropriate soft-thresholding values (β). (A) The scale-free fit index of supposed β value from 1 to 20. (B) The mean connectivity of
supposed β value from 1 to 20.

Weighted Gene Co-expression Network
Construction and Module Division
We decided 8 as the proper β value (Figure 3) and converted the
expression matrix into a topological overlap matrix according to
the method mentioned before. Then, 9 co-expression modules
were divided from all 5,580 genes and distinguished with colors
(Figure 4A). The brown, black, magenta, blue, turquoise, pink,
green, yellow, and gray modules contained 711, 534, 77, 1,037,
1,394, 82, 408, 672, and 665 genes, respectively. The gray module
contained genes that couldn’t be divided into any co-expression
modules (all modules and corresponding genes are available in
Supplementary Table S2).

In order to verify the accuracy of the module division,
we mapped an adjacency heatmap of all analyzed genes

(Figure 4B). The results indicated that genes showed
stronger co-expression relationships with genes from
the same module and weaker relationships with genes
in other modules, which proved the preciseness of the
module division.

Module-Trait Relationship Analysis and
Identification of ccRCC-Related Module
We calculated the correlation coefficients and corresponding
statistical significance between module eigengenes and clinical
traits and showed the results with a heatmap (Figure 5A).
We found that the brown module was positively related to
clinical trait of pathological stage and tumor grade of ccRCC
simultaneously. That is to say, the up-regulation of genes in
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FIGURE 4 | Division of co-expression gene modules and an adjacency heatmap of genes. (A) Dendrogram of all 5,580 genes clustered by average linkage
hierarchical clustering based on the TOM-based dissimilarity measure. (B) The adjacency heatmap of 5,580 genes. The color intensity represents the weighted
correlation coefficients between pairwise genes.

the brown module may have grate efforts on the metastasis
of ccRCC. We renamed the brown module as the ccRCC-
related module.

Further, we evaluated the correlation of GS and MM in
the ccRCC-related module to find high correlation coefficients
(cor = 0.54, p = 4.6E-55 and cor = 0.65, p = 1.4E-86,
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FIGURE 5 | Determination of the ccRCC-related module. (A) Heatmap of trait-module correlations. The color of each cell reflects the correlation coefficients (red for
positive correlation and blue for negative correlation). The statistical significances of correlation relationships were noted in the cells. The brown module was thus
identified as a ccRCC-related module. (B) Scatter plot displaying correlation between Gene significance (GS) and Module Membership (MM) of pathological stage of
genes in the brown module. (C) Scatter plot displaying correlation between Gene significance (GS) and Module Membership (MM) of tumor grade of genes in the
brown module.

Figures 5B,C), so that the ccRCC-related module was regarded
as an appropriate module for subsequent analyses and hub
gene extraction.

GO and KEGG Pathway Enrichment
Analyses of the ccRCC-Related Module
We carried out GO and KEGG pathway enrichment analyses on
genes in ccRCC-related module to find out the mainly enriched
biological processes and signal pathways. Figure 6 represents
the top 10 terms of GO-BP and KEGG enrichment analyses (all
enriched terms and the interpretations of the top-10 terms are
available in Supplementary Table S3).

For GO-BP enrichment analysis (Figure 6A), the majority
of the terms were about the procedure of mitotic cell
division, such as “mitotic nuclear division” (gene count = 50,
p = 1.11E-23), “sister chromatid segregation” (gene count = 46,
p = 1.60E-22), and “nuclear division” (gene count = 59,
p = 8.46E-22).

Results of KEGG pathway enrichment analysis (Figure 6B)
were similar to that of GO-BP enrichment analysis. Genes
in the brown module were mainly enriched in signal

pathways about cell division, such as “Cell cycle” (gene
count = 24, p = 2.82E-11) and “DNA replication” (gene
count = 7, p = 0.0003), which are directly connected with
the excessive proliferation of cells in tumor. Meanwhile,
several items have already been proved to participate in the
occurrence and development of multiple tumors, such as
“IL-17 signaling pathway” (gene count = 15, p = 1.90E-06),
“p53 signaling pathway” (gene count = 12, p = 1.46E-05),
and “NF-kappa B signaling pathway” (gene count = 13,
p = 0.0001).

Excavation of the Hub Gene
We extracted genes as well as their weighted co-expression
coefficients from the GO term of “mitotic nuclear division” (the
most significantly enriched GO-BP term) and constructed
a sub-network of the co-expression network. With the
weighted correlations among genes, we analyzed the
centrality of genes in the sub-network with MCC method
(only top 500 correlations were concerned, Supplementary
Table S4). Genes with higher MCC values were regarded
as connecting more closely with others and playing
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FIGURE 6 | Results of enrichment analyses. (A) Top 10 GO-BP terms. The length and color of barplot displays the enriched gene count and the statistical
significance for each term respectively. (B) All KEGG terms. The size and color of the dot represents the enriched gene count and statistical significance for each
term, respectively. Gene ratio means the ratio of enriched gene count and all genes involved in KEGG enrichment analysis.
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FIGURE 7 | Identification of hub gene by MCC method. The MCC values of genes in the GO term “mitotic nuclear division” were calculated. Genes with top 10 MCC
values were colored with red and yellow color and other genes was colored with blue. Among genes with top-10 MCC values, red means relative bigger MCC value
and yellow means relative smaller MCC values, and the same color means the same MCC values.

crucial roles in the co-expression relationship. The results
are displayed in Figure 7 and the top 10 central genes
are highlighted.

The top 10 genes were KIF18B, BIRC5, CDC20, CDCA5,
MKI67, TPX2, NCAPG, MAD2L1, NEK2, and KIF4A. KIF18B
had the highest MCC value and is deemed as the hub gene of
ccRCC as a result.

Validation of KIF18B by Differentially
Expressed Gene Analysis
We explored the differentially expressed level of KIF18B between
ccRCC and normal control. The results illustrated that KIF18B
was significantly up-regulated in ccRCC compared with control
(logFC = 2.724, p = 8.05E-35, Figure 8A).

Validation of KIF18B by Survival Analysis
We validated by survival analysis that ccRCC patients with
higher expression level of KIF18B would have obviously worse
prognostic outcomes and shorter overall survival. The 5-year
survival rate of the high-expression group and the low-expression
group was 50 and 75%, respectively (p = 9.48E-7, Figure 8B).

Exploration of the Relationship Between
the Expression of KIF18B and Clinical
Traits
We analyzed the correlation between different expression group
of KIF18B and clinical traits by chi-square test. The results
verified that different expression group of KIF18B is significantly
related to tumor grade (p = 2.43E-05), pathological stage
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FIGURE 8 | Validation of the reliability of KIF18B with external dataset (TCGA). (A) Differentially expressed gene analysis of KIF18B between ccRCC and normal
control. (B) Overall survival analysis on KIF18B. (C) Correlation analysis between expression level of KIF18B and clinical traits (***p < 0.001).

(p = 6.394E-06), T stage (p = 3.178E-06), and distant metastasis
(p = 2.043E-05), but it isn’t related to gender and age (Figure 8C;
results of chi-square test are given in Supplementary Table S5).

Correlation Analysis Between the
Expression of KIF18B and Targets of
Precise Treatments
The results of correlation analysis showed that the expression
level of KIF18B is positively related to the expression level of
PDL1 (cor = 0.3788, p = 6.149E-11, Figure 9A) and is negatively
related to the expression level of VEGFR3 (cor = −0.381,
p = 1.441E−10, Figure 9B), which hints that patients with
high-expression of KIF18B might respond better to treatments
targeting PDL1 and worse to treatments targeting VEGFR3.

Single-Gene GSEA on KIF18B
Figure 9C exhibits the top-5 up-regulated and top-5 down-
regulated signal pathways in the high-expression group
of KIF18B (all significant enriched terms are given in
Supplementary Table S6). The results indicated that KIF18B
is involved in the biological processes of “Base excision repair,”
“DNA replication,” “Mismatch repair,” and “homologous
recombination” in ccRCC.

DISCUSSION

In the current study, we selected the gene expression profile
of GSE73731 from GEO database for conducting WGCNA and
extracting the hub gene. For data processing, we removed the
outlier samples after sample clustering and filtered genes of
low variance. We conducted WGCNA and divided all genes
into 8 meaningful co-expression modules. After trait-module
correlation analysis, the brown module was identified as a
key module of positive correlation with higher pathological
stage and tumor grade in ccRCC, which means that genes in
this module were related with the development and metastasis
of ccRCC. Subsequent GO and KEGG enrichment analyses
indicated that genes in the ccRCC-related module were mainly
enriched in biological function of cell cycle, cell proliferation,
tumor metastasis, and material metabolism, which agreed with
the characteristics of tumor well. To screen out the hub gene
of ccRCC from the ccRCC-related module, we pulled out the
genes in the top GO-BP term and constructed a sub-network
of WGCNA. Then, KIF18B was confirmed as the hub candidate
gene with MCC method. We then validated the reliability of
KIF18B with the external dataset obtained from TCGA database.
DEGs analysis found that KIF18B was up-regulated in ccRCC
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FIGURE 9 | Function exploration of KIF18B. (A) Correlation analysis between the expression level of KIF18B and PDL1. (B) Correlation analysis between the
expression level of KIF18B and VEGFR3. (C) Single-gene GSEA analysis of KIF18B.

patients compared with normal control and OS analysis revealed
a worse prognostic outcome in patients with high expression
level of KIF18B. Correlation analysis between the expression of
KIF18B and clinical traits proved that the expression of KIF18B
is significantly related to tumor grade, pathological stage, T stage,
and distant metastasis. Finally, in order to explore the function
and clinical significance of KIF18B, we analyzed the correlation
between the expression level of KIF18B and targets of precise
therapies and found the expression level of KIF18B is correlated
with that of PDL1 and VEGFR3. Meanwhile, single-gene GSEA
revealed that KIF18B is mainly involved in DNA replication and
mutation in ccRCC.

WGCNA is a powerful bioinformatics tool for extracting
hub genes participating in the pathogenesis and affecting the
prognosis of tumor. Most of the top 10 hub genes identified
by MCC method in our study have already been proved as
hub candidate genes of ccRCC. Numerous studies agreed that
the overexpression of BIRC5 means more advanced pathological
stage, severer metastasis, and shortened overall survival (Pu et al.,
2017). Studies concerning the effects of CDC20 (Yuan et al.,
2017), KIF4A (Wei et al., 2019), NEK2 (Arai et al., 2015), TPX2
(Wei et al., 2019), and NCAPG (Wei et al., 2019) on ccRCC have
drawn similar conclusions. Most importantly, the overexpression
of MKI67 is closely related with the overall survival, pathological
stage, and Fuhrman grade in ccRCC, so that it is regarded as
a biomarker for the disease (Xie et al., 2017). As KIF18B was
identified as a hub gene together with the above-mentioned
genes by MCC method and WGCNA showed apparent co-
expression relationships among KIF18B and these hub genes,
the conclusions propose by other researchers demonstrate the
high credibility of our results indirectly. After identification of
KIF18B, we validated it with an external dataset obtained from

TCGA to confirm the reliability of our conclusion. Finally, we
explored the functions and the relationship of KIF18B with
targets of precise therapies to discover the clinical value of our
hub gene. In brief, KIF18B is worthy of deeper research as a hub
candidate gene in ccRCC.

KIF18B is a protein-coding gene that encodes kinesin family
member 18B, which is a member of over 40 different kinds
of kinesin proteins (Hirokawa et al., 2009). Kinesin functions
with dynein as motor proteins to carry out microtubule-
regulated movement in many vital biological processes such
as cell division and cargo transport (Stout et al., 2011; Wu
et al., 2006). KIF18B mainly locates in the nucleus and its
expression is cell cycle-dependent. Researches have shown that
the expression level of KIF18B is remarkably elevated at late
Second-Gap/Metaphase in cell cycles, demonstrating thatKIF18B
may act as an important mitosis-regulating motor protein (Lee
et al., 2010). Studies have shown that KIF18B plays an important
role during the process of Metaphase by regulating the movement
of chromosomes from the spindle poles toward the spindle
equator (Rath and Kozielski, 2012).

As it hasn’t been long since researchers noticed the importance
of KIF18B for maintaining normal biological functions, there are
relatively few studies about the relation between the disordered
expression of KIF18B and diseases. Yet, several studies have
shown close connections between KIF18B and cancer.

Wu et al. (2018) observed significant up-regulation of KIF18B
in cervical cancer compared with normal control, and the up-
regulation is positive correlated with the size of the primary
tumor and tumor grade. The invasion capacities of the tumor
cells were weakened after the knockdown of KIF18B by siRNAs
in vitro. On the contrary, the overexpression of KIF18B promotes
the proliferation, invasion, and migration of cancer cells.
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They hypothesized that KIF18B may function through
Wnt/β-catenin pathway and verified the down-regulation of C-
myc, β-catenin, and phosphorylated GSK3β after the knockdown
of KIF18B. Moreover, the volumes and weight of the tumor
were obviously reduced in mouse model after down-regulation
treatment of KIF18B. The results have uncovered that KIF18B
acts as a potential oncogene in cervical cancer.

Another research (Xiang X. H. et al., 2019) reveals that KIF18B
is down-regulated in senescent cells and abnormally up-regulated
in hepatocellular carcinoma cells, and the overexpression of
KIF18B was a risk factor for poorer survival. Other reports have
drawn similar conclusions in lung adenocarcinoma (Zhang et al.,
2019) and bladder cancer (Pan et al., 2019). Accordingly, we
suppose the high utilization value of KIF18B as a biomarker
for prognosis evaluating and a specific target for precise
treatment in ccRCC.

At the end of the article, we’d like to enumerate several
limitations and future directions of our research. Firstly, the
whole study was carried out on the basis of public databases (GEO
and TCGA), so that we are attempting to collect some samples
by ourselves and validate the results in more external datasets.
Secondly, we will attempt to explore the effect of KIF18B on
its related genes by analyzing the receptor-ligand relationships
of KIF18B by further analyses of single-cell RNA-seq. Finally,
the function of KIF18B should be further validated by not only
bioinformatics analyses but also experiments in cells or animals.
We’ll devote ourselves to conduct those studies to make our
conclusions more complete.

CONCLUSION

In summary, our study identified and validated KIF18B as a
hub candidate gene of ccRCC by WGCNA and a series of

systematic bioinformatics analyses. KIF18B may act as a potential
biomarker for prognosis prediction, precise treatment in the
future. Our conclusions provided novel insights for uncovering
the mechanism of ccRCC.
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Many drugs investigated for the treatment of glioblastoma (GBM) have had disappointing

clinical trial results. Efficacy of these agents is dependent on adequate delivery to sensitive

tumor cell populations, which is limited by the blood-brain barrier (BBB). Additionally,

tumor heterogeneity can lead to subpopulations of cells with different sensitivities to

anti-cancer drugs, further impacting therapeutic efficacy. Thus, it may be important

to evaluate the extent to which BBB limitations and heterogeneous sensitivity each

contribute to a drug’s failure. To address this challenge, we developed a minimal

mathematical model to characterize these elements of overall drug response, informed

by time-series bioluminescence imaging data from a treated patient-derived xenograft

(PDX) experimental model. By fitting this mathematical model to a preliminary dataset

in a series of nonlinear regression steps, we estimated parameter values for individual

PDX subjects that correspond to the dynamics seen in experimental data. Using these

estimates as a guide for parameter ranges, we ran model simulations and performed a

parameter sensitivity analysis using Latin hypercube sampling and partial rank correlation

coefficients. Results from this analysis combined with simulations suggest that BBB

permeability may play a slightly greater role in therapeutic efficacy than relative drug

sensitivity. Additionally, we discuss recommendations for future experiments based on

insights gained from this model. Further research in this area will be vital for improving

the development of effective new therapies for glioblastoma patients.

Keywords: glioblastoma, blood–brain barrier, drug sensitivity, epidermal growth factor receptor (EGFR), parameter

estimation

1. INTRODUCTION

Glioblastoma (GBM) is an aggressive primary brain cancer that is notoriously difficult to treat
due to its diffuse infiltration into surrounding normal-appearing brain (Giese et al., 2003). These
diffusely invading GBM cells cannot be completely resected surgically (Baldock et al., 2014), and
are difficult to target with radiation therapy while sparing normal brain (Corwin et al., 2013).
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As a result, clinicians rely on chemotherapy to treat the full extent
of the tumor. However, chemotherapeutic efficacy can be limited
in two main ways: there may be insufficient delivery across the
blood–brain barrier (BBB), and the tumor may not be uniformly
sensitive to the agent.

The BBB acts to keep pathogens and many toxins out
of the sensitive brain tissue. Angiogenesis in dense tumor
regions induces disruption of the BBB, potentially allowing
chemotherapeutic drugs to “leak” into these tumor regions.
Current dogma in neuro-oncology holds this as being
largely sufficient to treat the tumor, but GBM cells invade
beyond these regions into tissue where the BBB remains
rather intact (Van Tellingen et al., 2015). Further, tissue
interstitial pressure and drug properties such as lipophilicity
and polarity may influence the delivery of drugs across
angiogenesis-induced BBB “leaks” (Ningaraj, 2006). Due
to these factors, it remains unclear whether the delivery of
BBB-impermeable antineoplastic agents reaches adequate
concentrations throughout the tissue to provide the anticipated
therapeutic effect.

Drug insensitivity (which includes, but is not limited to
resistance) of tumor subpopulations is also a key suspect behind
unsuccessful molecularly-targeted therapy results (Wen and
Kesari, 2008; Ene and Holland, 2015). GBMs frequently present
with genemutations and/or amplification for a number of targets,
such as epidermal growth factor receptor (EGFR). However, due
to the spatial heterogeneity of GBM, these targets may have
been identified for a subpopulation that is predominant in the
dense tumor core, but less common in the invading portions of
the tumor. There may also be activated compensatory signaling
pathways in some cells or tumor regions that confer reduced
responsiveness to the drug. Thus, while therapies already exist
for molecular targets identified in GBM (Nagane et al., 1996;
Brennan et al., 2013; Eskilsson et al., 2017; Reardon et al.,
2017; van den Bent et al., 2017), a significant proportion of
tumor may be less sensitive to these drugs, potentially explaining
why they have failed in clinical trials (de Groot et al., 2008;
De Witt Hamer, 2010; Reardon et al., 2010; AbbVie, 2019).
However, it has been difficult to separate the possible insensitivity
related causes of drug failure from that of inadequate delivery
across the BBB and distribution throughout the tumor, since
the majority of these drugs were not developed specifically
for brain.

In order to explore both the contributions of inadequate
delivery of therapy across the BBB and drug insensitivity, we
developed a minimal mathematical model based on experimental
data from preclinical subjects treated with an EGFR-targeted
antibody drug conjugate (ADC). First, we describe model
development based on this data, which consists of two tumor
subpopulations with high vs. low sensitivity to the ADC therapy,
and steps to estimate parameter regimes via data-fitting. Next,
we explore the global model parameter sensitivity to understand
how these parameters impact model outcomes. Finally, we
run model simulations for the data-derived parameter regimes
to assess the relative contributions of drug distribution and
sensitivity, and discuss how it might be useful in assessing results

from future experiments comparing different tumor models or
different drugs. Overall, our model suggests that the degree
of drug exposure may be more impactful than the relative
sensitivity to therapy between the tumor subpopulations. Thus,
in order to improve treatment outcomes, it is critical to determine
predictors of drug distribution in individual patients’ tumors
and surrounding brain tissue to ensure invading tumor cells are
adequately exposed to the therapy.

2. METHODS

Our ordinary differential equation (ODE) model of tumor
growth and treatment response accounts for both variable
treatment exposure and differential sensitivity to treatment by
different tumor subpopulations. Development of this model was
informed by experimental observations, which were also used to
determine relevant parameter regimes for running simulations.

2.1. Experimental Data
The form of our model was based on experimental data from
testing an EGFR-targeted antibody drug conjugate (ADC) in a
patient-derived xenograft (PDX) model of GBM (Marin et al.,
2018). These experiments were performed in full accordance
with the guidelines of the Mayo Clinic Institutional Animal
Care and Use Committee. The GBM12 PDX line used in this
model is derived from a primary GBM in a male patient, and
is EGFR amplified, MGMT methylated, and IDH1 and IDH2
wildtype. Full detail regarding this PDX line is available from the
Mayo Clinic Brain Tumor Patient-Derived Xenograft National
Resource (https://www.mayo.edu/research/labs/translational-
neuro-oncology/mayo-clinic-brain-tumor-patient-derived-
xenograft-national-resource/), where the line was developed
and is maintained. These cells were implanted intracranially
into 10 female athymic nude mice, and into the flank of 10
additional mice. After tumors were established, a subset of
the surviving mice in each group was treated with either 10
mg/kg of a sham control antibody (Ab-095; four mice in
each), or with 5 mg/kg of ABT-414 (an ADC also known as
depatuxizumab mafodotin; five mice in each), administered via
tail vein injection every 7 days. Tumor growth was monitored
via bioluminescent imaging (BLI, Figure 1). Since BLI flux is
linearly correlated with tumor cell number (Hartung et al.,
2014), this provided us with a close approximation of tumor
cell populations across time. Importantly, the data from PDX
tumors grown in the flank and brain allowed us to compare
treatment effect in tumors with and without BBB impediments
to drug distribution.

2.2. Treatment Exposure and Sensitivity
Model
Our model consists of three coupled ordinary differential
equations describing the dynamics of both cell populations (H,
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FIGURE 1 | Example bioluminescence images for patient-derived xenografts. Colors represent the BLI radiance (in photons/second/cm2/steradian), which is related

to the BLI flux (measured in photons per second) for the total area.

L) and the ADC (A):

dH

dt
= ρH

︸︷︷︸

proliferation

− γµHAH
︸ ︷︷ ︸

drug-induced apoptosis

(1a)

dL

dt
= ρL

︸︷︷︸

proliferation

− γµLAL
︸ ︷︷ ︸

drug-induced apoptosis

(1b)

dA

dt
=

N
∑

n=1

Adose(n)δ (t − 7n)

︸ ︷︷ ︸

drug dose given at time t

− λA
︸︷︷︸

drug decay

(1c)

where parameters and their definitions are outlined in Table 1,
and their derivations can be found in section 2.3.

In the absence of the ADC, both highly sensitive (H) and
less-sensitive (L) tumor populations grow exponentially, at
proliferation rate ρ. However, the two populations differ in
sensitivity to the ADC, A, which is captured by the drug-induced
apoptosis rates µH and µL (for populations with high and low
sensitivity, respectively). The terms for tumor cell death due to
ADC are further modified by factor γ , which represents the
proportion of cells exposed to ADC. We assume that the ADC is
readily distributed to flank PDXs such that tumor cell exposure
is high (γ = 1), but that the BBB limits this distribution for
intracranial PDXs (0 ≤ γ ≤ 1). In order to capture the
ADC dynamics, we let Adose(n) represent the nth dose, with
doses administered every seven days, as noted by the dirac delta
function δ(t − 7n). The ADC then decays at rate λ. These
dynamics are schematized in Figure 2.

The model as described incorporates several assumptions that
are useful to note explicitly. (1) While in theory there may be
many groups of cells with varying levels of therapeutic sensitivity
(some of which may even encapsulate resistant subpopulations),
the model divides these into two main groups: those of relatively
high therapeutic sensitivity and those with lower sensitivity to the
therapy. (2) Any drug effect on proliferation rate is captured by
the cell death rate parameter, as these effects are indistinguishable
with the available data. (3) The effects of the tissue environment
in the flank vs. the brain on tumor growth are encapsulated in
environment-specific cellular proliferation rate parameter values
(ρflank and ρIC, as described in section 2.3). (4) Relatedly, the cell
death rate due to therapy for the sensitive tumor subpopulation,

TABLE 1 | Model parameter definitions and values.

Symbol Definition Value range Units

ρ cellular proliferation rate 0.2–0.5 day−1

µH ADC-mediated high sensitivity cell kill rate 1–10 mg−1day−1

µL ADC-mediated low sensitivity cell kill rate zµH mg−1day−1

q proportion of implanted cells with low

sensitivity

0–1 unitless

z relative sensitivity (µL/µH ) 0–1 unitless

λ rate of ADC decay ln(2)/7 day−1

γ proportion of tumor exposed 0–1 unitless

Adose ADC given in a single dose 0.1 mg

Parameter value ranges were estimated through fitting the model to experimental data

or parameters were confined to a value range by their theoretical meaning, except in the

case of ADC parameters, as described in section 2.3.

µH , is assumed to be the same intracranially as in the flank
setting, only modified by drug exposure after crossing the BBB
in intracranial tumors. That is, the model assumes that the only
environmental effect on treatment is its distribution. (5) ADC
and tumor subpopulations are well-mixed. In reality there is
likely spatial variation in both flank and intracranial sites due to
the tumor microenvironment and different blood vessel densities
in particular tumor regions, but in the absence of spatially–
resolved data, we assume well-mixedness and use an ODEmodel.

This model can be solved analytically, as shown in Appendix.
For simplification, at any given time t, C(t) represents the total
number of cells, calculated by the sum of high sensitivity H(t)
and low sensitivity L(t) cells. This total cell number was used
in section 2.3 for comparing with bioluminescence imaging
data, which shows the total tumor cell population. The initial
proportion of total implanted cells with low sensitivity is denoted
by q = L0/C0. Similarly, the extent to which these cells L are
less sensitive to the agent than the highly sensitive cells H is
denoted by the relative sensitivity ratio z = µL/µH , which is
bounded between 0 and 1 to ensure that µL is a fraction of µH in
the regression-based parameterization in section 2.3. With these
notational changes, we can then write the analytical solution
(derived in Appendix) as

C(t) = C0e
ρt

(

qe−γµH
∫

A(t)dt
+ (1− q)e−γ zµH

∫

A(t)dt
)

, (2)
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FIGURE 2 | Schematic of patient-derived xenograft response to an antibody drug conjugate, including key variables and parameters of the mathematical model.

where

∫

A(t)dt =

N
∑

n=1

2nAdose(n)

(

e7nλ − eλt
)

θ(t − 7n)

λ
. (3)

Using this solution (2), the model can be parameterized through
comparison of simulations to time-series BLI data.

2.3. Data-Based Parameter Estimation
Most model parameters were unknown, with the exception of
ADC-specific parameters: the timing of dose administration and
dose amounts [Adose(n)], as well as the half-life of the drug, which
allowed us to solve for the drug decay rate (λ). Dose amounts
were adjusted for the weight of each animal (5 mg/kg), so we
applied the average initial animal weight of 20 g to obtain the
constant ADC dose, Adose = 0.1 mg used in simulations. All
of the remaining model parameters were determined through
several iterations of fitting the model via least squares regression
to preliminary BLI data from an experiment. The various arms of
the experiment included untreated and treated groups of subjects,
as well as flank and intracranial tumor sites to separate out BBB
influences. By fitting the model to these various subgroups, we
were able to identify and estimate each of the parameters, as
described below.

Step 1: Fit to untreated data to estimate growth rate, ρ.

When fitting the model to untreated data, since the ADC is
not injected (A = 0), the model’s treatment components
zero out and only an exponential growth function remains:
C(t) = C0e

ρt . Fitting this model function to untreated data
via least squares regression with the lsqcurvefit function
in MATLAB R© (MATLAB Release 2018b, The MathWorks, Inc.,
Natick, Massachusetts, United States), we were able to obtain
estimates of the tumor proliferation rate, ρ, and the number of
viable implanted PDX cells, C0 (Figure 3). (While a consistent
number of cells are initially implanted for each subject, C0 is
in fact unique for each, as a variable number of cells die off,
possibly due to an inability to establish themselves in the proper
microenvironment for growth.) This yielded subject-specific
values for ρ and C0 (which were bound on the intervals [0, inf)
and [102, 1010], respectively), and the mean ρ was recorded as
the net proliferation rate for the cells of the particular PDX line
used in the experiments grown in either the flank (ρflank) or
intracranial (ρIC) setting. As noted in the model assumptions,
these site–specific ρ parameter values from untreated tumors are

used to help to account for microenivironmental effects on PDX
growth in the two different locations that are independent of the
BBB.

Step 2: Fit to treated flank data to estimate µH , z, and q.
Using the estimated net proliferation rate ρflank from the previous
step, we proceed to fit the treated data in the flank. We assume
the estimate of ρflank remains the same in the treated case as
untreated, since the microenvironment remains similar and any
differences should be encapsulated in the treatment effect term.
Additionally, since the tumor was injected in the flank, there is no
BBB effect to limit the proportion of tumor exposed to the ADC,
such that the exposure parameter γ = 1. The initial condition C0

is fit using the initial untreated time point and the passed mean
ρflank value. Pairing these with other known parameters (see
Table 1), the only remaining three unknown parameters to be fit
to the data are the cell death rates due to drug,µH andµL, for the
two cell populations and the proportion of implanted cells that
have low sensitivity, q. Using the definition z = µL/µH and the
analytical solution of themodel (2), we can then apply a nonlinear
least squares regression (again using lsqcurvefit) to fit
subject-specific parameters for parameters µH , z, and q (bound
on the intervals [1, 10], [0, 1] and [10−10, 10−2], respectively).

Step 3: Fit to treated intracranial data to estimate γ , z, and
q. Proceeding to fit the data from treated intracranial tumors, we
apply the same approach to estimate parameters as in the flank,
this time assuming that the estimate of ρIC from the untreated
setting remains the same for the treated intracranial tumors due
to a similar microenvironment. Again we determine the initial
condition C0 by fitting the untreated model with the passed mean
ρIC value to the initial untreated time point. Because we assume
that the cell death rate due to ADC for the highly sensitive tumor
subpopulation (µH) is the same intracranially as in the flank
setting, we pass the average µH value determined in Step 2 and
estimate parameter γ , the fraction of tumor exposed to therapy,
in addition to parameters z and q.

At the conclusion of these steps (summarized in Figure 3), all
unknown model parameters had net and individual estimates.
Note that no more than three parameters were fitted with any
experimentally-derived data set, in order to reduce the potential
for overfitting. To examine this further, initial parameter guesses
for lsqcurvefit were selected from within the value ranges
listed inTable 1, and we hadmostly consistent convergence using
low, middle, and high values (see Supplementary Material).
Additionally, as we show in the Figure 3 plots with dash–dot
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FIGURE 3 | Summary of the series of steps used to estimate model parameter values through fitting the model to different experimental data sets. Step 1 consists of

two separate fittings for the two different tumor locations, and the mean ρ values are passed for use in subsequent steps in the respective tumor sites, while the mean

µH value from the flank found in Step 2 is passed for use in Step 3. Shaded regions for Steps 2 and 3 indicate time prior to initiation of treatment with the ADC. Black

dash–dot lines in each plot are simulations using the averaged fitted parameter values across all subjects within the group. It is worth noting that at each step, no

more than three parameters are fitted to the data, in order to ensure identifiability and prevent overfitting.

lines, the simulations that result when using the averages of
the fitted parameter values across all the subjects capture the
dynamics of the data well. Thus, the averaged ρflank, ρIC, and
µH values that we pass for later fitting steps correspond well
with the group as a whole. Using these values then allowed us
to run simulations in a reasonable range of parameter values, as
well as to perform a model sensitivity analysis to understand how
variability in these values affect model outcomes.

3. RESULTS

3.1. Parameter Sensitivity Analysis
Due to the uncertainty and variability in our parameter estimates,
it was important to better characterize the effects of parameters
on model results. To do this, we conducted a parameter
sensitivity analysis via Latin hypercube sampling (LHS) and
partial-rank correlation coefficients (PRCC) (McKay et al., 1979;
Iman and Helton, 1988; Blower and Dowlatabadi, 1994). To
perform the LHS analysis, we first drew 1,000 equiprobable
samples for each unknown parameter, including the initial
condition C0, from a statistical distribution of values. These
distributions were informed by our fits of the preliminary data
when available; in the case of the unitless parameters, we assumed
a uniform distribution on the interval [0, 1]. These samples
were then randomly paired in a Latin hypercube scheme to
run a series of 1,000 Monte Carlo simulations. Using these

simulation results, we then computed PRCCs between each
parameter and two different model outcomes across all time
points: the total number of tumor cells and the fraction of
tumor that has low sensitivity (Figure 4). PRCC are computed
using partial correlation applied to value ranks, as opposed to
the actual values of the parameters and model outcome. Partial
correlation helps control for effects due to other covariates,
and ranks are used to evaluate the associative relationship
between high and low values of parameters and the model
outcomes, rather than the values themselves. Thus, the PRCC
values at a given time point indicate how closely a high model
outcome value relates to a high or low parameter value given
at that time in the simulation. A PRCC close to 1 indicates a
strong association between high parameter value and high model
outcome value, and a PRCC close to −1 indicates a strong
association between a low parameter value and a high model
outcome value. For PRCC values between −0.5 and 0.5, the
association is considered to be weak. Further details for about
this method and the code files used are available on GitHub:
https://github.com/scmassey/model-sensitivity-analysis.

3.1.1. Total Tumor Population Depends Most Strongly

on Proliferation Rate, Followed by Treatment

Response Parameters
At early time points, particularly before the initiation of therapy,
the tumor population is strongly positively correlated with both
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FIGURE 4 | Partial rank correlation coefficients (PRCC) of parameters with respect to (A) tumor cells and (B) fraction of cells with low sensitivity (L/(H+ L) = L/C),

visualized across simulation time.

the initial number of cells implanted, C0 and proliferation rate
ρ (Figure 4A). By 30 days, or after approximately three doses
of therapy, the population remains strongly positively correlated
with ρ but the effect of C0 begins to wane. At the same time, drug
sensitivity of the H cell population, µH , and exposure to drug, γ
are strongly negatively correlated with total tumor cells. Relative
sensitivity z, which determines the fraction of drug sensitivity
in the L cell population, is also negatively correlated with total
tumor, but less strongly, and only approaches a PRCC value of
−0.5 after 100 days. This suggests that relative sensitivity z is
less impactful than either the treatment response rate µH for the
subpopulation with high ADC sensitivity or the degree of tumor
exposure to ADC, γ .

Parameters γ and µH track together in the sensitivity analysis
(overlapping lines in Figure 4). This is expected given our
substitution µL = zµH , which results in the coefficient −γ zµH

in the term describing drug induced apoptosis for the equation
describing the L population (Equation 1b), mirroring that for the
H population (Equation 1a), −γµH . Thus, sensitivity analysis
is unable to compare the differential impacts of these two
parameters, and highlights a potential parameter identifiability
issue for our model. Since we had preliminary data in both the
treated flank as well as the treated intracranial PDX settings, we
were able to obtain parameter estimates for these by keeping
γ = 1 in the flank setting, and assuming that µH is the same
intracranially as in flank.

3.1.2. Less Sensitive Fraction of Tumor Driven by

Initial Proportion of These Cells, Followed by

Treatment Response Parameters
Prior to the initiation of therapy, only parameter q, the fraction
of initially implanted cells that have low sensitivity, is correlated
with the proportion of total tumor that has low sensitivity
(Figure 4B). Once treatment is initialized, q remains highly
positively correlated, and this correlation decreases slightly over
time during the course of treatment.

Three other parameters show correlation with the fraction of
tumor that has lower sensitivity following initiation of therapy,
all of which involve drug response. Parameters γ and µH ,
representing the degree of tumor exposure to ADC and the ADC-
induced cell kill rate of cells with high sensitivity, respectively,
are both positively correlated and track together, while parameter
z, representing the relative treatment sensitivity between the
cells with higher and lower sensitivity, is negatively correlated
with the fraction of tumor that has low sensitivity. Further,
the PRCC values do not vary over the time of the simulation
after treatment is initiated and sustained. These correlations are
consistent with expectations from the behavior of the system
described by the model.

3.2. Simulation Results
To more fully explore the effect of parameters on model
predicted outcomes, we ran simulations for varied values of the
parameters relating to treatment response: γ , µH , and z (degree
of ADC exposure, the ADC response rate in cells with high
sensitivity, and the relative sensitivity between the two tumor
subpopulations, respectively). Codes used to run simulations and
plot the results may be found on GitHub: https://github.com/
scmassey/treatment-exposure-sensitivity-model.

3.2.1. Treatment Exposure Impacts Tumor Burden

More Than Relative Sensitivity
Comparing simulation results across a range of values for
parameters γ and z while holding µH fixed, we see that γ

plays a larger influence on total tumor cells than does z. That
is, looking across rows of drug exposure values γ , we see that
for relative sensitivity z > 0.6, there is no variation in total
tumor burden. For lower levels of drug exposure, this is even
more pronounced, as tumor burden is quite high regardless of
the relative sensitivity. This is consistent with the parameter
sensitivity results of section 3.1.1, but shows the impact of this
dynamic in greater detail.
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FIGURE 5 | Simulation results for varied γ and z. (Left) Heatmap shows total tumor cells at 84 days (12 weeks) post tumor initiation, across 10 values each of γ and

z, for fixed µH = 5. (Right) Two particular simulations corresponding to the labels (A,B) in the heatmap.

3.2.2. Different Subpopulation Proportions Can Yield

Same Total Tumor Burden
Simulations also highlighted that there can be distinct differences
in the dynamics of the two subpopulations of cells underlying
predicted tumor burden (Figure 5). Looking at long time scales—
in this case at 12 weeks or 84 days, the average survival
time of the treated subjects—we observe the effect of an
extended time of treatment in the simulations. Comparing two
simulations with the same predicted tumor burden, we see that
one simulation retains a large proportion of cells with high
sensitivity (Figure 5A), while another is made up almost entirely
of cells with low treatment sensitivity (Figure 5B). Thus, while
the overall tumor may look similar at many points along its
trajectory if sampled sparsely, one is about to be “uncontrolled”
at later time points, while the other will stay relatively stable.

4. DISCUSSION

Failure of targeted therapies in glioblastoma can be attributed
to many different causes, many of which are driven by various
aspects of tumor heterogeneity. These include the potential
mismatch of treatment to target beyond the center of the tumor
and/or inadequate delivery of therapy to these cells invading
outlying brain parenchyma. Often these have been investigated
separately, focusing either on sensitivity (through optimizing
targets or overcoming resistance) (Cloughesy et al., 2014), or
engineering approaches for enhancing drug delivery (Liu et al.,
2010; Van Tellingen et al., 2015). Infrequently, elements of
both are combined (Stein et al., 2018), but even in those
cases the relative impact of these upon treatment outcomes
has not been compared. Thus, we created our Treatment
Exposure and Sensitivity model describing tumor growth and
treatment response incorporating both exposure and differential
sensitivity to therapy, based on experimental data, to investigate
the relationship between them. Through parameter sensitivity
analysis and simulation, we found that both can contribute
in similar ways, but exposure may have a greater impact
overall. In particular, for simulated tumors that were given

the same treatment responsiveness for the highly sensitive
population, therapeutic exposure impacts tumor burden more
than the relative sensitivity between the two tumor populations.
Sensitivity analysis also revealed that parameter ρ is the
strongest positive influence on total cell population, as expected,
and distinguished between the effect of reduced therapeutic
sensitivity (z) and exposure to therapy (γ ) in reducing the
total tumor population. Not only is there a difference in the
magnitude of correlation between parameters γ and z with
total tumor burden, there is also a difference in the temporal
dynamics of the change in these correlations over time. The
correlation coefficients between parameters and the fraction of
the tumor with lower treatment sensitivity, however, is quite
stable over time.

4.1. Limitations
Our model is relatively minimal by design, as the amount of
available data constrains the number of model parameters we
can fit. Thus, this model does not compare potential sources of
differential treatment sensitivity (such as various mechanisms of
resistance). Although tumor heterogeneity may actually provide
for many populations with varying levels of sensitivity to therapy,
as described in section 2.2 we assumed that these cluster toward
more or less sensitive, reducing them to two. Larger data sets
generated by similar studies in the future may support including
more populations and additional mechanistic differences or
interactions between them. Related to this, we were also limited
in distinguishing BBB impacts from other microenvironmental
effects when comparing data from tumors grown in the flank
vs. the intracranial setting beyond the proliferation rate, ρ. For
example, microenvironmental effects, such as vascular density,
likely create regions of differential drug exposure (as well
as regions of different tumor subpopulations). Experiments
generating larger data sets and greater spatial detail would
facilitate adding these features in future modeling efforts. Finally,
while our present analysis of the model enables us to understand
the overall dynamics between the parameters, we are not able to
conclude anything with respect to efficacy of this particular drug
among patients due to the use of a single PDX line. As we discuss
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below, however, by using the parameter fitting method presented
to estimate drug sensitivity and exposure across multiple PDX
lines in future studies, it may be possible to gain insight in these
factors across patients with this heterogeneous disease.

4.2. Model Recommendations for Future
Experiments
Parameter sensitivity analysis of the model highlighted the
necessity of having the flank and intracranial treatment groups
for practical identifiability in obtaining estimates for therapeutic
sensitivity (µH) and exposure (γ ). This “tradeoff” between γ and
µH was also observed in simulations and is expected given our
model formulation. However, the emergence of this dynamic in
the creation and parameter estimation of our model underscores
that this relationship should be carefully considered in the design
of experimental studies for new glioma therapies. Sensitivity
analysis revealed that correlation coefficients between parameters
and total tumor burden change most dramatically at earlier
time points, and after approximately 50 days, change relatively
little. This suggests that experiments conducted to examine
the relationship between exposure and sensitivity to therapy
should focus on collecting time course data more densely for
the first 7 weeks as compared to longer times. As shown by
simulations, there can be several parameterizations that fit tumor
burden data at any single time which correspond to different
proportions of cells with high and low sensitivity to treatment.
Thus, time series data is essential for detecting differences in
these and the contributions of the BBB (parameter γ ) and relative
sensitivity (z).

Because our Treatment Exposure and Sensitivity model
is minimal and reduces mechanisms down to a few key
parameters, it has great utility for fitting experimental data
to estimate these parameters for individuals. Having these
individual parameterizations is key to understanding the
extent to which drug exposure and resistance each contributed
to variations in outcome. In particular, quantifying drug
sensitivity and exposure parameters for individual subjects
within and between groups with additional therapies and PDX
lines (better capturing interpatient, as well as intrapatient,

heterogeneity) may be a promising avenue for future research.
This will provide further insights for developing novel
approaches to therapy optimization—including delivery—for
individual patients.
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p53 regulates the cellular response to genotoxic damage and prevents carcinogenic

events. Theoretical and experimental studies state that the p53-Mdm2 network

constitutes the core module of regulatory interactions activated by cellular stress

induced by a variety of signaling pathways. In this paper, a strategy to control the

p53-Mdm2 network regulated by p14ARF is developed, based on the pinning control

technique, which consists into applying local feedback controllers to a small number

of nodes (pinned ones) in the network. Pinned nodes are selected on the basis of

their importance level in a topological hierarchy, their degree of connectivity within the

network, and the biological role they perform. In this paper, two cases are considered.

For the first case, the oscillatory pattern under gamma-radiation is recovered; afterward,

as the second case, increased expression of p53 level is taken into account. For

both cases, the control law is applied to p14ARF (pinned node based on a virtual

leader methodology), and overexpressed Mdm2-mediated p53 degradation condition

is considered as carcinogenic initial behavior. The approach in this paper uses a

computational algorithm, which opens an alternative path to understand the cellular

responses to stress, doing it possible to model and control the gene regulatory network

dynamics in two different biological contexts. As the main result of the proposed control

technique, the two mentioned desired behaviors are obtained.

Keywords: p53, Mdm2, p14ARF, pinning control, computational modeling

1. INTRODUCTION

Gene regulatory networks play key roles in every process of life, including cell cycle, metabolism,
signal transduction, cell communication, and cellular differentiation. These complex biological
networks use large amounts of data, necessary for modeling, analyzing, and controlling.
Mathematical and computational methods are very helpful approaches for constructing network
models at molecule level to predict cell behavior under normal conditions or pathological ones.
Network topology and interactions between nodes (representing molecules, proteins, genes,
mRNA, and others), and edges (establishing regulatory properties) describe the network dynamical
behavior (Bolouri and Davidson, 2002). Different mathematical models have been developed for
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studying gene regulatory networks, which can be divided into
four classes (De Jong, 2002): the first ones are logical models,
which describe regulatory networks qualitatively, namely,
Boolean networks (Kauffman, 1969; Akutsu et al., 1999; Wang
et al., 2012), probabilistic Boolean networks (Shmulevich et al.,
2002a,b), Bayesian networks (Friedman et al., 2000; Rau et al.,
2010), and Petri nets (Chaouiya, 2007; Karlebach and Shamir,
2008); the second ones are defined by continuous models such
as ordinary differential equations (Chen et al., 1999; Szallasi
et al., 2006; Cao et al., 2012), and the S-system formalism
(Kikuchi et al., 2003; Wang et al., 2010); the third ones are
single-molecule level models (Cai et al., 2006; Elf et al., 2007;
Selvin and Ha, 2008), which account for interactions among
molecules; and the last ones are hybrid models combining
different formulations like discrete-time and continuous-time
frameworks (Ahmad et al., 2006; Fromentin et al., 2010). The
continuous-time approach consists in connecting a group of
dependent variables to biochemical reaction kinetics. In this
case, it is essential to assume that molecules have constant
concentrations with respect to cellular compartments, in which
their variations are continuous functions of time (Chen et al.,
1999; Szallasi et al., 2006; Cao et al., 2012). This approach is
adopted in the present paper.

On the other hand, control theory has rapidly developed for
complex networks (Wang and Chen, 2002; Sorrentino et al.,
2007; Liu and Barabási, 2016). Recently, research focuses on
the important issue of how to incorporate control techniques
for biological systems and networks (Nowzari et al., 2016;
Vinayagam et al., 2016; Gao et al., 2017; Jiao et al., 2018;
Papatsenko et al., 2018; Wang et al., 2019), such as pinning
control for gene regulatory networks (Lin et al., 2014; Chen et al.,
2016; Yue et al., 2017; Li et al., 2018; Burbano et al., 2019).
In Lin et al. (2014), a Boolean network model to reproduce
the two-phase dynamics of the p53 network in response to
DNA damage is developed. In particular, two types of Boolean
attractors are presented; the first one is an apoptosis attractor
and the second one is a repair attractor. Based on this model,
practical control schemes for steering into the apoptosis attractor
in presence of DNA damage by pinning the state of a single node
or perturbing the weight of a single link are applied. In Chen et al.
(2016), an Autonomous Boolean Control Networks (ABCNs) for
designing and analyzing the therapeutic intervention strategies
are introduced. An important issue in therapeutic intervention
is to design a control sequence steering an ABCN from
an undesirable location (implying a diseased condition) to a
desirable one (corresponding to a healthy condition). Based on
this motivation, pinning control strategy is proposed for steering
an ABCN from any given condition to the desired one in the
shortest time. Cluster synchronization of the coupled genetic
regulatory network, represent with ABCN model is investigated
in Yue et al. (2017) with a directed topology and using the
event-based strategy and pinning control; for this network, a
synthetic regulatory network analogous to that in Escherichia
coli is proposed with twelve states, where three states are the
pinned nodes. In Li et al. (2018), a single-input pinning controller
design for reachability of Boolean networks is proposed; in
addition, different nodes are selected as the pinning ones by
solving logical matrix equations and Drosophila melanogaster

gene regulatory network is used to illustrate the effectiveness
and feasibility of the developed method. Finally, Burbano et al.
(2019) pinning controllability analysis of multiagent networks
subjected to three different types of noise diffusion processes;
namely, noise affecting the node dynamics, the communication
links, and the pinning control action is done, the effectiveness of
the theoretical results is illustrated in the genetic Toggle Switch,
originally introduced in E. coli. This last publication uses a model
based on stochastic differential equations.

Additionally, gene regulatory networks present responses to
DNA damage such as cell cycle arrest, DNA repair, senescence,
apoptosis among others. Among the main regulators of these
responses, tumor suppressor protein p53 (TP53) has been
recognized as the “guardian of the genome” and is a key
component of cellular responses to genotoxic stress (Lane,
1992). p53 regulates the cellular response to genotoxic damage
and prevents tumorigenesis by post-translational modifications
and gene transactivation (Ashcroft et al., 2000). Without
cellular stress, p53 remains inactive and latent due to targeted
degradation by the protein E3 ubiquitin-protein ligase Mdm2
(from MDM2 proto-oncogene). Mdm2 binds to p53 and marks
it for proteasome degradation, preventing p53 accumulation in
the nucleus and its transcriptional activity (Momand et al., 1992).
In this way, the activity of p53 and its negative regulation by
Mdm2 are widely recognized as one of the main regulatory
mechanisms in genotoxic stress response (Sionov and Haupt,
1999). The p53-Mdm2 network models have been studied in
Wagner et al. (2005), Geva-Zatorsky et al. (2006), Sykes et al.
(2006), Wee et al. (2009), Wee et al. (2012), and Hafner
et al. (2017), which describe different patterns of response
as promotion of transcriptional activities, post-translational
modifications, component interactions, and degradation rates.
Another important regulator of the p53-Mdm2 network is
the tumor suppressor p14ARF (Alternate Reading Frame),
one product of the CDKN2A gene. p14ARF inhibits Mdm2-
dependent p53 degradation, through Mdm2-p14ARF complex
formation (Zhang et al., 1998). Thus, in response to genotoxic
stress induced by gamma-radiation, p14ARF binds directly
to Mdm2, leading to an inhibition of Mdm2-mediated p53
ubiquitination and degradation, which increases p53 levels.
These events are coupled with downstream signaling pathways,
promoting behaviors such as cell cycle arrest, DNA repair,
senescence, or apoptosis induction (Zhang et al., 1998; Sionov
and Haupt, 1999; Parisi et al., 2002).

The present paper uses a continuous-time approach in
a deterministic model of the p53-Mdm2 network regulated
by p14ARF under gamma-radiation response (Leenders and
Tuszynski, 2013). Pinning control (Li et al., 2004; Chen,
2017) is applied to regulate feedback-loop caused by Mdm2
overexpression stimuli as carcinogenic initial condition (Oliner
et al., 1992; Nilbert et al., 1994; Dei Tos et al., 2000; Rayburn
et al., 2005), considering no influence of potential mutations.
Two desired behaviors are expected; the first one, restoration of
an oscillatory pattern, and the second one, the achievement of
an increased p53 level expression. p14ARF as pinned node is
selected according to the virtual leader methodology (Ren and
Beard, 2008; Lewis et al., 2013).

The novelty of the present paper is summarized as follows:
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1. The p53 and Mdm2 proteins are controlled by regulating the
p14ARF level, based on sensitivity analysis (Dickinson and
Gelinas, 1976; Hamby, 1994) as done below.

2. Spanning tree (Ren and Beard, 2008; Lewis et al., 2013) of the
p53-Mdm2 network regulated by p14ARF is obtained in order
to select the pinned nodes, which are determined based on the
virtual leader methodology (Ren and Beard, 2008; Lewis et al.,
2013).

3. Pinning control is introduced using a control systems
approach where the control dynamics is solved in conjunction
with the systems dynamics.

4. The proposed pinning control scheme does not require to
apply control inputs to all nodes; in this paper, only one node
(the pinned one), ensures oscillatory pattern under gamma-
radiation and increased expression of p53 levels for the p53-
Mdm2 network.

2. METHODS

2.1. Model Description
The p53-Mdm2 network is key for determining cell behavior
in response to cellular stress, such as DNA damage induced

by gamma-radiation (Strigari et al., 2014; Hage-Sleiman et al.,
2017), which can start a program of p53-dependent consequences
such as cell cycle arrest, DNA repair, senescence, or apoptosis
induction (Wagner et al., 2005; Geva-Zatorsky et al., 2006; Sykes
et al., 2006; Wee et al., 2009, 2012; Hafner et al., 2017). In
Figure 1, the interaction network between p53, Mdm2, and
p14ARF is provided for an individual cell model in two cell
compartments: nucleus and cytoplasm. This model includes
DNA damage induced by gamma-radiation, which generates the
p53 activation and the transactivation of both TP53 and MDM2
(among other transactivated genes, which are not considered
in this model). Initially, the translocation process of mRNAs
to the cytoplasm and its subsequent translation into proteins
takes place; afterward, proteins are transported back to the
nucleus. While p53 remains at high levels, Mdm2nuclear reduces
its concentration levels, and vice versa, thus, producing an
oscillatory pattern. Mdm2cytoplasmic moves to the nucleus at
a constant rate, ignoring all other possible behaviors. The
production and degradation rates of p14ARF remain constant
(Leenders and Tuszynski, 2013).

Following assumptions for the p53-Mdm2 network regulated
by p14ARF are presented:

FIGURE 1 | Schematic model of p53 network including Mdm2nuclear inhibition by p14ARF. p53 stabilization leads to transcriptional activity, inducing Mdm2mRNA
expression. Mdm2cytoplasmic is transported to the nucleus. p14ARF is also upregulated under genotoxic stress, where binds to Mdm2nuclear and causing its

suppression. p53 downstreaming possible responses include cell cycle arrest, DNA repair, senescence, and/or apoptosis.
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1. The p53-Mdm2 network is one of themost explored biological
mechanisms that exist, which provides adequate information.

2. The biological context requires different scenarios dependent
on p53 and failure in the network of p53-Mdm2-p14ARF,
which can be represented in equations for simulation output
desired reference that have a biological explanation, such as
regulation mechanisms in gene expression.

3. The biological responses of p53 that we are interested in
exploring are related to the ability to generate cell cycle arrest,
DNA repair, senescence, and/or apoptosis, especially the last
one since it has a key role in the tumor suppressor response.

4. The model assumes the response to an ionizing radiation
stimulus with p53-dependent responses, which presents an
oscillatory pattern due to variation between p53 and its
inhibitor Mdm2. The main objective is to simulate the p53
suppressed response when Mdm2 is overexpressed, which has
been documented in several types of tumors.

2.2. Mathematical Description
Taken from Leenders and Tuszynski (2013), based on the
principle of mass-action and the saturable transcription kinetics,
the p53-Mdm2 network regulated by p14ARF without control
action is mathematically described as follows:

d[p53]

dt
= kp − k1[p53][Mdm2nuclear]

− dp[p53], (1)

d[Mdm2_mRNAnuclear]

dt
= km + k2

[p53]1.8

KD
1.8 + [p53]1.8

(2)

− k0[Mdm2_mRNAnuclear],

d[Mdm2_mRNAcytoplasmic]

dt
= k0[Mdm2_mRNAnuclear] (3)

− drc[Mdm2_mRNAcytoplasmic],

d[Mdm2cytoplasmic]

dt
= kT[Mdm2_mRNAcytoplasmic] (4)

− ki[Mdm2cytoplasmic],

d[Mdm2nuclear]

dt
= ki[Mdm2cytoplasmic] (5)

− dmn[Mdm2nuclear]
2

− k3[Mdm2nuclear][p14ARF],

d[p14ARF]

dt
= ka − da[p14ARF]

− k3[Mdm2nuclear][p14ARF]. (6)

The deterministic model (1–6) includes: p53 production
and degradation (Equation 1), Mdm2_mRNAnuclear basal
transcription (p53-dependent and Mdm2-independent
production) in Equation (2); Mdm2_mRNAcytoplasmic transport
from nucleus to cytoplasm (Equation 3),Mdm2_mRNAcytoplasmic

translation rate and Mdm2cytoplasmic protein transport to nucleus
(Equation 4), Mdm2cytoplasmic decay through Mdm2nuclear-
p14ARF complex, which removes Mdm2 and stops Mdm2nuclear
ubiquitination rate (Equation 5), p14ARF production and

p14ARF decay in nucleus compartment (Equation 6). The
parameter values used are presented in Table 1.

2.2.1. Model Characteristics of p53-Mdm2 Network

Regulated by p14ARF
• The model (1–6) is based on response to gamma radiation

in individual MCF-7 cells. This model does not represent all
single cell line type responses to gamma radiation.

• It is important to emphasize that the model employed
(1–6) describes the core components of the p53 network
and are relevant to determine p53 dynamics in response
to gamma radiation-induced DNA damage. Mathematical
model considers several parameters with non-linear behaviors
such as molecule production, degradation, the dissociation
constant in the promoter region, translocation of network
components, complex formation rate, and translation
rate. Other genes/molecules regulations are ignored, gene
mutations are not considered, and constant molecule
concentrations in the cell are assumed.

• Note that this model includes both experimentally measured
and unknown parameters, which are selected manually in
order to fit the oscillatory behavior observed for one cell
model, as reported in Leenders and Tuszynski (2013).

• Due to the scarcity of parameters used in equations,
implications in future researches will involve eliciting
responses to stimuli such as gamma radiation, also in

TABLE 1 | Model parameters.

Parameter Description Value References

kp p53 production 0.5 proteins/s Leenders and

Tuszynski, 2013

k1 Mdm2-dependent p53

degradation

9.963× 10−6/s Leenders and

Tuszynski, 2013

dp p53 decay 1.925× 10−5/s Leenders and

Tuszynski, 2013

km p53-independent Mdm2

production

1.5× 10−3 RNA/s Leenders and

Tuszynski, 2013

k2 p53-dependent Mdm2

production

1.5× 10−2/s Weinberg et al.,

2005

KD Dissociation constant in the

promoter region

740 proteins Weinberg et al.,

2005

k0 RNA transport from nucleus

to cytoplasm

8.0× 10−4/s Leenders and

Tuszynski, 2013

drc Mdm2_mRNA decay in

cytoplasm

1.444× 10−4/s Hsing et al., 2000

kT Translation rate 1.66× 10−2

proteins/s

Cai and Yuan,

2009

ki Protein transport from

cytoplasm to nucleus

9.0× 10−4/s Mor et al., 2010

dmn Mdm2 autoubiquitination 1.66× 10−7/s Leenders and

Tuszynski, 2013

k3 Mdm2nuclear-p14ARF

complex formation rate

9.963× 10−6/s Northrup and

Erickson, 1992

Ka p14ARF production 0.5 proteins/s Leenders and

Tuszynski, 2013

da p14ARF decay 3.209× 10−5/s Kuo et al., 2004
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other stimuli with a p53-dependent and independent
responses, in single cells and multiple ones, including
detailed characterizations about genome integrity so that a
mathematical model reaches excellent precision.

2.3. Pinning Control Methodology
Consider a general network consisting ofN nodes with nonlinear
couplings, where each node is a scalar nonlinear dynamical
system, which represents genes, concentrations of RNAs and
proteins, given by

ẋi = fi(xi)+ hi(t, x1, x2, . . . , xN), i = 1, 2, . . . ,N, (7)

where xi ∈ R is the state of node i, for i = 1, 2, . . . ,N; fi :R 7→ R

represents the self-dynamics of node i related to the degradation
process of RNA and proteins, and so on; hi :R

N 7→ R is
the nonlinear coupling function between nodes, associated with
the changes of xi due to transcription, translation, repression,
activation, or other interaction processes, and N represents the
all network nodes.

The control objective is that (7) tracks a desired output
trajectory, given by

y = yr(t).

To achieve this objective, local feedback controllers are applied
to a reduced number of network nodes, according to the pinning
control methodology (Wang and Chen, 2002; Li et al., 2004;
Chen, 2017). Thismethodology is composed of two parts: the first
one, pinned nodes l are selected to apply control actions as in (8),
where 1 ≤ l ≤ N, and l can be as small as one. The second one is
the remained network nodes (N − l) without control action as in
(9). Thus, the controlled network can be written as

ẋi = fi(xi)+ hi(t, x1, x2, . . . , xN)+ gi(xi)ui, i = 1, 2, . . . , l.
(8)

ẋi = fi(xi)+ hi(t, x1, x2, . . . , xN), i = l+ 1, l+ 2, . . . ,N. (9)

where gi :R 7→ R is a nonlinear function of the node state i, for
i = 1, 2, . . . , l and ui denotes the control on the node i ∈ l.

In the present paper, ui in (8), is proposed as a local positive
discontinuous feedback control law, described by

ui =

{

1+ Ki(1− ei), if |ϕi| < 1,
1+ Ki(1− sign(ei)), if |ϕi| > 1,

(10)

where Ki is a positive control gain selected by the designer, ei is
the tracking error between the desired output trajectory [yr(t)]
and the controlled state (xi), is given by

ei = (xi − yr(t)), (11)

with ϕi =
ei
Si

being a proposed auxiliary variable to reject
chattering effect caused by sign(·) (signum function extracts the
sign of a real number) (), and Si a signal filter given by

Ṡi = −αiSi + ωi, i = 1, 2, . . . , l, (12)

where αi and ωi are positive gains to be selected.

2.4. p14ARF as Pinned Node
To select the pinned nodes, the virtual leader methodology
presented in Ren and Beard (2008) and Lewis et al. (2013) is used.
The methodology consists on analyzing the interactions between
proteins presented in Figure 1 using the mathematical model
(1–6). The nodes that affect directly or indirectly the dynamical
behavior everyone else, are candidates as pinned nodes. In this
sense, the spanning tree of the p53-Mdm2 network regulated
by p14ARF is developed, as in Figure 2; based on this analysis,
p14ARF is the adequate biological selection as the pinned node.

From Equation (6), the differential equation for p14ARF
(pinned node) is defined by three cellular processes, as follows

d[p14ARF]

dt
=

Production
︷︸︸︷

ka

Degradation
︷ ︸︸ ︷

−da[p14ARF]

Mdm2nuclear−p14ARF complex formation
︷ ︸︸ ︷

−k3[Mdm2nuclear][p14ARF] .

In order to control the p53-Mdm2 network, it is necessary
to increase the p14ARF concentration levels to regulated
Mdm2nuclear production. As can be seen degradation process and
Mdm2nuclear − p14ARF complex formation have a negative sign;
while, the production process has a positive sign. Due to this fact,
we propose tomodify the p14ARF production (Ka) process added
the control law (10).

Thus, considering Equations (8) and (9), the p53-
Mdm2 network regulated by p14ARF with control action is
mathematically described as follows:

d[p14ARF]

dt
= kau1 − da[p14ARF]

− k3[Mdm2nuclear][p14ARF], (13)

d[p53]

dt
= kp − k1[p53][Mdm2nuclear]

− dp[p53], (14)

d[Mdm2_mRNAnuclear]

dt
= km + k2

[p53]1.8

KD
1.8 + [p53]1.8

− k0[Mdm2_mRNAnuclear], (15)

d[Mdm2_mRNAcytoplasmic]

dt
= k0[Mdm2_mRNAnuclear]

− drc[Mdm2_mRNAcytoplasmic],

(16)

d[Mdm2cytoplasmic]

dt
= kT[Mdm2_mRNAcytoplasmic]

− ki[Mdm2cytoplasmic], (17)

d[Mdm2nuclear]

dt
= ki[Mdm2cytoplasmic]

− dmn[Mdm2nuclear]
2 (18)

− k3[Mdm2nuclear][p14ARF].

The p53-Mdm2 network regulated by p14ARF without control
action (1–6) and with control action (13–18) are simulated using
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FIGURE 2 | Spanning tree process of the p53-Mdm2 network regulated by p14ARF. In (A) proteins and mRNA of the network are presented. In (B) based on the

mathematical model (1–6) and doing a biological analysis, proteins, and mRNA are illustrated with their dependent molecule. Finally, in (C) the spanning tree where

p14ARF do not have direct dependence (virtual leader) from other protein/mRNA is presented.

Matlab/Simulink and the fourth-order Runge-Kutta integration
method with a fixed step size of 1×10−3.

3. RESULTS

3.1. Behaviors of the p53-Mdm2 Network
Regulated by p14ARF Without Control
Action
Three different behaviors of the p53-Mdm2 network without
control actions are presented in Figure 3.

As displayed in Figure 3A, the p53-Mdm2 network presents
an oscillatory pattern under gamma-radiation, for a lapse of 48
h, using the parameter values shown in Table 1. This response is
due to post-translational modifications of p53 and the negative
interactive loop of Mdm2-mediated ubiquitination, according
to Ciliberto et al. (2005) and Geva-Zatorsky et al. (2006); this
pattern has not been observed for all cell types and requires
wild-type genes (Lahav et al., 2004; Leenders and Tuszynski,
2013).

Figure 3B illustrates that p53-Mdm2 dependent affinity is
altered, producing a Mdm2nuclear overexpression when the
parameters k1 and k2 are set to values five and ten times larger
than the original ones, respectively. This behavior is reported
in a variety of human soft tissue tumors and in hematological

malignancies, as discussed in Oliner et al. (1992), Nilbert et al.
(1994), Dei Tos et al. (2000), Bond et al. (2004), and Rayburn
et al. (2005). In human tumors, Mdm2 overexpression can inhibit
p53 normal regulatory activities and induce a loss of growth-
inhibitory signals in cytostatic and apoptotic responses, which
may favor a carcinogenic process.

Figure 3C displays an increased expression of p53 levels
when the parameters Ka and drc are set to values ten and one
hundred times larger than the original ones, respectively. This
p53 dynamical behavior is related to downstream genes involved
in signaling pathway, which can produce cell cycle arrest, DNA
repair, senescence, and/or apoptotic response (El-Deiry, 1998;
Hsing et al., 2000; Khan et al., 2004; Arya et al., 2010; Purvis et al.,
2012).

3.2. Behaviors of the p53-Mdm2 Network
With Nutlin-3
Several molecular inhibitors of p53-Mdm2 interaction have been
proposed, including a small molecule called Nutlin-3 as in
Vassilev et al. (2004). Due to Mdm2 deregulation has been
reported in various tumor types, Nutlin-3 has been an option
to block the p53-binding site of MDM2 competitively and
induce the upregulation and activation of p53 pathway (Yee-
Lin et al., 2018). These findings motivated us to observe the
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possible effect of the external stimulus of Nutlin-3 on the
oscillatory pattern behavior in the p53-Mdm2 network regulated
by p14ARF. If p53 stabilization is achieved and p53 degradation is
avoided, as reported for Nutlin-3 in tumors, p53 can accomplish
antiproliferative effects.

In this sense, a simulation to reduce p53-Mdm2
interaction and p53 degradation in the presence of Nutlin-
3 is presented in Figure 4. To achieve this behavior, k1,

which represents Mdm2-dependent p53 degradation,
takes values between 25, 50, 75, and 90% less from the
original value. It is possible to observe that simulating
the effect of Nutlin-3, liberates p53 from the interaction
and inhibition by Mdm2 in the network, allowing to
desynchronize p53 and MDM2 oscillatory behavior, reaching
a stable high concentration when the inhibition by Nutlin-3
is strong.

FIGURE 3 | Behaviors of the p53-Mdm2 network regulated by p14ARF without control action. (A) p53-Mdm2nuclear oscillatory pattern under gamma-radiation within

a lapse of 6.64 h. (B) Mdm2nuclear overexpression and p53 downregulation with k1 = 1.9926× 10−6/s and k2 = 45× 10−3/s; once Mdm2nuclear is overexpressed, p53

is inhibited. It can be conjectured that Mdm2nuclear deregulation will lead to oncogenic behavior through p53 suppression. (C) Increased expression of p53 levels

response under gamma-radiation induction with ka = 5 proteins/s and drc = 1.444× 10−2/s. It can be conjectured that p53 upregulation will lead to cell cycle arrest,

DNA repair, senescence, and/or apoptotic response.

FIGURE 4 | Behaviors of the p53-Mdm2 network regulated by p14ARF under Nutlin-3 effect. (A) With 25% activity in k1. (B) With 50% activity in k1. (C) With 75%

activity in k1. (D) With 90% activity in k1. (C,D) Shows desynchronized p53-Mdm2 interaction.
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3.3. Sensitivity Analysis for p14ARF
Production (Ka)
This analysis is done on the basis of p14ARF production (Ka)
value variation effects on p53 andMdm2nuclear respectively as can
be seen in Figure 5. Sensitivity analysis (Dickinson and Gelinas,
1976; Hamby, 1994) determines the Ka values for which the
network can not achieve desired behaviors (0–1.5 proteins/s); the
Ka value to reach p53-Mdm2nuclear oscillatory pattern (1.6–9.5
proteins/s), and the Ka value to generate an increased expression
of p53 with Mdm2nuclear downregulation (9.6–50 proteins/s) are
determined from Figure 5.

3.4. Behaviors of the p53-Mdm2 Network
Regulated by p14ARF With Control Action
To illustrate the p53 and Mdm2nuclear behavior under pinning
control actions, two cases are considered: (1) to restore an

oscillatory pattern under gamma-radiation, and (2) to achieve an
increased expression of p53 level. For a 24 h lapse, the network
runs without any control action and presents overexpressed
Mdm2-mediated p53 degradation as carcinogenic initial behavior
for both cases (Oliner et al., 1992; Nilbert et al., 1994; Dei Tos
et al., 2000; Bond et al., 2004; Rayburn et al., 2005), which is
displayed in Figure 3B above.

3.4.1. Case 1: Restoration of an Oscillatory Pattern

Under Gamma-Radiation
For the first case, by considering p14ARF production (kau1) in
a range between 0 and 1.5 proteins/s, the proposed controller is
turned on after the 24 h initial lapse; however, the network can
not achieves the oscillatory pattern as can be seen in Figure 6A.
Due to the low value of kau1, the pinning control technique
cannot achieve the desired behavior. Otherwise, with (kau1) in
a range between 1.6 and 9.5 proteins/s, the proposed controller

FIGURE 5 | Sensitivity analysis for Ka. In (A) p53 response to Ka variations is illustrated. In (B) Mdm2nuclear response to Ka variations is presented. For both cases Ka
varies between 0 to 50 proteins/s for all network proteins, but we select p53 and Mdm2nuclear because they are the output desired in the network.

FIGURE 6 | Proposed scenario simulations to achieve restoration of an oscillatory pattern under gamma-radiation in the p53-Mdm2 network regulated by p14ARF.

For both tests is possible to observe overexpressed Mdm2-mediated p53 degradation as carcinogenic initial behavior at first 24 h. In (A), control action with (kau1 ) in a

range between 0 and 1.5 proteins/s, the oscillatory pattern under gamma-radiation is not achieved (24–48 h) and likewise in (B) oscillatory pattern under

gamma-radiation under pinning control (24–72 h) with (kau1) in a range between 1.6 and 9.5 proteins/s is achieved.
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forces the network to gradually track the oscillatory pattern as
can be seen in Figure 6B.

3.4.2. Case 2: Achievement of a p53 Level Increased

Expression
For the second case, by considering p14ARF production (kau1)
in a range between 0 and 1.5 proteins/s, the proposed controller
is turned on; however, the network can not achieves increased
expression of p53 as can be seen in Figure 7A. Due to the low
value of kau1, the pinning control technique cannot achieve the
desired behavior. Otherwise, with (kau1) in a range between 9.6
and 50 proteins/s, the proposed controller again is turned on, and
the system gradually tracks the increased expression of p53 levels
as can be seen in Figure 7B.

For both cases, the control law (u1(t) ∈ R) is applied to
p14ARF node as in Equation (13). The respective control actions

are displayed in Figure 8A for the first case and Figure 8B for
the second case. From the above results, it can be clearly seen
that the pinning controller achieves regulation successfully for
the p53-Mdm2 network.

4. DISCUSSION

In biological systems, gene regulatory networks, having
complex interactions, present important challenges
for the application of control strategies. A mixture of
mechanisms such as gene expression patterns, post-
translational modifications, translocation, components
degradation, and the specific changes of internal and
external signals of the cell, generate nonlinear behavior.
Hence, to illustrate the applicability of complex network
control, we present two cases for a deterministic network

FIGURE 7 | Proposed scenario simulations to achieve p53 level increased expression in the p53-Mdm2 network regulated by p14ARF. For both tests is possible to

observe overexpressed Mdm2-mediated p53 degradation as carcinogenic initial behavior at first 24 h. In (A), control action with (kau1) in a range between 0 and 1.5

proteins/s, increased expression of p53 response is not achieved (24–48 h) and likewise in (B) increased expression of p53 response under pinning control (24–72 h)

with (kau1) in a range between 9.6 and 50 proteins/s is achieved.

FIGURE 8 | Control signal u1(t) applied in p14ARF. (A) Case 1: control action to achieve an oscillatory pattern under gamma-radiation. (B) Case 2: control action to

achieve an increased expression of p53 response.
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model corresponding to tumor suppressor p53, Mdm2, and
p14ARF.

4.1. Behaviors Induced Without Control
Action
4.1.1. p53-Mdm2nuclear Oscillatory Pattern
Levels of p53 and Mdm2nuclear proteins present oscillatory
behavior, caused by pulses resulting from p53 activation,
p53-dependent transactivation, Mdm2 production, Mdm2nuclear
sequestration by p14ARF, and Mdm2-mediated ubiquitination.
This process allows the cell to respond to double-strand breaks
(DSBs) in DNA induced by gamma radiation, which correlates
with the number of p53 pulses in individual cells (Lahav
et al., 2004; Geva-Zatorsky et al., 2006). For the model used
in this paper, there are regulatory factors which have not
been considered, as the interaction of other potentially relevant
genes transactivated by p53 (nearly 100 genes in pathways such
as cell cycle arrest, DNA repair, senescence, and apoptosis;
Riley et al., 2008). One of the simpler explanations for the
p53 oscillatory pattern is due to repeated activation of ATM
(Ataxia TelangiectasiaMutant), which dissociates the p53-Mdm2
complex and stabilizes an increase in p53 levels. These changes
are driven by persistent DNA damage induced by radiation
(Lahav et al., 2004; Geva-Zatorsky et al., 2006). Therefore,
recovering the normal pattern response to DNA damage by the
p53-Mdm2 network is fundamental for tumor suppression.

4.1.2. Mdm2nuclear Overexpression and p53

Downregulation
There are gene abnormalities in tumors, carcinogenesis driven
by viral infections, and other mechanisms that contribute to
inactivate p53 functions and its signaling outcomes (Scheffner
et al., 1990; Camus et al., 2003; Rayburn et al., 2005). For
example, Mdm2 overexpression leads to p53 downregulation,
contributing to losses of tumor suppressor activity. Mdm2
overexpressed is a hallmark in several types of cancer (Nilbert
et al., 1994; Dei Tos et al., 2000; Rayburn et al., 2005). As
reviewed in Rayburn et al. (2005), Mdm2 is overexpressed
in liposarcomas, osteosarcomas, testicular germ cell tumors,
embryonic carcinomas, brain tumors (including glioblastomas
and astrocytomas), hematological malignancies, bladder cancer,
breast cancer, colorectal cancer among others. In this sense, the
number of Mdm2 abnormalities is highly variable. Moreover,
not all samples from the same type of tumor, show Mdm2
overexpression. Bond et al. (2004) reported other mechanisms
that promote Mdm2 overexpression, where a single nucleotide
polymorphism (SNP309) in the MDM2 promoter, increases the
affinity of the transcriptional activator Sp1, resulting in higher
levels of Mdm2mRNA andMdm2 translation rate. This behavior
illustrates p53 downregulation resulting in a decreased response
to DNA damaging agents and acceleration of tumorigenesis.

4.1.3. Increased Expression of p53 Levels
The stabilization and accumulation of p53 levels are part of the
DNA damage response to maintain genome integrity. One of
the possible response outputs of a fully functional p53 pathway
is the induction of apoptosis generated by DNA damage. For

apoptosis induction by radiation in certain tissues, a cascade
of signaling is generated through pro-apoptotic proteins, such
as response mediated by ATM protein (Bakkenist and Kastan,
2003). ATM leads to p53 stabilization, modifying the interaction
capabilities with Mdm2 (El-Deiry, 1998). With the activation of
p53, its degradation is limited, and p53 levels increase (Oliner
et al., 1993). Downstream to ATM/p53 activation, an apoptosis
program is carried out by a set of proteins, such as Bim,
Puma, Bid, Bmf, Bad, Bik, Noxa, and Hrk, whereby Puma
and Noxa can be directly regulated with p53 overexpression
by gamma-radiation (Villunger et al., 2003; Chen et al., 2005).
This set of proteins can bind and block survival proteins such
as Bcl-2, which release death effectors like Bax and Bak. These
effectors can lead to a change in the permeability of the outer
mitochondria membrane. Furthermore, they can participate
in the cell dismantling coupled with caspases (Green and
Kroemer, 2004). There are other possible outcomes for the p53
activation pathway and p53 independent responses to DNA
damage by gamma-radiation, which can lead the cell to cell cycle
arrest, initiate DNA repair, or perform senescence. Experimental
evidence indicates that the cellular level of p53 can dictate the
response of the cell, such that lower levels of p53 result in arrest,
whereas higher level results in apoptosis (Chen et al., 1996; Purvis
et al., 2012).

4.1.4. p53-Mdm2 Network With Nutlin-3
Just as p14ARF can stabilize p53 by antagonizing Mdm2 effects
(Weber et al., 1999), if we consider molecules or treatments that
can function as Mdm2 inhibitors, the small molecule Nutlin-3,
is a compound described that binds in the p53-binding pocket
within Mdm2, inhibiting its interaction with p53, and preventing
p53 tagging for proteasome-mediated degradation (Vassilev et al.,
2004; Yee-Lin et al., 2018).

Nutlin-3 is considered cytotoxic in specific wild-type p53
cancer cells (Vassilev et al., 2004; Arya et al., 2010; Yee-Lin
et al., 2018), and therefore, p53 executes p53-dependent genes
transactivation. Unlike in p53 mutated cell lines, transactivation
is defective, and induced Mdm2 expression is impaired (Kamijo
et al., 1998). It is essential to consider TP53 mutational status,
other p53-dependent responses, and the Nutlin 3 activity in a
dose and time-dependent manner (Arya et al., 2010), to predict
the effect of Nutlin 3 in Mdm2 binding interactions.

4.2. Behaviors Induced by the Pinning
Control Technique
4.2.1. Case 1: Restoration of an Oscillatory Pattern

Under Gamma-Radiation
The oscillatory pattern behavior (Geva-Zatorsky et al., 2006;
Wee et al., 2009; Batchelor et al., 2011) induced by means
of the pinning control technique is illustrated in Figure 6,
with the purpose of restoring normal network behavior in
presence of oncogenic overexpressed Mdm2; this overexpression
avoids normal regulatory activities due to a suppressed wild-
type p53. The pinning control technique (10) is located at
the production of p14ARF node with Ki = 100, which
allows to regenerate an oscillatory pattern and guarantees that
p14ARF production kau1 achieves a range between 1.6 and 9.5
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proteins/s. Enhanced p14ARF production induces a decrease in
Mdm2nuclear which in turn increased p53 levels. This approach
can help to analyze multiple interaction mechanisms, to induce
different cell reprogramming responses. Therefore, the proposed
approach motivates future researches on the interdependencies
of cellular networks and new ways for treatment designs in tumor
suppressor networks.

4.2.2. Case 2: Achievement of an Increased p53 Level

Expression
The increased expression of p53 levels by means of the pinning
control technique is achieved as shown in Figure 7. Such
technique generates the desired behavior of p53 progressive
accumulation, assuming that this behavior has a post-
translational activation mediated by ATM, which could
generate the activation of downstream proteins, contributing to
the activation of apoptosis or cell cycle arrest (El-Deiry, 1998;
Wagner et al., 2005; Geva-Zatorsky et al., 2006; Wee et al., 2009).
The pinning control technique (10) is located at the production
of p14ARF node with Ki = 5, which yields an increased p53
level expression and guarantees that p14ARF production kau1
achieves a range between 9.6 − 50 proteins/s. p14ARF is moved
from the nucleolus to nucleoplasm in response to DNA damage,
where Mdm2nuclear-p14ARF complex promotes p53 tumor
suppressor activity. For this case, it is possible to generate p53
accumulation, which is assumed to be activated by a mechanism
linked to post-radiation activation of the ATM protein and
p53-dependent induction of downstream proteins (Bakkenist
and Kastan, 2003; Villunger et al., 2003; Pauklin et al., 2005).
With the proposed pinning control law, it is possible to produce
scenarios with different physiological or pathological responses
of the p53-Mdm2 network.

For the two cases discussed above, the proposed pinning
control strategy for the p53-Mdm2 network dynamics is applied
on the p14ARF node based on sensitivity analysis as follows:
In the first case, oscillatory pattern activity is achieved; in the
second case p53 increased expression and accumulation are
obtained. By means of the sensitivity analysis in Ka with respect
to p53 and Mdm2nuclear , it can be established that with Ka

low values, the network does not reach the desired behavior.
However, for the adequate Ka values mentioned above, the
network recovers its oscillatory pattern behavior, or an increase
in p14ARF production leads causing a consistently increase
p53 level. The proposed pinning control strategy as explained
suppresses Mdm2 prooncogenic behavior and allows functional
recovery of p53 physiological response.

4.2.3. p14ARF as Pinned Node for p53-Mdm2

Network Control
In this section, we explain the importance of p14ARF as pinned
node for the p53-Mdm2 network. Pinned node p14ARF regulates
p53 by promoting Mdm2 degradation, preventing the Mdm2-
mediated p53 degradation (Kamijo et al., 1998; Zhang et al.,
1998; Weber et al., 1999). Experimental evidence indicates that
p14ARF can even induce apoptosis through the Bax protein
independent of p53 (Suzuki et al., 2003) and activate p53 through
phosphorylation in oncogenic damage (Ito et al., 2001). It has

also been reported that p14ARF helps to regulate the expression
of Rad51, a protein involved in DNA repair; such regulation is
explained by the activation of the ATM/ATR pathway, which
is activated in response to DNA DSBs damage induced by
ionizing radiation (Pauklin et al., 2005). In an in vitro approach
(Itoshima et al., 2000), esophageal cancer cells were transfected
with a plasmid designed to rise ARF expression (exogenous),
with the subsequent reduction of endogenous levels of Mdm2
and induced p53 accumulation. Also, Itoshima et al. (2000),
observed that mutant form of p53 was also stabilized by ectopic
ARF increased expression, consistent with another report where
p53 mutated can also be bonded to Mdm2 (Haupt et al., 1997);
however, mutant-p53 transcriptional activity is obliterated and
the existence of an intact autoregulatory loop between ARF,
Mdm2, and p53 is needed to observe full regulatory pathway
responses, particularly, a response that leads to apoptosis in
cancer cells.

Interestingly, according to a model of overexpression of
p14ARF in glioblastoma and astrocytoma cells, p14ARF controls
neovascularization, through upregulation of metalloproteinase-
3 inhibitor (TIMP3) in a p53-independent signaling pathway,
which suppresses angiogenesis (Zerrouqi et al., 2012). Moreover,
the upregulation of P14ARF could generate activation or
interaction with other factors such as Sp1, c-Jun, AP-1, and
JNK that cooperate to prevent tumor-induced microthrombosis
through activation of the anticoagulant factor TFPI-2. p14ARF
also enhances the transcriptional activity of Sp1, using the
interaction of Mdm2 with Sp1. If Mdm2 is inhibited, Sp1
activity can be enhanced and induce tumor suppressor effects
independent of p53-mediated signaling, as stated by Zerrouqi
et al. (2014).

As future work, it would be essential to generate a new
model that includes these and other interactions (disruption of
mutant p53 stabilization, p53 post-translational modifications,
external inhibitors, or altered proteasome system within the
network), which would allow applying these control techniques
and other types of analysis to others cell signaling pathways, to
computationallymodel and stir the dynamics of a gene regulatory
network to the desired state mainly to reproduce the coordinated
fluctuation behavior of core components in p53 network.

Finally, experimental validation for the p53-Mdm2 network
regulated by p14ARF as pinned node is not possible to implement
due to lack of a biosensor measure the activity in the nucleus
and cytoplasm at the cell. Our group is currently developing such
a sensor.
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Metastasis is the primary mechanism by which cancer results in mortality and there are

currently no reliable treatment options once it occurs, making the metastatic process a

critical target for new diagnostics and therapeutics. Treating metastasis before it appears

is challenging, however, in part because metastases may be quite distinct genomically

from the primary tumors from which they presumably emerged. Phylogenetic studies

of cancer development have suggested that changes in tumor genomics over stages

of progression often result from shifts in the abundance of clonal cellular populations,

as late stages of progression may derive from or select for clonal populations rare in

the primary tumor. The present study develops computational methods to infer clonal

heterogeneity and dynamics across progression stages via deconvolution and clonal

phylogeny reconstruction of pathway-level expression signatures in order to reconstruct

how these processes might influence average changes in genomic signatures over

progression. We show, via application to a study of gene expression in a collection

of matched breast primary tumor and metastatic samples, that the method can infer

coarse-grained substructure and stromal infiltration across the metastatic transition. The

results suggest that genomic changes observed in metastasis, such as gain of the

ErbB signaling pathway, are likely caused by early events in clonal evolution followed by

expansion of minor clonal populations in metastasis, a finding that may have translational

implications for early detection or prevention of metastasis1.

Keywords: breast cancer, brain metastases, phylogenetics, deconvolution, pathways, gene modules,

transcriptome, matrix factorization

1Algorithmic details, parameter settings, and source code are available at https://github.com/CMUSchwartzLab/NND.

Additional results and proofs are provided in the Supplementary Material.
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1. INTRODUCTION

Metastatic disease is the primary mechanism by which cancer
results in patient mortality (Chambers et al., 2002; Chaffer and
Weinberg, 2011). By the time metastases have appeared, there are
generally no viable treatment options (Guan, 2015). Successful
treatment thus depends on treating not just the primary tumor
but also the seeds of metastasis that may linger after a seemingly
successful remission. Identifying successful treatment options
for metastasis is problematic, however, since the genomics of
primary and metastatic tumors may be quite different even
in single patients and metastatic cell populations may be
poorly responsive to therapies effective on the primary tumor.
Studies of cell-to-cell variation in cancers have revealed often
substantial clonal heterogeneity in single tumors, with clonal
populations sometimes dramatically shifting across progression
stages (Greaves and Maley, 2012). Phylogenetic studies of clonal
populations have been inconclusive on the typical evolutionary
relationships between primary and metastatic tumors (Schwartz
and Schäffer, 2017). It remains a matter of debate whether
changes in clonal composition occur primarily through ongoing
clonal evolution, which results in novel clones with metastatic
potential and resistance to therapy, or from selection on existing
clonal heterogeneity already present at the time of first treatment
(Ding et al., 2013; de Bruin et al., 2014). The degree to which
either answer is true has important implications for prospects for
early detection or prophylactic treatment of metastasis.

Brain metastases (BrMs) occur in around 10–30% of
metastatic breast cancers cases (Lin et al., 2004). Although
recent advances in the treatment of metastatic breast cancer
have been able to achieve long-term overall survival, there
are limited treatment options for BrMs and clinical prognoses
are still disappointing (Witzel et al., 2016). Recent work
examining transcriptomic changes between paired primary and
BrM samples has demonstrated dramatic changes in expression
programs over metastasis, including changes in tumor subtype
with important implications for treatment options and prognosis
(Priedigkeit et al., 2017; Vareslija et al., 2018). Some past
research has sought to infer phylogenetic models to explain
the development of brain metastases based on somatic genomic
alterations (Brastianos et al., 2015; Körber et al., 2019).
Such methods are challenged in drawing robust conclusions
about recurrent progression processes, though, by the high
heterogeneity within single tumors and across progression stages
and patients. While single-cell methods are proving powerful
for resolving such problems in other contexts (Qiu et al., 2011;
Elyanow et al., 2020), such data is rarely available for studies
of metastatic progression, which generally require working
with samples archived years before metastases are discovered.
Changes in the activity of particular genetic pathways or modules
may provide a more robust measure of frequent genomic
alterations across cancers.

In the present work, we develop a strategy for tumor
phylogenetics to explore how changes in clonal composition,
via both novel molecular evolution and shifts in population
dynamics of tumor clones and associated stroma, influence
changes in expression programs across such progression stages.

Our methods make use of multi-site bulk transcriptomic data
to profile changes evident in gene expression programs between
clones and progression stages. We break from past work in this
domain in that we seek to study not clones per se, as is typical
in tumor phylogenetics (Eaton et al., 2018; Tao et al., 2019b),
but what we dub “cell communities”: collections of clones or
other stromal cell types that persist as a group with similar
proportions across samples (section 2.4). We accomplish this
via a novel transcriptomic deconvolution approach designed
to make use of multiple samples both within and between
patients (Schwartz and Shackney, 2010; Zare et al., 2014) while
improving robustness to inter- and intra-tumor heterogeneity
by integrating deconvolution with pathway-based analyses of
expression variation (Park et al., 2009).

2. MATERIALS AND METHODS

2.1. Overview
Cell populations evolve due to genomic perturbations that can
result in changes in the activity of various functional pathways
between clones. Our overall method for deriving coarse-grained
portraits of cell community evolution at the pathway level is
illustrated by Figure 1. After the preprocessing of transcriptome
data (section 2.2), the overall workflow consists of three main
steps: First, the bulk expression profiles are mapped into the
gene module and pathway space using external knowledge
bases to reduce redundancy, noise, and sparsity, and to provide
markers of expression variation for the subsequent analysis
(section 2.3). Second, a deconvolution step is implemented
to resolve cell communities, i.e., coarse-grained mixtures of
cell types presumed to represent an associated population of
cancer clones and stromal cells, from the compressed pathway
representation of samples (section 2.4). Third, phylogenies of
these cell communities are built based on the deconvolved
communities as well as inferred ancestral (Steiner) communities
to reconstruct likely trajectories of evolutionary progression
by which cell communities develop—through a combination
of genetic mutations, expression changes, and changes in
population distributions—as a tumor progresses from healthy
tissue to primary and potentially metastatic tumor (section 2.5).

2.2. Transcriptome Data Preprocessing
We applied our methods to raw bulk RNA-Sequencing data
of 44 matched primary breast and metastatic brain tumors
from 22 patients (each patient gives two samples) (Priedigkeit
et al., 2017; Vareslija et al., 2018), where six patients were
from the Royal College of Surgeons (RCS) and sixteen patients
from the University of Pittsburgh (Pitt). These data profiled
the expression levels of ∼60,000 transcripts. These can be
represented in the format of a matrix, with rows corresponding
to genes and columns to the samples (primary tumors or
metastases). We removed the genes that are not expressed
in any sample. We also considered only protein-coding genes
in the present study. Approximately 20,000 genes remain
after the filter. We conducted quantile normalization across
samples using the geometric mean to remove possible artifacts
(Amaratunga and Cabrera, 2001). The top 2.5% and bottom
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FIGURE 1 | The pipeline of BrM phylogenetics using matched bulk transcriptome.

2.5% of expressions were clipped to further reduce noise.
Finally, we transformed the resulting bulk gene expression
values into the log space and mapped those for each gene
to the interval [0, 1] by a linear transformation. The resulting
preprocessed transcriptome data were used as the input of
Step 1 (section 2.3).

2.3. Mapping to Gene Modules and Cancer
Pathways
The protein-coding gene expressions were mapped into both
perturbed gene modules and cancer pathways, using the DAVID
tool and external knowledge bases (Huang et al., 2009), as
well as the cancer pathways in the KEGG database (Kanehisa
and Goto, 2000). This step compresses the high dimensional
data and provides markers of cancer-related biological processes
(Figure 1, Step 1). Note that although both gene module and
cancer pathway representations capture recurrent features of
metastatic progression, they serve different purposes in our
analysis. Gene modules are an essential part of deconvolution
in the following steps because they provide the major variance
within the data. Cancer pathways serve primarily as probes for
post-hoc interpretation of the unmixed communities, but are
biased relative to the gene module space by the focus only on
genes with known relevance to cancer.

2.3.1. Gene Modules
Functionally similar genes are usually affected by a common set
of somatic alterations (Park et al., 2009) and therefore are co-
expressed in the cells. These genes are believed to belong to the
same “gene modules” (Desmedt et al., 2008; Tao et al., 2020).
Inspired by the idea of gene modules, we fed a subset of 3,000
most informative genes out of the ∼20,000 genes that have the
largest variances into the DAVID tool for functional annotation
clustering using several databases (Huang et al., 2009). DAVID
maps each gene to one or more modules. We did not force the
genes to be mapped into disjunct modules because a gene may
be involved in several biological functions and therefore more
than one gene module. We removed gene modules that were
not enriched (fold enrichment < 1.0) and kept the remaining
m1 = 109modules (and the corresponding annotated functions),
where fold enrichment is defined as the EASE score of the current
module to the geometric mean of EASE scores in all modules
(Hosack et al., 2003). The gene module values of all the n =
44 samples were represented as a gene module matrix BM ∈

R
m1×n. The i-th gene module value in j-th sample, (BM)i,j, was

calculated by taking the sum of expressions of all the genes in
the i-th module. Then BM was rescaled row-wise by taking the
z-scores across samples to compensate for the effect of variable
module sizes.

Frontiers in Physiology | www.frontiersin.org 3 September 2020 | Volume 11 | Article 1055243

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Tao et al. Deconvolution of Tumor Clonal Expression

2.3.2. Cancer Pathways
Although the gene module representation is able to capture the
variances across samples and reduce the redundancy of raw
gene expressions, it has two disadvantages. The first is a lack
of interpretability. Specifically, some annotations assigned by
DAVID are not directly related to biological functions, and the
annotations of different modules may substantially overlap. The
second is that the key perturbed cancer pathways or functions
may not always be the ones that vary most across samples. For
example, genes in cancer-related KEGG pathways (hsa05200;
Kanehisa and Goto, 2000) are not especially enriched in the
top 3,000 genes with the largest expression variances. To make
better use of prior knowledge on cancer-relevant pathways, we
supplemented the generic DAVID pathway sets with a KEGG
“cancer pathway” representation of samples BP ∈ R

m2×n, where
the number of cancer pathways m2 = 24. The cancer-related
pathways in the KEGG database are cleaner and easier to explain,
more orthogonal to each other, and contain critical signaling
pathways to cancer development. We extracted the 23 cancer-
related pathways from the following 3 KEGG pathway sets:
Pathways in cancer (hsa05200), Breast cancer (hsa05224), and
Glioma (hsa05214). An additional cancer pathway RET pathway
was added, since it was found to be recurrently gained in the
prior research (Vareslija et al., 2018). See y-axis of Figure 4D
for the complete list of 24 cancer pathways. We considered all
the ∼20,000 protein-coding genes other than top 3,000 genes.
The following mapping of cancer pathways and transformation
to z-scores were similar to that we did to map the gene modules.

Until this step, the raw gene expressions of n samples
were transformed into the compressed gene module/pathway
representation of samples B =

[

B
⊺

M ,B
⊺

P

]⊺
∈ R

m×n, where
m = m1 + m2. The gene module representation BM serves
for accurately deconvolving and unmixing the cell communities,
while the pathway representation BP serves as markers/probes
and for interpretation purpose.

2.4. Deconvolution of Bulk Data
We applied a type of matrix factorization (MF) with constraints
on the pathway-level expression signatures to deconvolve the
communities/populations from primary and metastatic tumor
samples (Figure 1, Step 2) (Koren et al., 2009). Note that
common alternatives, such as principal components analysis
(PCA) and non-negative matrix factorization (NMF) are not
amenable to this case (Lee and Seung, 2000), since PCA does not
provide a feasible solution to the constrained problem, and the
NMF does not apply to our mixture data, which can be either
positive or negative.

2.4.1. Cell Communities
We define a cell community to be a set of clones/clonal
subpopulations and other cell types that propagate as a group
during the evolution of a tumor. A community may be just a
single subpopulation/clone, but is a more general concept in the
sense that it usually involves multiple related clones and their
associated stroma. For example, a set of immunogenic clones
and the immune cells infiltrating them might collectively form
a community that has a collective expression signature mixing

signatures of the clones and associated immune cells, even if the
individual cell types are not distinguishable from bulk expression
data alone. While much work in this space has classically
aimed to separate individual clones, or perhaps individual cell
types more broadly defined, we note that deconvolution may
be unable in principle to resolve distinct cell types if they are
always co-located in similar proportions. It is particularly true
when data is sparse and cell types are fit only approximately,
as in the present work, that a model with large complexity to
deconvolve the fine-grained populations is prone to overfit. The
community concept is intended in part to better describe the
results we expect to achieve from the kind of data examined
here and in part because identifying these communities is itself
of interest in understanding how tumor cells coevolve with their
stroma during progression and metastasis. Single-cell methods
may provide an alternative, but are not amenable to preserved
samples, such as are needed when retrospectively studying
primary tumors and metastases that may have been biopsied
years apart.

2.4.2. Formulation of Deconvolution
With a matrix of bulk pathway values B ∈ R

m×n, the
deconvolution problem is to find a component matrix C =
[

C
⊺

M ,C
⊺

P

]⊺
∈ R

m×k that represents the inferred fundamental
communities of tumors, and the corresponding set of mixture

fractions F ∈ R
k×n
+ :

min
C,F

‖B− CF‖2Fr , (1)

s.t. Flj ≥ 0, l = 1, ..., k, j = 1, ..., n, (2)
∑k

l=1
Flj = 1, j = 1, ..., n, (3)

where ||X||Fr is the Frobenius norm. The column-wise
normalization in Equation (3) aims for recovering the
biologically meaningful cell communities. In addition, they
are equivalent to applying ℓ1 regularizers and therefore enforce
sparsity to the fraction matrix F (Supplementary Material).

2.4.3. Neural Network Deconvolution
Although it is possible to build new algorithms for solving
MF by adapting previous work (Lee and Seung, 2000), the
additional but necessary constraints of Equations (2) and
(3) make the optimization much harder to solve. For the
problem of Equations (1)–(3), one can prove that it does
not generally guarantee convexity (Supplementary Material). A
slightly modified version of the algorithm to solve NMF with
constraints may guarantee neither good fitting nor convergence
(Lei et al., 2019, 2020). Therefore, instead of revising existing
MF algorithms, such as ALS-FunkSVD (Funk, 2006; Bell and
Koren, 2007; Koren et al., 2009), we developed an algorithm
which we call “neural network deconvolution” (NND) to solve
the optimization problem using gradient descent. Specifically,
the NND was implemented using backpropagation in the form
of a neural network (Figure 2A) with the PyTorch package
(https://pytorch.org/) (Rumelhart et al., 1986; Kingma and Ba,
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FIGURE 2 | Method details. (A) Neural network architecture of NND. (B) Test errors of NND using 20-fold CV. Errors in unit of mean square error (MSE). (C) Illustration

of a phylogeny with five extant nodes and three Steiner nodes.

2014), based on the revised constraints:

min
C,Fpar

‖B− CF‖2Fr , (4)

s.t. F = cwn
(∣

∣Fpar
∣

∣

)

, (5)

where |X| applies element-wise absolute value and cwn (X)

is column-wise normalization, so that each column sums up
to 1. The two operations of Equation (5) naturally rephrase
and remove the two constraints in Equations (2) and (3), and
meanwhile fit the framework of neural networks. An alternative
to the absolute value operation |X| might be rectified linear unit
ReLU(X) = max (0,X). However, this activation function is
unstable and leads to inferior performance in our case, since
Xlj will be fixed to zero once it becomes negative and will lose
the chance to get updated in the following iterations. One may
also want to replace the column-wise normalization cwn (X)

with softmax operation softmax(X). However, the non-linearity
introduced by softmax actually changes the original optimization
problem (Equations 1–3) and the fitted F is therefore not sparse.

Based on the revised NND optimization problem (Equations
4 and 5), we built the neural network with the architecture shown
in Figure 2A. An Adam optimizer other than vanilla gradient
descent was used with default momentum parameters β1 = 0.9,
β2 = 0.999 and learning rate of 1× 10−5 (Kingma and Ba, 2014).
The mini-batch technique is not required since the data size in
our application is small enough not to require it (B ∈ R

m×n,
m = 133, n = 44). The training is run until convergence,
which is defined as when the relative decrease of training loss
is smaller than ǫ = 1 × 10−10 every 20,000 iterations. This
implementation has two main advantages: First, the method can
be easily adapted to a wide range of optimization scenarios with
various constraints, when existing methods do not or are hard to
apply. Second, the NND has the flexibility of allowing for cross-
validation, which is important for us in choosing the number of
components k and preventing overfitting.

One might be suspicious whether the neural network fits
precisely in practice, since it is based on a simple gradient
descent optimization. To validate the fitting ability of NND, we
plotted the PCA of original samples B and the fitted samples
B̂ (Supplementary Material). One can easily see that NND
provides a good fit to the data.

2.4.4. Cross-Validation of NND
In order to find the best tradeoff between model complexity
and overfitting, we used cross-validation (CV) with the
“masking” method to choose the optimal number of
components/communities k = 5 that has the smallest test
error (Figure 2B). In each fold of the CV, we used estimated
B̂ to only fit some randomly selected elements of B, and then
the test error was calculated using the other elements of B. This
was implemented by introducing two additional mask matrices
Mtrain,Mtest ∈ {0, 1}

m×n, which are in the same shape of B, and
Mtrain +Mtest = 1m×n. During the training time, with the same
constraints in Equation (5), the optimization goal is:

min
C,Fpar
‖Mtrain ⊙ (B− CF)‖2Fr , (6)

where X ⊙ Y is the Hadamard (element-wise) product. At
the time of evaluation, given optimized Ĉ, F̂par, and therefore

optimized F̂ = cwn
(∣

∣

∣
F̂par

∣

∣

∣

)

for the optimization problem

during training, the test error was calculated on the test set:
∥

∥

∥
Mtest ⊙

(

B− ĈF̂
)∥

∥

∥

2

Fr
. We used 20-fold cross-validation on the

NND, so in each fold 95% of positions of Mtrain and 5% of
positions of Mtest were 1s. Note that the actual number of cell
populations is probably considerably larger than 5, and therefore
each one of the five communities may contain multiple cell
populations. Furthermore, it is likely that with sufficient numbers
and precision of measurements, these communities could be
more finely resolved into their constituent cell types. However
k = 5 represents the largest hypothesis space of NNDmodel that
can be applied to the current dataset without severe overfitting.

2.5. Phylogeny of Inferred Cell
Subcommunities and Pathway Inference of
Steiner Nodes
We built “phylogenies” of cell subcommunities and estimated
the pathway representation of unobserved (Steiner) nodes (Lu
et al., 2003) inferred to be ancestral to them, with the goal of
discovering critical communities that appear to be involved in the
transition to metastasis and identifying the important changes
of functions and expression pathways during this transition
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(Figure 1, Step 3). Note that we are using the term “phylogeny”
loosely here, as these trees are intended to capture evolution
of populations of cells not just by accumulation of mutations
from a single ancestral clone but also via changes in community
structure, for example, due to generating or suppressing an
immune response or migrating to a metastatic site. Although an
abuse of terminology, we use the term phylogeny here due to the
methodological similarity to more proper phylogenetic methods
in wide use for analyzing mutational data in cancers (Schwartz
and Schäffer, 2017).

2.5.1. Phylogeny of Communities
Given the pathway profiles of the extant communities at the time
of collecting tumor samples C ∈ R

m×k, a phylogeny of the
k extant cell communities was built using the neighbor-joining
(NJ) algorithm (Nei and Saitou, 1987), which inferred a tree that
contains k extant nodes/leaves, k − 2 unobserved Steiner nodes,
and edges connecting two Steiner nodes or a Steiner node and an
extant node. We estimated an evolutionary distance for any pair
of two communities u, v as the input of NJ using the Euclidean
distance between their pathway vectors ‖C·u − C·v‖2, similar to
that in a prior work (Park et al., 2009).

2.5.2. Inference of Pathways: Setting and Approach
Denote the phylogeny of cell subcommunities as G = (V , E),
and V = VS ∪ VC, where the indices of Steiner node VS =

{1, 2, ..., k − 2} (|VS| = k − 2), the indices of extant nodes
VC = {k − 1, k, ..., 2k − 2} (|VC| = k). For each edge (u, v) ∈ E ,
where 1 ≤ u < v ≤ 2k − 2, the first node of edge u ≤
k − 2 is always a Steiner node. The second node v can be either
a Steiner node (v ≤ k − 2) or extant node (v ≥ k − 1).
Denote the set of weights W = {wuv = 1/duv | (u, v) ∈ E}

(inverse distance), where the edge length duv is the output of
NJ. For each dimension i of the pathway vectors, we consider
them independently and separately, so that each dimension of the
Steiner nodes can be solved in the same way. Now let us consider
the i-th dimension (and omit the subscript i for brevity) of extant
nodes VC: y =

[

yk−1, yk, ..., y2k−2
]

⊺
= C

⊺

i· ∈ R
k and Steiner

nodes VS: x =
[

x1, x2, ..., xk−2
]

⊺
∈ R

k−2. Figure 2C illustrates
a phylogeny where k = 5. The inference of the i-th element in
the pathway vector of the Steiner nodes can be formulated as
minimizing the following elastic potential energy U(x, y;W):

min
x

U(x, y; W) =
∑

(u,v)∈E
v≤k−2

1

2
wuv(xu − xv)

2

+
∑

(u,v)∈E
v≥k−1

1

2
wuv(xu − yv)

2, (7)

which can be rephrased as a quadratic programming problem and
solved easily, as we show below.

2.5.3. Inference of Pathways: Derivation of Quadratic

Programming, P(W), and q(W , y)
THEOREM 1. Equation (7) can be further rephrased as a quadratic
programming problem:

min
x

1

2
x⊺P(W)x+ q(W , y)⊺x, (8)

where P(W) is a function that takes as input edge weights W and
outputs a matrix P ∈ R

(k−2)×(k−2), q(W , y) is a function that
takes as input edge weights W and vector y and outputs a vector
q ∈ R

k−2.

PROOF: Based on Equation (7),U(x, y;W) ≥ 0. Each term inside
the first summation (v ≤ k− 2) can be written as:

1

2
wuv(xu − xv)

2
=

1

2
x⊺P(wuv)x, (9)

where

P(wuv) =

u-th row

v-th row













0

u-th col

0 0

v-th col

0 0
0 wuv 0 −wuv 0

0 0 0 0 0

0 −wuv 0 wuv 0

0 0 0 0 0













. (10)

Each term (v ≥ k − 1) inside the second summation can be
rephrased as:

1

2
wuv(xu − yv)

2
=

1

2
x⊺P(wuv)x+ q(wuv, yv)

⊺x+ C(wuv, yv),

(11)

where

P(wuv) =

u-th row













0

u-th col

0 0 0 0
0 wuv 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0













,

q(wuv, yv) =

u-th row













0
−wuvyv

0

0

0













, (12)

and C(wuv, yv) =
1
2wuvy

2
v is independent of x. Therefore the

optimization in Equation (7) can be calculated and written
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as below:

min
x

∑

(u,v)∈E
v≤k−2

1

2
x⊺P(wuv)x

+
∑

(u,v)∈E
v≥k−1

(

1

2
x⊺P(wuv)x+ q(wuv, yv)

⊺x

)

, (13)

⇔ min
x

1

2
x⊺









∑

(u,v)∈E
v≤k−2

P(wuv)+
∑

(u,v)∈E
v≥k−1

P(wuv)









x

+
∑

(u,v)∈E
v≥k−1

q(wuv, yv)
⊺x, (14)

⇔ min
x

1

2
x⊺P(W)x+ q(W , y)⊺x. (15)

REMARK 1. The optimal x⋆ of the Equation (7), or the solution to
the quadratic programming problem Equation (8) can be solved by
setting the gradient to be 0:

P(W)x⋆
+ q(W , y) = 0. (16)

Therefore,

x⋆
= −P(W)−1q(W , y). (17)

REMARK 2. Based on the proof, we can derive how to calculate the
matrix P(W) and vector q(W , y).

Initialize the matrix and vector with zeros:

P← 0(k−2)×(k−2), q← 0k−2. (18)

For each edge (u, v) ∈ E with weight wuv, there are two possibilities
of nodes u and v: First, if both of them are Steiner nodes (u ≤ k−2,
v ≤ k− 2), we update P and keep q the same:

Puu ← Puu + wuv,Pvv ← Pvv + wuv,

Puv ← Puv − wuv, Pvu ← Pvu − wuv. (19)

Second, if u is Steiner node and v is an extant node (u ≤ k − 2,
v ≥ k− 1), we update both P and q:

Puu ← Puu + wuv, qu ← qu − yv · wuv. (20)

We apply the same procedure to all dimension of pathways

i = 1, 2, ...,m to get the full pathway values for each Steiner node.

3. RESULTS

3.1. NND Deconvolves the Bulk RNA
Accurately
Before we applied our deconvolution algorithm NND to the
breast cancer brain metastatic samples, we first validated our
algorithm on a semi-simulated dataset where the ground truth
expressions and fractions of each cell clone in the mixture
samples are known.

3.1.1. Semi-simulated GSE11103 Dataset
The semi-simulated dataset is based on the real data of pure
clones from the GSE11103 dataset (Abbas et al., 2009; Barrett
et al., 2013). Expression profiles of four different cells were
measured using microarrays: Raji (B cell), IM-9 (B cell), THP-1
(monocyte), Jurkat (T cell). Each experiment was repeated three
times. We took the average of the three replicates to get the
expression data of the four pure cell clones. The top 300 genes
that varied most across cell types were selected as the ground
truth real data of pure cell clones: C ∈ R

300×4
+ . We then created

100mixture samples of the four pure clones in silicoB ∈ R
300×100
+

by randomly generating the fraction matrix F ∈ R
4×100
+ . The

fraction matrix was generated in the following way:

Flj ← U(0, 1), l = 1, ..., 4, j = 1, ..., 100, (21)

Flj ←
Flj

∑4
l′=1 Fl′j

, j = 1, ..., 100, (22)

where U(0, 1) is a uniform distribution in the interval [0, 1].
The semi-simulated bulk expression matrix Bwas then generated
from C, F, with a log-normal noise:

(B)ij = (CF)ij + 2N(0,(sσ )2), i = 1, ..., 300, j = 1, ..., 100,

(23)

whereN
(

0, (sσ )2
)

is a Gaussian distribution; s controls the noise
level, which we set to 0, 0.4, 0.9, and 1.3 for test; σ is the standard
deviation of log2-transformed original GSE11103 data.

3.1.2. Performance Evaluation
Given the bulk matrix B, we applied NND and other two
algorithms to infer the estimated Ĉ, F̂ and B̂ = ĈF̂, and compared
the accuracy between estimated and actual values using the
following metrics. For C, we used L1 loss (Zhu et al., 2018):

L1 loss(C) =
‖Ĉ− C‖1

‖C‖1
. (24)

For F and B, we used root mean square error (RMSE):

RMSE(F) =

√

‖F̂− F‖2Fr, (25)

RMSE(B) =

√

‖B̂− B‖2Fr
‖B‖2Fr

(26)

Different levels of noise s were added to test the robustness of
models and the performance of different models under different
conditions. We repeated all the experiments for 10 times to get
the boxplot.

3.1.3. Competing Algorithms
There are two competing algorithms for the deconvolution
problem. Geometric unmixing is an algorithm that borrows the
intuition from computational geometry (Schwartz and Shackney,
2010), which first identifies the corners of a simplex containing
all the mixture sample points, and then infers the fraction matrix.
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FIGURE 3 | Comparison of NND and other algorithms on the semi-simulated GSE11103 dataset shows the better accuracy and robustness of NND algorithm. (A–C)

Accuracies in estimated C, F, and B with three different algorithms. We tested four noise levels and repeated the experiments for ten replicates. (D) Estimated Ĉ and

ground truth C using three different algorithms with noise level s of 1.3. (E) Estimated F̂ and ground truth F using three algorithms with noise level s of 1.3.

However, the algorithm does not directly optimize the problem
(Equations 1–3). Another intuitive algorithm is based on the
popular multiplicative update (MU) rule that solves general NMF
problem (Lee and Seung, 2000): an additional update step of

Flj ←
Flj

∑k
l′=1

Fl′ j
, j = 1, ..., n can be added to the loop. Although the

original MU rule guarantees the non-increasing of the objective
function, this additional update step can lead to an increasing
objective and we need to stop the iteration once this happened.
Since the two competing algorithms work on non-negative space,
we adapted the NND by adding an element-wise absolute value
operator after the C in the network (Figure 2A).

3.1.4. Superiority of NND
We show the results in Figure 3. Figures 3A–C show the
accuracies of both C, F, and B using the three algorithms under
various noise levels. One can easily see that NND achieves lower
L1 loss of C, RMSE of F, and RMSE of B. What is more, it
is also much more robust than the geometric and MU-NMF
algorithms, as there are fewer outliers that have huge errors. MU-
NMF has a reasonable estimation accuracy of C and F. However,
its overall fitting ability is limited due to its non-convergence-
guaranteed MU optimization algorithm. We can also visualize
the estimation accuracy by plotting the estimated values and
ground truth values at a specific noise level, as is shown in
Figures 3D,E. One can see the superiority of NND qualitatively
over the other two algorithms in estimating expression profiles
and fractions of individual pure clones.

3.2. Gene Modules/Pathways Provide an
Effective Representation
Gene expressions of samples were mapped into the gene
module and pathway space in order to reduce the noise of

raw transcriptome data and reduce redundancy (section 2.3).
We verified that the gene module/pathway representation is
effective in the sense that it captures distinguishing features of
primary/metastatic sites and individual samples well and is able
to identify recurrently gained or lost pathways.

3.2.1. Feature Space of the Gene Module and

Pathway Representation
As one can see in Figure 4A, the first principal component
analysis (PCA) dimension of the gene module and pathway
representation accounts for the difference between primary and
metastatic samples, while the second and third PCA dimensions
mainly capture variability between patients. This observation
suggests the feasibility of using the gene module/pathway
representation to distinguish recurrent features of metastatic
progression across patients despite heterogeneity between
patients. To make a direct comparison of the noise and
redundancy between the gene module/pathway and raw gene
expression representations, we applied hierarchical clustering
to the 44 samples using Ward’s minimum variance method
(Ward, 1963). Two hierarchical trees were built based on the two
different representations (Figure 4B). The gene module/pathway
features more effectively separate the primary and metastatic
samples into distinct clusters (Figure 4B, right panel) than do
the raw gene expression values (Figure 4B, left panel). This
is consistent with the PCA results that the largest mode of
variance in the pathway representation distinguishes primary
from metastatic samples. We do notice that in a few cases,
matched primary and metastatic samples from the same patient
are neighbors with pathway-based clustering. For example,
29P_Pitt:29M_Pitt and 51P_Pitt:51M_Pitt are grouped in the
same clades using the pathway representation, showing that in
a minority of cases, features of individual patients dominate
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FIGURE 4 | Results and analysis. (A) First three gene module/pathway representation PCA dimensions of matched primary and metastatic samples. Matched

samples are connected. (B) Hierarchical clustering of tumor samples based on raw gene expressions (left panel) and compressed gene module/pathway

representation (right panel). Metastatic samples are shown in red rectangles and primary ones in yellow. (C) Portions and changes of the five communities in primary

and metastatic sites. Each gray line connects the portions of a community in the primary site (blue node) and metastatic site (red node) from the same patient. (D)

Pathway strengths across cell communities. (E) Phylogeny of cell subcommunities.

over primary vs. metastatic features. Following previous work
(Park et al., 2009), we quantified the ability of the hierarchical
tree to group the samples of the same labels using four metrics.
(1) MSD: Mean square distance of edges that connect nodes of
the same label (primary vs. metastatic). (2) zMSD: The labels of
all nodes were shuffled and the MSD is recalculated for 1,000
times to get the mean µMSD and standard deviation σMSD,
which were used to get the z-score of the current assignment
zMSD = (MSD− µMSD)

/

σMSD . (3) rMSD: The ratio of MSD
of edges that connect same label nodes and MSD of edges that
connect distinct label nodes. (4) zrMSD: as with MSD, a z-score
of rMSD was calculated by shuffling labels for 1,000 times.
Intuitively, the smaller values the MSD, zMSD, rMSD, and zrMSD

are, the better is the feature representation at grouping same
label samples together. The shortest paths and distances between
all pairs of nodes were calculated using the Floyd-Warshall
algorithm (Floyd, 1962; Warshall, 1962). All the edge lengths
were considered as 1.0 to account for the different scales of
pathway and gene representations. The pathway representation
has significantly lower values for all four metrics (Table 1),
indicating its strong grouping ability.

TABLE 1 | Quantitative performance of hierarchical clustering.

Feature representation MSD rMSD zMSD zrMSD

Gene expression 99.62 0.93 −2.60 −2.57

Gene module/pathway 86.23 0.66 −13.37 −11.42

3.2.2. Recurrently Perturbed Cancer Pathways
We next identified differentially expressed pathways in the
primary and metastatic tumors using bulk data BP ∈ R

24×44,
prior to deconvolving cellular subcommunities. We conducted
the Student’s t-test followed by FDR correction on each of the 24
pathways. Eleven pathways are significantly different between the
two sites (FDR < 0.05; Table 2). The signaling pathways related
to neurotransmitter and calcium homeostasis, including cAMP
and Calcium (Hofer and Lefkimmiatis, 2007), are enriched in
metastatic samples, which we can suggest may reflect stromal
contamination by neural cells in the brain metastatic samples.
We also observed recurrent gains in ErbB pathway, as indicated
by the primary studies (Priedigkeit et al., 2017; Vareslija et al.,
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TABLE 2 | Differentially expressed cancer pathways between primary and

metastatic samples (FDR < 0.05).

Gain/Loss after

metastasis

Differentially expressed

pathways

FDR

Relative gain cAMP signaling pathway 6.88e-03

Relative gain ErbB signaling pathway 2.09e-02

Relative gain Calcium signaling pathway 4.39e-02

Relative loss Cytokine-cytokine receptor

interaction

4.37e-06

Relative loss Apoptosis 8.53e-04

Relative loss JAK-STAT signaling pathway 8.53e-04

Relative loss Wnt signaling pathway 3.97e-03

Relative loss Hedgehog signaling pathway 4.50e-03

Relative loss PI3K-Akt signaling pathway 1.35e-02

Relative loss TGF-beta signaling pathway 4.56e-02

Relative loss Notch signaling pathway 4.56e-02

2018). Three pathways related to immune activity are under-
expressed in metastatic samples, including Cytokine-cytokine
receptor interaction (Lee and Margolin, 2011), JAK-STAT (Lee
and Margolin, 2011), and Notch (Aster et al., 2017), consistent
with the previous inference of reduced immune cell expression
in metastases in general and brain metastasis most prominently
(Zhu et al., 2019). We can suggest that this result similarly
may reflect expression changes in infiltrating immune cells, due
to the immunologically privileged environment of the brain,
rather than expression changes in tumor cell populations. Five
other signaling pathways, including Apoptosis (Wong, 2011),
Wnt (Zhan et al., 2016), Hedgehog (Gupta et al., 2010), PI3K-Akt
(Brastianos et al., 2015), and TGF-beta (Massagué, 2008), show
reduction in metastatic samples and in each case, their loss or
dysregulation has been reported to promote the tumor growth
and brain metastasis. Note that the primary references for these
data define pathways using the co-expression pattern of genes
(Priedigkeit et al., 2017; Vareslija et al., 2018), while our work uses
external knowledge bases. Previous research also used somatic
mutations or copy number variation to analyze perturbed genes
(Brastianos et al., 2015; Priedigkeit et al., 2017), while we focus
exclusively on the transcriptome. Despite large differences in data
types and pathway definitions, our observations are consistent
with the prior analysis, especially with respect to variation in the
HER2/ErbB2 and PI3K-Akt pathways.

3.3. Landscape of Deconvolved Cell
Communities in Tumors
We unmixed the bulk data B into five components using NND
(section 2.4). The deconvolution enables us to produce at least a
coarse-grained landscape of major cell communities C and their
distributions in primary and metastatic tumors F. The number of
components (k = 5) was chosen through 20-fold cross-validation
(section 2.4; Figure 2B). Although the true heterogeneity of the
samples may be much larger, we fit k to provide a balance
between excessively coarse-grained communities if k is too small

vs. excessively high variance and thus unstable deconvolution if k
is too large.

3.3.1. Community Distributions Across Samples F
The portions of the five components in all the 44 samples
are represented as the mixture fraction matrix F ∈ R

5×44

(Figure 4C). A primary or metastatic community is one inferred
to change proportions substantially (magnitude > 0.05) in
the tumor samples after metastasis, or perhaps to be entirely
novel to or extinct in the metastatic sample (denoted by a
|P or |M suffix). Otherwise, the component is classified as a
neutral community. Three components (C1|M, C2|M, C4|M)
are classified as metastatic communities; one (C3|P) as primary;
and one (C5) as neutral (Figure 4C). Some components may
be missing in both samples of some patients, e.g., C1|M,
C2|M, C5|M are absent in two, one, and one patient. We
note that these five communities represent rough consensus
clusters of cell populations inferred to occur frequently, but not
universally, among the samples. Based on this rule, we can define
four basic cases of patients in total. Twelve subcases can be
found using a more detailed classification method based on the
existence of communities in both primary andmetastatic samples
(Supplementary Material).

3.3.2. Pathway Values of Communities C
We are especially interested in the pathway part CP of the
cell community inferences, since it serves as the marker and
provides results easier to interpret. The pathway values of five
subcommunities using CP provides a much more fine-grained
description of samples (Figure 4D), compared with that in
section 3.2, which is only able to distinguish the differentially
expressed pathways in bulk samples. As noted in section 2.4,
it is likely that true cellular heterogeneity is greater than the
methods are able to discriminate and that communities inferred
by our model may each conflate one or more distinct cell types
and clones. We observe that the metastatic community C4|M
most prominently contributes to the enrichment for functions
related to neurotransmitter and ion transport, since its strongest
pathways (cAMP, Calcium) are greatly enriched relative to
those of the other four communities. We might interpret this
community as reflecting at least in part stromal contamination
from neural cells specific to the metastatic site. C4|M also
contributes most to the gains of ErbB in brain samples. The
metastatic subcommunity C1|M is probably most closely related
to the loss of immune response in metastatic samples as it has
the lowest pathway values of Notch, JAK-STAT, and Cytokine-
cytokine receptor interaction. This component might thus in
part reflect the effect of relatively greater immune infiltration
in the primary vs. the metastatic site. C1|M also has the lowest
pathway values of Apoptosis,Wnt, and Hedgehog. The metastatic
community C2|M is most responsible for the loss of PI3K-Akt
and TGF-beta pathways. We also note that although RET does
not show up in the list of Table 2, it seems to be quite over-
expressed in themetastatic communitiesC1|M andC4|M but not
in the metastatic community C2|M.
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3.4. Phylogenies of BrM Communities
Reveal Common Order of Perturbed
Pathways
We built phylogenies of cell communities and calculated the
pathway representations of their Steiner nodes (section 2.5).
The phylogenies’ topologies provide a way to infer a likely
evolutionary history of cancer cell communities and thus their
constitutive cell types. At the same time, the perturbed pathways
along their edges suggest the order of genomic alterations or
changes in community composition.

3.4.1. Topologically Similar BrM Phylogenies
All five cell components do not appear in each BrM patient.
We analyze the distribution of communities in each patient
based on whether the community is inferred to be present in
the patient (Supplementary Material). There are four different
cases in general (Figure 4E). Case 1: all five communities are
found in the patient (majority; 18/22 patients). Case 2: only C1|M
missing (minority; 2/22). Case 3: only C2|M missing (minority;
1/22). Case 4: only C5 missing (minority; 1/22). Although not all
communities exist in Cases 2–4, the topologies are similar to that
of Case 1 and can be seen as special cases of Case 1, representing
some inferred common mechanisms of progression across all the
BrM patients.

3.4.2. Common Order of Altered Cancer Pathways
After inferring the pathway values for Steiner nodes, the most
perturbed pathways can also be found by subtracting the
pathway vectors of nodes that share an edge. We focus on
the top five gained or lost pathways along the evolutionary
trajectories and the changes of magnitude larger than 1.0
(Supplementary Material). We further examine those perturbed
cancer pathways that were specifically proposed in the study
that generated the data examined here, as well as others that
are clinically actionable (Brastianos et al., 2015; Priedigkeit
et al., 2017; Vareslija et al., 2018), i.e., ErbB, PI3K-Akt, and
RET (Figure 4E). As one may see from Case 1, the primary
community C3|P first evolves to community S3 by gaining
expressions in ErbB and losing functions in PI3K-Akt. Then,
if it continues to lose PI3K-Akt activity, it will evolve into the
metastatic community C2|M. If it gains in RET activity, it will
instead evolve intometastatic communitiesC1|M andC4|M. The
perturbed pathways along the trajectories of Cases 2–4 are similar
to those of Case 1, with minor differences. We therefore draw to
the conclusion that the evolution of BrMs follows a specific and
common order of pathway perturbations. Specifically, the gain
of ErbB reproducibly happens before the loss of PI3K-Akt and
the gain of RET. Different subsequently perturbed pathways lead
to different metastatic tumor cell communities. These inferences
are consistent with the hypothesis that at least some major
changes in expression programs between primary and metastatic
communities occur by selecting for heterogeneity present early
in tumor development rather than solely deriving from novel
functional changes immediately prior to or after metastasis.

4. DISCUSSION

Cancer metastasis is usually a precursor to mortality with no
successful treatment options. Better understanding mechanisms
of metastasis provides a potential pathway to identify new
diagnostics or therapeutic targets that might catch metastasis
before it ensues, treat it prophylactically, or provide more
effective treatment options once it occurs. The present work
developed a computational approach intended to better
reconstruct mechanisms of functional adaption from multisite
RNA-Seq data to help us understand at the level of cancer
pathways the mechanisms by which progression frequently
proceeds across a patient cohort. Our method compresses
expression data into a gene module/pathway representation
using external knowledge bases, deconvolves the bulk data into
putative cell communities where each community contains a set
of associated cell types or subclones, and builds evolutionary
trees of inferred communities with the goal of reconstructing
how these communities evolve, adapt, and reconfigure their
compositions across metastatic progression. Results on semi-
simulated data show the method to yield improved accuracy
in mixture deconvolution relative to prior deconvolution
algorithms. We applied the pipeline to matched transcriptome
data from 22 BrM patients and found that although there are
slight differences of tumor communities across the cohort,
most patients share a similar mechanism of tumor evolution
at the pathway level. Specifically, the methods infer a fairly
conserved mechanism of early gain of ErbB prior to metastasis,
followed post-metastasis gain of RET or loss of PI3K-Akt
resulting in intertumor heterogeneity between samples. Our
methods provide a novel way of viewing the development of BrM
with implications for basic research into metastatic processes
and potential translational applications in finding markers
or drug targets of metastasis-producing clones prior to the
metastatic transition.

The results suggest several possible avenues for future
development. In part, they suggest a need for better separating
phylogenetically-related mixture components (i.e., distinct
tumor cell clones) from unrelated infiltrating cell types (e.g.,
healthy stroma from the primary or metastatic site or infiltrating
immune cells). The methods are likely finding only a small
fraction of the true clonal heterogeneity of the tumors and
stroma, and might benefit from algorithms capable of better
resolution or from integration of multi-omics data (e.g., RNA-
Seq, DNA-Seq, methylation) that might have complementary
value in finer discrimination of cell types. The present methods
are also using only a limited form of temporal constraint in
considering a two-stage progression process and without use
of quantitative time measurements. Models might be extended
in future work to consider true time-series data, such as is
becoming available through “liquid biopsy” technologies. In
addition, we know of no data with known ground truth that
models the kind of progression process studied here nor of
other tools designed for modeling similar progression processes
from expression data, leaving us reliant on validating based on
consistency with prior research on brain metastasis (Brastianos
et al., 2015; Priedigkeit et al., 2017; Vareslija et al., 2018). Future
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work might compare to prior approaches for reconstruction of
clonal evolution from expression data more generically (Desper
et al., 2004; Riester et al., 2010; Schwartz and Shackney, 2010)
and seek replication on additional real or simulated expression
data or artificial mixtures of different cell types (Qiu et al., 2011)
designed to mimic metastasis-like progression. The general
approach might also have broader application than studying
metastasis, for example in reconstructing mechanisms of other
progression processes, such as pre-cancerous to cancerous, as
well as to other tumor types or independent data sets. Finally,
much remains to be done to exploit the translational potential
of the method in better identifying diagnostic signatures
and therapeutic targets, and what type of effective and safe
clinical strategies can be taken to prevent metastasis at an early
stage.
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Metastasis remains the cause of over 90% of cancer-related deaths. Cells undergoing
metastasis use phenotypic plasticity to adapt to their changing environmental conditions
and avoid therapy and immune response. Reversible transitions between epithelial and
mesenchymal phenotypes – epithelial–mesenchymal transition (EMT) and its reverse
mesenchymal–epithelial transition (MET) – form a key axis of phenotypic plasticity during
metastasis and therapy resistance. Recent studies have shown that the cells undergoing
EMT/MET can attain one or more hybrid epithelial/mesenchymal (E/M) phenotypes, the
process of which is termed as partial EMT/MET. Cells in hybrid E/M phenotype(s) can be
more aggressive than those in either epithelial or mesenchymal state. Thus, it is crucial
to identify the factors and regulatory networks enabling such hybrid E/M phenotypes.
Here, employing an integrated computational-experimental approach, we show that the
transcription factor nuclear factor of activated T-cell (NFATc) can inhibit the process
of complete EMT, thus stabilizing the hybrid E/M phenotype. It increases the range
of parameters enabling the existence of a hybrid E/M phenotype, thus behaving as a
phenotypic stability factor (PSF). However, unlike previously identified PSFs, it does not
increase the mean residence time of the cells in hybrid E/M phenotypes, as shown
by stochastic simulations; rather it enables the co-existence of epithelial, mesenchymal
and hybrid E/M phenotypes and transitions among them. Clinical data suggests the
effect of NFATc on patient survival in a tissue-specific or context-dependent manner.
Together, our results indicate that NFATc behaves as a non-canonical PSF for a hybrid
E/M phenotype.

Keywords: hybrid epithelial/mesenchymal, NFATc, cancer systems biology, epithelial–mesenchymal transition,
mathematical modeling, phenotypic stability factor
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INTRODUCTION

Metastasis remains clinically insuperable and causes over
90% of cancer related deaths (1). A hallmark of metastasizing
cells is phenotypic plasticity, which empowers them to adapt
to their ever-changing microenvironment, while evading
therapy and immune response (2). Cells displaying phenotypic
plasticity can have profound consequences: an identical genetic
background can give rise to varying phenotypes under different
environmental conditions, enabling non-genetic heterogeneity
(3, 4), due to stochasticity in cell-fate decision making (5).
A crucial axis of phenotypic plasticity during metastasis is
epithelial-mesenchymal plasticity, which allows bidirectional
switching of cells among an epithelial phenotype, a mesenchymal
phenotype, and one or more hybrid epithelial/mesenchymal
(E/M) phenotypes (6). These hybrid E/M cells can be more
metastatic than cells in epithelial or mesenchymal states (7, 8)
and can exhibit collective cell migration as clusters of circulating
tumor cells (CTCs) (9–11) – the major drivers of metastasis (12).
Thus, understanding the molecular mechanisms enabling one or
more hybrid E/M phenotype(s) is key to decoding and eventually
restricting metastasis.

Epithelial–mesenchymal transition (EMT) is influenced by
various pathways such as transforming growth factor β (TGF-
β), Wnt–β-catenin, bone morphogenetic protein (BMP), Notch,
Hedgehog, and receptor tyrosine kinases (13). These EMT signals
alter the levels of one or more EMT-inducing transcription
factors (EMT-TFs) such as ZEB and SNAIL which can directly
repress various epithelial molecules such as E-cadherin and/or
induce the expression of various mesenchymal ones (6). ZEB
and SNAIL form mutually inhibitory feedback loops with two
microRNA families miR-200 and miR-34 where the transcription
factors and the micro-RNAs mutually inhibit each other (14–17).
Overexpression of ZEB promotes EMT and silences the micro-
RNAs which act as a safeguard for maintaining an epithelial
phenotype (14). Recent studies have indicated the involvement
of phenotypic stability factors (PSF) such as GRHL2, OVOL2,
NUMB, and NRF2 that can maintain the cells in a hybrid
E/M phenotype(s) and prevent the cells from undergoing a
complete EMT (18–23). Knockdown of these PSFs usually drove
hybrid E/M cells toward a completely mesenchymal phenotype,
as observed in H1975 non-small cell lung cancer (NSCLC)
cells which can maintain a hybrid E/M phenotype stably over
multiple passages in vitro (21). Higher levels of these PSFs
also increased the mean residence times (MRTs) of cells in a
hybrid E/M phenotype (24) and associated with poor patient
survival, thus highlighting the clinical significance of hybrid E/M
phenotypes (25).

Here, we investigate the role of the nuclear factor of activated
T-cell (NFATc) in mediating EMT. NFATc is a family of five
transcription factors (NFAT1–5), four of which (NFATc1–4) are
regulated by calcium Ca2+ signaling (26). Initially identified
as functionally important for T lymphocytes, the NFAT family
regulates cell cycle progression, gene expression and apoptosis
(26). Abnormalities in NFATc signaling have been reported in
many carcinomas as well as lymphoma and leukemia (27). Recent
evidence has suggested the interconnections of NFATc with EMT

circuitry. On one hand, overexpression of NFATc increased the
levels of TWIST, ZEB1, SNAI1; its downregulation decreased
the levels of these EMT-TFs as well as mesenchymal markers
such as N-cadherin and Vimentin (28). On the other hand,
NFATc transcriptional activity was also shown to be crucial
for maintaining E-cadherin levels (29), which can inhibit ZEB1
indirectly through controlling the membranous localization of
β-catenin (30, 31) and restrict EMT. Moreover, NFATc can
activate SOX2 (28, 32) which can upregulate levels of miR-
200 (33); overexpression of miR-200 can drive mesenchymal–
epithelial transition (MET) (34). These opposing interactions
of NFATc with EMT circuitry lead to the question of whether
NFATc promotes EMT or inhibits it. Here, we have developed
a mechanism-based mathematical model that captures the
interconnections between NFATc signaling and EMT circuitry.
Our analysis predicts that NFATc can stabilize a hybrid E/M
phenotype, facilitating cellular plasticity. Knockdown of NFATc
in H1975 cells pushed the hybrid E/M cells into a mesenchymal
state, validating our prediction that NFATc can function as a PSF.

RESULTS

NFATc Inhibits the Progression of
Complete EMT
To determine the role of NFATc in EMT, we first investigated the
dynamics of crosstalk between NFATc and an EMT regulatory
circuit (shown in the dotted rectangle) that includes miR-200,
ZEB, and SNAIL (Figure 1A). This crosstalk was captured
through a set of coupled ordinary differential equations (ODEs).

First, we examined the temporal dynamics of a cell in response
to SNAIL levels. SNAIL represents the effect of an exogenous
EMT-inducing signal such as TGF-β signaling. In the absence of
NFATc, a cell that started in an epithelial state (high miR-200, low
ZEB) first transitioned to a hybrid E/M phenotype and later to
a mesenchymal state (low miR-200, high ZEB). The presence of
NFATc, however, delayed this transition to a mesenchymal state
(Figure 1B and Supplementary Figure S1A). Interestingly, the
steady state value of ZEB mRNA levels was higher in case of
NFATc-EMT coupled network as compared to the control case
(circuit bounded by the dotted rectangle in Figure 1A); this
difference can be ascribed to the activation of ZEB by NFATc
(Figure 1B). Indeed, strengthening the activation of miR-200
by NFATc and/or weakening the activation of ZEB by NFATc
(represented by dotted horizontal lines) prevented upregulation
of ZEB levels and consequent attainment of the mesenchymal
phenotype (Supplementary Figures S1B,C).

Next, we calculated a bifurcation diagram of cellular EMT
phenotypes in response to increasing levels of SNAIL, an
external EMT-inducing signal (Figure 1B). We observe that
the system switches from epithelial to hybrid E/M and then to
mesenchymal state with increasing SNAIL signal, as indicated
by increasing values of ZEB mRNA and decreasing values of
miR-200 (Figure 1C and Supplementary Figure S1D). Next, we
compared the bifurcation diagram of the NFATc coupled network
with that of the control case (i.e., without NFATc –the circuit
bounded by the dotted rectangles in Figure 1A) to determine the
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FIGURE 1 | NFATc inhibits the progression of complete EMT. (A) Schematic representation of the EMT network coupled with NFATc. Red bars denote inhibition,
green arrows indicate activation. Solid arrows represent transcriptional regulation, dash-dotted line represents indirect regulation and dotted line represent micro-RNA
mediated regulation. (B) Temporal dynamics of ZEB mRNA levels in a cell starting in an epithelial phenotype, when exposed to a high level of S = 330,000 molecules
(orange-shaded region) for circuit shown in (A) (NFATc) and that shown in the dotted rectangle in (A) (core). Horizontal shaded regions denote the levels of ZEB
mRNA corresponding to hybrid E/M region of both NFATc (cream and pink shaded region) and the core (yellow and pink shaded region) networks. (C) Bifurcation
diagram of ZEB mRNA levels as driven by SNAIL signal for the circuit shown in (A). Curves denote the value of ZEB mRNA upon equilibration, where continuous
curves stand for stable steady states and dotted lines represent unstable solutions. Different colored shaded regions show the existence/co-existence of different
phenotypes; cartoons depict epithelial (E), hybrid E/M (H), and mesenchymal (M) states. (D) Bifurcation diagrams indicating the ZEB mRNA levels for increasing
SNAIL levels for the coupled EMT-NFATc circuit (solid blue and dotted red curve) and the core EMT circuit (solid purple and dotted black curve). (E) Sensitivity
analysis indicating percent change in the interval of SNAIL levels for stable hybrid E/M region, when corresponding parameter values are varied by ±10%. The black
dotted line indicates the percent change in the stable hybrid region in the absence of NFATc (core network) when compared to the coupled network with NFATc.

changes in the system behavior conferred by NFATc (Figure 1D).
In the presence of NFATc, a higher value of SNAIL, i.e., a
stronger external signal, was required for the cells to exit the
epithelial phenotype. Moreover, in the presence of NFATc, the
cell maintained a hybrid E/M phenotype over a broader range
of SNAIL levels (compare the range of SNAIL levels bounded
by dotted lines vs. dashed lines in Figure 1D), thus requiring a
much stronger stimulus to undergo a complete EMT. Stochastic
simulations revealed possible cellular transitions among different
phenotypes, depending on the level of SNAIL. At lower SNAIL
levels, cells could possibly directly transition to a mesenchymal
state from the epithelial state (Supplementary Figure S2A);
however, at intermediate levels, we saw the emergence of the
hybrid E/M state (Supplementary Figure S2B). At higher
levels of SNAIL, the epithelial state disappears and cells can
transition between the hybrid E/M and mesenchymal states
(Supplementary Figure S2C).

Finally, to ascertain the robustness of the effect of NFATc
in associating a larger range of SNAIL values for the existence
of hybrid E/M phenotype, a sensitivity analysis was performed
where each parameter of the model was varied – one at a
time – by ±10%, and the corresponding change in the range

of values of SNAIL enabling a hybrid E/M phenotype (i.e.,
the interval of x-axis between dashed lines) was measured.
For most of the model parameters, the relative change in this
range of values was quite small, suggesting the robustness
of the model predictions (Figure 1E). A change in few
selected parameters such as the interaction between NFATc
and miR200, and self-activation of ZEB exhibited stronger
sensitivity; nonetheless, even in these few cases, the decrease
in range of SNAIL levels enabling a hybrid E/M phenotype
is smaller when compared to the case in absence of NFATc
(dotted line in Figure 1E). Put together, these observations
suggest that NFATc may inhibit the progression to a complete
EMT and can behave as a “phenotypic stability factor” for
hybrid E/M phenotype.

Knockdown of NFATc in H1975 Cells
Promotes Complete EMT
To validate our model prediction that NFATc functions as
a PSF for the hybrid E/M phenotype, we knocked down
NFATc1 using siRNAs in NSCLC H1975 cells with a stable
hybrid E/M phenotype.
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FIGURE 2 | NFATc knockdown in H1975 cells promotes progression toward complete EMT. (A) Expression of CDH1 (E-cadherin, Red) and VIM (Vimentin, Green)
examined by immuno-fluorescence staining in H1975 cells for control and NFATc1 knockdown case. Scale bar 100 µm. (B) Scratch assay for control H1975 cells
and those treated with siRNAs against NFATc. Magnification: 100× (quantification in last column). (C) Same as panel (B) but for trans-well migration assay.
*p < 0.05, **p < 0.005 using Student’s t-test; n = 3.

Individual H1975 cells can co-express E-cadherin and
Vimentin (21). We observed that cells treated with NFATc1
siRNAs mostly lost E-cadherin staining (Figure 2A). NFATc
knockdown decreased the E-cadherin levels and increased the
levels of ZEB, SNAIL, and Vimentin, both at protein and
mRNA levels (Supplementary Figures S3A–C). Thus, NFATc1
knockdown can push stable hybrid E/M cells into a mesenchymal
state. Additionally, NFATc1 knockdown reduced the migration
potential of H1975 cells as observed in scratch and trans-well
migration assays. These findings indicate that the hybrid E/M
cells may exhibit greater migratory and invasive potential when
compared to mesenchymal cells (Figures 2B,C), reminiscent
of our previous observations comparing hybrid E/M cells with
mesenchymal ones (18). Overall, these experimental results
provide a proof-of-principle validation of our model predictions
that NFATc can stabilize a hybrid E/M phenotype.

NFATc Does Not Increase the Mean
Residence Time of the Hybrid E/M
Phenotype
In addition to extending the range of SNAIL levels enabling a
hybrid E/M phenotype, the previously identified PSFs – GRHL2,
OVOL1/2, and 1NP63α – had another trait: their presence
increased the mean residence time (MRT) of cells in hybrid
E/M phenotype. MRT is the average time spent by the cells
in a particular phenotype (basin of attraction) – E, M, and

hybrid E/M – calculated via stochastic simulations (24). Thus, the
phenotype with a larger MRT implies a relatively higher stability
of the same, as compared to other co-existing phenotypes/states.
Hence, beyond enabling a larger range of values of SNAIL (or
any other EMT inducing signal) for the existence of a hybrid
E/M phenotype (as shown via bifurcation diagrams), increased
MRT can be considered as another hallmark trait of a PSF. We
next investigated whether NFATc increased the MRT of cells in a
hybrid E/M phenotype.

Even though NFATc extended the range of SNAIL values
enabling a hybrid E/M state, the hybrid E/M state always co-
existed with epithelial and/or mesenchymal states ({E, H, M} and
{H, M} phases in Figure 1B); no monostable regime ({H}) for
a hybrid E/M state was seen in the case of NFATc, as observed
with GRHL2, OVOL1/2, 1NP63α, NUMB, and NRF2 (18–22,
35). Similarly, compared to the other PSFs, the presence of NFATc
does not increase the absolute value of MRT for a hybrid E/M
phenotype as compared to the case without NFATc. In the case of
control circuit, the MRT of the epithelial state is higher than that
of the mesenchymal state in the {E, M} bi-stable phase. In the {H,
M} phase, the MRT of the mesenchymal state dominates that of
the hybrid E/M state as SNAIL values are increased (Figure 3A).
Similar trends are seen in the case of NFATc-EMT coupled
network; however, in the case of {E, H, M} phase in presence of
NFATc, the MRT of hybrid E/M state is not higher as compared to
that of epithelial or mesenchymal states (compare the red curve
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FIGURE 3 | Mean residence time analysis for core EMT circuit vs. coupled EMT-NFATc circuit. (A) Variation of mean residence time (µR) with varying SNAIL levels for
the core circuit. (B) Same as panel (A) but for coupled EMT-NFATc circuit. (C) Barrier height for core EMT circuit at variable SNAIL levels. (D) Same as panel (C) but
for coupled EMT-NFATc circuit.

in Figure 3B vs. that in Figure 3A). This trend is also seen in the
barrier height calculated from the potential difference between
the local minimum and saddle points corresponding to these
states (Figures 3C,D).

We also plotted the potential landscapes for the NFATc-
EMT coupled network at varying SNAIL levels (Supplementary
Figure S4), which were consistent with the trend of barrier
heights seen; for instance, at S = 323 × 103 or S = 330 × 103

molecules, the barrier height of hybrid E/M state was more
than that of mesenchymal state, but at S = 380 × 103, that of
mesenchymal state was higher. Put together, these results suggest
NFATc does not increase the MRT of hybrid E/M state.

RACIPE Analysis of NFATc Network
Reveals Its Non-canonical Behavior as a
PSF
To analyze the underlying design principles of the NFATc-
EMT coupled network, we employed a recently developed
computational method – random circuit perturbation (RACIPE)

(36). RACIPE takes as input the topology of a regulatory
network and generates an ensemble of mathematical models
corresponding to the network topology, each with a randomly
chosen set of kinetic parameters. Then, for each mathematical
model, various possible steady states (phenotypes) are identified.
Finally, statistical tools are used to identify the robust dynamical
properties emerging from the network topology. Here, each
mathematical model is a set of five coupled ODEs, where
each ODE tracks the temporal dynamics of the five species
constituting the regulatory network (SNAIL, ZEB, miR200,
E-CAD, and NFATc).

Among the 10,000 parameter sets generated via RACIPE, we
found cases where the network topology can give rise to the
existence of phases with one steady state (mono-stable) or more –
two (bi-stable), and three (tri-stable) steady states (Figure 4A).
We performed RACIPE on the core EMT network (miR-
200/ZEB/SNAIL), its coupling to other PSFs (OVOL, GRHL2,
OCT4, NRF2), and the coupled EMT-NFATc network. For a given
parameter set, one or more steady states were obtained depending
on the initial conditions chosen; each steady state solution was
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FIGURE 4 | RACIPE analysis of NFATc network. (A) Schematic of coupled EMT-NFATc network simulated for various parametric combinations through RACIPE. For
different parameters, dynamics of this regulatory network, as modeled by a set of ordinary differential equations representing the interactions in the network, can end
up in a mono- or a multi-stable regime. (B) Phases are calculated after z-scores of ZEB and miR200 levels calculated from RACIPE are used to classify steady states
obtained from each parameter set into Epithelial (E) – (high miR-200, low ZEB)/Hybrid (H) – (high miR200, high ZEB)/Mesenchymal (M) – (low miR-200, high ZEB)
phenotypes. Different symbols denote different phases. (C) Frequencies of different multi-stable phases for core EMT network (SNAIL/miR-200/ZEB), its coupling to
other PSFs (shown to the left of the graph) and coupled EMT-NFATc coupled network. Error bars denote standard deviation; n = 3. (D) Depiction of network
randomization methodology. For every node, the degree of incoming and outgoing edges are conserved but not necessarily the number of inhibitory or excitatory
edges arriving at or emanating from a node. (E) Frequency distribution of the {E, H, M} phase fraction for randomized networks. The red line denotes the phase
fraction of {E, H, M} phase in the wild-type (WT), i.e., NFATc network. *p < 0.05, **p < 0.005 using two tailed Student’s t-test.

binned as epithelial, hybrid E/M or mesenchymal, based on the
z-scores of miR-200 and ZEB for that case. Thus, each parameter
was categorized into a given monostable or multi-stable phase; for
instance, a parameter set that enabled both epithelial and hybrid
E/M phenotypes for different initial conditions was classified as
{E, H} (Figure 4B). Compared to the core network, each of these
networks enabled a higher number of parameter sets enabling the
co-existence of E and hybrid E/M states ({E, H}) (Figure 4C).
Conversely, in most cases, the frequency of {H, M} (co-existence
of M and hybrid E/M states) and {E, H, M} (co-existence of E,
hybrid E/M, and M states) was decreased. However, in the case
of NFATc, there was a significant increase in the frequency of
{E, H, M} phase (Figure 4C) unlike other PSFs, suggesting that
the presence of NFATc may enhance cellular plasticity among
epithelial, hybrid E/M and mesenchymal states.

To test whether these results for NFATc are specific to the
network topology of coupled NFATc-EMT network, we generated
many randomized networks by swapping the edges between
nodes in the network, such that the number of incoming and
outgoing edges for every node was maintained the same (an
example shown in Figure 4D). RACIPE analysis was performed
on each of these randomized networks (n = 461; see section
“Materials and Methods” for details), and the output obtained
was separated into different phases i.e., {E}, {H}, {M}, {E,
M}, {E, H}, {H, M}, and {E, H, M} as mentioned above.

We quantified the frequency for multi-stable phases containing
the hybrid state i.e., {E, H}, {H, M}, and {E, H, M} for all
randomized networks, and calculated the frequencies of these
phases, i.e., number of parameter sets out of 10,000 that enabled
a given phase. The frequency distribution revealed that most
of the randomized circuits gave rise to a lower fraction of {E,
H, M} phase as compared to that for the wild-type NFATc-
EMT coupled circuit (the value denoted by the red vertical
line) (Figure 4E). However, such stark differences were not
observed for the {E, H} (Supplementary Figure S5A) and {H,
M} phases (Supplementary Figure S5B), suggesting that the
NFATc-EMT coupled circuit topology is enriched for enabling
co-existence and consequent possible switching among the
epithelial, mesenchymal and hybrid E/M phenotypes.

NFATc Confers Stability to the Hybrid
E/M Phenotype in a Multi-Stable Phase
We observed that the presence of NFATc in the network increased
the frequency of multi-stable phases containing the hybrid state,
particularly the {E, H, M} phase. This led us to investigate the
relative stability of the different states in a given multi-stable
phase. To quantify relative stability, every parameter set giving
rise to either {E, H}, {H, M}, or {E, H, M} phases was simulated
using 1000 random initial conditions and each time we tabulated
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FIGURE 5 | Relative stability analysis. (A) Frequency distribution of H state in {E, H} phase. (B) Kernel density plot showing the frequency distribution of E and H
states in the {E, H} phase. (C) Frequency distribution of H state in the {H, M} phase. (D) Kernel density plot showing the distribution of M and H states in the {H, M}
phase. (E) Frequency distribution of H state in the {E, H, M} phase. (F) Kernel density plot showing the distribution of E, H, and M states in the {E, H, M} phase. For
panels (A,C,E) the error bars represent the mean ± standard deviation for three sets of independently chosen initial conditions for a given parameter set obtained
from one RACIPE run.

how many initial conditions led to which state – E, H, or M. For
individual parameter sets, we observed heterogeneity in terms
of relative stability of H states in the {E, H} phase, i.e., some
parameter sets seemed to have a deeper “basin of attraction”
for the epithelial attractor as compared to the hybrid E/M one
and vice versa (Figure 5A and Supplementary Figure S6A).
Nonetheless, there were similarities in the frequencies of E
and the H state obtained across parameter sets obtained
from independent RACIPE replicates, as represented by their
similar and overlapping kernel density estimates (Figure 5B and
Supplementary Figures S6C,D).

This analysis for the {H, M} phase revealed that the H state
was more stable; i.e., the number of parameter cases for which the
relative stability of H state was higher as compared to M state was
more than the number of cases when the M state was relatively
more stable (Figure 5C and Supplementary Figure S5B). This
trend was maintained for parameter sets obtained across three
RACIPE replicates (Figure 5D and Supplementary Figures
S5E,F). Similar analysis on the {E, H, M} phase suggested that
the E state was relatively less stable than the H and M states
(Figures 5E,F and Supplementary Figures S7A–D). Together,
these results indicate that the presence of NFATc can confer high
stability to the hybrid E/M state for parametric combinations
enabling the co-existence of multiple phenotypes.

NFATc Affects Clinical Outcome in a
Tissue Specific Manner
The hybrid E/M phenotype is often attributed to drive tumor
aggressiveness (7, 8). This trend is further supported by clinical

data where PSFs such as GRHL2 and NRF2 correlate with poor
patient survival (18, 21). We investigated whether the levels
of NFATc can correlate with clinical response, and observed
that the association of NFATc with clinical outcomes is context
dependent. Higher levels of NFATc correlated with better
relapse free survival among breast cancer patients (Figures 6A–
C) but with poor relapse free survival among lung cancer
patients (Figure 6D). We observed similar context-dependent
behavior of NFATc in terms of overall survival, even within the
same tissue (Supplementary Figures S8A–C). Also, NFATc was
positively correlated with better metastasis free survival among
breast cancer patients (Supplementary Figure S8D). Thus, the
correlation of NFATc with patient survival is highly likely to be
context dependent.

DISCUSSION

Recent in vitro, in vivo, and in silico investigations have
emphasized the existence and significance of hybrid E/M
phenotype(s) in various cancer types (37). These hybrid E/M
phenotypes can exhibit maximum plasticity (38), possess traits
of cancer stem cell-like traits, evade drug resistance, and thus
be the “fittest” for metastasis (8). These preclinical experimental
observations are supported by clinical analysis of carcinoma
samples suggesting that the presence of hybrid E/M cells in a
patient at the time of diagnosis associates with poor patient
outcomes. Interestingly, even a very small percentage of hybrid
E/M cells (score >2%) was found to be sufficient to confer poor

Frontiers in Oncology | www.frontiersin.org 7 September 2020 | Volume 10 | Article 553342260

https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/oncology#articles


fonc-10-553342 September 4, 2020 Time: 16:33 # 8

Subbalakshmi et al. NFATc Stabilizes a Hybrid E/M Phenotype

FIGURE 6 | Kaplan–Meier analysis for NFATc1 levels. (A–C) Relapse free survival for GSE6532, GSE19615, and GSE17705 (breast cancer tissue samples).
(D) Relapse free survival for GSE41271 (non-small cell lung cancer tissue samples). Green curve shows the group of patients with low NFATc1; red curve shows the
group with high NFATc1 levels. All cohorts are divided at median values of NFATc1; HR denotes hazard ratio; PVAL denotes p-value.

prognosis (39). Thus, identifying mechanisms that can maintain
cells in hybrid E/M phenotypes is of crucial importance in our
efforts to curb metastatic load.

Here, we developed a computational modeling framework to
identify the transcription factor NFATc as a potential PSF for
hybrid E/M phenotypes. In presence of NFATc, cells undergo a
delayed or stalled EMT; thus maintaining cells in hybrid E/M
phenotypes; knockdown of NFATc in H1975 NSCLC cells drove
the progression toward a complete EMT phenotype, reminiscent
of observations made for other PSFs – GRHL2, OVOL2, NUMB,
and NRF2 (18–23). Similar effects of NFATc knockdown were
also seen in MCF10A and DLD1 cells where treatment with
VIVIT, a soluble inhibitor of NFATc transcriptional activity,
significantly reduced E-cadherin expression and protein level,
and increased Slug and Vimentin levels (29), thus driving EMT.
NFATc transcriptional activity was shown to be capable of
maintaining E-cadherin levels even in the presence of TGFβ

induced EMT (29), suggesting that NFATc acted as a “molecular
brake” or “guardian” of epithelial traits, preventing a complete
EMT (40). Consistently, NFATc1 was identified to be a master
regulator of chromatin remodeling to regulate hybrid E/M
phenotypes in skin cancer in vivo; the proportion of hybrid
E/M phenotypes was also shown to be increased by GRHL2,
OVOL1/2, and 1NP63α at the expense of complete EMT
cells, thus lending further credence to our results indicating a
functional equivalence between NFATc1 and previously identified
PSFs such as GRHL2, OVOL1/2, 1NP63α, and NRF2 (7). In

developmental EMT scenario, NFATc1 is implicated in a key role
during heart valve development; NFATc1-null embryos exhibit
excessive EMT and impaired valve formation. Transcriptional
repression of Snail1 and Snail 2 by NFATc1 can inhibit EMT
and help maintain vascular E-cadherin levels required for
cellular adhesiveness (41, 42). These observations across multiple
contexts highlight that NFATc may maintain cell-cell contacts in
a hybrid E/M phenotype.

Hybrid E/M phenotype(s) are also often associated with
higher stem-like behavior and enhanced metastasis across
cancer types in vitro and in vivo (25). Consistently, NFAT
transcriptional activity contributes to metastasis in colon
cancer; inhibition of NFATc1 reduced metastatic growth in an
immunocompetent mouse model. Further, genes upregulated by
NFATc1 significantly correlated with worse clinical outcomes for
Stage II and III colorectal cancer patients (43). Similarly, NFATc2
was overexpressed in lung adenocarcinoma tumor-initiating
cells; it supported tumorigenesis in vivo and its knockdown
in vitro reduced 60–70% tumor-spheres and restricted the
renewability of tumor-spheres (32). NFAT/calcineurin signaling
pathway is also activated in breast cancer and aggravates
tumorigenic and metastatic potential of mammary tumor cells
in vitro and in vivo (44, 45). Furthermore, NFATc1 levels were
found to be significantly upregulated in spheroid-forming
cells in pancreatic cancer, where NFATc1 promotes SOX2
transcriptionally (28). One of the targets of NFAT/SOX2
signaling pathway is ALDH1A1 (32) – a bona fide marker
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for hybrid E/M cells behaving as cancer stem cells in breast
cancer (46). Therefore, these observations underscore
the connection between NFAT signaling, stemness, and
metastatic aggressiveness.

Our results show that while NFATc increased the parametric
range of SNAIL levels enabling a hybrid E/M phenotype, it
did not increase the MRT of hybrid E/M cells, suggesting that
the role of NFATc may be non-canonical in terms of behaving
as a PSF. This non-canonical behavior is further elucidated by
RACIPE analysis, where, unlike other PSFs such as GRHL2,
NFATc increased the frequency of parametric combinations
containing co-existing epithelial, hybrid E/M and M phenotypes,
and possible interconversions among them. Thus, NFATc may
be thought of as a driver of phenotypic plasticity, and targeting
NFAT signaling may curb cancer cell adaptation (47) – a
distinctive property of metastasis-initiating cells (48). Given that
at least a full-blown EMT by itself need not be necessary for
metastasis, the emergent dynamics of metastatic networks (49,
50) can also hold clues for identifying other perturbations to curb
metastatic load.

MATERIALS AND METHODS

Mathematical Modeling
As per the schematic shown in Figure 1A, the dynamics of all
five molecular species (miR-200, SNAIL, ZEB, E-cadherin, and
NFATc) was described by a system of coupled ODEs. The level of
a protein, mRNA or micro-RNA (X) is described via a chemical
rate equation that assumes the generic form:

dX
dt
= gXHS (A, A0, n, λ)− kXX

Where the first term of the equation signifies the basal rate
of production (gX); the terms multiplied to gX represent the
transcriptional/translational/post-translational regulations due
to interactions among the species in the system, as defined by the
Hills function [HS(A, A0, n, λ)]. The term kXX accounts for the
rate of degradation of the species (X) based on first order kinetics.
The complete set of equations and parameters are presented in
the Supplementary Material.

Cell Culture and siRNA Treatments
H1975 cells were cultured in RPMI 1640 medium containing
10% fatal bovine serum and 1% penicillin/streptomycin cocktail
(Thermo Fisher Scientific). Cells were transfected at a final
concentration of 50 nM siRNA using Lipofectamine RNAiMAX
(Thermo Fisher Scientific) according to the manufacturer’s
instructions using following siRNAs: siControl (Thermo Fisher
Scientific), siNFATC1 #1 (Invitrogen), siNFATC1 #2 (Invitrogen).
Regular mycoplasma testing was also carried out to exclude any
possible cell culture contamination.

RT-PCR
Total RNA was isolated following manufacturer’s instructions
using RNAeasy kit (Qiagen). cDNA was prepared using iScript

gDNA clear cDNA synthesis kit (Bio-Rad). A TaqMan PCR
assay was performed with a 7500 Fast Real-Time PCR System
using TaqMan PCR master mix, commercially available primers,
and FAMTM-labeled probes for CDH1, VIM, ZEB1, NFATC1,
SNAIL, and VICTM-labeled probes for 18 S, as per manufacturer’s
instructions (Life Technologies). Each sample was run in
biological and technical triplicates. Ct values for each gene was
calculated and normalized to Ct values for 18 S (1Ct). The
11Ct values were then calculated by normalization to the 1Ct
value for control.

Western Blotting Analysis
H1975 cells were lysed in RIPA lysis assay buffer (Pierce)
supplemented with enzyme inhibitor cocktail (Roche). The
samples were separated on a 4–20% SDS-polyacrylamide gel (Bio-
Rad). After transfer to PVDF membrane, incubation was carried
out with primary antibodies anti-CDH1 (1:1000; Cell Signaling
Technology), anti-vimentin (1:1000; Cell Signaling Technology),
anti-Zeb1 (1:1000; Cell Signaling Technology), anti-SNAIL
(1:1000; Cell Signaling Technology), and anti-beta actin (1:10
000; Abcam) and subsequent secondary antibodies. Membranes
were exposed using the ECL method (GE Healthcare) as per
manufacturer’s instructions.

Immunofluorescence
H1975 Cells were fixed in 3.4% paraformaldehyde, permeabilized
with 0.2% Triton X-100, and then stained with primary
antibodies against CDH1 (1:100; Abcam) and vimentin (1:100;
Cell Signaling Technology). Alexa conjugated secondary
antibodies (Life Technologies) were used to detect the expression
of respective proteins. DAPI was used to counterstain the nuclei.

Wound-Healing Assay
Scratch wound-healing assay was performed to determine cell
migration using confluent cultures (80-90% confluence). Briefly,
H1975 cells (1× 105 cells/ml) were seeded in 6-well tissue culture
plate. After cells attain expected confluency, they were starved for
24 h using 0.2% serum in growth media. Next day, a sterile p200
pipet tip was used to create a wound on the confluent monolayer
and media was replenished. Images were acquired at 0 and 16 h;
the experiments were repeated three times. Images of the scratch
wounds were taken and measured by ImageJ software to calculate
the mean and standard deviation. Each group was compared with
the control group. Cell migration was expressed as the migration
rate: (original scratch width – new scratch width)/original scratch
width× 100%.

Trans-Well Migration Assay
H1975 cells were grown in 6-well plates and treated with
siNFATC1 for 24 h. After 48 h of NFATC1 knockdown, cell
monolayers were harvested, and 2 × 104 viable cells/200 µl
cell concentration was prepared in serum free medium. The
cell suspension was transferred on top of a 0.8 µm pore
diameter Transwell insert (Millipore) and placed on a 24 well
cell culture plate. A 10% fetal bovine serum solution was added
as chemo-attractant at the bottom of the insert and plate was
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incubated at 37◦C for 18 h. Non-migrated cells were removed
by gently swabbing inside each insert. Cells were fixed and
stained with a 0.5% crystal violet solution for 10 min. The inserts
were thoroughly washed with and air dried completely before
visualizing under a microscope. Cell numbers were counted at
×200 magnification. The experiment was repeated three times
and statistically analyzed with five fields of view, and the mean
values were taken as the migratory cell number.

Mean Residence Time Analysis
The MRT was calculated as follows: As the degradation rate of
ZEB mRNA is much greater than that of ZEB protein and miR-
200 and also the production rate of E-cad and NFATc is much
more larger than that of ZEB protein and miR-200, we assumed
that ZEB mRNA, E-cad, and NFATc reach to the equilibrium
much faster relatively, that is, dmZ

dt = 0, dE
dt = 0, and dN

dt = 0.
This assumption reduces the equations given in Supplementary
Material: to two coupled ODEs of ZEB and miR-200. Then we
simulated the dynamical system in presence of external noise
and obtained the time evolution of ZEB protein and miR-200
using Euler–Maruyama simulation. From the time evolution of
ZEB and miR-200 the dynamical states of the system were coarse
grained as an itinerary of basins visited. Then the MRT was
calculated by multiplying the total number of successive states
with 1t. Detailed methods are outlined in the publication by
Biswas et al. (24).

RACIPE
Random circuit perturbation (36) algorithm was run on the
coupled EMT-NFATc network and its randomized counterparts.
Continuous steady state levels were obtained as output for
the five variables, for ensembles of mathematical models; each
model has a randomly chosen parameter set corresponding to
intrinsic production/degradation of all species as well as those
representing the regulatory links. The algorithm was used to
generate 10,000 mathematical models, each with a different set
of parameters. Hundred initial conditions were chosen for each
model, and all steady state solutions obtained were compiled
together. With this consolidated data, the z-scores of steady
state levels of all the biomolecules in the individual networks
were calculated. Based on the z-score of ZEB and miR-200, the
phenotype for a given steady state solution is decided, i.e., if
(zzeb > 0) and (zmir−200 < 0), it is counted as mesenchymal state,
(zzeb > 0) and (zmir−200 > 0) is counted as a hybrid state, and
(zzeb < 0) and (zmir−200 > 0) is counted as an epithelial state.
Similarly, states are determined for all solutions and based on
the state of each steady state for a given set of parameters, the
phases are determined.

Network Randomization
The following rules were employed to generate an ensemble
of randomized networks. For each node, in each instance of a
randomization of the wild-type network (Figure 1A), the number
of incoming and outgoing edges were kept constant. The number
of activation edges and the number of inhibitory edges were also
kept fixed at 6 and 5, respectively [The same number as that

in the wild-type network (Figure 1A)]. Furthermore, the source
node and the target node for each of the edges were kept fixed
but the identity of the edge in terms of it being an activation
or inhibition link was allowed to change. Hence, 461 (11

5 C −
1 = 11!

6!5! − 1 = 461) such randomized networks were constructed
excluding the wild-type case.

Relative Stability Analysis
The relative stability analysis was performed in MATLAB.
RACIPE generated parameter sets that give rise to multi-
stable phases were first determined. These parameter sets were
simulated in MATLAB using 1000 random initial conditions
and the steady state each time was determined. Then, the
total number of times each of the possible steady states was
reached was calculated.

Kaplan–Meier Analysis
ProgGene (51) was used for conducting Kaplan–Meier analysis
for respective datasets. The number of samples in NFATc1-high
vs. NFATc1-low categories are given below:

GSE6532 (breast cancer): n (High) = 44, n (Low) = 43
GSE19615 (breast cancer): n (High) = 58, n (Low) = 57
GSE17705 (lung cancer): n (High) = 149, n (Low) = 149
GSE41271 (lung cancer): n (High) = 138, n (Low) = 137
GSE30219 (lung cancer): n (High) = 141 n (Low) = 141
GSE19536 (breast cancer): n (High) = 56, n (Low) = 44
GSE14814 (lung cancer): n (High) = 44, n (Low) = 44.
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Bone marrow failure (BMF) syndromes, such as severe congenital neutropenia (SCN)

are leukemia predisposition syndromes. We focus here on the transition from SCN to

pre-leukemic myelodysplastic syndrome (MDS). Stochastic mathematical models have

been conceived that attempt to explain the transition of SCN to MDS, in the most

parsimonious way, using extensions of standard processes of population genetics and

population dynamics, such as the branching and the Moran processes. We previously

presented a hypothesis of the SCN to MDS transition, which involves directional selection

and recurrent mutation, to explain the distribution of ages at onset of MDS or AML.

Based on experimental and clinical data and amodel of human hematopoiesis, a range of

probable values of the selection coefficient s and mutation rate µ have been determined.

These estimates lead to predictions of the age at onset of MDS or AML, which are

consistent with the clinical data. In the current paper, based on data extracted from

published literature, we seek to provide an independent validation of these estimates.

We proceed with two purposes in mind: (i) to determine the ballpark estimates of the

selection coefficients and verify their consistency with those previously obtained and (ii)

to provide possible insight into the role of recurrent mutations of the G-CSF receptor in

the SCN to MDS transition.

Keywords: clinical data, G-CSF receptor (G-CSFR), recurrent mutation, myeloid neoplasia, Moran model, selective

advantage

1. INTRODUCTION

Bone marrow failure (BMF) syndromes, such as severe congenital neutropenia (SCN) are leukemia
predisposition syndromes. In addition to SCN, these heterogeneous groups of disorders include
Fanconi anemia, dyskeratosis congenita, Diamond-Blackfan anemia, Shwachman-Diamond
syndrome, and GATA2 deficiency (West and Churpek, 2017; Kennedy and Shimamura, 2019).
Each of these clinically defined disorders are monogenic with mutations in one or more genes in a
pathway. For example, Fanconi anemia results from germline mutations in genes involved in DNA
repair and Diamond-Blackfan anemia in ribosome structure (Oyarbide et al., 2019). What is less
well-understood are the somatic mutations that arise during transformation of a BMF syndrome to
myeloid neoplasia (Rafei and DiNardo, 2019).
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Focusing on the SCN to MDS to AML transition, individuals
with a germline mutation in the ELANE gene develop at
early age a severe neutropenia (Touw, 2015). This profound
neutropenia makes them susceptible to recurrent infections,
which can be only partly managed by antibiotics. Treatment
introduced in the 1990s involves administration of large doses of
recombinant human granulocyte colony stimulating factor (G-
CSF), which boosts neutrophil production (Bonilla et al., 1989).
Unfortunately, in about 30% of patients, either myelodysplatic
syndrome (MDS), a preleukemic disorder, or acute myeloid
leukemia (AML) emerges. In 70% MDS or AML cases arising
from SCN, somatic mutations of the G-CSF Receptor (CSF3R)
occur (Link, 2019). These are almost always nonsense mutations.
The truncated CSF3R affects altered signaling, gene expression,
and phenotype within the neutrophil lineage. There is enhanced
proliferation and impaired neutrophilic differentiation to G-CSF.

Stochastic mathematical models have been conceived, which
attempt to explain the transition of SCN to MDS and then to
AML, in the most parsimonious way, using suitable extensions
of standard processes of population genetics and population
dynamics, such as the branching (Kimmel and Corey, 2013)
and the Moran processes (Wojdyla et al., 2019). Specifically,
the latter paper presented a hypothesis of the SCN → MDS
transition, which involves the Moran process with directional
selection (Durrett, 2008) and recurrent mutation, to explain
the distribution of ages at onset of MDS or AML. As argued
in Wojdyla et al. (2019), starting in the fetal life, CSF3R
mutations arise as a random process and are selected for when
G-CSF is administered to boost neutrophil production. Based
on experimental and clinical data and a model of human
hematopoiesis, a range of probable values of the selection
coefficient s and mutation rate µ have been determined. These
estimates lead to predictions of the age at onset of MDS or AML,
which are consistent with the clinical data.

In the current paper, based on data extracted from published
literature, we seek to provide an independent validation of these
estimates. We will use the model of evolution of the mutant
receptors in the hematopoietic stem cells (HSC) in the bone
marrow in the form of a Moran process with selection and
recurrent mutation. This is the same process we used in Wojdyla
et al. (2019), except that here, to simplify computations, we
assume constant HSC population size and develop an analytical
approximation of the expected values of the mutant receptor
occurrence among HSC under the assumption that initial count
of mutants is already substantial (Methods and Data). We
proceed with two purposes in mind. Our first purpose is to
determine the ballpark estimates of the selection coefficients and
verify their consistency with those obtained in Wojdyla et al.
(2019). Our second purpose is to provide insight into the relative
role of recurrent mutations of the G-CSF receptor in the SCN to
MDS transition.

2. METHODS AND DATA

2.1. Moran Process
In the monograph by Durrett (2008), the Moran process with
selection is defined as follows

• Constant population of N individuals.
• At each discrete time moment, a randomly chosen individual

dies, and, at the same moment, another randomly chosen
individual proliferates (for mathematical completeness, it can
be the same individual).

• In the model with directional selection, there are individuals
of two types: wildtype (WT) and mutant (M) and the choice
of individual that proliferates is biased. The wildtype is chosen
with weight 1− s, s ∈ (0, 1).

It is instructive to consider the discrete-time case first. Let us
denote the number of mutants by i. There are four possibilities

• WT dies, with probability (N − i)/N

– WT proliferates, with probability
(1− s)(N − i)/[(1− s)(N − i)+ i]

– M proliferates, with probability
i/[(1− s)(N − i)+ i]

• M dies, with probability i/N

– WT proliferates, with probability
(1− s)(N − i)/[(1− s)(N − i)+ i]

– M proliferates, with probability i/[(1− s)(N − i)+ i]

Only the WT→M and M→WT options lead to change in the
number of mutants

pi,i+1 =
N − i

N

i

[(1− s)(N − i)+ i]
,

pi,i−1 =
i

N

(1− s)(N − i)

[(1− s)(N − i)+ i]
,

theM→MandWT→WToptions jointly contribute to pi,i. States
{0} and {N} are absorbing. The probability of being eventually
absorbed in {N}, if at time 0 there are imutants, is equal to

P[TN < T0] =
1− (1− s)i

1− (1− s)N

in the case with selection, which leads to

P[TN < T0] = i/N

in the neutral case.
The continuous-time version is defined by transition

intensities

qi,i+1 = (N − i)
i

N
, qi,i−1 = i

(1− s)(N − i)

N
,

which have different denominators than the transition
probabilities. However, they lead to the same absorption
formula. The expected time to absorption in {N} (fixation of the
mutant) has a commonly used asymptotics

E1(TN) ∼
2

s
ln(N)

as N → ∞ in the case with selection, which however is not
very accurate.
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2.2. Time-Continuous Moran Process With
Directional Selection and Recurrent
Mutations
A time-continuous Moran process with directional selection may
be supplemented with recurrent mutation by adding a term of
the form µ(N − i) to the qi,i+1 transition intensity. This can be
interpreted as an equal and independent chance µ1t + o(1t),
for each of the N − i WT cells, of becoming a mutant in a short
time interval (t, t + 1t). The complete set of transition rules for
the chain {X(t), t ≥ 0} assumes the form

qi,i+1= (N−i)
i

N
+µ(N−i), qi,i−1= i

(1− s)(N − i)

N
, i=0, . . .N.

(1)
Because the state space is finite, the chain is eventually absorbed
in the state N at random time TN ; cf. Figure 1 for a heuristic
illustration.

2.3. Simulation of Trajectories of the Moran
Process With Recurrent Mutation
Simulation of a time-continuous Markov Chain is based directly
on application of the transition intensities as expressed in
Equation (1). Briefly, if the mutant cell chain X(t) is in state i
at time t, then the time to the next jump is a random variable
τ distributed exponentially with parameter qi,i−1 + qi,i+1. The
direction of the jump at time t + τ is then decided by a random
choice, i → i− 1 with probability

qi,i−1

qi,i−1+qi,i+1
and i → i+ 1 with

probability
qi,i+1

qi,i−1+qi,i+1
, respectively. This algorithm (know also

popularly as the Gillespie algorithm) is based on the properties
of holding times and jumps of time-continuous Markov Chain,
as explained for example in the book (Grimmett and Stirzaker,
2001). Simulations depicted in Figure 2 were executed using
this algorithm.

2.4. Approximation of the Moran Process
With Recurrent Mutation and Estimation of
Selection Coefficient and Mutation Rate
In the current study, we are not as much concerned with
a mathematically rigorous theory of the Moran process with
selection and recurrent mutation, as with obtaining computable
expressions that lead to ballpark estimates of the selection
coefficient and mutation rate. Based on transitions spelled out
in Equation (1), we obtain the following expression for the
conditional expectations:

E[X(t+1t)|X(t) = x] = x+

(

(N − x)xs

N
+ µ(N − x)

)

1t+o(1t)

(2)
Corresponding expression for variance is more involved. From
Equation (2), assuming that x = X(t) can be replaced by its
expectation and denoting the latter by x(t) we formally obtain
the following ordinary differential equation (ODE) for x(t).

ẋ(t) =

(

(N − x(t))x(t)s

N
+ µ(N − x(t))

)

, t ∈ [t0, t1] (3)

Following a change of variables y(t) = x(t)/N ∈ [0, 1], this
leads to

ẏ(t) = (1− y(t))y(t)s+ µ(1− y(t)), t ∈ [t0, t1] (4)

This latter equation has an explicit solution

y(t) =
1− (µ/s)α0 exp(−(µ + s)(t − t0))

1+ α0 exp(−(µ + s)(t − t0))
, t ∈ [t0, t1] (5)

where

αi = (1− yi)/(yi + u), yi = y(ti), i = 0, 1, and u = µ/s (6)

This curve is very similar to that derived in the initial part of the
well-known study by Gerrish and Lenski (1998), under branching
process hypotheses. Let us also notice that population sizeN does
not play a role in the expression for y(t). However, as evidenced
by a comparison between the simulations in Figures 2A,F, larger
N reduces process variance and the slight bias of y(t) as the
estimate of X(t)/N.

Let us note that Equation (5) yields

1− y(t)

y(t)+ µ/s
= α0 exp(−(µ + s)(t − t0)), (7)

which after substitution t = t1 yields

α1 =
1− y1

y1 + u
= α0 exp(−(µ + s)(t1 − t0)), (8)

which yields

µ + s =
ln(α1/α0)

t1 − t0
(9)

The latter can be written alternatively as

s =
1

(1+ u)

ln(α1/α0)

(t1 − t0)
(10)

Knowing y0 and y1 (and therefore also knowing α0 and
α1), we can thus now find the set of values (s,µ) such
that yi = y(ti) i = 0, 1.

The latter expression embodies the trade-off between selection
and mutation. To understand it, let us notice that the RHS of
Equation (10) is equal to C =

ln(α1/α0)
(t1−t0)

if u = 0, and it changes

very little if u is small. The magnitude of C (which is the estimate
of s when µ = 0) as computed from data varies between 0.002
and 0.05 if we disregard the sole negative value −0.059. To
significantly influence (i.e., by say 10%) the lowest estimate 0.002,
the mutation per cell per nucleotide rate should be equal to at
least 0.0002, which is five orders of magnitude higher than the
standard human rate. We use per nucleotide rates since we are
discussing specific mutation sites in each case.
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FIGURE 1 | Anatomy of the Moran process with recurrent mutations. Some mutant count trajectories may become transiently extinct (green line), but they will be

resurrected by one of the recurring mutations events (red lines). Eventually the mutants are fixed.

In summary, estimates depicted in Table 1 and Figure 3 were
obtained using the method of the preceding paragraph under
assumption µ = u = 0.

2.5. Empirical Observations of Increase in
Mutant Receptor Frequency Over Time
Several papers documented the process of increase of the
frequency of mutant receptor, based on genome sequencing of
bone marrow cells of the SCN patients, in two or more time
points.We focus our attention on three of these papers (Beekman
et al., 2012; Skokowa et al., 2014; Klimiankou et al., 2019). In
these papers, patient data were recorded with changing frequency
of mutant receptors over time. Of these cases, we selected only
the ones that displayed unambiguous monotonous trend. Theses
case are listed in Table 1. The estimates that are obtained using
expression (10) are ambiguous since the expression provides only
a relationship between s and µ. However, if s estimated under
the hypothesis that µ is small, which is plausible unless the
mutation rate is orders of magnitude higher than normal, then
the estimates of s differ only slightly from those obtained under
µ = 0, as explained in the preceding subsection. This effect
is very similar to that observed in simulations in Wojdyla et al.
(2019).

3. RESULTS

3.1. Approximate Mean Expression vs.
Simulations
We address here the accuracy of the agreement of the
approximate expression (5) for expected value of the Moran
process with directional selection and recurrent mutations, with
direct simulations. Figure 2, presents a comparison of 1,000
simulated trajectories and their mean and standard deviation to

the y(t) function. We observe an almost complete agreement of
the approximate mean and simulation average, which become
indistinguishable with cell count N increasing from 1, 000 to
10, 000 [compare panels (A–F)]. Additionally, the simulation
variance decreases almost inversely proportionally to N.

It is very important to compare the influence of selection
coefficient s and mutation rate µ on the expectation of the
process. If µ does not exceed 0.001 per generation, its influence
can be disregarded, while the influence of s is decisive [panels (A–
C)]. Only when µ reaches 0.01, its influence becomes important.
In the estimates of the selection coefficient s, based on expression
(10), this effect is represented by the coefficient u = µ/s (also
present in expressions for α0 and α1), the magnitude of which
determines the departure from the case µ = 0.

3.2. Estimates of Selection Coefficients
Table 1 depicts the estimates of the selection coefficient s
obtained using Equation (10) with µ = 0. All details of the
data used are included in the Table 1. The estimates depend on
the assumed average interdivision time of the HSC (including
some self-renewing CMP). It is assumed to be equal to 1/24 of
1 year (15 days). Changing this assumption leads to different
estimates, as it can be tested by modifying the parameter λ in
the spreadsheet (λ equals the inverse of the interdivision time).
Overall, the estimates span a range from 0 to 0.05, with the
exception of patient 13 of publication (Klimiankou et al., 2019)
who has a negatively estimated selection coefficient.

Figure 3 depicts estimated selection coefficients ŝ from
Table 1, plotted against the time interval t1 − t0 between the
first and the second instance of sequencing. There seems to exist
a negative association between ŝ and t1 − t0. In addition, the
MDS cases (red circles), seem to have lower values of ŝ than the
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FIGURE 2 | Trajectories of the Moran process with directional selection and recurrent mutation. One thousand simulations were plotted, with thicker green line

denoting their mean, thinner green lines mean ± standard deviation, and black dashed line the solution of Equation (4). Parameter values (A) s = 0.01, µ = 0.000001,

(B) s = 0.05, µ = 0.000001, (C) s = 0.01, µ = 0.001, (D) s = 0.01, µ = 0.01, (E) s = 0.01, µ = 0.1; and N = 10000, t0 = 0, y0 = 0.2 in (A–E). (F) For comparison,

trajectories under s = 0.01, µ = 0.1 as in (A), but with N = 1, 000 are depicted, illustrating the impact of the cell count on variance of the process. In all panels, time is

expressed in average cell generation units, µ in inverse time units, and s is dimensionless.

AML cases (green circles). Cases labeled as “CN-MDS/AML” in
Klimiankou et al. (2019) are denoted by black circles.

4. DISCUSSION

The results of the present paper provide estimates of the selection
coefficients that may underlie the fixation of the mutant G-CSF
receptor in the SCN to MDS transition, which are consistent
with the range deduced in Wojdyla et al. (2019) based on
epidemiological evidence. Let us emphasize that our initial and
final fractions of mutant receptor data come from sequencing of
samples from patients with SCN. Availability of these sequencing
data in papers (Beekman et al., 2012; Skokowa et al., 2014;
Klimiankou et al., 2019) is at the stem of our results.

Severe congenital neutropenia is not the only inherited BMF
syndrome with predisposition to MDS and AML; however, we
believe that SCN provides the most robust and accurate disease
to model because acquisition of CSF3R mutation is so common
(70-80%) as a secondary hit (see discussion of sources inWojdyla

et al., 2019). On the other hand, TP53mutations in Shwachman-
Diamond are controversial in that the mutations do not augur
for transformation (Xia et al., 2018). Furthermore, the prevalence
of mutations in TP53 and in other genes such RUNX1 in
Fanconi anemia or dyskeratosis congenita appears to be much
less than that of CSF3R in SCN (Chao et al., 2017; Lane, 2017;
Kirschner et al., 2018). Despite this, modified Moran model
might be applicable to other bone marrow failure syndromes that
are associated with leukemia transformation. Since the variant
allele frequencies of CSF3R is not reported for most of these
rare patients, but our model provides an accurate prediction,
it is conceivable that uncommon secondary mutations, such as
TP53 or PPM1D or RUNX1, could be used in our modified
Moran model.

We do not use the cases with non-monotonic change in
variant receptor frequency. The reason is that, at this range of
frequency, Moran model is very unlikely to exhibit persistent
reversals. Therefore, it is more likely that factors that cannot be
included in the Moran model play a role.
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TABLE 1 | Tabular summary of truncated receptor data from three publications, and resulting estimates of selection coefficient for the Moran model without recurrent

mutation.

Identifier References Figure Case Phase y0 y1 t1 − t0 λ α1 α2 ŝ Mutation

1 Klimiankou et al. (2019) Figure 4E CN pt. 21 0.13 0.14 0.45 24 0.15 0.16 0.002 Q749

2 CN pt. 11 0.03 0.10 1.15 24 0.03 0.12 0.047 Q754

3 CN pt. 27 0.01 0.06 1.75 24 0.01 0.06 0.053 Q741

4 CN pt. 19 0.13 0.15 2.90 24 0.15 0.18 0.002 Y752

5 CN pt. 13 0.13 0.07 0.45 24 0.14 0.08 -0.059 Q741

6 Beekman et al. (2012) Figure S4 pt. ph. 1 MDS 0.06 0.11 6.00 24 0.07 0.12 0.004 D715

7 pt. ph. 2 AML 0.11 0.49 9.00 24 0.12 0.97 0.010 D715

8 Skokowa et al. (2014) Figure S3 pt. 6 ph. 1 MDS 0.24 0.56 13.00 24 0.32 1.27 0.004 Q726X

9 pt. 6 ph. 2 AML 0.56 0.83 3.00 24 1.27 4.88 0.019 Q726X

10 pt. 10 MDS 0.01 0.02 3.00 24 0.01 0.02 0.007 Q726P

11 pt. 16 ph. 1 MDS 0.10 0.30 4.50 24 0.11 0.43 0.012 Q720X

12 pt. 16 ph. 2 AML 0.30 0.33 0.33 24 0.43 0.49 0.017 Q720X

13 pt. 19 ph. 1 MDS 0.28 0.43 2.25 24 0.39 0.75 0.012 Y729X

14 pt. 19 ph. 2 AML 0.43 0.65 0.75 24 0.75 1.86 0.050 Y729X

Figure numbers are these in original publications. MDS/AML column based on the disease history of the patient in Beekman et al. (2012) and Figure 3 in the Supplement to Skokowa

et al. (2014); Klimiankou et al. (2019) is listing “CN-MDS/AML” as a single category. y0, initial fraction of mutant receptor, y1, final fraction of mutant receptor, t1 − t0, duration of time

interval (years), λ, average count of cell divisions (year−1 ), also equal to the inverse of the expected interdivision time (years), α0, α1, as defined in Equation (8), and ŝ, estimate of the

selection coefficient. “pt.” is patient, “ph.” is phase.

FIGURE 3 | Estimated selection coefficients from Table 1, plotted against the time interval between the first and the second instance of sequencing. Red, MDS;

green, AML; black, unclassified. Numbering of cases follows the identifiers in Table 1.

One of the important questions in understanding cancer
evolution is the balance among different genetic forces, such as
mutation and selection. The problem has been studied for solid
cancers, e.g., by Ling et al. (2015). In essence, mutant frequency
in the cell population can increase in a similar way with different
(negatively associated) values of s and µ. In particular, if a fit to
the mutant frequency increase observed over a time interval is
obtained under µ = 0, as in Table 1, then under µ > 0, the
estimate of s will only be smaller. The decrease will depend on
the value of u = µ/s. However, as discussed in the Results,

unless the mutation rate in cells is five orders of magnitude
higher than in normal cells, i.e., µ ≈ 10−4 per cell generation
per nucleotide, mutation does not make much difference for the
estimates. Therefore, recurrent mutation is an important factor
only if the CSF3Rmutation sites are extremely strong mutational
hot-spots. We also examined the magnitude of the correlation
coefficient, depending on whether the observed transition was
from SCN to MDA or to AML (Figure 3), wherever the data
have been available. The selection coefficients in the transitions
to AML seem to be greater.
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An additional effect may be due to the fact that not one,
but several types of mutant receptors are observed in MDS.
The most frequent is the truncated D715 variant, but there are
a number of other, as documented in Beekman et al. (2012),
Skokowa et al. (2014), and Klimiankou et al. (2019). Therefore,
the basic mutation rate should be multiplied by the number of
alternative mutants. Assuming that there are no more than 10 of
these mutants, the effect does not seem to play a major role.

It is interesting to observe the apparent effect of ascertainment
bias on the data from papers (Beekman et al., 2012; Skokowa
et al., 2014; Klimiankou et al., 2019) which we use in our study.
Figure 3 in the Results depicts estimated selection coefficients
ŝ from Table 1, plotted against the time interval 1t = t1 −

t0 between the first and the second instance of sequencing.
The negative association seen in Figure 3 may be explained by
the fact that the second time at which the frequency of the
mutant receptor is observed, arrives sooner if the progression
of the disease is faster, i.e., when the coefficient s is higher.
This trend may also lead to our estimated s being in general
an overestimate, under the assumption that cases with very
low s are never diagnosed. Impact of ascertainment bias on
estimates of progression in solid cancers has been studied (see,
e.g., Kimmel and Flehinger, 1991), and similar methods may

be used. However, such study exceeds the framework of the
current paper.
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The abundance and/or location of tumor infiltrating lymphocytes (TILs), especially CD8+

T cells, in solid tumors can serve as a prognostic indicator in various types of cancer.
However, it is often difficult to select an appropriate threshold value in order to stratify
patients into well-defined risk groups. It is also important to select appropriate tumor
regions to quantify the abundance of TILs. On the other hand, machine-learning
approaches can stratify patients in an unbiased and automatic fashion. Based on
immunofluorescence (IF) images of CD8+ T lymphocytes and cancer cells, we develop
a machine-learning approach which can predict the risk of relapse for patients with
Triple Negative Breast Cancer (TNBC). Tumor-section images from 9 patients with poor
outcome and 15 patients with good outcome were used as a training set. Tumor-section
images of 29 patients in an independent cohort were used to test the predictive power
of our algorithm. In the test cohort, 6 (out of 29) patients who belong to the poor-
outcome group were all correctly identified by our algorithm; for the 23 (out of 29)
patients who belong to the good-outcome group, 17 were correctly predicted with
some evidence that improvement is possible if other measures, such as the grade of
tumors, are factored in. Our approach does not involve arbitrarily defined metrics and
can be applied to other types of cancer in which the abundance/location of CD8+ T
lymphocytes/other types of cells is an indicator of prognosis.

Keywords: triple negative breast cancer (TNBC), relapse prediction, immunofluorescence images, tumor-
infiltrating T cells, machine-learning
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INTRODUCTION

In nearly all cancer types, it has been demonstrated that patients
with higher numbers of tumor infiltrating lymphocytes (TILs)
in their solid tumors usually have better prognosis in term of
the overall survival as well as the disease-free survival (Gooden
et al., 2011). Most studies focused on CD8+ T lymphocytes (Sato
et al., 2005; Galon et al., 2006; Sharma et al., 2007; Mahmoud
et al., 2011; Rahbar et al., 2015; Carstens et al., 2017), which can
recognize and kill cancer cells with specific antigens (Martínez-
Lostao et al., 2015). For example, in colorectal cancer and
melanoma (Pagès et al., 2009; Galon et al., 2016), the ratio of
T-cell density in the core of a tumor (CT) to that at the invasive
margin (IM), i.e., the Immunoscore, has demonstrated its power
to indicate prognosis.

However, due to the heterogeneity of the abundance of TILs
within tumors, selection of the threshold-value for defining
patient categories can be ambiguous. Furthermore, the exact
threshold-value as well as the choice of a suitable metric (such
as the Immunoscore defined in colorectal cancer) can vary
from one type of cancer to another. In order to reduce such
ambiguities, a machine-learning approach can be helpful due to
its parameter-free formulation. Indeed, there have recently been
a few successful applications of machine-learning approaches in
cancer research: Agarap (2017) compared six machine-learning
(ML) algorithms on the Wisconsin Diagnostic Dataset for a
binary prediction problem of benign vs. malignant tumor;
Heidari et al. (2018) developed a machine-learning approach
to predict short-term cancer risk by comparing asymmetry
of the left vs. right breasts; Saltz et al. (2018) trained a
convolutional neural network (CNN) to recognize TILs in
the H&E histological images from the TCGA database and
generated TIL maps of TCGA samples; here the authors showed
that TIL densities and spatial structure can be associated with
features such as tumor types, immune subtypes, and tumor
molecular subtypes.

In this work, using immunofluorescence (IF) images of CD8+
T lymphocytes and cancer cells, we developed a machine-learning
approach to predict the risk of relapse for patients with Triple
Negative Breast Cancer (TNBC). We first used tumor-section
images of 24 patients with either poor or good outcome to train
a specific convolutional neural network (CNN) called MXNet.
Subsequently, the trained CNN was applied to predict whether
a patient is expected to have a good or poor outcome in an
independent test set. This test set is a distinct cohort of TNBC
patients (29 of them) from a different medical center.

An overall workflow of our approach is shown in Figure 1.
Our results, to be detailed below, show that the 6 patients
(out of 29) who belong to the poor outcome group are
all correctly predicted by our procedure; for the 23 patients
(out of 29) who belong to the good-outcome group, 17 of
them are correctly predicted. This number might increase if
additional factors such as tumor grade or nodal involvement are
taken into account.

Compared to other metrics, such as the overall CD8+ T-cell
density or the infiltration level into tumor islets of CD8+ T
cells, we show that our machine-learning approach has better

predictive power. Due to the automatic nature of our procedure,
we believe this approach could be readily applied to other types
of cancer where the abundance/location of CD8+ T lymphocytes
(or any type of non-cancer cells) is likely to be an indicator
of prognosis. Furthermore, our algorithm does not rely on
clinical training or experience, which means this method could
be widely adopted.

MATERIALS AND METHODS

Patients and Specimens
There are two independent cohorts in our study: one from the
City of Hope (CH, 24 patients in total) and the other from McGill
University (MG, 29 patients in total). All these patients had
TNBC and underwent surgery. All 55 patients were treatment-
naive before the surgery. Details of the sample collection for the
two cohorts are described in the following.

For the City of Hope cohort, samples from patients diagnosed
with triple-native breast cancer, invasive ductal carcinoma
(IDC) type, and treated at COH from 1994 to 2015 were
retrieved. At the time of surgery, none of the patients had prior
treatment. Archived formalin-fixed paraffin-embedded (FFPE)
tumor tissues were sectioned into 5 µm thick slides and
baked onto glass microscope slides and labeled with anti-pan
cytokeratin (AE1/AE3, Dako) and anti-CD8 (SP16, Biocare)
using the Opal TSA system (Akoya Bioscience). Stained samples
were further counterstained with DAPI, cover-slipped with
ProLong R© Gold Antifade mounting media, and imaged by Vectra
automated imaging system.

For the McGill cohort, it is a subset of the cohort published
in Gruosso et al. (2019). Samples were collected from patients
undergoing breast surgeries at the McGill University Health
Centre (MUHC) between 1999 and 2012. All tissues were
snap-frozen in O.C.T. Tissue-Teck Compound within 30 min
of removal. For the purposes of this study, samples were
selected according to the following criteria: therapy-naive
at time of surgical excision, clinically documented lack of
expression/amplification of ER, PR and HER2, a histological
subtype assignment of invasive ductal carcinoma [not otherwise
specified) (IDC (NOS)] and availability of matched formalin-
fixed paraffin-embedded (FFPE) tumor blocks. Information
regarding clinical variables and disease course (follow-up) was
obtained through review of Medical Records at the MUHC.
Five micro meter sections from frozen tissue were prepared for
each sample, subjected to routine hematoxylin and eosin (H&E)
staining, and evaluated by an attending clinical pathologist
with expertise in breast tissue to identify invasive, in situ
and normal components. Cancer cells and CD8+ T cells
were labeled by pan-cytokeratin (PanCK) and CD8 immune-
fluorescence (IF) antibodies, respectively. Primary antibodies
for immunofluorescence (IF) as well as the IF protocol were
described and detail in Li et al. (2019).

Patients were divided into two outcome-groups: any patient
who had a relapse within 3 years of the surgery belongs to the
poor-outcome group; conversely, any patient who survived and
did not have a relapse within 5 years belongs to the good-outcome
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FIGURE 1 | The flowchart. Overall description of our machine-learning
approach.

group. Apparently, there is 1 year gap between the good and
poor outcome groups and rare individuals that fall in-between
are dropped. We chose this particular standard because we want
to ensure that patients in the two groups are well-separated.

Pre-processing of the
Immunofluorescent Images
The original resolution of our images is 0.5 µm (CH) and 0.975
µm (MG), respectively. We first binarize the two IF channels for
all images: pixels with an IF intensity in the top 90% (among all
pixels within an individual image) are assigned as 1 and others
are assigned as 0. Then the binary images of cancer cells are
labeled in white (1) and black (0) and the binary images of CD8+
T cells are labeled in red (1) and black (0). In addition, we
remove the isolated connected-areas with an area smaller than
200 µm2, which might be due to the noise in the IF signals.
Furthermore, for the binary images of cancer cells, since PanCK
is a cell-surface marker, the cytosol of cancer cells might be
black. In order to faithfully represent the area of cancer islets, we
automatically fill holes with an area smaller than 200 µm2. The
two corresponding binary images for cancer cells and CD8+ T
cells are subsequently merged together to generate images (Tie2)
for further processing.

For deep-learning, the suitable image-size is usually 32 to a
few hundred pixels in one dimension, while our original images
can be around 20,000 pixels in on dimension. Therefore, we
resize all Tie2 images to the same scale for the two independent

cohorts so that 1 pixel in each image (Tie3) corresponds to 10
µm. Next, each image (Tie3) is divided into smaller (adjacent)
patches (64 × 64 pixels). If the patch has a number of white
(PanCK+) pixels that is less than a quarter of the total number
of pixels in this patch, it will be discarded. If the patch has no
CD8+ pixels in it, it will also be discarded. After this step, we
now have final images (Tie4) for the machine-learning procedure
later. Note that according to our standard, some of the areas at
the invasive margin of a tumor might be discarded because of the
lack of cancer cells, though some parts of the invasive margins are
kept in the analysis. An example illustrating the areas kept in the
analysis is shown in Supplementary Figure S1. Furthermore, in
the Supplementary Material, we tested the effects of changing the
spatial resolution of patches in detail (Supplementary Table S1).
The results indicate that our baseline procedure is optimal for
the current dataset. Finally, we also demonstrated that discarding
patches without T cells does not substantially change our original
results (Supplementary Table S2).

Training
For the training set, we use patches from patients in the CH
cohort. A detailed table of the total number of small patches for
each patient in the training set can be found in Table 1. Briefly,

TABLE 1 | Number of patches derived from the images of the training set and
clinical information.

ID Patch # Outcome Rtn Grade Nodal-status

P1 44 Good 0.17–0.41 III No

P2 811 Good 0.92–0.97 III No

P3 810 Good 0.87–0.99 III No

P4 220 Good 0.98–1 III No

P5 834 Good 0.99–1 III NA

P6 226 Good 0.93–1 III No

P7 171 Good 0.72–0.84 II Yes

P8 92 Good 0.77–1 III No

P9 30 Good 0.80–0.87 III No

P10 387 Good 0.68–0.77 III No

P11 471 Good 0.75–0.94 III Yes

P12 228 Good 1 III No

P13 260 Good 0.29–0.58 II No

P14 30 Good 0.33–0.59 II NA

P15 243 Good 0.31–0.45 III Yes

P16 218 Poor 0 III No

P17 84 Poor 0–0.22 III No

P18 129 Poor 0.04–0.31 NA Yes

P19 82 Poor 0.06–0.11 III No

P20 290 Poor 0–0.02 III No

P21 113 Poor 0–0.06 III No

P22 144 Poor 0.08–0.24 III Yes

P23 256 Poor 0.13–0.22 III No

P24 235 Poor 0–0.08 III No

Column 4 is range of Rtn derived from the validation set (20% of patches from each
patient in the CH cohort) after 5 rounds of testing using randomly selected patches.
For each patient, Rtn is the percentage of the patches that is predicted to be from
patients with the good outcome.
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there are 9 patients with the poor outcome and 15 patients with
the good outcome.

For the CH cohort, 80% of the small patches from each
patient are used for training. The other 20% are used for the
threshold-selection procedure (validation) described later. There
are more patches from patients with the good outcome in the
training set (4857 vs. 1551); hence, in order to make the training
balanced between samples from poor and good outcomes, we
generated 3 additional copies of each small patch from patients
with the poor outcome and added them to the training set.
Examples of patches are shown in Figures 2A, B. In addition,
to test whether generating additional copies would bias the
model prediction, we investigated other methods of balancing
the number patches from the two prognostic groups in the
training set (Supplementary Table S3). The details can be found
in the (Supplementary Table S4), and there was no substantial
difference between the two balancing methods, thus overfitting
was less of a concern.

For the deep-learning network, we use “deepflow” from
MXNet (Chen et al., 2015; Krizhevsky et al., 2017) for this
project. The code that we developed can be found at https:
//github.com/xun6000/deepflow. Note that the procedure to
feed these images into MXNet is a bit complex, and the
github file contains the command line instruction to do so

properly. In the following, we will describe the procedure of the
training algorithm.

With one input small patch (64 × 64 pixels), a probability
can be computed by MXNet to determine whether this patch is
from a patient with the poor outcome. Since we know a priori
where this patch comes from, based on the difference between
this probability and its known value (0 for the good outcome
or 1 for the poor outcome), the internal parameters of MXNet
are updated automatically using the optimization algorithm
called RMSProp (Ruder, 2016). We choose the input parameters
for RMSProp as learning_rate = 0.0005, weight_decay = 0.01,
factor_epoch = 10, lr_factor = 0.25. In addition, the mini-batch
size for RMSProp is related to the performance of network, i.e.,
larger mini-batch size will make the net harder to find the global
minimum (Keskar et al., 2016). The mini-batch size is the number
of images that are fed together to MXNet for one round of update
for the internal parameters in MXNet. Specifically, we use 20
images as our mini-batch size.

One epoch is defined as the process in which all patches were
served as the input to train the MXNet based on the defined
outcome (the other input information). We run 100 epochs to
train the MXNet after which the accuracy should have been
stabilize (Figure 2C). If we select the cut-off probability between
a poor-outcome patch and a good-outcome one to be 0.5, i.e.,

FIGURE 2 | Training images and accuracy. (A,B) Representative patches (64 × 64 pixels) from patients with the poor and good outcome, respectively. While and red
pixels represent PanCK-positive (cancer cells) and CD8-positive (CD8+ T cells) areas, respectively. (C) Evolution of the accuracy on training patches as a function of
Epochs. (D) The fraction of correctly-predicted patients as a function of the cut-off percentage (Rc) of patches that are classified as arising from a patient with the
good outcome.
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probability >0.5 means that the patch is from a patient with
the poor outcome, then the training and validation accuracy
are around 0.9 and 0.85, respectively. This is understandable
because individual patches from patients with the good outcome
may resemble those from patients with the poor outcome,
and vice versa. The whole training process takes 3–4 h on a
Tesla K80 NVIDIA GPU.

RESULTS

Patient Stratification Criteria Based on
Deep-Learning Predictions
After training, the network can predict whether a small patch is
from a patient with the good or poor outcome, which is named
as a “good” or “poor” patch. We then used the trained CNN to
predict the remaining small patches (the 20% mentioned before)
so that we can determine the percentage (Rtn) of the “good”
patches in each patient. For a given cut-off percentage Rc, we
discover whether Rtn of a patient is higher or lower than Rc.
If we assume that any patient whose Rtn < Rc is predicted to
have the poor outcome (and vice versa), we will achieve some
degree of accuracy of the prediction (Ac) by the trained MXNet.
We then change Rc until Ac reaches the maximum, selecting the
percentage (Ropt) that best-separates the two groups of the 24
patients in the training cohort.

Since the 20% of small patches from the CH cohort are
randomly selected and the CNN can also have some randomness,
the Rtn for each patient can vary for different realizations
(column 4, Table 1). Furthermore, for each realization, there is
a range of Rc that gives the same accuracy. After going through
5 realizations, we find the Ropt should be between 0.14 and
0.40. Most of the times (4 out 5), we can find a Ropt that
makes a perfect separation (Figure 2D). Specifically, we select the
average of the values that can give a perfect separation in those 5
realizations, which is Rc =0.30.

Predicted Prognosis for the Independent
Cohort
Next, the percentage (Rt) of good patches can be determined for
each patient in the test set (MG cohort). Thus, these patients
will be predicted to have the poor (Rt < Rc) or good (Rt > Rc)
outcome. Our results show that for the 6 patients (out of 29)
who belong to the poor-outcome group, they are all correctly
predicted by our approach; for the 23 patients (out of 29) who
belong to the good-outcome group, 17 of them are correctly
predicted (Table 2).

Furthermore, the imperfect prediction could be due to factors
other than the CD8+ T cells. For example, if we also integrate
other clinical information such as the nodal status and the tumor
grade, for the 6 patients that are not correctly predicted by our
approach, there are 2 of them (Patients 18 and 19) whose tumor
grade is lower (grade II). Note that all other 27 patients in the
MG cohort have grade III tumors (Table 2); and all 3 patients
with grade II tumors in the CH cohort belong the good-outcome
group (Table 1). In addition, it is valuable to notice that the Nodal

TABLE 2 | Predicted vs. actual outcome for the test set (MG cohort).

ID Predicted-
outcome

Ground-
truth

Half Quarter Grade Nodal-
status

P1 Poor Poor Poor Poor III Yes

P2 Poor Poor Poor Poor III Yes

P3 Poor Poor Poor Poor III NA

P4 Poor Poor Poor Poor III NA

P5 Poor Poor Poor Poor III No

P6 Good Good Good Good III No

P7 Good Good Good Good III No

P8 Good Good Good Good III Yes

P9 Poor Good Poor Poor III No

P10 Poor Good Poor Good III NA

P11 Poor Good Good Good III No

P12 Good Good Good Good III NA

P13 Good Good Poor Good III No

P14 Good Good Good Good III No

P15 Good Good Good Good III No

P16 Good Good Good Good III NA

P17 Good Good Good Good III NA

P18 Poor Good Poor Poor II No

P19 Poor Good Poor Poor II No

P20 Good Good Good Good III No

P21 Good Good Good Good III No

P22 Poor Poor Poor Poor III Yes

P23 Good Good Good Good III No

P24 Good Good Good Good III Yes

P25 Good Good Good Good III No

P26 Good Good Good Good III No

P27 Good Good Good Good III Yes

P28 Good Good Good Good III Yes

P29 Poor Good Poor Good III NA

The actual outcome of individual patient is shown in column 3. Prediction of our
machine-learning approach using the full-, half-, and quarter-size section samples
are shown in columns 2, 4, and 5. Information on the Grade and Nodal status of
the tumors is shown in columns 6 and 7. Rows that are labeled in blue are for
patients with Grade II tumors. Rows that are labeled in red are for patients with a
poor-outcome prediction (column 2) but a good-outcome in reality (column 3). NA
stands for not applicable.

status of the other 4 incorrect predictions (rows highlighted in
red in Table 2) is either No or NA, whereas the Nodal status
of correctly-predicted poor-outcome patients is mostly Yes or
NA with only one exception (P5) out of 6 patients (P1–P5
and P22). However, in the poor-outcome group of the training
cohort (CH), only 2 out of 9 patients have a positive Nodal
status. Therefore, combining the prediction using our approach
with the information on the tumor grade and the nodal status,
the accuracy might be improved significantly. This needs to be
tested in the future for a data-set with more complete annotation
regarding Nodal status.

In addition, we tested the degree to which the accuracy of
our prediction is diminished if the size of the section samples
decreases to half or a quarter of the original samples (columns
4 and 5 in Table 2). For 3 of the patients (out of 29), because of
the inhomogeneity of the tumors, the prediction is not perfectly
robust to the region of selection.
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When defining poor outcome as positive, the confusion matrix
equals as follows:

ground truth 1 ground truth 0

predict 1 6 6 (Type II error)

predict 0 0 (Type I error) 17

The recall = 6/6 = 1, precision = 6/12 = 0.5

Comparison of the Prediction-Accuracy
Between the Deep-Learning Method and
CD8+ T-Cell Number or Infiltration Level
The machine-learning approach gives a reasonably good
prediction of the 3 year relapse likelihood. We tried to compare
the accuracy of this prediction with other possible metrics, such
as the density of CD8+ T cells inside cancer-cell islands, the
absolute numbers of CD8+ T cells and cancer cells, etc. In
Figure 3, there exists an apparent overlap between the poor-
and good-outcome group using the density of CD8+ T cells
inside cancer-cell islands (Figure 3A) or the absolute numbers
of CD8+ T cells and cancer cells (Figure 3B). Note that for
the CH cohort, using our deep-learning approach (Figure 2D),
we can have a perfect separation between the two groups of
patients. Nevertheless, if we manually select the “perfect” cut-
offs according to the data, as demonstrated by the dash lines in
Figure 3, the maximum stratification accuracy considering the
density of CD8+ T cells inside cancer-cell islands or the absolute
numbers of CD8+ T cells and cancer cells will be 85 and 87%,
respectively. Even though the accuracy using these methods is
comparable to our deep-learning approach, the selection of the
cut-off is not statistically justified.

To further test whether other clinical data could better predict
the outcome, we performed hierarchical clustering and principal
component analysis based on the clinical characteristics collected
for the CH cohort (see Supplementary Tables S5, S6). In

short, these analyses did not give an adequate separation of the
two prognostic groups, whereas our current baseline procedure
was successful. More details are provided in section 5 of the
Supplementary Material.

Information Extracted by Our
Machine-Learning Approach in
Determining the Outcome
Finally, we describe the information extracted by our machine-
learning approach in determining the outcome. The results
suggest that the absolute density or number of CD8+ T cells
might not be the most important factor but instead the (relative)
infiltration of CD8+ T cells is more crucial. As demonstrated in
Figure 4, we generally observe that patches from patients with
the good outcome have more red pixels (CD8+) as compared
to their counterparts. However, for patches from patients with
poor outcome, we can still observe patch samples with many
CD8+ T cells (red pixels) but these pixels are outside of the
cancer islands (white areas); and we observe patches with fewer
red pixels (CD8+ T cell) but most of them are inside white
areas (cancer islands), from patients with the good outcome. In
summary, our results indicate that the relative infiltration level of
CD8+ T cells into cancer-cell islands is the most important factor
to determine whether a patch would be predicted to arise from a
patient with the good outcome.

DISCUSSION

In this work, we developed a machine-learning approach to
predict the 3 year relapse likelihood based on IF images of cancer
cells and CD8+ T cells. While the approach is effective with an
accuracy 86% or higher, there is still room to further improve the
accuracy of our approach by including additional features that
can be measured in addition to CD8 makers. In the following, we
will further discuss possible candidates.

First, the molecular states of CD8+ T cells can be diverse (Guo
et al., 2018), including different levels of exhaustion (Wherry
and Kurachi, 2015). Therefore, it would be more informative

FIGURE 3 | Statistics of CD8+ pixels in images. (A) The density of CD8+ pixels inside cancer-cell islands, i.e., the number of CD8 + pixels divided by the number of
PanCK+ pixels. (B) CD8-positive and PanCK-positive areas (in µm2) of the two cohorts. The black dash lines in each figure are selected manually to separate the
groups (poor- vs. good-outcome) of the patients which give rise to the highest accuracy when comparing to the actual outcome.
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FIGURE 4 | Examples of patches. Patches that are predicted to be from patients with the poor outcome (upper 50) or good outcome (lower 50). The size of each
patch is 64 pixels (64 pixels, with 1 pixel = 10 µm White and red pixels represent PanCK-positive (cancer cells) and CD8-positive (CD8+T cells) areas, respectively.
For the patches in the upper 50, we still observe many samples have a lot of red pixels (CD8-positive areas), however, compared to patches in the lower 50, most of
the red dots are in the tumor stroma (black areas) instead of cancer-cell islands (white areas).

to also assess the functional states of individual CD8+ T cells
via additional markers, such as Granzyme B, EOMES, T-bet,
PD-1, and so on. By incorporating these additional features of
CD8+ T cells, the prediction-accuracy of our approach could be
further improved.

Secondly, there are other types of immune cells beyond CD8+
T cells that have been demonstrated to have predictive power in
patient prognosis, such as tumor-associated macrophages (Zhang
et al., 2012) as well as Tregs (Shang et al., 2015). Having an image
with the information regarding several types of these immune
cells again might improve the accuracy of our approach.

Thirdly, properties of cancer cells also matter in predicting
outcome, in addition to the spatial information of cancer cells and
CD8+ T cells. For example, in our test cohort, we found that two
good-outcome patients who are predicted to have poor outcome
actually have Grade II tumors, where the proliferation rate of
tumor cells is low. In fact, all patients with Grade II tumors belong
to the good-outcome group. Another related possibility still to be
investigated is the EMT status of cancer cells. This is motivated
by the fact that markers for epithelial-to-mesenchymal transition
(EMT) of cancer cells are usually indicative for progression of
disease (Tsoukalas et al., 2017; Luo et al., 2018).

The current formulation of our algorithm is a binary class
problem in nature. We might imagine changing this binary
class problem to a triple class problem, where the 3rd class
is the patches that we currently discarded. This can make the
application of the algorithm much simpler. The details can be
found in the Supplementary Material.

Our final remark concerns one weak point of our approach.
Due to the heterogeneity of tumors, it is not currently possible
to accurately predict the outcome of a patient based on a
small sub-sample of one part of a tumor. For example, for P13
shown in Table 2, using half of the patches from the tumor
gives the opposite prediction, compared to using a quarter
or the whole section. Changing the location of the selection
of the half can also change the prediction; again this is due
to the heterogeneity of the tumor itself. Therefore, to predict
prognosis based on a limited number of patches, it is important
to sample multiple sites of a tumor instead of from only
one part.

In summary, we developed a machine-learning approach that
can predict the 3 year relapse risk of TNBC based on the IF
images of cancer cells and CD8+ T cells, with an accuracy 86%
or higher. The advantage of this approach is that the standards
to determine outcome are relatively objective. Therefore, it can
readily be applied to other types of samples. With more training
samples and more features measured, this approach should reach
even higher prediction accuracy and become useful for rapid
clinical prognosis.
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Overwhelming evidence has shown the significant role of the tumor microenvironment
(TME) in governing the triple-negative breast cancer (TNBC) progression. Digital
pathology can provide key information about the spatial heterogeneity within the TME
using image analysis and spatial statistics. These analyses have been applied to CD8+
T cells, but quantitative analyses of other important markers and their correlations
are limited. In this study, a digital pathology computational workflow is formulated for
characterizing the spatial distributions of five immune markers (CD3, CD4, CD8, CD20,
and FoxP3) and then the functionality is tested on whole slide images from patients with
TNBC. The workflow is initiated by digital image processing to extract and colocalize
immune marker-labeled cells and then convert this information to point patterns.
Afterward invasive front (IF), central tumor (CT), and normal tissue (N) are characterized.
For each region, we examine the intra-tumoral heterogeneity. The workflow is then
repeated for all specimens to capture inter-tumoral heterogeneity. In this study, both
intra- and inter-tumoral heterogeneities are observed for all five markers across all
specimens. Among all regions, IF tends to have higher densities of immune cells and
overall larger variations in spatial model fitting parameters and higher density in cell
clusters and hotspots compared to CT and N. Results suggest a distinct role of IF
in the tumor immuno-architecture. Though the sample size is limited in the study, the
computational workflow could be readily reproduced and scaled due to its automatic
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nature. Importantly, the value of the workflow also lies in its potential to be linked to
treatment outcomes and identification of predictive biomarkers for responders/non-
responders, and its application to parameterization and validation of computational
immuno-oncology models.

Keywords: digital pathology, image informatics, spatial patterns, breast cancer, tumor heterogeneity, immuno-
architecture, QuPath

INTRODUCTION

Triple negative breast carcinoma (TNBC) is an aggressive form
of breast cancer that is negative for estrogen receptor (ER),
progesterone receptor (PR), and human epidermal growth factor
receptor 2 (HER-2). Treatments for TNBC have historically
been confined to surgery, radiation and chemotherapies due
to the lack of biologic targets which enable endocrine therapy
(ER and PR) and targeted therapy (HER2) in other subgroups
of breast cancer. Recent studies deciphering the role of
the immune system in cancer revealed a significant effect
of the tumor microenvironment (TME) in modulating the
tumor progression, especially how the tumor hijacks the anti-
inflammatory mechanism of inhibitory immune checkpoint
molecules to develop its immune resistance and evasion
capability. These studies inspired the emergence of anti-cancer
immunotherapy by promoting the host anti-tumor immunity.
This idea has led to an array of successful treatments against
cancers. Recently, the Impassion130 study demonstrated that
first-line treatment with atezolizumab and nab-paclitaxel resulted
in an overall survival benefit in patients with advanced
programmed death-ligand 1 (PD-L1) positive TNBC, and this
is a new standard of care (Schmid et al., 2020). Meanwhile,
immune checkpoint blockade also advances the treatment
outcomes for other cancer types including melanoma (Long
et al., 2016), non-small cell lung cancer (Melosky et al., 2020),
and renal-cell carcinoma (Motzer et al., 2019). However, not
all patients experience therapeutic benefit from immunotherapy.
Heterogeneity within the TME may account for some of the
variability in patient response to immunotherapies (Klemm and
Joyce, 2015). Therefore, characterization of the tumor immuno-
architecture is a critical step toward understanding the complex
interplay between pro-and anti-tumor immunity.

Previous research indicates that the existence of tumor-
infiltrating lymphocytes (TILs) possesses a unique predictive or
prognostic value in different types of cancer (Haanen et al.,
2006; Kawai et al., 2008; Suzuki et al., 2010; Ladányi, 2015;
Lianyuan et al., 2018), including TNBC (Denkert et al., 2018)
as the infiltrating profiles are associated with favorable patient
outcomes. Specifically, high overall survival scores are often
accompanied by high levels of cytotoxic CD8+ T cells, whereas
forkhead box protein 3+ (FoxP3+) regulatory T cells and Type
2/Type 17 CD4+ helper T cells (Th2 and Th17 T cells) diminish
this effect (Fridman et al., 2011). Therefore, monitoring the
distribution of different TILs and their associations should yield
insights into how cancer progresses. Hence, further studies are
needed to elucidate the underlying mechanisms from the spatio-
temporal perspective.

Digital pathology is an emerging discipline that allows
quantitative analysis of digital images of histological specimens
using computational approaches. Digitized images provide easy
access for pathologists to high-resolution histological data with
typically gigapixel content (Al-Janabi et al., 2012). Therefore,
tissue contexts are well preserved and amenable to computer-
assisted techniques for quantitative analysis of the spatial
immuno-architecture. We started the development of a workflow
for spatial statistical analysis in a previous study with a single
immune marker for CD8+ T cells (Gong et al., 2018). The
process started with image processing, during which tumor
specimen images were segmented to map CD8+ T cells into a
Cartesian coordinate system, then the density of point pattern
within each subregion (first-order property in spatial statistics
terminology) were gathered to reveal spatial variations. For
each subregion, cell coordinates were converted into spatial
point patterns, then Thomas cluster process was fitted to
clustered patterns (assessed by complete spatial randomness
test). For the entire point pattern, cell clustering morphometrics
were performed. Collectively, fitted clustering parameters and
morphometric measurements were harvested to characterize the
immuno-architecture (Gong et al., 2018). Other investigators
examined the CD8+ T cells infiltration profile by constructing
profiles of cell pixel density vs. distance from the tumor boundary
and then used a computational model to interpret the data
(Li et al., 2019). Alternative approaches introduced the pattern
of tumor cells as a reference to measure the infiltration of
lymphocytes. CD8+ T cells and the tumor cells were colocalized
and then a series of metrics were introduced to measure the
spatial interactions such as quantifying the nearest neighbor
distribution function for two different cell types using spatial
G-function (Barua et al., 2018) and evaluating the spatial
clustering using Morisita index and Getis-Ord hotspots analysis
(Yuan, 2016). These studies adopt different metrics to interpret
spatial distributions of various entities extracted from pathology
data; spatial heterogeneity is a universally observed hallmark of
cancer whether it is gauged in terms of density, model fitting
parameters, clustering size, or infiltration level. Such variations
can also be linked to treatment outcomes to better understand
the effects of the TME and to assist clinicians in making more
accurate diagnoses.

The integration of image processing, statistical analysis, and
computational biology has already shown to be powerful in
characterizing and interpreting the spatial heterogeneity in
multiple tumor types including breast cancer (Brown et al.,
2014; Mani et al., 2016; Altan et al., 2018; Du et al., 2019;
Wong et al., 2019). Nevertheless, high dimensional quantitative
measurements of the interaction between immune markers
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and assessment of their spatial correlations have not been
conducted. Such metrics will not only provide additional
layers of tumor spatial heterogeneity information valuable for
patient stratification, but also allow us to better understand the
mechanisms behind the formation of the patterns we observe in
the TME. In this study, we propose a multi-module workflow
to quantify the spatial patterns of five immune markers that
control the functional status of T cells, on consecutive pathology
sections: CD3, CD4, CD8, CD20, and FoxP3, and from a small
patient population (n = 5) with TNBC to obtain statistically
and pathologically meaningful results. For each patient, our
workflow starts with image processing, evaluation of point
patterns from three perspectives, and implementation of region-
based characterization. To the best of our knowledge, our analysis
evaluates the heterogeneity of TNBC in a broad immune context
for the first time, therefore paving the way to the identification
of reliable predictive biomarkers and the design of innovative
therapies when properly correlated with clinical outcomes.

In addition, the cell densities derived from the workflow can
be converted to 3D numerical densities to facilitate development
and calibration of spatially resolved computational immuno-
oncology models. For example, 3D densities of different cell
types calculated from point patterns can be utilized to populate
in silico computational agent-based models (ABMs) that have the
potential of predicting spatio-temporal TME (Gong et al., 2017;
Norton et al., 2017, 2018, 2019). Such three-dimensional ABM
could be combined with Quantitative Systems Pharmacology
(QSP) models for whole patient to enable mechanistic systems
biology modeling of different drugs or combinations (Cheng
et al., 2017; Rieger et al., 2018; Bai et al., 2019; Jafarnejad
et al., 2019; Milberg et al., 2019; Wang et al., 2019, 2020;
Sové et al., 2020).

MATERIALS AND METHODS

Pathology Specimen Materials and
Methods
This study was approved by the Institutional Review Board of
the Johns Hopkins Medical Institutions. Digitally scanned slides
from a subset of previously described primary breast tumors
were evaluated (Cimino-Mathews et al., 2016). Briefly, formalin
fixed, paraffin embedded blocks from surgically resected primary
breast carcinomas with no prior neoadjuvant chemotherapy were
randomly selected from the pathology archives at Johns Hopkins
Medical Institutions (associated response data to treatment
not available). TNBC was defined as negative for ER, PR,
and the HER-2. Consecutive sections (approximately 5 µm
each) from whole tumor were individually stained for CD3
(mouse monoclonal, clone PS1, catalog no. ORG-8982; Leica
Microsystems, Bannockburn, IL, United States), CD4 (rabbit
monoclonal, clone Sp35, catalog no. 790-4423; Ventana Medical
Systems), CD8 (mouse monoclonal, clone C8/C8144B, catalog
no. 760-4250; Cell Marque, Rocklin, CA, United States), CD20
(monoclonal, clone MS/L26, catalog no. 760-2531; Ventana
Medical Systems, Tucson, AZ, United States), and FoxP3
(mouse monoclonal, clone 236A/E7, catalog no. 14-4777-80,

dilution 1:50; eBioscience; San Diego, CA, United States).
Immunohistochemically labeled slides were scanned at 20×
objective (0.49 microns/pixel) using the Aperio Scanscope AT
(Aperio/Leica Biosystems, Vista, CA, United States). Five (5)
cases of TNBC were selected for this current study based on
intact tissue integrity on the scanned images (i.e., complete cross
sections and lack of tissue folds). To simplify the analysis, two
tumor islands in Case 1 are split into Case 1A (upper left island)
and Case 1B (lower right island). Supplementary Figure S1
shows a representative biomarker panels across Cases 1–5.

Computational Methods
The overall workflow includes a central module and four
submodules (Figure 1). First, the stained (positive) cell nuclei are
detected and the tissue annotation module is launched to identify
regions of normal tissue (N), central tumor (CT), and invasive
front (IF). In this module, image registration is performed
for each case on the five slides with different labels, and raw
coordinates obtained from image segmentation are mapped to
the same reference coordinate system using the transformation
matrix. Cell densities are the output of this step, and therefore
can be directly visualized using 3D and waterfall graphical
representations to visualize intra- and inter-tumor heterogeneity.
Also, cell density vs. distance profiles can be constructed. In
the spatial point model-fitting module, for each slide, the full
point pattern is divided into smaller patches with overlaps,
and the Thomas point process model is then fitted based on
subregion data if complete spatial randomness (CSR) hypothesis
is rejected for this subregion (Baddeley et al., 2015). In the
clustering and morphometrics module, for the full point pattern
of each slide, the cell clusters are detected using a hierarchical
clustering algorithm (Tang et al., 2016). For each detected cluster,
morphometrics including convexity, circularity, and eccentricity
are calculated and recorded. In the correlation analysis module,
a clustering and degree of colocalization-based method is applied
to quantify the correlations between immune marker pairs. All
spatial statistical measurements used in this study have shown
promising application values in the context of digital pathology.
Results from these metrics are classified based on tissue type
regions and then used for statistical comparison to reveal intra-
tumoral heterogeneity. Such workflow is repeated for all cases,
thus capturing inter-tumoral heterogeneity.

Image Processing
Cell nucleus segmentation and coordinate extraction from
IHC slides
Stained (positive) nucleus segmentation is performed using
software platform QuPath (v0.2.0-m10) (Bankhead et al., 2017).
QuPath is selected for this study because it is a flexible open-
source software with well-managed version control and technical
support, and it is capable of a wide range of digital pathology
analyses. As the IHC staining may vary both between and within
each case, the image processing workflow is initiated by manual
correction to the stain estimates for each whole slide image using
the ‘estimate stain vectors’ function. Nucleus detection is then
carried out using an unsupervised watershed algorithm with
custom parameters tuned on a validation set of WSIs from Case
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1, 2, and 3. This built-in algorithm has been implemented by
a wide range of peer-reviewed studies (Bankhead et al., 2018;
Zhang et al., 2018; Acs et al., 2019a,b; Ferré et al., 2019; Habets
et al., 2019; Kather et al., 2019; Santiago et al., 2019; Berben et al.,
2020; Blagih et al., 2020; Tsakiroglou et al., 2020). Importantly,
the performance was found equivalent to commercial software
and pathologists’ manual annotations (Bankhead et al., 2018;
Acs et al., 2019b; Berben et al., 2020). While the nuclei are
identified, centroid coordinates are recorded to represent the
cells’ location. Afterward, pseudo cell objects are formed by
expanding the nuclei boundaries for 7.5 µm and then a list
of features is calculated based on intensity and morphometry
measurements. For each IHC biomarker, 25 regions of interests
(ROIs) are randomly selected for Cases 1–3 (75 in total) and
a Random Tree classifier (Breiman, 2001) is trained using the
aforementioned features by annotating regions in a subset of
subregions. The classification results are updated in the form
of color marks when each annotation is drawn. The classifier is
then validated on the remaining WSIs to ensure the robustness.
A low-resolution image in the testing set is shown in Figure 2A.
Exemplar segmentation and classification results are shown in
Figures 2B,C. Segmentation and classification settings are shown
in Supplementary Material and Supplementary Tables S1, S2.

To evaluate the performance of the image segmentation
algorithm, 20 subregions are sampled from each slide for each
case using the random sampling method. Figure 2D shows
four exemplar subregions for performance evaluation, where
red outlines indicate QuPath segmentation results and green
dots indicate manual approach. For each subregion, we also
manually detect labeled cells, and then measure the sensitivity
(recall) and precision of our algorithm. Results indicate that
there is a strong correlation between manual and automatic
approaches (Spearman’s correlation coefficient ρ = 0.978).
Details of the evaluation of QuPath can be found in the
Supplementary Material.

Registration and coordinate transformation of IHC slides
The pathology images available for this study were single label
IHC slides produced with consecutive sections from each tumor
excision. In this process, z-axis difference for each section,
location and rotation when placed onto slides, as well as
possible folding of tissue during preparation, all contributed to
discrepancies between coordinate systems of each slide from
the same patient. These discrepancies are minimized by image
registration. As the cutting sequence of these immune marker
slides was unknown, all slides are treated equally and the CD4+
slide is selected as the reference for all cases. Global automatic
registration by Matlab application “Registration Estimator” is
first performed for all pairs (Figure 3A). The registration
accuracies are manually assessed based on tissue overlap level:
among 20 registration pairs, we find that global registration
produces high accuracy for five pairs; for the remaining, the
local registration is required, which is performed using software
Icy (De Chaumont et al., 2012) (Figure 3B). Both global and
local registrations generate transformation matrices for the
corresponding regions. These matrices can be used to estimate
registration accuracy. First, global registrations are performed

for all pairs as the baseline. Next, transformation matrices
generated from global and local registrations are used to register
tissue contours, separately. Dice Similarity Coefficients (DSCs)
(Guy et al., 2019) are calculated, respectively, and cumulative
results are collected (Figure 3C). Finally, we compared the
registration accuracy by performing the Wilcoxon rank-sum
test between global and local DSC groups (Figure 3D) and
observed a significant improvement (p = 4.90e-3). Results
also show that the average global registration DSC scores for
those five pairs (0.916) are very similar to the average local
registration DSC scores (0.917). Technical details on global and
local registrations and performance evaluation can be found in
the Supplementary Material.

Measuring Intra- and Inter-tumoral Heterogeneity
Region characterization based on pathologist’s annotations
For each case, the breast cancer pathologist (AMC-M) annotated
(outlined) the tumor boundary, which was considered the
‘ground truth’ for the present analysis. Green contours
in Figure 4A and Supplementary Figure S2 indicate the
annotations for Case 1 and Cases 2–5. Annotations are
converted into coordinate sets and then registered to the
reference slide (CD4+ slide) using the transformation matrices.
Each annotation is a closed curve so that the corresponding
coordinate set can form a polygon. Next, we create a score map
by overlaying the five coregistered polygons (from five slides,
one for each immune marker) and recording the number of
polygons each pixel of the WSI resides within. Now that each
pixel is assigned a score, we apply a smoothing filter to the
score map and threshold all pixels with scores exceeding 2.5 to
determine the consensus tumor boundary. Finally, we obtain
a dense region, the contour of which functions as the averaged
boundary between normal tissue [sometimes referred to as
stroma (Tyekucheva et al., 2017)] and CT. Next, we buffered
the boundary with 0.5 mm inward and outward to create the
IF, which separates the normal tissue (N) and CT with a band
of 1 mm (Pages et al., 2009; Halama et al., 2011; Hendry et al.,
2017). Note that in some studies the region is considered 0.5 mm
wide (Gong et al., 2018; Li et al., 2019); we will show below
the quantitative implications of either assumption. Afterward,
we remove those pixels that fall within the IF from the tumor
mask, thus the contour of remaining points gives the outline
of CT. Similarly, to extract the normal tissue, we computed
the mean value of the RGB channels for each pixel. To exclude
background and noise, we set a customized threshold to rule
out high-intensity pixels. The remaining pixels contain complete
WSI foreground information, and the normal region can be
easily extracted when IF and CT pixels are removed. For all
pixels associated with each region, we obtain the outline to form
a polygon to represent the region. In this step, specimen images
and annotations from pathologist are the only inputs. Pixel
coordinate maps are generated using python. All subsequent
computations are performed using R: the point-in-polygon test
is performed using ‘point.in.polygon’ function from R package
‘sp’ (Pebesma and Bivand, 2005); the outlines are generated
using ‘concaveman’ function from R package ‘concavemann’
(Gombin et al., 2017).
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FIGURE 1 | Overall workflow of spatial pattern quantification for immune markers. The workflow is initiated by two steps, first the image processing for IHC slides to
extract coordinates of immune marker-labeled cells; second, the tissue type regions are characterized based on pathologist’s annotations of the tumor boundary and
original IHC images. The results from these two steps construct regional density profiles. The point patterns are fed to all remaining submodules to quantify intra- and
inter-tumoral heterogeneity. In the spatial model-fitting submodule, point patterns within subregions are tested for CSR, and the Thomas model is fitted to data if test
is rejected. In the clustering and morphometric submodule, point clusters are detected and multiple shape descriptors are calculated for each cluster. In the
correlation analysis submodule, a cluster-colocalization based method gauges the spatial distributions near each point to identify correlation hotspots, where highly
correlated immune marker pairs are engaged in. For each slide, the collective results from the aforementioned metrics capture intra-tumoral heterogeneity and the
analyses repeated across all cases capture inter-tumoral heterogeneity.

Whole slide image partitioning and extraction of first-order
properties
We partition the WSI into subregions for local spatial analysis
using a moving rectangular window with edge lengths of
xwindow and ywindow, which traverses the WSI with step size
of xstep and ystep. The window size should be large enough to
capture local density variations, and sufficiently small to have
multiple subregions and stationary underlying point pattern
processes. Based on these considerations, we performed fractal
analysis (see Supplementary Material and Supplementary
Figure S3) and determined the window lengths and step size as
xwindow = ywindow =0.4 mm and xstep = ystep =0.2 mm (complete
discussion is in Supplementary Material). In this study, we
define all individual rectangular areas that the moving window
has scanned as subregions. As the window is moving through the
whole slides, first-order properties such as number and density
of points are recorded for subsequent visualization and local
statistical analysis.

Measuring the heterogeneity with spatial entropy
measurement
A form of Shannon’s entropy (Claramunt, 2005) uses the entropy
as a measure of diversity of density of multiple point species in
space. This modified version incorporates the factor of distance.
Assuming that the increase of distance between same type of
points and the decrease of distance between different types of
points will result in the increase of entropy, this spatial entropy
is defined as:

HSC = −

n∑
i=1

dint
i

dext
i

pi log2 pi (1)

where dint
i is the average Euclidean distance between all points of

type i; dext
i is the average Euclidean distance between all points of

type i and the points of other types; pi is the percentage of type i
within the subregion.

For each case, we first map registered and reference point
patterns into a Cartesian coordinate system. Next, we calculate
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FIGURE 2 | IHC image segmentation, classification using QuPath and performance validation. (A) Original IHC image (Case 5, CD20). (B) Nucleus detection results
of the subregion marked in panel (A). In this process, nucleus boundaries are detected (inner red contour) and then expanded outward for 7.5 µm (outer red
contour) to form a pseudo cell. Then morphology and intensity features of the cell objects are fed to the classifier to identify positive cells. (C) Classification results of
the subregion marked in panel (C) using the corresponding classifier. Green: negative (non-stained) cells. Red: positive (stained) cells. (D) Results of manual
detection (green dots) and algorithmic detection (red outlines) are mapped together to evaluate the performance. 20 subregions are randomly sampled across the
slide. Two subregions marked in panel (C) are shown as examples.

the Hsc for the multi-type point pattern within subregions.
Collective results are then classified based on tissue type
associated with their locations. Then we examine intra- and
inter-tumoral heterogeneity of spatial entropy in each tissue
type by showing their distributions with a series of probability
density functions.

Constructing cell density versus distance profile for whole
slide image
To compute cell density-distance profiles, infiltration intensities
are quantified as the immune-marker labeled cell densities at
the corresponding distance from consensus tumor boundary

obtained in the previous step. To generate the density-distance
profile, we utilized pixel-distance based algorithm to segment
the whole tissue into multiple equal-width band sections: all
foreground pixels are classified according to their locations,
denoted as CT-, IF-, and N-pixels; for both CT- and IF-pixels,
the distance toward the IF inner (adjacent to CT) boundary
are computed; for each N-pixel, the distance toward the IF
outer (adjacent to normal tissue) boundary are computed; next
we group the pixels into multiple intervals with the interval
length of 150 µm (first interval: 0–150 µm; second interval:
150–300 µm; . . .) based on their distance value; then we
extract the shape outline for each group by computing the
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concave hull; consequently each group comprises a polygon
with 150 µm width. Minor adjustments are needed to ensure
all points within each shape outline are properly arranged so
that they can be connected in clockwise or counterclockwise
direction, if necessary.

To ensure the density-distance profile proceeds along the
direction of immune infiltration, first we assign index 0 to the
central band polygon of the IF as the reference polygon. Then
we render negative indexes, decreasing from 0 until we reach
the most distant band within the normal tissue, and render
positive indexes, increasing from 0 until we reach the most
distant polygon within the tumor. With all groups are arranged
in a consecutive numerical order that expands from the edge
of normal tissue toward the CT, the cell density is generated by
calculating the area and counting the cells inside. The described
methods are summarized in Figures 4A–C.

For all aforementioned calculations, the concave hull is
computed using a function from R package ‘concaveman’;
the pixel distance and polygon areas are computed using
the function ‘gDistance’ and ‘gArea’ from R package ‘rgeos’
(Bivand and Rundel, 2017).

Constructing cell density versus distance profile within
invasive front
The IF is segmented into sections along its own direction: the
length of central reference line is first calculated; then multiple
equispaced points along the line are sampled based on a given
interval. A Voronoi tessellation was created within the IF region
based on Euclidian distance to each chosen point. The area
of each resulting polygon and the number of cells it encloses
are computed to determine cell density, and all polygons are
indexed in a numerical order starting from 1 with the left-most
point, in a clockwise direction. The methods are summarized in
Figure 4D. The length of the reference line is calculated using the
function ‘lineLength’ from R package ‘SDraw’ (McDonald, 2016);
the length of interval is set to be 0.2 mm; the points are sampled
using the function “spsample” from R package ‘sp.’

Constructing 95% confidence interval (CI) along with the cell
density profile
Depending on the shape of whole slide images, polygons at a
certain distance may be small in size, which could result in
inaccurate estimation of the average cell density of that distance.
Therefore, to test the reliability of all average cell density point
estimates along the 2D projection, we construct a 95% CI along
the profile. For better accuracy, we assume the variance of density
between each window within one distance polygon band is equal
to the variance of the entire region with the same tissue type as the
polygon of interest, which is denoted as σ. Hence the confidence
interval can be computed according to the formula (Efron, 1981):

D ± Tc ·
σ
√

n
(2)

where D is the density of cells within a polygon, Tc is the critical
t-value. In this study Tc is defined as 1.96 (95% confidence
level); n is the number of samples, and is calculated according
to the equation:

n =
A

sl × sw
(3)

where A is the area of the polygon; sl and sw are the length and
width of the window. In this study, window size is defined as sl =

sw = 0.4 mm.
Confidence intervals are calculated along with the density

profile; however, when visualizing the data, we truncated the
portion below zero, and use 80% of the density as the threshold to
filter out locations at which the density estimates are not reliable
as the mean of the region (labeled as red dots).

Constructing the three-dimensional immune landscape
For each slide, the recorded density mapped to original locations
to construct the landscape. The entire landscape is then
characterized to reflect region-specific information (N, IF, and
CT). The landscape data visualization is implemented using
software Blender 2.80 (Hess, 2007).

Measuring the heterogeneity from spatial point pattern
process model fitting results
In our study, the local point pattern is defined as the point
pattern of the immune marker within a given subregion. For
each captured local point pattern, Complete Spatial Randomness
(CSR) is tested using the Clark-Evans test with the null hypothesis
being a uniform Poisson process (one-tailed, HA: clustered
distribution, significance level α = 0.05) (Baddeley et al., 2015).
If the pattern failed to pass the CSR test, we fit a Thomas
point process model to the local point pattern and record fitted
parameters. The model assumes cluster patterns are generated
in two steps: in the first step, a pattern of parent points within
the window is generated according to a homogeneous Poisson
process given the intensity κ; in the second step, a random
number of offspring points is generated, so that the number of
offspring points that belong to any parent point also follows
Poisson distribution with intensity µ, at the same time the
location follows isotropic Gaussian distribution with standard
deviation σ. The theoretical Ripley’s K function of the Thomas
process is:

K(r) = πr2
+

1
κ
(1 − e−

r2
4σ2 ) (4)

where r is the distance of a sample random point of the
point pattern within which the function is evaluated. For each
sub-region, the fitted parameters κ, µ, and σ are biologically
interpreted as features of the clustering pattern of immune
marker-labeled cells. κ stands for the number of labeled cell
clusters per unit area; µ is the number of labeled cells per cluster.
We further use the distance of the cell toward the cluster center
to quantify the internal cell distribution of each cluster (Thomas,
1949; Waagepetersen, 2007; Tanaka et al., 2008). We observe that
the components of distance vector are normally distributed and
independent since each point in the generated clustered pattern
is produced from an isotropic Gaussian process so that the
collective distance profile within each cluster follows a Rayleigh
distribution with a probability density function:

G(r ; σ) =
r
σ2 e−

r2
2σ2 (5)

The average moment can be calculated as

µ(r) = σ
√

π/2 (6)
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FIGURE 3 | Image registration and performance evaluation workflow, Case 1 is taken as an example for illustration. (A) Whole slide image panels with pathologist’s
annotations (green outlines) for Case 1. In this study, CD4+ slide is selected as the reference. Global registration is first applied to all registration pairs. The
performance for each pair is then evaluated manually and prepared for local registration if necessary. (B) Poorly registered slides are subject to local registration.
Slides and references are segmented into multiple subregions and using software Icy to perform local pairwise registration. (C) Transformation matrices obtained
from both local and global registrations are applied to tissue contours. For each method, the DSC is then computed between registered contours and the contours
of the reference slide. (D) Registered contours from two methods and reference contours are mapped to the same coordinates. DSC is computed by calculating
their respective and intersection areas. The Wilcoxon rank-sum test is performed when DSCs for all 20 registrations pairs are collected. The result showed that the
local registration performs significantly better than global registration (Wilcoxon rank-sum p = 4.90e-3).

and the radius of the circle where 95% of the cells would fall in is
calculated as:

Q(F, σ) = σ
√
−2ln(1− F/100) (7)

where F = 95. The CSR testing is performed using functions
“clarkevans.test” and “kppm” from R package “spatstat,”
with parameters “clustered” and “Thomas,” respectively
(Baddeley et al., 2015).

For each slide, we measure and compare spatial statistics
between different regions (intra-tumoral) and between different
cases (inter-tumoral). We use the quartile coefficient of
dispersion (QCoD) and the coefficient of variation (CoV)
to assess the variability of the metrics (density and spatial
model fitting parameters) within one slide. Furthermore,
the median value of each metric is used to represent the
corresponding case for the case-wise comparison. QCoD
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FIGURE 4 | Summary of the pixel-distance based method to generate sections for cell density-distance profiles. We use Cases 1A and 1B here for illustration.
(A) For the downsampled image, we generate a grid whose size is equal to the number of pixels. Then the center coordinate of each square is recorded to represent
the pixel. (B) For all pixels within tissues, we calculated the distance toward the tumor boundary of the corresponding case. (C) All pixels are grouped based on their
distances to generate equidistant sections. (D) To segment the invasive front, multiple equidistant points are sampled along the boundary, and each pixel within the
IF is assigned to their nearest sample point. Then all pixels associated with each sample points form a polygon to calculate density. The color codes in the right
panels indicate different sections.

and CoV are computed using the following formulas:

QCoD =
Q3 − Q1

Q3 + Q1
(8)

CoV =
σ

µ
(9)

where Q1, Q3, µ, and σ are the first quartile,
third quartile, standard deviation, and mean of
each metric.

Measuring the heterogeneity from clustering and
morphometric analysis
Immune contexture heterogeneity in the TME holds a significant
value to the study of the anti-tumor immune response
(Beck et al., 2011; Schwen et al., 2018). Therefore, we
performed immune cell cluster analysis to assess the intra-
and inter-tumoral heterogeneity. We first identify clusters
from the global point patterns using an adjusted version of
the clustering algorithm Hierarchical DBSCAN (HDBSCAN)
from R package ‘largeVis’ (Tang et al., 2016). This method
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generates the cluster hierarchy based on density-adjusted
distance connectivity, and parent and child cluster stabilities
are compared to extract clusters. The algorithm arguments
are defined as minPts (minimum cells per cluster) = 30,
and K (the number of cells in the core neighborhood) = 4.
Next, morphological analysis is performed on each previously
identified cluster by calculating shape descriptors. To describe
the structure of clusters, we introduced α-shape, which envelops
a set of points by point pairwise segments that could be
regarded as a chord of a circle with a given radius α.
To identify the α-shape which exactly harbors all points
within the given region, the value of α is increased from
10 µm until the polygon reaches the ideal size. α-shapes
are computed using the function “ashape” from R package
‘alphahull’ (Rodríguez Casal and Pateiro López, 2010). Then
the morphometrics for each cluster are calculated for the
following measurements:

Convexity: Measures the degree of the object. Convexity is
mathematically defined as:

fconvex =
Aα

Aconvex
(10)

where Aαis the area of the α-shape and Aconvexis the area of the
convex hull, generated upon the same dataset.

Circularity: Measures the roundness of the object. Circularity
is mathematically defined as:

fcircularity =
4 · π · Aα

P2
α

(11)

where Pα is the perimeter of the α-shape.
Eccentricity: Measures the degree of deviation of the object

from being circular. To generate the ellipse, we first assume
the points within each cluster follow chi-squared distribution
Q ∼ x2(k). Then the eigenvectors can be calculated from the
covariance matrix, which indicates orientations. Now the semi-
major and -minor axis lengths can be computed as:

a =
√

λ1X2
2(0.95) , b =

√
λ2X2

2(0.95) (12)

where λ1 and λ2 are eigenvalues of the covariance matrix. By this
definition, the ellipse is represented as the contour where 95% of
points were covered. Thus, the eccentricity is computed as:

e =

√
1 −

b2

a2 =

√
1−

λ2

λ1
(13)

Correlating the Spatial Patterns of Different Immune
Markers
The metrics above all referred to spatial distributions of a
single marker. However, it is of interest to know if the
distributions of cells with different markers are correlated.
For example, CD8+ cells generally inhibit tumor growth
whereas FoxP3+ cells generally promote tumor growth; if they
are colocalized their effects might cancel each other. Such

assumption simplifies the definition of T cell lineages due
to the limitations in materials and the scale of biomarker
panel. In this study, we implement a variation of the Clus-
DoC (clustering-degree of colocalization) approach to analyze
spatial correlation between different immune cell labels (Pageon
et al., 2016). We focused on the correlation between three
pairs of the spatial patterns: CD3+/CD8+, CD4+/FoxP3+,
and CD8+/FoxP3+ as representations for anti-tumor immunity
regions, immunosuppression regions, and immune-crosstalk
regions. With each pair of full point patterns, for both channels,
a DoC score is assigned to each point. This step requires the
comparison of the spatial distribution of all the neighboring
points from both channels for every single point. Centered at
each point of type A, circles with increasing radius are formed
to compute the associated density gradients of points from both
channels. Then for each point of type A, the correlations between
the density gradients between both channels are measured
by Spearman’s rank coefficient ρAB. Next, each coefficient
ρAB is converted to a DoC score by normalization using
the equation:

DoCA = ρAB · e−(
NAB
Rmax ) (14)

where NAB is the distance of the current point of type A
to the nearest neighbor of type B, Rmax is the maximum
search radius. Thus, the DoC score is bounded within [−1,
1], where 1 indicates a strong correlation (colocalization) and
−1 indicates anti-correlation (segregation). These calculations
are performed for both channels and DoC scores are then
used to identify correlated points. To select a proper DoC
threshold, we create a synthetic point pattern by shifting the
full point patterns of a given slide (we use CD8+ slide from
Case 2 in our study, but it can be any WSI within the
study cohort) to a given direction by a minor distance to
simulate a well-localized pattern pair. For simplicity, we unify
the shift directions for all points to left and with a distance
to 10 µm plus uncertainty caused by the registration error.
The averaged DoC score is then selected as the threshold.
Spatially, points with high DoC scores (correlated) are close
to other points of both channels, whereas points with low
DoC scores (non-correlated) are not close to points of at
least one channel.

In the second step, the threshold is used to select highly
correlated points for each channel. Points from both channels
are then mapped to the same coordinate system. Next, we
use the density-based clustering algorithm described in the
morphometric module to detect clusters that contain points
of both types A and B. Such clusters highlight regions with
strong mutual interactions of immune markers. The search of
neighbors for each point is calculated and accelerated using
the C++ implemented k-dimensional tree search algorithm in
Python library ‘SciPy’ (Virtanen et al., 2020); the distance of
a point to its nearest neighbor is calculated using function
‘nncross’ in R package ‘spatstat’ (Baddeley et al., 2015);
the density-based clustering is performed using function
HDBSCAN in R package ‘largeVis,’ with arguments K = 4,
and minPts = 30.

Frontiers in Physiology | www.frontiersin.org 10 October 2020 | Volume 11 | Article 583333291

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-583333 October 13, 2020 Time: 17:26 # 11

Mi et al. Digital Pathology Quantifies TME Heterogeneity

RESULTS

Assessing Intra- and Inter-tumoral
Heterogeneity With Multiple Metrics
Immune Cell Density Distribution and Infiltration
Profiles
A summary of first-order properties analysis is shown in Figure 5.
Cases 1A and 1B are used here for illustration; both parts of
the tumor are present on the same slide but are separated. For
each slide, the region annotations (Figure 5A) and coordinates
extraction (Figure 5B) are performed first to characterize the
spatial distribution. Figure 5C shows profiles of cell density vs.
distance from the boundary in mm for each case for the five
labels. These are the immune-infiltration profiles for different
cell types. Two definitions of the IF are introduced here, with
a width equals 0.5 mm (blue vertical dashed lines) and 1 mm
(red vertical dashed lines) in accordance with pathologists’
convention. 95% confidence intervals are depicted in gray bands.
Most of the sections consist of sufficient 0.15 × 0.15 mm
windows to estimate CI; however, near the edges of the slide,
in normal tissue (N) and CT, the areas may be small resulting
in wide confidence intervals; in these cases we first exclude all
the small regions (area < 1.1 mm2) from analysis and then
we manually set a threshold with ±80% of real density to
label the remaining unreliable sections (red dots). Importantly,
we observe that the immune-infiltration profiles are unbiased
regardless of how IF is defined. The maxima for the different
immune cells are shifted from the boundary toward the CT,
but still are within the IF. In other words, the cell densities
peak around the 0.2–0.35 mm band and then drop gradually
toward the innermost of the CT. To further corroborate that
such infiltration profiles are caused by tumor heterogeneity,
we compare the actual cell distribution pattern to a binomial
distribution pattern by quadrat test. Theoretically, if a point
set is randomly generated over a region which consists of
multiple sections, then the expected number of points each
section harbored can be calculated as the total number of points
multiplied by the probability a point happened to be in this
section. Therefore, for each WSI, we harvest the actual cell counts
(frequencies) and theoretical frequencies in each section and
performed chi-square independent test. Results show that the
null hypothesis (two types of observation are independent) is
rejected by all trials, suggesting that the actual cell distribution
pattern is not a realization of randomness, rather it is driven by
heterogeneity (Supplementary Figure S4).

Waterfall plots are frequently used in other studies to present
results of clinical trials, when patients’ responses are ranked from
best to worse, using tumor size as a metric, each patient is
represented as a bar in the plot. In this case we use waterfall plot
to rank cell densities from largest to smallest, from 0.4× 0.4 mm
windows throughout the tissue, for each label with colors
corresponding to N (green), IF (red) and CT (yellow). The
results are shown in Figure 5D. Waterfall plots indicate that
CT and IF tend to have higher cell densities whereas fewer
cells tend to accumulate in N, as the left-hand side of the chart
contains more red (IF) bars and right-hand side have more

green bars; the plots illustrate a high degree of heterogeneity as
bars of different color are interspersed throughout the tissue.
As our study focuses on heterogeneity of tumor characteristics,
it is important to assess the level of heterogeneity within the
IF. Figure 5E depicts the cell density distribution of CD4+
T cell plotted as a function of the distance along the middle
of the IF; the densities are averaged over the width of the
IF of 1 mm. Clearly, the spatial heterogeneity is present not
only between different tumor regions, but also within the IF.
Again, quadrat test is performed to assess the distribution
pattern across all tessellations within each IF. Similarly, tests
reject the null hypothesis so that the tumor heterogeneity is
also the key factor that dominate the infiltration profiles in
IF (Supplementary Figure S5). We then depict the immune
landscape by visualizing the cell distribution in 3D (Figure 5F).
For each slide, we map recorded subregion densities to their
corresponding locations and generate surface plot with density
represented by magnitude and region categories represented by
different colors. 3D landscape representation directly depicts the
regional density variations. We repeat the analysis for Cases 2–5
for all five labels and the results are presented in Supplementary
Figure S6 (infiltration profiles), Supplementary Figure S7
(waterfall plots), Supplementary Figure S8 (infiltration profiles
in IF), and Supplementary Figures S9, S10 (3D plots). Note
that the cell density level in Cases 1A and 1B are significantly
higher compared to other cases, which may reflect an efficient
immune infiltration.

Spatial Entropy of Multitype Point Patterns
The results above visualize the heterogeneity of cell density
distributions within and between the different regions of the
specimens. The coefficient of variation CoV is one metric
that characterizes the level of heterogeneity. We will also use
a spatially adjusted Shannon’s entropy as a formal metric of
spatial heterogeneity. For each WSI, the point pattern for
each subregion is mapped to a Cartesian coordinate system to
form a series of multitype point patterns. For each multitype
point pattern, the modified Shannon’s entropy is calculated,
and collective statistics are presented using probability density
functions (PDFs, Figure 6). The results show clear clustering
patterns of the entropy scores around 1.5 over HSC measurement
spaces in IF across all cases. The results indicate that regions
with higher entropies are more likely to associate with IF.
Biologically, such ‘chaos’ is possibly driven by the engagement
of various components within the TME, namely the spatial
intra-tumoral heterogeneity. We also note that while the HSC
scores in CT also appear to cluster in Cases 1A, 1B, 2, 4,
and 5, the distribution in Case 3 is comparatively flatten and
is similar to N; whereas the HSC scores in N are normally
flatten with lower magnitude, the distribution in Case 5 is
intense and sharp. This phenomenon is possibly caused by
the different infiltration level of lymphocytes. An efficient
immune response can facilitate the recruitment of infiltrating T
cells into the battlefield to either fuel the immunosuppression
or promote immunoactivation, depending on the recruited
T cell subtypes. Once the infiltration barriers (as seen in
Figure 5C and Supplementary Figure S6) are broken, the
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FIGURE 5 | First-order variables statistics summary, Case 1, AB, is taken as an example for illustration. (A) Region characterization for WSI. Green: normal tissue (N);
Red: invasive front (IF); Yellow: central tumor (CT). (B) CD4+ cell density visualized using heatmap with bin size = 0.15 mm. Color code: blue to red corresponds to
low to high. (C) Cell density-distance profiles with a pop-up window for Cases 1A and 1B. Whole tissues are segmented into equidistant sections. Densities of
different immune markers are calculated for each section and mapped with their distances to the invasive boundary, respectively. 95% confidence intervals are
calculated upon the profile, and we use 80% of the density as the threshold to label those unreliable locations (red dots). Two definitions of IF are introduced here
and are indicated as vertical lines, blue: width of 0.5 mm; red: width of 1 mm. (D) Densities of subregions are visualized using waterfall plots. For each slide, the
densities are shown as bar heights, which are ranked from highest to lowest with colors corresponding to their locations. Color codes are consistent with (A).
(E) The invasive front with thickness of 1 mm is sectioned along its horizontal direction, and the same process is repeated to construct the cell density-distance
profile. (F) 3D visualization for the density of each subregion with location labels. Color codes are consistent with (A). See also Supplementary Material
(Supplementary Figures S6, S7) for additional visualizations for Cases 2–5.
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FIGURE 6 | Modified Shannon’s method to quantify the spatial entropy of multitype point patterns, denoted as HSC. Green: normal tissue (N); Red: invasive front (IF);
Yellow: central front (CT). For each case, full point patterns for each label are mapped to the same coordinate system and the HSC scores are measured and
presented as the PDFs. In general, the higher the HSC score is, the more disorder/heterogeneity the subregion contains. Strong heterogeneity is observed in IF as
indicated by the clustered HSC scores across cases.

FIGURE 7 | Local spatial point pattern analysis for subregions. We used a moving window to gauge local characteristics across each slide. (A,E) Original exemplar
IHC subregions. (B,F) Associated point patterns obtained from image segmentation and coordinate extraction. (C,G) K-estimation using Ripley’s border correction
for pattern (B) and (F). Clark-Evans method is performed for CSR test, pattern (F) failed to pass the test and clustering model-fitting is performed. (D,H)
L-transformation of K function and 95% confidence interval. For pattern (B), the modified Thomas clustering process model is fit to pattern (F). Results are evaluated
using Dao-Genton goodness-of-fit test (green envelope).
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immuno-architecture may tend to uniform and mitigate the
spatial heterogeneity within TME.

Spatial Point Pattern Model Fitting
For each subregion (Figures 7A,E), we perform the Complete
Spatial Randomness (CSR) to check whether the associated
point pattern (Figures 7B,F) follows homogeneous Poisson
distribution (Figures 7C,G); if that window failed to pass the CSR
test, we further fit the Thomas process model to the point pattern
to quantify the clustering (Figures 7D,H). In this study, we either
directly use these parameters, e.g., µ as the number of immune
marker-labeled cells per cluster, or perform transformation for
intuitive interpretation, e.g., σ2 is used to calculate the average
distances of points to cluster areas and center.

As the window is moved through the slide, local features
of spatial point patterns are quantified. Collective results are
further classified based on their regions; therefore, the variance
captures the intra-tumoral heterogeneity. Statistics for each
region are also comparable among cases, which can reveal
inter-tumoral heterogeneity. In this study, we use the following
metrics to characterize each region for each case: mean cell
density (counts/mm2), average number of cells per cluster,
mean distance to cluster core, and mean cluster area. QCoD
of the mean values for each parameter across cases are
summarized in Table 1. They collectively reflect intra- and inter-
tumoral heterogeneity.

Cell Cluster Distributions and Morphometrics
We also extend our heterogeneity analysis to a global scale
by quantifying cell clustering patterns. For each slide,
the whole point pattern is clustered using a hierarchical
clustering algorithm (Supplementary Figures S11A,B). For
each detected cell cluster, we describe and characterize the
shape by morphometrics, including convexity, circularity, and
eccentricity. We first generate the alpha-hull (Supplementary
Figure S11C) and convex hull from the point set that forms
the cluster, upon which we derive the convexity and circularity;
then we obtain the minor and major axes of the fitted ellipse
(Supplementary Figure S11D) that covers 95% of the points of
the cluster, from which we derive eccentricity.

Similar to model-fitting analysis, the regional variations
of morphometrics capture intra-tumoral heterogeneity, and
variations among cases capture inter-tumoral heterogeneity. We
use the following metrics to characterize regions, respectively:
average density of cells within clusters, average density of clusters,
nodular cluster density (Supplementary Figures S11E,G) and
elongated cluster density (Supplementary Figures S11F,H).
For each label, we use boxplots to show variations between
cases, and we perform the Wilcoxon rank-sum test between
groups. Figure 8 shows that even though IF is not always
distinguished across labels and metrics, the nodular cluster
densities and elongated cluster densities in IF are consistently
higher than N. We also observe that CD3+ and CD8+
elongated cluster densities in IF are higher than CT. Such
unique immuno-architecture may suggest that the elongated
cytotoxic T cell cluster density in IF is a potential biomarker for
further exploration.

Correlation Analysis of the Spatial
Patterns of Different Immune Markers
The threshold for classification of the degree of colocalization
(DoC) scores is determined by comparison of synthesized
colocalization pairs. Considering the overall accuracy of our
local registration algorithm is 0.976, we shift the point patterns
of CD8+ left by 0.01/0.976 mm. This results in the majority
(≥90%) of DoC for each individual point are larger than
0.84, hereby the threshold is established. In this study, two
types of correlations are considered: positive correlation means
co-occurrence of points of both channels are likely to be
observed in subjects’ neighborhood. High DoC scores of
points from both channels account for this type; negative
correlation means co-occurrence of points of only one channel
are likely to be observed in subject’s neighborhood. High DoC
scores of one channel whereas low DoC scores of the other
account for this type. Based on such criteria, we analyze
the correlations between CD3+/CD8+, CD4+/FoxP3+, and
CD8+/FoxP3+. Results are shown in Figure 9 with Cases 1A,
B as an example, and clusters are represented by outlines in
different colors.

Positive Correlations of CD3+ and CD8+ Immune
Markers Identify Possible Anti-tumor Hotspots
For each case, the DoC scores, defined by Eq. 14, are assigned
to each point of CD3+ and CD8+ markers. Next we use the
threshold established above to select points with high DoC scores
as candidates for clustering analysis using the same algorithm
in cell clustering and morphometrics module (Figures 9A,B),
and finally, the detected clusters that contain correlated cells
from two channels are defined as hotspots of correlation
and the cells within such hotspots are defined as correlated
cells (Figure 9C).

We first examined the correlations between CD3+ and CD8+
marker pairs. As Table 2 shows, the numbers of correlated
cells differ drastically from case to case, however, the ratios are
relatively consistent across cases. The density of hotspots in
the IF and CT are significantly higher than normal tissue (N)
(Wilcoxon rank-sum p = 2.20e-3 and 8.70e-3), but there is no
difference between IF and CT (Wilcoxon rank-sum p = 0.3095).
Such distribution pattern of correlation clusters of CD3+ and
CD8+ cells indicates possible sites of tumor infiltrate conferring
anti-tumor immunity (Figure 9D).

Positive Correlations of CD4+ and FoxP3+ Immune
Markers Identify Possible Immunosuppression
Hotspots
The same workflow is repeated for the CD4+ and FoxP3+ pair.
A summary of the results is presented in Table 3. Similar patterns
are observed when compared to CD3+ and CD8+ statistics.
However, the ratios of correlated cells are generally higher than
CD3+ and CD8+ pairs. The density of hotspots within IF and CT
are significantly higher than N (Wilcoxon rank-sum p = 2.20e-
3 and 8.70e-3), plus the density at IF is also significantly higher
than CT (Wilcoxon rank-sum p = 4.11e-2).

Collectively, our analysis identifies several hotspots
in which CD3+/CD8+ and CD4+/FoxP3+ pairs are
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TABLE 1 | Quartile coefficient of dispersion (QCoD), Eq. 8, for spatial model fitting parameters (range and mean).

Marker Region Density Cell/cluster Mean distance Cluster area

CD3 N 0.61–0.82 (0.67) 0.50–0.73 (0.64) 0.12–0.22 (0.16) 0.24–0.41 (0.31)

IF 0.55–0.71 (0.64) 0.67–0.87 (0.77) 0.15–0.20 (0.17) 0.28–0.38 (0.32)

CT 0.42–0.68 (0.57) 0.58–0.79 (0.71) 0.16–0.20 (0.18) 0.30–0.39 (0.34)

CD4 N 0.48–0.72 (0.62) 0.58–0.73 (0.64) 0.13–0.19 (0.17) 0.26–0.37 (0.32)

IF 0.49–0.68 (0.57) 0.64–0.90 (0.76) 0.13–0.18 (0.15) 0.26–0.35 (0.30)

CT 0.26–0.68 (0.53) 0.46–0.78 (0.65) 0.11–0.21 (0.16) 0.22–0.41 (0.32)

CD8 N 0.51–0.82 (0.61) 0.60–0.77 (0.67) 0.16–0.21 (0.18) 0.31–0.40 (0.35)

IF 0.48–0.69 (0.59) 0.59–0.83 (0.71) 0.14–0.20 (0.17) 0.28–0.38 (0.33)

CT 0.53–0.78 (0.64) 0.54–0.75 (0.66) 0.14–0.21 (0.18) 0.28–0.40 (0.35)

CD20 N 0.48–0.68 (0.59) 0.55–0.67 (0.60) 0.14–0.17 (0.15) 0.27–0.32 (0.29)

IF 0.67–0.76 (0.71) 0.65–0.84 (0.78) 0.14–0.20 (0.17) 0.28–0.38 (0.33)

CT 0.36–0.70 (0.50) 0.51–0.65 (0.61) 0.13–0.20 (0.16) 0.26–0.38 (0.32)

FoxP3 N 0.42–0.62 (0.48) 0.44–0.88 (0.60) 0.13–0.55 (0.23) 0.25–0.88 (0.42)

IF 0.52–0.63 (0.58) 0.60–0.85 (0.73) 0.16–0.24 (0.19) 0.31–0.45 (0.36)

CT 0.36–0.64 (0.50) 0.56–0.76 (0.67) 0.11–0.24 (0.18) 0.21–0.45 (0.35)

co-localized. The majority of identified hotspots are located
within the IF. Such hotspots are characterized by strong
correlations of CD3+/CD8+ and CD4/FoxP3+. These
findings further reveal a strong heterogeneity within
IF, as these two T cell subpopulations carry distinct
immune characteristics.

Negative Correlations of CD8+ and FoxP3+ Immune
Markers May Identify an Immune Response
Landscape
We analyzed the negative correlation of CD8+ and FoxP3+
immune markers as a potential indicator of immune response
landscape involving cytotoxic T cells (CTLs) and regulatory
T cells (Tregs). In this section, two types of hotspots are
defined. First, the hotspot with correlated CD8+ cells and
non-correlated FoxP3+ cells; such clusters include FoxP3 cells
that are surrounded by CD8+ cells, namely CD8-dominant
hotspot. Biologically such hotspots may indicate places where
CTLs may efficiently inhibit the strong immunosuppression
of Tregs. Second is the opposite type, namely FoxP3-
dominate hotspot, where the anti-tumor immunity is possibly
impaired by Tregs.

The identification of such landscape can contribute to
evaluating the immunotherapy treatment outcomes. Interactions
are visualized by identifying negative correlation hotspots of
two channels using previous workflow. Unlike the positive
hotspots, negative hotspots are widespread throughout the
entire tumor tissue for both types. For both types, the density
of hotspots at CT and IF (Supplementary Table S3) are
significantly higher than N (Wilcoxon rank-sum p = 1.52e-2
and 2.20e-3) but no significant difference is observed between
IF and CT (Wilcoxon rank-sum p = 0.0649). For FoxP3-
dominate hotspots, the CT and IF (Supplementary Table S4)
are significantly higher than N (Wilcoxon rank-sum p = 1.52e-
2 and 2.20e-3) and the density in IF is also significantly
higher than CT (Wilcoxon rank-sum p = 2.20e-3). Results
are shown in Supplementary Figure S12 with Cases 1 A, B
as an example, and clusters are represented by outlines in
different colors.

DISCUSSION

In this study, we proposed a digital pathology computational
workflow to systematically analyze whole slide images (WSI)
and quantify the intra- and inter-tumoral heterogeneity through
multiple metrics. We analyzed immunohistochemistry (IHC)
slides of tumor resections from five patients with TNBC. The
sample size is limited to make inferences at the population
level, but it is sufficient to look in-depth at each sample with
multiple immune markers and to develop a methodology for
spatial statistical characterization and build a platform that could
be extended to large number of samples, including multiplex IHC
and immunofluorescence microscopy (mIF). It should also be
noted that each WSI contains enormous amount of information
and large numbers of cells of different type to fulfill our need
to obtain statistically and biologically meaningful results. In
principle, this approach is consistent with personalized medicine
where inferences could be made at the level of individual patient.
For each patient, five biomarkers: CD3, CD4, CD8, CD20, and
FoxP3, were labeled using IHC staining methods. The whole
computational workflow starts with image processing: we use cell
nucleus segmentation to obtain location information of labeled
cells in their original slides and perform image registration
using a multimodal protocol to calculate transformation matrices
which map all slides to the reference CD4+ slide. We further
proposed a pixel-distance based method, and with its application,
we can characterize the whole slide into normal tissue (N), IF,
and CT. From this point, all subsequent analysis results can
be classified into tissue type/region categories to reveal intra-
tumoral heterogeneity; for each region, we compare the results
between cases for inter-tumoral heterogeneity.

By visualizing the density distributions for each slide
and spatial entropy analysis, we identified significant spatial
variations of cell densities within and across slides, which
qualitatively characterized the intra- and inter-tumoral
heterogeneity. In addition, we are particularly interested in
the spatial profiles along the direction from N through the IF
to the innermost of CT. We observe that for each slide, the cell
densities increase sharply within IF and then drop, in some
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FIGURE 8 | Relationship of cluster morphometrics between regions for specific markers. (A) Average density of corresponding immune cells within a cluster.
(B) Density of clusters within specific regions. (C) Number of nodular clusters; standard: convexity > 0.8, circularity > 0.5, and eccentricity < 0.8. (D) Number of
elongated clusters; standard: convexity < 0.3, or circularity < 0.3, or eccentricity > 0.9.

cases to a plateau and in some precipitously and exhibiting
fluctuations; hence corroborating the distinct role of IF in the
immuno-architecture. This allows us to propose a hypothesis
that the source of the immune cells in the IF is not in the
normal tissue into which the tumor grows, but rather the cells
extravasate from the tumor vasculature whose density is known
to be higher at the rim of the tumor (Stamatelos et al., 2019);

this hypothesis needs to be tested in future studies. We then fit a
spatial point process model to data within subregions to capture
local variabilities. Statistical results indicate that strong intra- and
inter-tumoral heterogeneities co-exist across our study cohort.
For each slide, we also evaluated the cell clustering using a
hierarchical based algorithm against full point patterns. We then
gauged the first-order properties and morphometrics of each
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FIGURE 9 | Results of positive correlation analysis. In this study, we analyze two pairs of markers: CD3+, CD8+ and CD4+, FoxP3+. Each marker within the
correlation pair is defined as a “channel”. (A) DoC scores distributions for Cases 1A (left island) and 1B (right island). (B) Histograms of CD3+ and CD8+ DoC scores
for Case 1A (left) and 1B (right). Red line is the predetermined threshold to select potential correlated cells. (C) Selected cells for both channels are mapped for
clustering analysis (left) using HDBSCAN algorithm. We then define those clusters that both channels are involved as correlation hotspots (right, each cluster is
represented by a colored outline). Green: normal tissue (N); Red: invasive front (IF); Yellow: central tumor (CT). (D) Statistical analysis. Top row: proportions of
correlated CD3+ and CD8+ cells and density of correlated hotspots in different regions; bottom row: same metrics for CD4+ and FoxP3+.
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cluster. Results revealed that variations are more likely to occur
in CT and IF but less likely in N. We also identified a unique
distribution pattern of nodular cytotoxic T cell clusters. As our
recent study has shown (Gong et al., 2018), the distribution
and shape of clusters have certain relations to the treatment
outcomes, thus our findings may lead to predictive biomarkers
that could eventually be used clinically when tested on a large
number of specimens. Finally, we performed correlation analysis
and discovered that the IF is multifaceted and may bear pro-
and anti-tumor functions simultaneously, e.g., with higher
expressions of CD8+ and FoxP3+ cells.

In addition to characterizing intra- and inter-tumoral
heterogeneity, the characteristics obtained from tissue samples,
such as spatial cell density profiles of different immune cells,
the magnitude of spatial cell density fluctuations, and the spatial
correlations between the densities of different immune cell types,
can facilitate development and parameterization of spatially
resolved computational immuno-oncology models. Recently,
QSP models have been applied to immuno-oncology research
as a platform for conducting virtual clinical trials (Cheng et al.,
2017; Bai et al., 2019; Jafarnejad et al., 2019; Milberg et al., 2019;
Ma et al., 2020). These models capture system scale behavior in
cancer patients and are capable of population level predictions
of disease trajectories in response to intervention. On tissue-
cellular scale, ABMs have been employed and used for spatially
explicit simulations to investigate emergent behavior arising
from interactions between cancer and immune cells, such as
spatial and spatio-temporal variations in tumor morphology

and immuno-architecture (Kim et al., 2009; Shi et al., 2014;
Wells et al., 2015; Gong et al., 2017; Norton et al., 2017, 2019;
Pourhasanzade et al., 2017; Hoehme et al., 2018; Ji et al., 2019).
When combining QSP models with ABM, cancer models can
be further enhanced by taking advantage of both model types:
while the QSP module captures whole-body temporal dynamics
including lymph nodes, blood, peripheral compartment, and
tumor, ABM simulation accounts for crucial aspects of high-
granularity features such as cancer cell clonal evolution and
TME heterogeneity. The resulting hybrid model will be able
to closely track and predict the course of cancer development,
both primary tumors and metastases, and potentially during
treatment in individual patients by incorporating patient-
specific TME characteristics, which can be quantified using our
digital pathology platform. Such synergy would enable a better
understanding of impact of spatial heterogeneities in the CT
and IF on the pathophysiological parameters and variables.
Strictly speaking, cell densities calculated directly from digitally
segmented pathology images as described in this study represent
the number of cell profiles per unit area in the tissue slide
typically with a 4–5 micron thickness, which is a common
metric in pathology, where a cell signature is a section of cell
with an area larger than the detectable threshold set in our
segmentation algorithm. However, in computational models the
cell concentrations are usually represented as the number of
cells per unit volume rather than unit area. Using methods
from the field of stereology (Weibel et al., 1966), 3D numerical
densities (NV) can be estimated from 2D density (NA) using

TABLE 2 | Statistical summary for CD3+ and CD8+ immune markers correlation analysis.

Case QDoC (DoC Score) Correlated cell counts Percentage, % Cluster density, mm−2

CD3 CD8 CD3 CD8 CD3 CD8 N IF CT

1A 0.95 0.94 71,630 66,097 23.9 25.7 0.36 3.36 2.00

1B 0.35 0.29 61,342 53,715 33.9 39.6 0.24 2.97 3.20

2 0.15 0.15 91,147 70,859 37.5 42.3 0.08 3.53 3.00

3 0.29 0.39 25,773 17,804 30.3 26.9 0 1.90 0.25

4 0.24 0.30 26,340 22,180 26.1 23.5 0.07 1.63 0.27

5 0.61 0.91 11,672 7,214 16.7 13.7 0.18 1.51 0.15

N, normal tissue; IF, invasive front; CT, central tumor.

TABLE 3 | Statistical summary for CD4+ and FoxP3+ immune markers correlation analysis.

Case QDoC (DoC Score) Correlated cell counts Percentage, % Cluster density, mm−2

CD4 FoxP3 CD4 FoxP3 CD4 FoxP3 N IF CT

1A 0.68 0.60 83,363 17,902 17.1 29.0 0.25 3.18 1.71

1B 0.40 0.36 65,267 14,719 22.5 36.5 0.12 3.31 1.62

2 0.52 0.53 59,281 15,630 15.3 23.9 0.02 2.17 1.34

3 1.30 0.39 25,172 12,085 9.0 31.8 0 2.66 0.26

4 0.85 0.90 19,385 6,547 8.8 13.0 0 0.80 0.21

5 0.87 0.49 18,596 7,586 7.5 28.6 0.15 1.57 0.18

N, normal tissue; IF, invasive front; CT, central tumor.
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the following equation: NV = NA/(t + D − 2h), where t is
the thickness of the section, D is the diameter of stained cells
(which are lymphocytes in the scope of this study), and h is
the minimum height of detectable spherical cap (which can
be derived from cellular segmentation algorithm parameters)
(Royet, 1991). In this equation, 2h in the denominator accounts
for loss of undetected parts of the cell. NV indicates number of
cells per unit volume and can directly be used to inform 3D spatial
models of tumor-immune interactions. Using this equation, one
could convert the 2D densities (in mm−2) to 3D densities (in
mm−3); in the conversion the slide thickness is typically t = 4.5–
5 µm, h = D/2−

√
(D/2)2

− Acrit/π, where Acrit is the minimum
area detectable during the segmentation, typically ∼10 µm2;
diameter values reported for T cell (5–7.1 µm) and for B cell
(5.5–9 µm) are also necessary for the conversion (Chapman
et al., 1981; Turgeon, 2005; Tsourkas et al., 2007; Strokotov
et al., 2009; El Hentati et al., 2010; Mrozek-Gorska et al., 2019;
Renner et al., 2020).

Depending on the purpose of each computer simulation, one
can either derive overall 3D density and use it to populate
the in silico TME; or if spatial heterogeneity is of interest, the
variability of cell density can be taken into account by sampling
multiple NA from different regions of the digital pathology
analysis output to initiate the simulated TME with a range of NV
values in space. After simulation, the same methods employed
in this study to analyze spatial correlations between different
cell types can be applied to virtual sections of model-generated
three-dimensional tumor, which would enable quantitative
comparisons between model-generated spatial patterns of cancer
and immune cells and patient pathology images. QSP and ABM
have been used to model the tumor growth and invasion of
several cancer types, such as melanoma (Wang et al., 2013;
Milberg et al., 2019), breast cancer (Bates et al., 2006; Bianca and
Pennisi, 2012), colorectal (Kather et al., 2017), and non-small cell
lung cancer (Jafarnejad et al., 2019).

Future work should focus on increasing the scale of the
current workflow. In this study, cells expressing CD8/FoxP3 are
considered as cytotoxic/regulatory T cells. Such loose criterion
serves the need to test the functionality of the workflow
using preliminary computational results from pathology images.
However, a comprehensive biomarker panel is required to
account for the complexity in cell lineage definition and
further to characterize the components in TME. Such materials
will be obtained in subsequent studies applied to multiplex
labeled specimens. Improving the performance of image
processing is another critical issue. We recognize the power of
artificial intelligence in digital pathology and such techniques
could be incorporated in an extension of the workflow.
For example, traditional segmentation algorithms may not
adequately distinguish cell boundaries due to staining issues.
A possibility is to introduce convolutional neural network (CNN)
trained on well-defined ground-truth (Khosravi et al., 2018).
In this study, immune markers are stained on consecutive slices
of tumor resections, therefore artifacts may be introduced such
as distortions. Registration reduces uncertainty introduced by
these artifacts, but cannot fully compensate for the location
mismatch, and errors may be introduced in derived point

patterns and subsequent analysis. Such problems can be alleviated
by harvesting data from multiplex images in the first place by
labeling different cells and molecules on the same slide; in this
case artificial location shifts, sample folds and z-axis differences
are essentially eliminated. In the tissue type characterization
step, we identified the IF by averaging annotations provided
by expert pathologist. To pinpoint IF, deep learning methods
can be applied for automated tissue segmentation. In point
pattern analysis stage, we extract copious intra- and inter-tumoral
heterogeneity information from collective slides; when correlated
with treatment outcomes, these results can provide more useful
information for pathologists and immuno-oncologists.
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Most cases of deaths from colorectal cancer (CRC) result from metastases, which are

often still undetectable at disease detection time. Even so, in many cases, shedding is

assumed to have taken place before that time. The dynamics of metastasis formation

and growth are not well-established. This work aims to explore CRC lung metastasis

growth rate and dynamics. We analyzed a test case of a metastatic CRC patient

with four lung metastases, with data of four serial computed tomography (CT) scans

measuring metastasis sizes while untreated. We fitted three mathematical growth

models—exponential, logistic, and Gompertzian—to the CT measurements. For each

metastasis, a best-fitted model was determined, tumor doubling time (TDT) was

assessed, and metastasis inception time was extrapolated. Three of the metastases

showed exponential growth, while the fourth showed logistic restraint of the growth.

TDT was around 93 days. Predicted metastasis inception time was at least 4–5 years

before the primary tumor diagnosis date, though they did not reach detectable sizes

until at least 1 year after primary tumor resection. Our results support the exponential

growth approximation for most of the metastases, at least for the clinically observed time

period. Our analysis shows that metastases can be initiated before the primary tumor is

detectable and implies that surgeries accelerate metastasis growth.

Keywords: lung metastases, mathematical growth models, primary tumor resection, exponential growth, logistic

growth, liver metastasectomy, colorectal cancer, clinical metastasis growth data

INTRODUCTION

Colorectal cancer (CRC) is one of the most common causes of cancer-related deaths worldwide,
and the primary cause for CRC patient death is the development of metastatic disease (Van Cutsem
et al., 2014; Vatandoust et al., 2015). Statistical data are available on patterns of colorectal metastasis
sites (Riihimäki et al., 2016; Stewart et al., 2018), but the dynamics of metastasis formation and
growth are not well-established. It is assumed that a significant part of metastases is seeded
at a very early stage, before primary tumor detection (Fisher et al., 1977; Fisher, 1980; Siegel
et al., 2017). Surgery is now the main curative treatment in both local and metastatic diseases
(Stein and Schlag, 2007).
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The most common site of CRC metastases is the liver, and
the next is the lungs. Liver resection is now the standard of care
for patients with resectable hepatic metastases (Stewart et al.,
2018). However, there is evidence that stress response aroused
by surgery may accelerate metastasis growth (Behrenbruch
et al., 2018; Zheng et al., 2018). The extrahepatic disease is
considered a risk factor in terms of survival after hepatic
metastasectomy (Stewart et al., 2018). Specifically, the presence
of limited preoperative small pulmonary nodules in the lungs was
claimed to be associated with shorter progression-free survival
(PFS) after hepatic metastasectomy (Maithel et al., 2010). Data
on the effects of such a surgery on the growth of remaining
metastases is not available and cannot be deduced retrospectively.
Mathematical models, providing reliable representation of the
metastasis growth patterns, may shed light on the metastatic
growth process, and help in optimizing treatments for the
prevention of metastasis growth.

Mathematical growth models are used as simplified
approximations to dynamics of the actual biological process.
Such models were extensively studied for primary tumors
(Brú et al., 2003; Kozusko and Bajzer, 2003), but much less
for metastasis growth dynamics. When modeled, exponential
growth is often assumed, at least for the first period of
growth (Haeno et al., 2012; Benzekry et al., 2014; Hanin and
Bunimovich-Mendrazitsky, 2014; Hanin et al., 2016), although
logistic or Gompertzian models—which have the feature of
upper limitation on growth—are biologically more plausible.
Comparison of different growth laws had been done by modeling
in vivo data of metastatic cancer in several works, starting with
Iwata’s model (Iwata et al., 2000). When this model was applied
on hepatocellular carcinoma patient data, the Gompertzian
growth showed the best fit for the dynamics and size distribution
of multiple liver metastases. Other works that followed are
mostly based on animal models, for which data of untreated
metastases is easier to obtain than for humans. See Hartung et al.
(2014), Baratchart et al. (2015), Benzekry et al. (2016), and lately,
Vaghi et al. (2020), who suggested that the Gompertzian growth
model is the most appropriate model to be used for predictions
of the metastatic growth process.

However, such predictions are hard to prove in humans,
since clinical data on untreated metastasis growth is rare. Added
to the diversity between different patients and metastases, it
increases the difficulty in finding reliable growth patterns to be
used as predictors. Specifically, for pulmonary metastases, the
available clinical data implies that in most cases, exponential
growth is a good enough approximation for the time period of
observation (Collins et al., 1956; Sabra et al., 2017). Yet, different
types of pulmonary metastases may vary in their growth pattern,
in the natural history of the disease, and also in the possible
different effects of surgery on the growth of the remaining
metastases. Hence, the analysis of longitudinal clinical data of
specific metastases dynamics is essential in order to characterize
metastasis growth and pave the way to individualized prognosis
and therapy.

Lately, we have published an analysis of data from a rare test
case of a metastatic CRC patient, with untreated growth of 10
lung metastases repeatedly measured over 3 years (Hochman

et al., 2019). We have shown that exponential growth can be
approximated to all metastases and that metastases were initiated
at least 8–11 years before the primary disease detection. Here, we
present another unique test case of a colon cancer patient with
measured growth of untreated lung metastases. These metastases
were first detected 2.6 years after primary tumor resection,
and 1.7 years after a liver metastasis was resected in a second
operation. This case is different from the former (Hochman et al.,
2019) in the location of the primary tumor—sigmoid colon in
this case, and rectal in the former case, and also in the fact
that here there were two metastatic locations (liver and lungs),
and two operations were conducted. These distinctions imply a
different type of lung metastases, with a possibly different route
of metastatic spread, which may induce a different course of
the natural history of metastases. We analyze the current case
in the same way as in the former case, examining the validity
of exponential, logistic, and Gompertzian approximations, and
estimate the natural history (i.e., time of onset) of metastases. We
address the question of whether former conclusions are also valid
for this case.

In addition, the primary tumor, in this case, was detected and
removed relatively early, at the size of 0.68 cm3, when the liver
and lung metastases were still undetectable. This is compared to
the former case, where at the time of disease detection there was
a 6-cm3 tumor in the rectum, a colonic polyp, and at least eight
lung metastases were already detectable. Here, we re-examine the
prediction of early metastasis onset time, not only for metastases
observed at first detection of the primary (as in Hochman et al.,
2019) but also for metastases that were occult at the time of
disease detection and observed only 2 years afterward. In this
case of late-detected metastases, we also faced a more difficult
task as we wanted to study the effects of the two surgeries on
metastasis growth.

METHODS

Data
A 59-year-old patient was diagnosed with sigmoid colon
cancer and underwent resection, revealing stage T2N1M0. The
measured volume of the primary tumor at surgery was 0.68
cm3. Adjuvant chemotherapy was given (5FU for 6 months
and oxaliplatin, which was stopped after one cycle because
of allergic reaction). One year after primary tumor removal,
a metastasis was discovered in the liver and was resected.
CT scans at the time of the first diagnosis and at the time
of liver metastasectomy did not detect any metastases in the
lungs. After liver metastasectomy (1.7 years), chest CT showed
four metastases. Three additional scans were conducted in the
following 2 years. The measured volumes of metastases at
these time points are reported in Supplementary Table 1 and
visualized in Figure 1. Metastases were peripheral, with no large
vessels observed near them, which negates vascularization effects
onmetastasis growth rate. During this period, systemic treatment
(chemotherapy, targeted treatment) was not administered due to
patient preference.
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FIGURE 1 | Clinical data measurements (circles) for each of the observed metastases, compared with exponential (smooth red line), logistic (dashed black line), and

Gompertzian (dashed-dotted blue line) growth laws fitted to the data. Metastases volumes are presented on a logarithmic scale. Model parameters for each of the

metastases were fitted to its observed volumes (see Supplementary Table 1). Error bars for each of the clinical data measurements represent errors in volume,

where the measurement error is ±2mm in each dimension of the lesion. Vertical lines at t = 0 (smooth) and t = 333 (dashed) mark the days of primary colon tumor

resection and liver metastasis resection, respectively. The horizontal line at 0.014 cm3 marks the detection limit of the CT scan.

Modeling
Based on the measurement data obtained, we wanted to fit a
growth model (exponential, logistic, or Gompertzian) for each of
the metastases and assess growth rate parameter values using the
same methods described in Hochman et al. (2019).

Exponential growth was modeled by:

9 (t) = N
exp
0 eλt , (1)

where 9 (t) is the metastasis volume at time t, counted from the
day of primary tumor resection, N

exp
0 is the size of metastasis at

t = 0, and λ is the growth rate parameter.

Logistic growth was modeled by:

2(t) =
K logistic

1+

(

K logistic

N
logistic
0

− 1

)

e− rt

, (2)

where 2(t) is metastasis volume at time t, N
logistic
0 is the size

of metastasis at t=0, K logistic is the upper limit of tumor size
(carrying capacity), and r is a rate parameter.

Gompertzian growth was modeled by:

8(t) = Kgompe
ln

(

N
gomp
0

Kgomp

)

e−βt

, (3)
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where 8(t) is metastasis volume at time t, N
gomp
0 is the size of

metastasis at t=0, Kgomp is the limiting tumor size, and β is a
rate parameter.

Tumor doubling time (TDT) can be calculated, in the case
of exponential growth, from the growth rate parameter (λ in
Equation 1), using the equation:

TDT = ln (2) /λ. (4)

In case of logistic growth, when 2(t) ≪ K logistic, an
approximation of Equation 2 gives TDT the same as in
Equation 4, with r instead of λ.

The direct fit of the data was carried out for each of the
metastases separately, to optimize the parameter values by
numerical minimization of the sum of squared errors (SSE) for
model predictions compared to the log-volume of measured
tumor sizes:

SSE =
∑

n
i=1

(

ln
(

f
(

ti, p
))

− ln (Yi)
)2
, (5)

where n is the total number of available measurements, Yi is the
observedmetastasis volume at time ti, and f

(

ti, p
)

is the predicted
metastasis volume at the same time, as calculated by each of the
model equations (Equations 1–3), depending on the estimated
parameters vector p, which includes the two or three parameters
of the relevant model equation.

The search was limited to biologically feasible parameter

values: N
exp
0 ≥0, λ≥0 In Equation 1, N

logistic
0 ≥0, r≥0, K logistic

≥1 cell volume in Equation 2, and N
gomp
0 ≥0, β ≥0, Kgomp ≥

10−9cm3 in Equation 3. Note, that for all three models, values
of 0 < N0 < 10−9 cm3 = 1 cell volume mean that the time
of inception of metastasis (defined as time of appearance of the
first malignant cell) is after the time of tumor resection, defined
at t = 0.

We also assume a minimal biologically plausible value for
metastasis doubling time. According to the reported statistical
data, the range of TDT values starts from 28.2 days (Tomimaru
et al., 2018) or even 22 days (Chojniak and Younes, 2003), as
measured in groups of 65 and 21 patients with CRC pulmonary
metastases, respectively. Therefore, we limited the selection of
parameter values to obtain a minimum TDT value of 25 days,
from the time of the onset of metastasis until the time when the
threshold volume for detection by CT scan was reached. This
threshold is approximated as 0.014 cm3, which is the volume of a
spherical lesion with a 3-mm diameter (Bankier et al., 2017). The
procedure was performed using the Matlab functions lsqnonlin,
nlinfit, and fmincon.

Subsequently, the fitted models were used to estimate the
time of onset of metastasis. For this purpose, the fitted curve
with estimated parameters for each metastasis k was extrapolated
backward to determine the time of onset of metastasis (Tk),
defined as the time of appearance of the first malignant cell. In
the same way, we assessed the earliest possible detection time
(Dk), defined as the time of metastasis size reaching the threshold
enabling detection by CT scan, defined above as 0.014 cm3.

Error Estimation
The maximal experimental error in measuring the metastatic
volumes was ±2mm in each dimension of the lesion, which
is assumed to be spherical. For each reported data point,
we calculated the measured diameter of a sphere, and the
measurement error in volume (reflected in the error bars in
Figure 1) was estimated according to this measured diameter
±2 mm.

To assess the reliability of the fitted models within the
measurement errors, a sensitivity analysis was conducted, by
simulating 1,000 random samples of artificial data, uniformly
distributed within these error bars. For each of these samples,
we have performed the model fit and obtained parameter values.
Then, we have analyzed the distribution of the resulting fitted
parameter values and of the estimated times for metastasis
formation (Tk) and metastasis earliest detection time (Dk), which
are directly defined by the fitted parameters. The mean, median,
relative standard error, and interdecile range (i.e., difference
between the first and the ninth deciles, 10 and 90%) of the fitted
parameter values were calculated.

RESULTS

Fitting and Comparing Growth Models
We have fitted each of the growth models examined to each
of the four metastases. Values for the parameters of each of
the three models were fitted to the dataset of all three or four
available measurements in time. The parameters’ optimal values
are presented in Table 1. Fitted curves are presented, along with
clinical measurements in Figure 1. The SSE score of the goodness
of fit is also detailed in Table 1.

Metastases #1–3 were constantly growing over the entire
time period examined. In general, the exponential growth model
provided a good fit for these metastases (see Figure 1). Logistic
and Gompertzian models were, in most cases, redundant; they
converge with extremely high values of the parameter K (see
Table 1), i.e., they essentially degenerate into an exponential
model. For metastasis #1, the logistic model showed a slightly
better fit than the exponential model (with lower SSE value,
Table 1). However, since the exponential model is simpler, i.e.,
with one less parameter, and since the difference between the two
models’ predictions in the time period of interest (to the date of
the last measure) was small, we considered also this metastasis
as exponentially growing. Furthermore, sensitivity analysis has
shown that logistic model parameter values are more sensitive to
changes in themeasured sizes within themeasurement errors (see
Supplementary Table 3, rows 5–9 compared to rows 1–4 and
Supplementary Figures 1–11). Therefore, the exponential model
is more reliable in this case.

For metastasis #4, the last measure showed growth had
stopped; hence, the exponential model demonstrated poor
accuracy. Gompertzian model is not reliable in this case, as its
parameters optimal values are very sensitive to changes in data
(see sensitivity analysis results, Supplementary Table 3, last five
rows, and Supplementary Figures 12–17). The logistic model
yielded the best fit to actual growth measurements (SSE value,
Table 1). Note that the data shows a slight decrease in volume;
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TABLE 1 | Values of estimated optimal parameters for each of the analyzed metastases, of the three fitted models, along with the value of SSE (Equation 5).

Exponential Logistic Gompertz

Nexp
0

[

cm3
]

λ
[

years−1
]

SSE N
logistic
0

[

cm3
]

Klogistic
[

cm3
]

r
[

years−1
]

SSE N
gomp
0

[

cm3
]

Kgomp
[

cm3
]

β
[

years−1
]

SSE

met #1 6.35E−05 2.87 0.26 2.86E−05 39.23 3.15 0.22 5.91E−05 2.84E+296 4.21E−03 0.26

met #2 3.42E−05 2.58 0.36 3.42E−05 7.10E+06 2.58 0.36 3.24E−05 6.11E+307 3.63E−03 0.36

met #3 2.03E−05 2.67 0.49 2.03E−05 2.35E+07 2.67 0.49 1.92E−05 6.30E+307 3.76E−03 0.50

met #4 0.0106 1.17 0.36 1.29E−04 1.52 2.80 0.09 9.23E−12 2.81 0.87 0.14

In case of small or no difference between the Gompertzian or Logistic model and the exponential one, we chose the exponential model, which is simpler and more reliable. Note, that for

metastasis #3, there were only three data points available; hence, models with three parameters (i.e., Gompertzian and logistic) should reproduce three data points exactly. However,

since we have limited the numerical search to feasible values (see section Materials and Methods), the fit of Gompertzian and logistic models converged to exponential growth.

Colored lines represent the chosen models, for which the sum of squared error (SSE) value was smallest.

however, this decrease is within the measurement error range.
Therefore, the fitted logistic model shows that the metastasis’
volume has reached its capacity, and the fitted value of Klogistic

(Table 1) is close to the last two measured values (and within the
measurement error range, as shown in Figure 1).

In conclusion, for metastases #1–3, the exponential growth
model is the preferable one, while for metastasis #4, the logistic
model showed the best fit.

Metastasis Growth Rate
For the exponentially growing metastases (#1–3), the values of
the exponent of the growth rate λ are all in the same order
of magnitude, averaged 2.71 years−1, with a standard deviation
of 0.15 year−1. This value corresponds to a tumor doubling
time of 93 days (Equation 4). For metastasis #4, TDT can
be approximated for the first period, when growth is close to
exponential. In this case, the logistic growth rate is represented
by the parameter r in Equation 2. Its fitted value was 2.80
years−1, corresponding to TDT = 90 days, which is close to the
exponential growth rate of metastases #1–3.

Assessing Metastasis Natural History
If we assume each metastasis has followed the same growth law
since its inception, then the metastasis onset time (i.e., time
of emergence of the first malignant clonogenic cell), Tk, can
be estimated for each metastasis #k. Backward extrapolation of
the fitted growth curves can be used to find the time when
metastasis volume is one cell, according to themodel. The earliest
possible detection time (i.e., time of metastasis size reaching
to the threshold enabling detection by CT scan), Dk, can be
evaluated in the same way, extrapolating to the time when tumor
size according to the model is 0.014 cm3. This extrapolation,
according to the best-fitted growth curve—logistic for metastasis
#4 and exponential for the others—is presented in Figure 2.
Calculated values for Tk and Dk for every metastasis, by each of
the three fitted models, are presented in Supplementary Table 2.
The results show that all metastases were formed around 4 years
before the primary tumor was detected. Yet, the earliest possible
time when a metastasis could be detected was only after the
second (liver metastasis) resection, marked as D1-D4 in Figure 2.

Note that the calculated values for T4 and D4 based on the
logistic model are more sensitive to the measurement error than

those based on exponential fit (see Supplementary Table 3, rows
6–7 from the end). Hence, the latter conclusion should not be
taken as certain for metastasis #4.

DISCUSSION

Understanding metastasis dynamics and growth is essential for
improving cancer therapy, especially toward individualization of
treatment. Retrospective statistical data can recognize patterns of
metastasis growth in different subgroups of patients but cannot
decipher the reasons for the difference between subgroups.
Analysis of specific cases, particularly utilizing clinical dynamical
data of metastasis growth, is necessary to gain a deeper
understanding of the metastatic process, and eventually provide
reliable individual prognosis and treatment plans. In this work,
we used unique data of a metastatic CRC patient to explore the
dynamics of untreated lungmetastasis growth.We concluded the
natural history of the disease and how it is affected by factors like
surgical intervention.

In the test case examined here, three lung metastases
(metastases #1–3) constantly grew, and for them, exponential
growth was found to be a good approximation. The estimated
exponential growth rates of all metastases were quite similar,
implying that variability between metastasis growth rates can
be neglected. This result agrees with the former analyzed case
(Hochman et al., 2019). For the fourth metastasis, it seems that
growth has stopped during the time period in which measures
were taken (Figure 1), showing that the metastasis growth ability
has reached a certain limit. This blockage of the increase was
observed in parallel with cavitation formation in the lesion, as
observed on the CT scans (Figure 3). In this case, the cavity
volume is included in the reportedmeasured volume. However, it
forms a negligible portion of the lesion volume; hence, the halt in
growth is not a direct effect of the cavitation. Yet, cavitary lesions
may behave differently, as they are composed of heterogeneous
tissue. Here, any unknown process that causes the observed
deceleration of growth is implicitly modeled as a logistic decay
of the metastasis growth rate.

In general, results imply that the metastatic growth is
logistically bounded, although in most cases, exponential
growth can be approximated for the time period of
measures. This is in line with the exponential growth
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FIGURE 2 | Estimated times of onset of metastases, defined as the time of appearance of the first malignant cell (filled triangles, marked Tk for each metastasis #k),

and estimated times of metastases’ earliest possible detection time, defined as the time of metastasis size reaching the threshold enabling detection by CT scan (filled

circles, Dk ). Tk and Dk values were extrapolated from the fitted models, exponential (smooth lines, for metastases #1–3) or logistic (dashed-dotted, for metastasis #4).

Vertical lines represent the dates of primary tumor resection (WR), liver metastasis resection (WL), and first measure of lung metastases (W1). The horizontal line at

0.014 cm3 represents the detection limit of the CT scan.

FIGURE 3 | CT images of the lungs taken at different times, marked W1 to W4, at which metastasis volumes were measured (see Figure 1 and

Supplementary Table 1). Metastasis #4 is marked by yellow arrows. A pore in the center of the lesion can be seen at times W2 and W3.

pattern that had been observed for pulmonary metastases
from CRC (Collins et al., 1956) and thyroid cancer
(Sabra et al., 2017).

Metastasis average growth rate, which is 2.71 years−1 for
the exponentially growing metastases here, corresponding to
TDT of 93 days, seems higher than the previously reported
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rate of 1.48 years−1 in Hochman et al. (2019) (TDT of 171
days). Heterogeneity of tumor aggressiveness is common among
different patients. However, here we can surmise that the
reason for this difference is related to the effect of the hepatic
metastasectomy. In this case the patient underwent two surgeries,
first to remove the primary tumor and later to remove the liver
metastasis, in contrast to the formerly published case in which
only one operation (for primary tumor resection) was conducted.

There is evidence that tumor resection has implications that
accelerate the metastasis growth, both because of the stress
response caused by surgery (Maida et al., 2009; Tohme et al.,
2017; Behrenbruch et al., 2018; Zheng et al., 2018) and due to
the removal of the inhibiting effect that the resected tumor had
induced on metastases (Retsky et al., 2010; Benzekry et al., 2017;
Hanin and Rose, 2018). From our data, we cannot determine
what was the metastasis growth rate before the surgeries.
However, we hypothesize that in the secondary (lung) metastases,
during their growth, the patient undergoes two surgeries, growth
rate increases even more than after a single surgery. Besides,
the primary tumor was in the sigmoid colon; therefore, it is
likely that metastatic spread was via the portal circulation to the
liver, and not directly to the lungs (Riihimäki et al., 2016). We
can hypothesize that metastases that have developed in a later
stage, as a “metastasis of metastasis,” might represent a more
aggressive phenotype.

The aggressiveness of metastases can be caused by other
unknown variables. Hence, a general conclusion from a
comparison between cases is limited. With that being said,
this case can be compared to statistical data available in the
literature for the TDT of CRC pulmonary metastases. Reported
mean values of TDT range between 109 (Spratt and Spratt,
1964) and 129 days (Tomimaru et al., 2018). In our case, the
growth is faster than this reported range. It is close to the
TDT range reported for liver metastases, which are known as
more aggressive (Nomura et al., 1998). In summary, the notable
aggressiveness of metastases in this case, after two surgeries,
supports the assumption that each event of surgery leads to faster
of metastases.

The natural history of the metastases is evaluated to estimate
prognosis and develop an optimal individualized treatment plan.
In this case, metastasis formation time (T) and the earliest
possible detection time (D) were restored frommodels of growth
in a later period. Note that T can be related to as a parameter of
the model, and it can be negative or positive (i.e., before or after
primary tumor detection time).

Backward extrapolation of the growth models fitted to
data of a later period (after the surgeries) suggests that at
least three of the four metastases were seeded about 4 years
before, yet could not have been discovered until 1.7 years
after primary tumor resection, at the earliest (Figure 2). This
extrapolated result is true if the growth rate remains the
same from the time of metastasis inception. However, this
is quite unlikely, as the implications of the two resections,
which were discussed above, may cause acceleration of the
metastasis growth. If we consider our model to be correct
only for the time after the second surgery and assume that

growth was slower before this surgery, T would be even earlier
(although D would not be affected). Therefore, the T values
extrapolated here represent the latest possible estimated time of
metastasis formation.

Formerly published works (Benzekry et al., 2014; Bilous
et al., 2019; Vaghi et al., 2020) suggest that the Gompertzian
model describes best the metastatic growth, and that considering
Gompertzian growth instead of exponential may change
extrapolation results, as the curves differ greatly at early times.
However, in our case, the Gompertzian models for metastases
#1–3 degenerate into exponent, which means that our data is
given in an early period of time in the metastatic process when
metastasis sizes had not reached their capacity. The Gompertzian
model in this period coincides with the exponential curve;
therefore, it would make no difference in the predicted value
of T (see Supplementary Table 2). Hence, we can conclude that
metastases were seeded about 4 years before disease detection
and stayed occult until 2 years after it. This result agrees with
the empirically supported notion that many metastases are
seeded before the primary tumor is even detectable (Hanahan
and Weinberg, 2011; Siegel et al., 2017). Lately, analysis of
genomic exome-sequencing data has shown that liver and brain
metastases in CRC are probably seeded at early stages of
disease (Hu et al., 2019).

This work is based on the data of a single patient. Different
growth patterns might apply to other cases with different primary
tumors and metastatic sites because inter-patient variability is
high. Since such clinical data of untreated metastasis growth
is not common, robust conclusions on the metastatic growth
pattern are difficult to achieve. An example of a way to deal
with this challenge is a population model approach, which was
used lately by Benzekry et al. to analyze clinical data from
brain metastases in NSCLC (Bilous et al., 2019). Their model,
comprising of metastasis dissemination and size distribution as a
function of primary tumor size, suggests the Gompertzian growth
law as most suitable to the data. Like in our case, it is shown that
metastases have already been disseminated, but were still occult
at the time of disease detection. Unlike in our case, the choice of
Gompertzian model makes a significant difference in predicting
metastasis onset time, because it differs from exponential curve
at early times. This result may suggest that Gompertzian growth
is more appropriate to use for prediction of metastasis natural
history. Yet, it was achieved for a different type of cancer, and it
is still necessary to analyze the clinical data of CRC pulmonary
metastases, and more specifically, the data of different subtypes
of CRC lung metastases, in order to understand the metastatic
process in the relevant type of disease.

In order to reveal how personal characteristics affect
metastasis growth pattern, different cases should be studied, thus
the unique data of the test case published here are valuable. These
data may be used for further analyses with different modeling
methods. We intend to do this with a model that includes
metastatic dissemination as a function of primary tumor size in a
future publication.

In summary, from the unique clinical data of metastasis
growth dynamics, we conclude that:
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• Untreated lung metastasis growth is logistic, but in most cases,
exponential law is a legitimate approximation, as metastases
do not verge on the limitation on lesion growth.

• Metastases can be initiated before the primary tumor is
detectable (in this case, at least 4–5 years before the primary
tumor was detected).

• Surgical removal of the primary tumor or metastasectomy
might lead to faster-growing metastases. This is
implied by notably short TDT in this case after
two surgeries.
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Background: Lung adenocarcinoma (LUAD) is one of the main types of lung cancer. 
Because of its low early diagnosis rate, poor late prognosis, and high mortality, it is of 
great significance to find biomarkers for diagnosis and prognosis.

Methods: Five hundred and twelve LUADs from The Cancer Genome Atlas were used 
for differential expression analysis and short time-series expression miner (STEM) analysis 
to identify the LUAD-development characteristic genes. Survival analysis was used to 
identify the LUAD-unfavorable genes and LUAD-favorable genes. Gene set variation 
analysis (GSVA) was used to score individual samples against the two gene sets. Receiver 
operating characteristic (ROC) curve analysis and univariate and multivariate Cox regression 
analysis were used to explore the diagnostic and prognostic ability of the two GSVA score 
systems. Two independent data sets from Gene Expression Omnibus (GEO) were used 
for verifying the results. Functional enrichment analysis was used to explore the potential 
biological functions of LUAD-unfavorable genes.

Results: With the development of LUAD, 185 differentially expressed genes (DEGs) were 
gradually upregulated, of which 84 genes were associated with LUAD survival and named 
as LUAD-unfavorable gene set. While 237 DEGs were gradually downregulated, of which 
39 genes were associated with LUAD survival and named as LUAD-favorable gene set. 
ROC curve analysis and univariate/multivariate Cox proportional hazards analyses indicated 
both of LUAD-unfavorable GSVA score and LUAD-favorable GSVA score were a biomarker 
of LUAD. Moreover, both of these two GSVA score systems were an independent factor 
for LUAD prognosis. The LUAD-unfavorable genes were significantly involved in p53 
signaling pathway, Oocyte meiosis, and Cell cycle.

Conclusion: We  identified and validated two LUAD-development characteristic gene 
sets that not only have diagnostic value but also prognostic value. It may provide new 
insight for further research on LUAD.

Keywords: lung adenocarcinoma, prognostic stratification system, The Cancer Genome Atlas, gene set variation 
analysis score, predicting prognosis
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INTRODUCTION

Lung cancer is the most common cancer (11.6% of the total 
cases) among men and women in the world, which is also 
the main cause of cancer death (18.4% of the total cancer 
deaths; Bray et al., 2018). Non-small cell lung cancer (NSCLC) 
accounts for 85% of all lung cancer cases (Govindan et  al., 
2006), and lung adenocarcinoma (LUAD) is one of the main 
subtypes of NSCLC. Smoking is currently considered to be  the 
main cause of lung cancer. However, LUAD is more likely to 
occur in women who do not smoke, and the age of patients 
tends to become younger (Hecht, 1999; Donner et  al., 2018). 
Early, LUAD can be  treated by surgery; however, most patients 
with LUAD are often diagnosed with advanced cancer (Ding 
et  al., 2008). Although target therapy is effective for selected 
advanced LUAD, the overall survival of patients is poor due 
to the emergence of drug resistance. Therefore, it has become 
one of the hot spots in clinical research to find the diagnosis 
and prognosis indexes of LUAD.

In recent years, high-throughput sequencing technology 
and gene database have been widely used in the study of 
cancer diagnosis and prognosis (Feng et  al., 2016; Dama 
et  al., 2017; Zhao et  al., 2018a; He et  al., 2019). For example, 
EGFR, KRAS, BRAF, and ERBB 2 have been shown to 
be  associated with treatment efficacy and prognosis (Naoki 
et  al., 2002; Mendelsohn and Baselga, 2003; Guan et  al., 
2013). Moreover, DGCR 5 has been found to be  a prognostic 
indicator and therapeutic target for the diagnosis and treatment 
of LUAD (Dong et al., 2018). Overexpression of Rcc 2 induces 
epithelial-mesenchymal metastasis in LUAD, enhances cell 
mobility, and promotes tumor metastasis (Pang et  al., 2017). 
Overexpression of KIF20A confers malignant phenotype of 
LUAD by promoting cell proliferation and inhibiting apoptosis 
(Zhao et  al., 2018b). However, most studies do not take the 
simultaneous changes of multiple genes into account. Moreover, 
there are few studies on the LUAD-development characteristic 
gene sets.

In present study, we  identified two LUAD-development 
characteristic gene sets named as LUAD-unfavorable gene set 
and LUAD-favorable gene set. Gene set variation analysis 
(GSVA) was used to score individual samples against the 
two gene sets. Survival analysis and receiver operating 
characteristic (ROC) curve analysis were used to identify the 
diagnostic and prognostic capabilities of two gene sets GSVA 
score, respectively. Both of LUAD-unfavorable GSVA score 
and LUAD-favorable GSVA score were reliable biomarkers 
for diagnosing LUAD and independent biomarkers for 
predicting prognosis.

MATERIALS AND METHODS

The Cancer Genome Atlas (TCGA; Tomczak et  al., 2015)1 and 
Gene Expression Omnibus (GEO; Barrett et  al., 2013)2 are the 

1�https://www.cancer.gov/
2�https://www.ncbi.nlm.nih.gov/geo/

international genetic databases, which are publicly accessible 
and freely available to researchers. In our study, a total of 
512 LUAD samples and 57 healthy lung tissue samples were 
downloaded from TCGA, including 281 stage I  LUADs, 121 
stage II LUADs, 84 stage III LUADs, and 26 stage IV LUADs. 
In addition, GSE10072 based on GPL96 platform was downloaded 
from GEO, including 58 LUAD samples and 49 healthy lung 
tissue samples. GSE31210 based on GPL570 platform was 
downloaded from GEO, including 226 LUAD samples and 20 
healthy lung tissue samples. The two data sets were used to 
verify the prognostic value. The “normalizeBetweenArrays” 
function in the limma package (Ritchie et  al., 2015) was used 
to normalize the gene expression profiles. If a gene responds 
to multiple probes, the average value of these probes is considered 
to be  the expression value of the corresponding gene. The 
flow of this study is shown in Figure  1.

Differential Expression Analysis and Short 
Time-Series Expression Miner
In TCGA, the RNA sequencing expression profile of LUAD 
was displayed as read counts, which was subsequently 
normalized by voom function (Law et  al., 2014) in limma 
package. Differentially expressed genes (DEGs) in four stages 
of LUAD were identified using limma package, respectively. 
p  <  0.01 adjusted by the false discovery rate (FDR) and |log 
fold change(FC)|  >  1.5 were considered as significance. In 
the developing of LUAD, if a DEG was gradually upregulated 
(logFCstage I  vs. control  <  logFCstage II vs. 
control  <  logFCstage III vs. control  <  logFCstage IV  vs. 
control) or gradually downregulated (logFCstage I  vs. 
control  >  logFCstage II vs. control  >  logFCstage III vs. 
control > logFCstage IV vs. control), and then it was considered 
to be  LUAD-development characteristic gene. These genes 
were organized into different clusters based on expression 
patterns using short time-series expression miner (STEM; 
Ernst and Bar-Joseph, 2006).

Survival Analysis and LUAD-Development 
Characteristic Gene Set
We used the median expression value of each LUAD-development 
characteristic gene as the cutoff point to dichotomize patients 
into high-expression group and low-expression group. Moreover, 
Kaplan Meier survival analysis and log rank method were 
performed to explore whether the expression level of the LUAD-
development characteristic gene is related to the overall survival 
(OS) time. Survival analysis was performed using survival 
package3 in R, and p  <  0.01 was considered as significance. 
In our study, a LUAD-development characteristic gene which 
gradually upregulated with the development of LUAD and 
associated with poor prognosis of LUAD was considered to 
be  LUAD-unfavorable gene. On the contrary, a LUAD-
development characteristic gene which gradually downregulated 
with the development of LUAD and associated with good 
prognosis of LUAD was considered to be LUAD-favorable gene. 

3�https://CRAN.R-project.org/package=survival
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LUAD-unfavorable genes and LUAD-favorable genes constituted 
LUAD-unfavorable genes set and LUAD-favorable genes set, 
respectively.

Calculation of LUAD-Development 
Characteristic GSVA Score
Gene set variation analysis is a popular method of scoring 
individual samples for molecular characteristics or gene sets. 
GSVA package (Hanzelmann et  al., 2013) in R was used to 
calculate LUAD-unfavorable GSVA score and LUAD-favorable 
GSVA score for individual samples.

ROC Curve Analysis and Univariate/
Multivariate Cox Proportional Hazards 
Analyses
The pROC package (Robin et  al., 2011) was used to conduct 
ROC curve analysis of LUAD-unfavorable GSVA score and 
LUAD-unfavorable GSVA score to evaluate their ability to 
diagnose LUAD. Univariate/multivariate Cox proportional 
hazards analyses were used to compare the relative prognostic 
value of the two GSVA score systems with that of routine 
clinicopathological features.

Functional Enrichment Analysis
To further explore the biological function of LUAD-unfavorable 
genes, Gene Ontology (GO) and Kyoto Encyclopedia of Genes 
and Genomes (KEGG) pathway enrichment analysis were 
performed using the clusterProfiler package (Yu et  al., 2012) 
in R. p  <  0.05 was considered as significance.

Gene Mutation Analysis and Validation  
of Differential Expression of  
LUAD-Unfavorable Genes at Protein Level
In order to explore the potential mechanism about differential 
expression of LUAD-unfavorable genes, the TCGAbiolinks 
package (Mounir et  al., 2019) was used to download and scan 
the alteration statuses of LUAD-unfavorable genes. In addition, 
we  randomly selected 10 genes from LUAD-unfavorable gene 
set and scanned the Human Protein Atlas4 (Colwill et al., 2011) 
web tool to validate whether the LUAD-unfavorable genes are 
upregulated at protein level, compared with normal lung tissue.

RESULTS

Multiple Genes Were Defined as  
LUAD-Development Characteristic Genes
Compared to normal lung tissue samples, there were 3,082 
DEGs in stage I  LUADs, 3,437 DEGs in stage II LUADs, 3,518 
DEGs in stage III LUADs, and 3,510 DEGs stage IV LUADs 
(Figure  2A). It indicated that the gene expression patterns 
were various with the development of LUAD. A total of 2,658 
common DEGs was in stage I-IV LUADs (Figure  2B). Among 
of them, 185 DEGs were gradually upregulated and 237 DEGs 
were gradually downregulated with the development of LUAD, 
which maybe play a crucial role in the LUAD development. 
The result of STEM demonstrated that two gene clusters were 

4�https://v15.proteinatlas.org/

FIGURE 1  |  Flowchart of this study.
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significantly upregulated, while two gene clusters were 
significantly downregulated with the development of LUAD 
(Figure  2C).

LUAD-Development Characteristic Genes 
Were Associated With LUAD Prognosis
The result of survival analysis showed a total of 84  
LUAD-development characteristic genes that are gradually 
upregulated with the development of LUAD and associated 
with poor prognosis, while a total of 39 LUAD-development 
characteristic genes that are gradually downregulated with the 
development of LUAD and associated with good prognosis 
(Table  1). This means that not all LUAD-development 
characteristic genes are associated with the prognosis of LUAD. 
In the LUAD-unfavorable gene set, NEK2, CENPK, CDC25C, 
PLK4, LYPD3, FAM72D, NEIL3, GTSE1, CDK1, and KIF14 

were the ten genes with most significant association with poor 
prognosis (Figure  3A). While in the LUAD-favorable gene set, 
OR7E47P, MS4A2, RAB44, BMP5, ARHGEF6, JAML, TRPC2, 
HPGDS, HPSE2, and KLK11 were the ten genes with most 
significant association with good prognosis (Figure  3B).

LUAD-Unfavorable GSVA Score and  
LUAD-Favorable GSVA Score Are 
Biomarker of LUAD and LUAD Prognosis
As shown in Figure  4A, LUAD-favorable GSVA score was 
gradually downregulated with the development of LUAD, 
while LUAD-unfavorable GSVA score was gradually upregulated 
with the development of LUAD. Moreover, the result of ROC 
curve analysis indicated that both LUAD-unfavorable GSVA 
score and LUAD-favorable GSVA score are a biomarker of 
LUAD with AUC  =  0.982 and AUC  =  0.994, respectively 

A

B C

FIGURE 2  |  Differential expression gene analysis and short time-series expression miner (STEM) analysis. (A) Manhattan plot showed differentially expressed genes 
(DEGs) in different stage of lung adenocarcinoma (LUAD). Genes with significant differences are highlighted. (B) Common DEGs in LUAD stage I–IV. (C) STEM 
results. Line plots (left panels) and box plots (right panels) are used to show fold changes (log2 scale) and absolute expression levels (log2 scale), respectively. In 
each line plot, one representative gene is highlighted in red.
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(Figure  4B). Furthermore, the two GSVA score systems were 
also validated in GSE10072 (Figure  4C) and GSE31210 
(Figure  4D), respectively. According to median GSVA score, 

all LUAD patients in TCGA were separated into low-score 
group and high-score group. And both the two GSVA score 
systems were significantly associated with LUAD prognosis 
(Figure  4E). Patients with high LUAD-unfavorable GSVA 
score had worse prognosis, while patients with high LUAD-
favorable GSVA score had better prognosis. Univariate and 
multivariate Cox analysis showed that the two GSVA score 
systems were the independent factors for LUAD prognosis 
compared with clinicopathological features (Tables 2 and 3). 
Moreover, the two GSVA score systems were also significantly 
associated with LUAD prognosis in GSE31210 (Figure  4F).

The Differential Expression of  
LUAD-Unfavorable Gene May Not Result 
From Mutation
Only 52 (9.17%) of 567 samples had an alteration in one or 
several LUAD-unfavorable genes and most samples did not 
have genetical alteration (Figure 5A). Moreover, compared with 
normal lung tissue, ten genes (ASPM, BLM, CDC25C, CDK1, 
DEPDC1, KIF11, KIF14, LYPD3, NEK2, and PLK4) of LUAD-
unfavorable gene set were included in The Human Protein 
Atlas and were highly expressed in LUAD (Figure  5B).

TABLE 1  |  LUAD-unfavorable gene set and LUAD-favorable gene set.

Gene set Gene symbol

LUAD-
unfavorable 
gene set

ARHGAP11A, ASPM, BLM, C5orf34, CA9, CCNA2, CDC25C, 
CDC6, CDCA2, CDK1, CENPF, CENPK, CHAF1B, CLSPN, 
DDX11-AS1, DEPDC1, DNMT3B, DTL, E2F7, ECT2, EGLN3, 
ESCO2, EXO1, FAM111B, FAM57B, FAM72D, FAM83D, FANCI, 
FBXO43, GAL, GTSE1, HASPIN, HELLS, HMMR, KIF11, KIF14, 
KIFC1, KNL1, KNTC1, KREMEN2, KRT6A, KRT81, LINC01269, 
LOC101929128, LYPD3, MAD2L1, MELK, MIR924HG, MKI67, 
MYO19, NCAPG, NDC80, NEIL3, NEK2, NUF2, NUSAP1, OIP5, 
ORC1, ORC6, PAICS, PARPBP, PCLAF, PIMREG, PLK1, PLK4, 
POLQ, PRC1, PTPRN, RAD51, RRM2, SGO1, SLC2A1-AS1, 
SPAG5, SPOCK1, TEDC2, TESMIN, TGFBR3L

LUAD-
favorable 
gene set

TICRR, TROAP, TTK, TYMS, UBE2T, UCA1, ZWINT, ACKR1, 
ADAMTS8, ADGRF5, ARHGEF6, ATP13A4, BMP5, CASS4, 
CCDC69, CLEC3B, COL6A6, CTSG, FAM189A2, FBP1, FCER1A, 
FLI1, GCSAML, GIMAP4, GIMAP7, HPGDS, HPSE2, INMT, JAML, 
KLK11, LSAMP, LY86, MAL, MS4A2, OR7E47P, P2RY12, RAB44, 
RTN1, SCN2B, SIGLEC17P, SLCO4C1, SPN, TM6SF1, TRPC2, 
UNC45B, ZEB2

A

B

FIGURE 3  |  Survival analysis. (A) Survival curves of 10 genes most significantly correlated with LUAD in LUAD-unfavorable gene set. (B) Survival curves of 10 
genes most significantly correlated with LUAD in LUAD-favorable gene set.
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LUAD-Unfavorable Genes Involved in 
Multiple Cancer-Related Pathways
In order to explore the biological functions of LUAD-unfavorable 
genes, LUAD-unfavorable genes were performed functional 
enrichment analysis. The results showed that these genes are 
mainly related to nuclear division, organelle fission, mitotic 

nuclear division, nuclear chromosome segregation, and 
chromosome segregation (Figure  6A). Moreover, LUAD-
unfavorable genes were significantly involved in many pathways, 
such as Fanconi anemia pathway, p53 signaling pathway, Oocyte 
meiosis, Cell cycle, and Progesterone-mediated oocyte maturation 
(Figure  6B).

A B

C D

E F

FIGURE 4  |  Exploring the diagnostic and prognostic abilities of LUAD-unfavorable gene set and LUAD-favorable gene set. (A) The box plots of LUAD-unfavorable 
gene set gene set variation analysis (GSVA) score and LUAD-favorable gene set GSVA score. (B) Receiver operating characteristic (ROC) curves analysis of  
LUAD-unfavorable gene set GSVA score and LUAD-favorable gene set GSVA score. (C) ROC curves analysis of LUAD-unfavorable GSVA score and  
LUAD-favorable GSVA score in GSE10072. (D) ROC curves analysis of LUAD-unfavorable GSVA score and LUAD-favorable GSVA score in GSE31210.  
(E) Survival analysis of LUAD-unfavorable gene set GSVA score and LUAD-favorable gene set GSVA score in LUAD from The Cancer Genome Atlas (TCGA). 
(F) Survival analysis of LUAD-unfavorable GSVA score and LUAD-favorable GSVA score in GSE31210.

TABLE 2  |  Univariate and multivariate analyses of LUAD-unfavorable GSVA score.

Factor Univariate Cox analysis Multivariate Cox analysis

β p HR (95% CI) β p HR (95% CI)

Gender (female/male) 0.025 0.867 0.763–1.378
Age (>65 years/≦65 years) 0.178 0.243 0.886–1.610
T stage (T3–4/T1–2) 0.821 0.000 1.543–3.346 0.589 0.016 1.114–2.914
Lymph node stage (N2–3/N0–1) 0.818 0.000 1.582–3.243 0.121 0.757 0.523–2.437
Metastasis (M1/M0) 0.749 0.006 1.234–3.626 0.109 0.799 0.482–2.580
Pathological stage (III–IV/I–II) 0.967 0.000 1.924–3.592 0.509 0.211 0.749–3.695
LUAD-unfavorable GSVA score (high/low) 0.614 0.000 1.365–2.500 0.575 0.002 1.230–2.565
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DISCUSSION

In the world, lung cancer is the main cause of cancer-related 
death. Even with surgical treatment, the recurrence rate of 
lung cancer still is very high (Scott et  al., 2007). Therefore, 
it is of great significance to explore biomarkers which can 
accurately diagnose lung cancer and predict prognosis for the 
treatment and management of lung cancer. A large number 
of studies have shown that abnormal expression of genes in 
lung cancer (including LUAD) is closely related to prognosis, 
and can be  used as a potential biomarker of prognosis (Xu 
et  al., 2013; Cui et  al., 2015; Giatromanolaki et  al., 2015).

In the present study, we  found a number of genes were 
differentially expressed in LUAD different stages. This indicated 
gene expression patterns were various with the LUAD development. 

Compared to normal lung tissue, a gene may be  differentially 
expressed in early LUAD but not in advanced stage. We identified 
422 LUAD-development characteristic genes, including 185 genes 
gradually upregulated and 237 genes gradually downregulated 
with LUAD-development. The development of LUAD results 
from synergistic effects of multiple genes. Notably, not all LUAD-
development characteristic genes are associated with the prognosis 
of LUAD. LUAD-unfavorable gene set contained 84 gradually 
upregulated DEGs and LUAD-favorable gene set contained 39 
gradually downregulated DEGs. Unsurprisingly, previous studies 
have suggested that some of them are associated with LUAD 
development. NEK2 is overexpressed in a variety of malignant 
tumors and is closely related to tumor drug resistance, rapid 
recurrence, and poor prognosis (Zhou et  al., 2013; Fang and 
Zhang, 2016; Li et  al., 2017). KIF14 has also been found to 

TABLE 3  |  Univariate and multivariate analyses of LUAD-favorable GSVA score.

Factor Univariate Cox analysis Multivariate Cox analysis

β p HR (95% CI) β p HR (95% CI)

Gender (female/male) 0.025 0.867 0.763–1.378
Age (>65 years/≦65 years) 0.178 0.243 0.886–1.610
T stage (T3–4/T1–2) 0.821 0.000 1.543–3.346 0.557 0.028 1.062–2.869
Lymph node stage (N2–3/N0–1) 0.818 0.000 1.582–3.243 0.420 0.254 0.739–3.134
Metastasis (M1/M0) 0.749 0.006 1.234–3.626 0.263 0.518 0.586–2.886
Pathological stage (III–IV/I–II) 0.967 0.000 1.924–3.592 0.365 0.361 0.659–3.152
LUAD-favorable GSVA score (high/low) −0.489 0.001 0.454–0.828 −0.434 0.017 0.453–0.926

A

B

FIGURE 5  |  Genetical alteration analysis and immunohistochemistry analysis. (A) Genetical alteration analysis of LUAD-unfavorable genes. (B) Identification of 
LUAD-unfavorable gene at protein level. Lung cancer samples are on the left and normal lung tissue samples are on the right.
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be associated with poor prognosis in a variety of cancers (O’Hare 
et  al., 2016; Zhang et  al., 2017). While in the LUAD-favorable 
gene set, genes which were significantly associated with LUAD 
survival included OR7E47P, MS4A2, RAB44, BMP5, ARHGEF6, 
and KLK11. Among them, KLK11 was found to be a diagnostic 
and prognostic indicator of NSCLC (Xu et  al., 2014). These 
result confirmed the possibility that the LUAD-unfavorable gene 
set and LUAD-unfavorable gene set can be used as a prognostic 
model for LUAD.

All samples were calculated LUAD-unfavorable GSVA scores 
and LUAD-favorable GSVA scores. This is obviously different 
from the gene signatures in other previous studies (Li et  al., 
2014; Shi et  al., 2018; Liu et  al., 2019). In the previous studies, 
a gene often got a coefficient from a Cox regression analysis 
or other method in the training set. However, due to the 
limitations of the sample size and the heterogeneity of the 
tumor, we  may never know the true coefficient of a gene. 
Therefore, GSVA was used to score individual samples against 

gene sets (LUAD-unfavorable gene set and LUAD-favorable 
gene set) in our study. ROC curve analysis suggested that 
both LUAD-unfavorable GSVA score and LUAD-favorable GSVA 
score exhibited strong diagnostic capacity of LUAD and which 
was verified in other two independent data sets. Univariate 
and multivariate Cox regression analysis suggested that LUAD-
unfavorable GSVA score and LUAD-unfavorable gene set were 
independent prognostic factors for LUAD’s overall survival. 
This result was also verified in an independent data set.

Moreover, we  found that the mutation rate of most genes 
is very low, indicating that the differential expression of genes 
may not be  caused by mutation. Additionally, functional 
enrichment analysis indicates that LUAD-unfavorable genes are 
significantly involved in p53 signaling pathway, Cell cycle, and 
other pathways. It is suggested that LUAD-unfavorable genes 
may be  involved in the occurrence and development of LUAD 
through these pathways. However, further studies are needed 
to investigate and validate the functions of these genes.

A

B

FIGURE 6  |  Gene Ontology (GO) biological process (BP) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways enrichment analysis of  
LUAD-unfavorable genes. (A) Biological process of LUAD-unfavorable genes. (B) KEGG pathway analysis of LUAD-unfavorable genes.
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In the present study, although we  provided new insights 
into the LUAD prognostic stratification system, several limitations 
were notable. Firstly, the two gene sets may be  too large. Their 
application to the clinic still needs to wait for further decline 
in sequencing costs. Secondly, the synergy between the genes 
of these two gene sets to promote LUAD development still 
requires molecular experimental validation.

CONCLUSION

In conclusion, we  identified and validated two LUAD-
development characteristic gene sets that not only have diagnostic 
value but also prognostic value. It may provide new insight 
for further research on LUAD.
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Acute myeloid leukemia is an aggressive cancer of the blood forming system. The
malignant cell population is composed of multiple clones that evolve over time. Clonal
data reflect the mechanisms governing treatment response and relapse. Single cell
sequencing provides most direct insights into the clonal composition of the leukemic
cells, however it is still not routinely available in clinical practice. In this work we develop
a computational algorithm that allows identifying all clonal hierarchies that are compatible
with bulk variant allele frequencies measured in a patient sample. The clonal hierarchies
represent descendance relations between the different clones and reveal the order in
which mutations have been acquired. The proposed computational approach is tested
using single cell sequencing data that allow comparing the outcome of the algorithm with
the true structure of the clonal hierarchy. We investigate which problems occur during
reconstruction of clonal hierarchies from bulk sequencing data. Our results suggest that
in many cases only a small number of possible hierarchies fits the bulk data. This implies
that bulk sequencing data can be used to obtain insights in clonal evolution.

Keywords: computational algorithm, acute myeloid leukemia, clonal evolution, clonal hierarchy, clonal pedigree,
phylogenetic tree, bulk sequencing, stem cell

INTRODUCTION

Acute myeloid leukemia (AML) is an aggressive cancer of the blood forming system. It is
characterized by expansion of malignant cells and impairment of healthy blood cell formation
(Röllig et al., 2011; Döhner et al., 2017; Roloff and Griffiths, 2018). AML originates from a small
population of malignant stem-like cells, referred to as leukemic stem cells (LSC) or leukemia
initiating cells (LIC). A hallmark of AML is its poor prognosis and the high rate of relapse (Röllig
et al., 2011; Döhner et al., 2017; Roloff and Griffiths, 2018).

The main reason for the high risk of relapse is the clonal heterogeneity of the disease.
Sequencing studies reveal that the AML cell population is composed of multiple clones.
Contributions of the individual clones to the total malignant cell burden vary over time
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(Ding et al., 2012; Cancer Genome Atlas Research Network,
2013; Greif et al., 2018; Cocciardi et al., 2019; Ediriwickrema
et al., 2020). Due to the high number of different clones, the
probability is high that a subset of clones has a low sensitivity
to chemotherapy, survives treatment and initiates relapse (Ding
et al., 2012; Cancer Genome Atlas Research Network, 2013;
Stiehl et al., 2014; Greif et al., 2018; Cocciardi et al., 2019;
Ediriwickrema et al., 2020).

The clinical course of the disease shows a significant among-
patient variability which can only be partially predicted based
on currently existing risk-stratifications (Stiehl et al., 2014, 2015,
2020; Döhner et al., 2017; Wang et al., 2017; Roloff and Griffiths,
2018). To better understand the mechanism of relapse and to
identify patients at risk, a quantitative understanding of clonal
dynamics is required (Ding et al., 2012; Cancer Genome Atlas
Research Network, 2013; Stiehl et al., 2014; Greif et al., 2018;
Banck and Görlich, 2019; Cocciardi et al., 2019; Lorenzi et al.,
2019; Ediriwickrema et al., 2020).

Next-generation sequencing studies have revealed a high
number of genetic hits involved in AML pathogenesis. Genetic
variability among different patients is considerable and new
mutations are acquired during disease evolution (Ding et al.,
2012; Cancer Genome Atlas Research Network, 2013; Greif
et al., 2018; Cocciardi et al., 2019; Ediriwickrema et al., 2020).
Correlation of mutations with clinical outcome has resulted in
a genetics-based risk-stratification (Grimwade et al., 1998; Röllig
et al., 2011; Döhner et al., 2017). However, the effect of many
mutations on cell dynamics remains unclear (Bacher et al., 2008;
Ding et al., 2012).

Relating genetic data to patient prognosis and malignant
cell properties is challenging, since different genetic hits may
enhance or inhibit each other (Grimwade et al., 1998; Bacher
et al., 2008; Cancer Genome Atlas Research Network, 2013;
Stiehl et al., 2014; Greif et al., 2018; Roloff and Griffiths,
2018). Furthermore, potentially unknown or undetected hits may
impact the aberrations that are observed in clinical routine.
Mathematical and computational models are important to link
genetic data to functional cell properties such as proliferation
and self-renewal of leukemic stem cells, both of which are of
prognostic relevance (Stiehl et al., 2014, 2015, 2016, 2018, 2020;
Banck and Görlich, 2019; Lorenzi et al., 2019).

Such models allow to estimate which leukemic cell properties
correspond to the clinical course of an individual patient and
to link the estimates to mutation data (Stiehl et al., 2014,
2015, 2020). This provides insights into the impact of different
mutations and leads to new hypotheses about the underlying
biological mechanisms and genotype-phenotype correlation.

Leukemic stem cell dynamics are governed by two key
properties: proliferation rate and fraction of self-renewal. The
proliferation rate describes how often LSC divide per unit of
time. Upon division a LSC gives rise to two progeny which
can either be LSC or of a more differentiated progenitor type.
The fraction of self-renewal corresponds to the fraction of LSC
among the progeny (Lutz et al., 2013; Stiehl and Marciniak-
Czochra, 2017). Mathematical and computational models suggest
that stem cell properties at diagnosis differ from those at
relapse. Particularly, LSC at diagnosis are characterized by an

increased self-renewal fraction and a higher proliferation rate
compared to healthy cells. LSC at relapse are characterized by
a slow proliferation rate and a further increase of the self-
renewal fraction (Stiehl et al., 2014, 2016). Computer simulations
and model analysis indicate that increased self-renewal leads
to a competitive advantage of the respective clones and that
clones appearing later in the course of the disease have a
higher self-renewal compared to clones emerging earlier (Stiehl
et al., 2014, 2016; Busse et al., 2016; Banck and Görlich, 2019;
Lorenzi et al., 2019).

Single cell sequencing technology allows to detect mutations
that are present in a single cell. Sequencing of a sufficiently
large number of single cells allows to reconstruct the order of
mutation acquisition and to visualize it as a so-called clonal
hierarchy, clonal pedigree or phylogenetic tree (Kuipers et al.,
2017; Ediriwickrema et al., 2020). Computational models have led
to the hypothesis that the position of a clone in the phylogenetic
tree correlates with its fraction of self-renewal (Stiehl et al.,
2016). Therefore, phylogenetic trees may contain important
information about cell properties that could be used to decipher
the impact of mutations on the malignant cell kinetics.

In contrast to the single cell sequencing approach, bulk
sequencing analyses a mixture of DNA of multiple cells, to which
each cell contributes its specific (either mutated or non-mutated)
alleles. Since in most cases each cell carries two versions of
each allele, the bulk sample from n cells is a mixture of 2n
allele versions. The so-called variant allele frequency (VAF) is
the percentage of allele versions that is mutated. Bulk sequencing
quantifies the frequency of a mutated allele in a cell population
however does not determine how the detected mutations are
distributed among the different clones (Roth et al., 2014; Kuipers
et al., 2017; Brierley and Mead, 2020).

Single cell sequencing is a relatively new and costly technology
that so far is not used in clinical routine (Brierley and Mead,
2020). To deduce clinically relevant knowledge from genetic data
large patient groups have to be studied due to the high inter-
individual heterogeneity of the detected mutations and their
unknown interaction. For this reason, it is a relevant question
whether clonal hierarchies can be deduced from bulk sequencing
data which are routinely obtained after initial diagnosis of AML
(Roth et al., 2014; Brierley and Mead, 2020), although most of the
diagnostic sequencing is targeted on limited panels of “typical”
driver mutations.

In this work we propose an algorithm that systematically
constructs all phylogenetic trees that are in agreement with bulk
sequencing data of an individual patient. This algorithm provides
a tool to better understand the ambiguity of such reconstructions
and their sensitivity to measurement errors.

To test our approach, we choose a recently published set of
single cell sequencing data as a gold standard (ground truth)
(Ediriwickrema et al., 2020). Based on the single cell sequencing
data we calculate the variant allele frequency of the different
mutations in a bulk sequencing sample and test whether the
“real” clonal pedigree, i.e., the pedigree deduced from single cell
sequencing data, can be reconstructed from it. We investigate
how the correctness and uniqueness of the reconstruction depend
on sampling and measurement errors.
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Different approaches have been developed to track the order of
mutations in AML. They include population based cross sectional
studies (Delhommeau et al., 2009; Abdel-Wahab et al., 2010;
Papaemmanuil et al., 2016), targeted and deep sequencing of
paired samples taken at different time points (Bachas et al.,
2012; Ding et al., 2012), single cell sequencing (Ediriwickrema
et al., 2020) and others such as fluorescence-in situ-hybridization,
xenografting, cell cultures or IPS technology (Anderson et al.,
2011; Ran et al., 2012; Jonas, 2017; Nobile et al., 2019; Herudkova
et al., 2020; Sandén et al., 2020). From the computational
side, a range of tools have been developed to fit models and
extract quantitative information from data in the context of
AML (Attolini et al., 2010; Nobile et al., 2019) and other
cancers, see e.g., (Roth et al., 2014; Caravagna et al., 2020) for
statistical approaches using variant allele frequencies, (Attolini
et al., 2010) for a population-based model and (Nobile et al., 2019)
for xenotransplant data. These approaches are complemented
by process-based models (Stiehl et al., 2014, 2016; Rahman
et al., 2018; Banck and Görlich, 2019; Dinh et al., 2019, 2020;
Salichos et al., 2020).

MATERIALS AND METHODS

Aim
We use variant allele frequencies from bulk sequencing as input
data. The output we want to obtain are all clonal hierarchies that
are compatible with the input data.

Assumptions
We assume that each mutation is only acquired once. Variant
alleles cannot mutate back to wild type alleles. We only consider
heterozygous mutations. We rescale the measurements such that
the variant allele frequency of the most abundant mutation
is equal to 100%.

Computational Methods
The method is summarized in Figure 1. Assuming that each
mutation is irreversible and only acquired once, clonal pedigrees
have the structure of labeled rooted trees. An (unrooted) tree
is an undirected acyclic connected graph (Diestel, 2017). If one

node of the tree is designated as root, a rooted tree is obtained.
In a rooted tree we naturally assign directions to the edges
pointing from the root towards the leaves. If a unique label is
assigned to each node, the tree is referred to as a labeled tree
(Diestel, 2017). The root of the tree corresponds to a genetic
trait that is present in all clones. If the disease originates from
a single founding mutation that is present in all malignant cells,
the root can be identified with the founding mutation. This
configuration applies to most leukemic patients. If there exist
multiple founding mutations the root of the tree corresponds
to the healthy phenotype. Each node in the tree corresponds to
one clone. The label assigned to a node indicates the mutational
events that gave rise to the clone. The edge pointing towards
the node indicates which ancestor clone acquired the mutational
event indicated by the label.

The tree structures can be mapped to matrices. We consider
a tree with n nodes, corresponding to n clones denoted by clone
1 to clone n. Since each clone differs from its ancestor by exactly
one new mutation, there exist n different mutations, which we
number from 1 to n. Denote by A1=i,j=n a matrix. We set aij = 1
if clone j carries mutation i, otherwise we set aij = 0. We number
the clones starting from the root (= clone 1) and proceed with
increasing depth, i.e., if the depth of clone i is higher than the
depth of clone j, then j < i. We denote the founding mutation
as mutation 1 and the mutation that is present in clone j but not
in its direct ancestor as mutation j. Then A1=i,j=n is an upper
triangular matrix, with aii = 1, and aij from the set {0,1}.

We aim to solve the linear system of equations Ax = b, where
bi is the measured frequency of mutation i in the bulk sample
and xi is the abundance of clone i in the sample. We note that
A has determinant 1 and therefore this system of equations has
a unique solution. The solution is biologically feasible if all xi
are non-negative. The existence of a non-negative solution can
be easily checked since the solutions of Ax = b are given by
xn = bn, xj = bj−ajj+1 xj+1 -. . . - ajnxn. We say that the dataset
b is compatible with the clonal hierarchy represented by matrix A
if Ax = b has a non-negative solution.

The founder mutation is denoted as mutation 1. It is present
in all clones and, therefore, is the most abundant mutation in
the bulk sample. This implies that a1j = 1 for 1 ≤ j ≤ n. Since
we normalized the frequency of the most abundant mutation to

FIGURE 1 | Computational approach. Clonal hierarchies are rooted trees. The root of the tree either corresponds to wild type cells or to the AML founder clone. The
colored dots represent different alleles or mutations. From bulk sequencing the allele frequencies bi in the sample are known. The frequencies xi of the different
clones are unknown. The tree structure is represented by a triangular matrix. The measured data is compatible with the tree structure if the system Ax = b has a
non-negative solution.
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100% it holds b1 = 100. This implies that the sum over the xi
is equal to 100.

To systematically generate all possible trees, we use Pruefer
sequences, a classical concept to bijectively map unrooted trees
with n nodes to sequences of length n-2 (Prüfer, 1918). Each
unrooted labeled tree with n nodes then corresponds to a
sequence of length n-2 with elements from {1, . . ., n}. This
implies that there exist nn−2 unrooted labeled trees. Since each
of the n nodes can be designated as root, there exist nn−1

labeled rooted trees.

Interpretation
If a biologically feasible solution of the system Ax = b exists,
the measured bulk allele frequencies b can be explained by the
tree structure that corresponds to the matrix A. This means that
the bulk allele frequencies b are obtained by mixing the different
clones from the tree in appropriate proportions (the abundance
of clone i has to equal xi). For each pair A, b a biologically
feasible solution can exist or cannot exist. For example, a tree with
founder mutation X (i.e., each clone carries mutation X) cannot
match to samples where the abundance of X in non-maximal.

Measurement Errors
If the measured data b are exact, non-existence of a biologically
feasible solution indicates a mismatch of the tree structure and
the allele frequencies. In case of experimental data, the non-
existence of a biologically feasible solution can alternatively arise
from measurement errors. For this reason it may be necessary to
also consider solutions fulfilling || Ax-b|| < ε for an appropriate
ε, where || .|| denotes e.g., the Euclidean norm.

To find such solutions, especially in the case where no
biologically feasible (i.e., exact non-negative) solutions exist, we
use an optimization approach to obtain a non-negative solution
that reproduces the data as good as possible. For each matrix A
that corresponds to a tree structure we minimize || Ax-b|| under
the constraints xi ≥ 0 (i = 1,. . . n), x1 +... + xn = 100. If the
measured VAF have different confidence intervals, we minimize
the weighted error function || W(Ax-b)||, where W is a diagonal
matrix with entries related to the confidence intervals.

Solving the minimization problem for each possible tree
structure allows to rank the tree structures based on the mismatch
|| Ax-b|| and to identify which tree optimally fits to the data.
A solution is referred to as exact if || Ax-b|| < 10E-16. We say that
the tree structure corresponding to matrix Ã is optimal if it holds
|| Ãx-b|| ≤ || Ax-b|| for all matrices A that represent a suitable tree
and vectors x fulfilling xi ≥ 0 (i = 1,. . . .n), x1 +...+ xn = 100. The
optimization was carried out using the python cvxopt package
(Andersen et al., 2018).

The impact of measurement errors in b on the reconstructed
clonal frequencies x can be calculated based on Cramer’s rule. For
two vectors b, b’ and the corresponding solutions x, x’ we obtain
A(x-x’) = b-b’. Since the determinant ofA is equal to one, Cramer’s
rule implies xi-xi’ = det(Ai), where Ai denotes the matrix A with
the ith column replaced by b-b’. Consequently, xn-xn’ = bn-bn’
and | xn−1 -xn−1’|≤ | bn-bn’|+ | bn−1-bn−1’|. Analogous formulas
can be derived for i < n-1. However, depending on the structure
of A, they can be lengthy. Therefore, the use of the condition
number of A seems to be more convenient to estimate the errors.

It quantifies how perturbations in b impact on the changes of x.
For all considered tree structures, the condition numbers of the
related matrices computed in the l2 norm are provided in Section
2 of the Supplement.

Data
We plan to investigate if it is possible to reconstruct clonal
hierarchies from bulk sequencing samples. This requires that the
“true” clonal hierarchy is known, so that we can compare the
result of our algorithm with reality. To know the “true” hierarchy
we use single cell sequencing data from ref. (Ediriwickrema
et al., 2020). We understand the clonal hierarchy and the clonal
frequencies obtained from the single cell sequencing as ground
truth. Since for the samples analyzed in Ediriwickrema et al.
(2020) no bulk data are available, we calculate the bulk allele
frequencies based on the single cell data. For simplicity we assume
that the considered sample only contains leukemic cells and we
exclude all sequenced wild type cells from the data. We calculate
the bulk VAF of variant allele i as ai1f1 +. . . .+ ainfn, where fi is the
frequency of clone i in the single cell data set and aij = 1 if clone j
carries variant allele i and 0 otherwise. Since we consider a purely
leukemic sample, the calculated VAF are normalized such that
the frequency of the most abundant variant allele is 100%. We
consider all patients from Ediriwickrema et al. (2020) that carry
only heterozygous mutations and for whom data at diagnosis and
relapse is available.

RESULTS

Exact Input Data Often Result in Unique
Clonal Hierarchies
As gold standard we use the single cell sequencing data from
Ediriwickrema et al. (2020), which provide the true clonal
hierarchy and hence can be used to test the proposed algorithm.
Based on the single cell data we calculate the variant allele
frequencies in the bulk sample. The first question we ask is how
many clonal hierarchies are compatible with the bulk variant
allele frequencies of a given patient. Figure 2 shows for each
patient which hierarchies exactly fit to the data at diagnosis. We
observe that, for 5 out of 6 patients, only one hierarchy exactly
fits the bulk data. For one patient 6 hierarchies are consistent
with the bulk data.

Similar observations hold for the relapse samples of the
considered patients, Figure 3. Here all samples, except one
(Patient 5) lead to unique tree configurations. In case of patient
five all sequenced cells belong to the same clone, which makes
it impossible to infer the order of mutations. In the next step
we combine the diagnosis and relapse sample of each patient.
For each patient Figure 4 shows the tree configurations that are
compatible with the data at both time points. We have uniqueness
in all except one case.

To provide insights into the question whether the structure
of the true hierarchy (e.g., linear vs. branched) determines how
many tree configurations fit to the bulk dataset, we perform a
computational experiment. We consider all tree structures for
n = 4. For each of them, we generate 10000 bulk data sets by
a random distribution among the different clones. Then, for
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FIGURE 2 | Clonal hierarchies compatible with the bulk allele frequencies measured at diagnosis. For each considered patient all clonal hierarchies are depicted that
are compatible with the bulk variant allele frequencies measured at diagnosis. The root of the tree corresponds to the founder mutation that is present in all leukemic
cells. The percentages indicate the frequencies of the respective clones that have to be mixed to obtain the measured bulk VAF. We observe that in most cases the
hierarchies are unique.

each randomly generated dataset, we check how many other
tree structures reproduce the data without an error. The results
are shown in the Supplement (Supplementary Figure 1). They
suggest that linear hierarchies or hierarchies where branches
appear only at nodes with a high depth exhibit uniqueness
in many cases. The structures with branches near the root
often admit multiple reconstructions. However, if data at two
time-points are available, e.g., at diagnosis and relapse, in
50–70% of the cases only one or two configurations exactly fit
to the bulk data.

Sampling Error Has Little Impact on the
Uniqueness of Clonal Hierarchies
If the frequency of different clones in a large population is
estimated based on a small sample, sampling errors can occur.
To study the impact of sampling errors on the reconstructed
clonal hierarchies we again use the single cell sequencing data
from Ediriwickrema et al. (2020). We assume that the single cell
data reflect the true frequencies of the clones in the malignant
cell bulk of the respective patient. For an arbitrary patient k we
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FIGURE 3 | Clonal hierarchies compatible with the bulk allele frequencies measured at relapse. For each considered patient, the figure shows which clonal
hierarchies are compatible with the bulk variant allele frequencies measured at relapse. The root of the tree corresponds to the founder mutation. We observe that in
most cases the hierarchies are unique.

know the total number nk of sequenced leukemic single cells.
Furthermore we know the frequencies fi,k of each clone that
has been detected (here fi,k denotes the frequency of clone i
in the sample of patient k). To study the impact of sampling
on the bulk variant allele frequencies and on the reconstructed
hierarchies for patient k,we draw 1,000 random samples of size nk
from a multinomial distribution with probabilities pi = fi,k. This
approach is referred to as resampling (Gigli, 1996). For each of
these 1,000 random samples we calculate the bulk variant allele
frequencies and apply our algorithm to reconstruct the clonal
hierarchies. The results are shown in Figure 5. In all cases except
one the hierarchies fitting exactly to the data remain unique and
are identical to the hierarchies obtained based on the exact data.
For one patient in some of the resampled datasets the number
of hierarchies matching the data increases by one. These results
imply that the sampling error has a negligible impact on the
clonal pedigrees that fit to the data. The sampling error also
affects the clonal frequencies xi obtained from the reconstruction.
The reconstruction is based on linear equations. Therefore, if
many samples are drawn from the same patient, the mean over
the reconstructed frequencies approximates the true frequencies
of the respective clones. We have assessed the standard deviations
of the reconstructed clonal frequencies numerically based on
1,000 re-samplings. In all cases they were less than 4%, in patients
1 to 5 they were less than 1.5%.

Impact of Measurement Errors on
Reconstruction of Clonal Hierarchies
Inaccuracies in sequencing are another possible source of error.
To study their impact on the reconstructed clonal hierarchies,
we add a normally distributed error to the bulk frequency
of each allele. Such errors can have different impacts on the

reconstructed clonal hierarchies. For each patient we considered
1,000 randomly perturbed versions of the original data. If
the standard deviation of the error distribution is 0.5% (i.e.,
in 68% of cases the error is less or equal 0.5%, in 95% of
cases the error is less or equal to 1%) the reconstruction
algorithm works reliably in the sense that the true configuration
is an optimal configuration, see Figure 6. In 5 out of 6
considered patients the optimum is unique. We repeated the
simulation for a normally distributed error with a standard
deviation of 5%, i.e., in 95% of cases the error is less than
10%, see Figure 6. For an error of this magnitude the true
configuration not always remains an optimal configuration.
Examples illustrating this observation are provided in the
Supplement (Supplementary Figure 2). This especially applies
to patients in whom the frequency of the founding clone is
small (i.e., patients 2, 3 and 6). If the error is larger than
the frequency of the founder clone it becomes impossible to
reliably detect which hit occurs first. However, also in a single
cell sequencing approach, rare clones can remain undetected
due to sampling or sequencing errors, implying that the first
hit remains unknown. In terms of variant allele frequencies
this implies that trees cannot be reliably reconstructed if the
difference between the two most abundant allele frequencies
is of the order of magnitude of the sequencing error. In
patients with many clones, our algorithm can often rule out
most of the possible hierarchies and identify a small number
of configurations fitting the data. In case of Patient 5 the true
configuration is always among the upper 12% of the best fitting
configurations (i.e., the best or second best), and in patient 6
among the upper 3.3% of the best fitting configurations (i.e., 4
out of 125). In case of small clone numbers such as for patients
2 or 4, the true configuration is always among the two best
fitting hierarchies.
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FIGURE 4 | Clonal hierarchies compatible with the bulk allele frequencies measured at diagnosis and relapse. For each patient, the figure shows all clonal hierarchies
that are compatible with the bulk VAFs measured at diagnosis and relapse. The root of the tree corresponds to the founder mutation. We observe that in case of
patient 6, the number of hierarchies compatible with the data is reduced compared to Figure 2. For patients 1–5, the reconstructed hierarchies coincide with the
result from single cell sequencing. For patient 6, Possibility 3 corresponds to the true configuration.
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FIGURE 5 | Impact of sampling error on the reconstructed hierarchies. For each patient, we generate 1,000 random pairs of diagnosis and relapse samples from a
multivariate distribution. The probabilities of the multivariate distribution equal the clonal frequencies in the single cell data. The size of the samples equals the
number of sequenced leukemic cells. We recorded for each pair of randomly generated diagnosis/relapse samples the number of clonal hierarchies compatible with
the resampled diagnosis and relapse data. The vertical axis shows how many of the 1,000 samples were compatible with 1, 2, 3, . . . hierarchies, respectively.

An Example of a Patient With Two
Founder Clones
We now consider an example of a patient with two different
founder clones. This scenario either corresponds to the rare
case where the AML cell population originates from clones with
different initial mutations or it corresponds to the case where
the common founding mutation has not been detected. The
latter may especially occur in the setting of targeted sequencing,
where only a predefined subset of mutations is considered. Such
a scenario occurs if in a purified AML sample (i.e., in a sample
without healthy cells) all bulk VAF are significantly different from
the expected maximum of 50% (for heterozygous mutations) or
100% (for homozygous mutations).

The proposed algorithm can take this scenario into account
by considering healthy cells as the root of the tree. This means
a healthy reference allele that is present in all cells is added to
the list of variant allele frequencies, to obtain a single tree with a
unique root. Figure 7 shows all tree structures that are compatible
with the measured data. The tree structures can be divided into
two classes. In the first class of solutions, the frequency of healthy
cells is zero at diagnosis and relapse (possibilities 1–2), in the
second class the frequency of the healthy cells is positive (here
15%) at least one time point (possibilities 3–7). Solutions of
the first class imply that there exist two founding clones (or an
undetected unique founder mutation), solutions of the second
class may imply that the sample contains a mixture of healthy and
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FIGURE 6 | Impact of measurement errors on the reconstructed hierarchies. For each patient, we generate 1,000 randomly perturbed pairs of diagnosis and relapse
samples. The additive random perturbations were drawn from a normal distribution with mean zero and standard deviation 0.5% (left) or 5% (right), respectively.
Perturbations leading to a VAF of less than zero or more than 100% were excluded. For each of the perturbed diagnosis/relapse pairs, we reconstructed all
compatible clonal hierarchies. The figure indicates for how many of the 1,000 perturbed samples the true hierarchy optimally fits the perturbed data (compared to all
other existing hierarchies), whether the true hierarchy can exactly reproduce the perturbed data and whether the optimal configuration is unique.

leukemic cells. If we can be sure that the experimental procedures
prevent healthy cells from being sequenced (e.g., by FACS sorting
for a leukemia specific surface marker before sequencing), only
two possible tree structures remain.

As for the other patients the sampling error only leads to small
changes in the numbers of clonal hierarchies that fit the data,
Figure 8A. However, already small errors added to the bulk VAFs
(normally distributed with a standard deviation of 0.5%) imply
that in a majority of cases the true solution is no longer optimal,
Figures 8B,C. The reason for this observation is as follows
(see Figure 9). In the exact scenario there exist two founder
mutations. The frequencies of both founder mutations add up to
100%. In presence of errors, it can happen that the frequencies of
both founder mutations do not add up to exactly 100%. If their
sum is slightly less than 100% the true hierarchy still leads to
an exact solution (to compensate for the error the exact solution
contains a small number of healthy cells). If due to the random
error the sum over both sub-trees is slightly more than 100%, an
exact solution is no longer possible. To circumvent this, we can
relax the dataset by artificially adding a small number of healthy
cells, e.g., x% to the dataset. In this case, for measurements where
the frequencies of both founding clones add up to less than
100% + x% the true configuration still is an exact solution. We
see in Figure 10 that this relaxation increases the number of cases
where the true solution is an optimal solution.

DISCUSSION

The aim of this study is to investigate the ambiguity of clonal
hierarchies that are reconstructed from bulk sequencing data. For
this purpose, we develop an algorithm that systematically tests
which subset of all clonal hierarchies optimally fits a given dataset.
We test this algorithm using bulk VAFs that have been calculated
based on cell sequencing data sets. Since single cell sequencing
reveals the true clonal hierarchy, this approach enables us to
compare the output of our algorithm to the real configuration
(Kuipers et al., 2017; Brierley and Mead, 2020).

First, we assume that the input data is exact, i.e., neither
sampling nor measurement errors occur. Then for most of the
considered patient samples exactly one clonal hierarchy optimally
fits the bulk VAF. This clonal hierarchy is identical to the
hierarchy obtained from single cell sequencing. In two of the
considered patients, even for exact input data more than one
clonal hierarchy is compatible with the bulk allele frequencies.
The true hierarchy obtained from single cell sequencing is
among them. This finding implies that even in absence of
measurement error, the clonal hierarchy may not be uniquely
defined by the bulk VAF.

When drawing multiple samples from the same malignant
cell population the variant allele frequencies may differ from one
sample to another. This may be caused by sampling error, or it
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FIGURE 7 | Example of a patient with multiple founder clones. In this figure the root corresponds to wild type cells. The two founding events are indicated by yellow
and orange circles. The Figure shows all hierarchies that are compatible with VAFs at diagnosis and relapse. Possibility 1 coincides with the hierarchy obtained from
single cell sequencing.

FIGURE 8 | Impact of errors on the reconstructions for a sample with two founders. (A) Impact of sampling error on the number of clonal hierarchies compatible with
diagnosis and relapse data. The vertical axis shows how many of the 1,000 multinomial respamplings were compatible with 1, 2, 3, . . . hierarchies respectively. (B,C)
Impact of measurement errors on the reconstructed hierarchies. We considered 1,000 perturbed versions of the original data. Additive perturbations of the VAF were
drawn from a normal distribution with mean zero and standard deviation 0.5% (B) or 5% (C). We observe that in the majority of cases the true configuration is not
optimal.

may reflect inhomogeneity of the tumor. Assuming the tumor to
be homogeneous, we aim to quantify the impact of sampling error
on the reconstructed hierarchies. For each patient, the number

of sequenced leukemic single cells n and the frequencies fi of
the different clones are known. To simulate the sampling error,
for each patient we generate 1,000 random samples of size n
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FIGURE 9 | Relaxation of measurements. This figure demonstrates how relaxation of the VAF can help to make the true configuration an optimal configuration.
(A) True configuration with two founder clones. Wild type cells are added to the tree to have a unique root. Since the sample only contains leukemic cells the
frequency of wild type cells equals zero. The frequencies of the two founder clones add up to 100%. (B) Variant allele frequencies are perturbed by a measurement
error. The frequencies of the two founding mutations no longer add up to 100%. Therefore the true hierarchy is no longer an optimal hierarchy. (C) By multiplying the
frequencies of mutated alleles with 0.95 we artificially add 5% of healthy cells to the sample. (D) If we reconstruct the clonal hierarchies for the modified data the true
hierarchy is among the optimal hierarchies.

FIGURE 10 | Clonal hierarchies fitting the relaxed dataset. Here, we consider the relaxed version of the dataset from Patient 7. The relaxation makes the
reconstruction more robust to errors. Additive perturbations of the VAF were drawn from a normal distribution with mean zero and standard deviation 0.5% (A) or 5%
(B). In comparison to Figures 8B,C the true hierarchy is in many cases an optimal hierarchy.

drawn from a multinomial distribution with probabilities pi = fi.
For each of these random samples we calculate the bulk allele
frequencies and construct all clonal hierarchies compatible with
them. Based on results of this exercise we conclude that the
sampling error has a negligible impact on the obtained clonal
hierarchies, at least for the data at our disposal.

We test the robustness of the reconstruction by adding
normally distributed errors of different amplitude to the bulk
VAFs calculated from the single cell sequencing data. This
takes into account potential misreads during the sequencing,
amplification errors or impurities of the sample. We observe
that for errors of about 5–10% the true hierarchy not necessarily
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remains optimal. This especially applies to data sets where the
frequency of the founding clone is of the order of magnitude of
the error. However, even in this case, the true clonal structure
is among the upper 3–15% of the best fitting hierarchies. This
implies that also in the presence of relevant errors, our algorithm
allows to rule out most tree configurations and results in a small
subset of possible clonal hierarchies fitting to a data sample.

Mathematical models indicate that tree characteristics, e.g.,
the depth of the tree, correlate with clonal properties such
as self-renewal and proliferation rate (Stiehl et al., 2016). In
this context it can be sufficient to have an estimate of the
depth of the true clonal hierarchy to draw conclusions about
the effect of a mutation on cell kinetics or patient prognosis.
This implies that in the case of non-unique clonal hierarchies,
biological conclusions can be drawn if the potential hierarchies
are sufficiently similar to each other.

Having measurements of bulk VAFs provided, our
computational approach can be used to rank all possible clonal
hierarchies based on their compatibility with the data (i.e., the
smaller the error when fitting the dataset to a given hierarchy,
the better the rank of the respective hierarchy). For all datasets
considered in this study the real hierarchy is among the upper 3–
15% of this ranking. Taking into account that in case of n clones
nn−1 possible hierarchies exist our algorithm allows to rule out a
significant number of them. Our algorithm can also be applied to
scenarios in which the disease is derived from multiple founding
clones. However, due to its combinatorial nature the algorithm
can only be applied to relatively small clone numbers.

Our computational approach can be used to study how
sensitive the reconstructed hierarchies are to perturbations of the
input data. By adding random errors to the input data obtained
from an experiment and by repeating the reconstruction with the
perturbed input data it turns out that some datasets are robust
with respect to the perturbations. This means that the obtained
optimal clonal hierarchies do not change if the input data is
perturbed. For other datasets perturbations of the input data
leads to a change of the reconstructed hierarchies, indicating that
the reconstruction may be affected by measurement errors. The
robustness of a given dataset can be checked using our proposed
framework. It is straightforward to take into account that the
measured frequencies may have different confidence intervals.
In principle our approach can also be applied to clustered single
nucleotide variants (SNVs). Since the number of detected SNVs
is usually high, the variants are grouped into clusters according

to their allele frequencies. Each cluster comprises all SNVs with
a similar allele frequency. The cluster center is defined as the
average allele frequency of all SNVs that belong to the respective
cluster. In this setting our algorithm can be applied using cluster
centers as input data.

Mechanistic mathematical models allow to extract relevant
information from clonal hierarchies, such as estimates of
proliferation rates and self-renewal of the different clones
(Whichard et al., 2010; Stiehl et al., 2016). Correlating these
estimates with detected mutations and clinical observations may
provide new insights into AML pathophysiology (Stiehl et al.,
2014, 2016). The proposed framework is a first attempt to
quantify the ambiguity emerging during reconstruction of clonal
hierarchies from bulk sequencing data. It allows to identify when
such reconstructions are reliable and can be used as input data
for mechanistic models. This knowledge helps to make available
routine clinical data to studies that require clonally resolved input
(Leung et al., 2017).
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