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Editorial on the Research Topic

Sensorimotor Foundations of Social Cognition

In classical representation-oriented approaches of social cognition, agents are thought to interact
with conspecifics based on their capacity to develop a “theory-of-mind”, i.e., to generate complex
models of the intentions, beliefs, and personalities of their interaction partners. In this framework,
the primary mode of interaction with the social environment is that of a detached observer who
theorizes and produces inferences about other participants. In contrast, this Research Topic seeks to
turn the spotlight on the grounding of social cognition in dynamic sensorimotor and informational
coupling of agents, in human-human as well as human-robot interaction settings. According to
this view, interaction dynamics hold substantial clues to the mechanism of social understanding
and its disturbances (as for example observed in autism spectrum disorders). The argument is
that high-level social deficits may be rooted in the impaired capacity for entraining and sustaining
sensorimotor and informational coupling. Beyond novel insights into themechanisms of functional
and dysfunctional social behavior, the investigation of basic sensorimotor interaction patterns
may help the development of socially competent robot technology. Tapping into the same logic,
robotic agents sensitive to interpersonal sensorimotor contingencies should have an advantage
over technology that does not consider this key aspect of human interaction. This Research
Topic provides an interdisciplinary overview of trends and recent developments in conceptual,
methodological and basic research, as well as applications of sensorimotor approaches in social
cognitive science, neuroscience, and robotic research. One of the key questions is how concepts
and methods from social cognitive and neuroscience transfer to human-robot interaction.

CONCEPTS

Several papers of this Research Topic discuss sensorimotor foundations of social cognition at the
conceptual level, reviewing prevailing theories in the field and highlighting relevant experimental
evidence that supports such theories. Lübbert et al. propose to extend the sensorimotor
contingency theory into an action-oriented account of social cognition. The authors suggest
that both informational and sensorimotor coupling between agents can support the use of
action-effect contingencies in social context. The paper reviews the results of empirical studies
that support the notion of socially shared sensorimotor contingencies, and discusses potential
implications of this view for a better understanding of disturbed social interaction and for
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improvement of human-robot interactions. Vesper and Sevdalis
also discuss possible functions of sensorimotor interactions
in social context. They highlight three possible functions
of sensorimotor communication, including the transfer of
information on action intentions, the facilitation of predictions
in joint action, and the stimulation of emotional experiences. A
short opinion paper by AranedaHinrichs criticizes the traditional
view in social cognition research and emphasizes the usefulness
of embodied and action-oriented concepts that seem more
appropriate to account for social cognitive affordances. Along
similar lines, an opinion piece by Rojas-Líbano and Parada
argues for a key role of body-world coupling in the ontogeny
of social cognition. The authors emphasize that both internal
and external factors need to be considered in the modeling
of social interactions by approaches from network science and
by machine learning techniques. The paper by Tzafestas is a
conceptual contribution reflecting upon general functions of
imitation with a discussion of the nexus of the three concepts
“imitation”, “association”, and “communicative function”. To
this end, the long-term formation of imitation by evolution is
discussed in relation to the development of basic social and
communicative skills.

SOCIAL COORDINATION DYNAMICS

This Research Topic comprises a number of behavioral studies
on social coordination dynamics in a variety of different
experimental paradigms. A study by Barone et al. used the
perceptual crossing paradigm to develop a Turing test exploring
the amount of minimally required information in terms of
short-latency reciprocal sensorimotor contingencies—for human
agents as well as for artificial agents. The study indicates that
artificial agents should be able to generate short time reciprocal
contingencies to make interactions with humans more fluid
and, thus, more human-like. Using a similar paradigm, the
study of Froese et al. investigated the short time emergence
of sensorimotor contingencies based on haptic information by
detecting the co-actor and perceptual learning of how changes in
others’ movements depend on changes in one’s own movements,
which is labeled as the “mastery of self-other contingencies”.
Two related studies by Jording and coworkers address the role
of gaze cues in social interaction. The first of the studies (Jording,
Engemann, et al.) investigated the gaze cues that lead an observer
to ascribe a social intention to the observed person’s gaze. The
second study (Jording, Hartz et al.) used an interactive setup
for the investigation of social gaze cues, where subjects had
to judge whether the other person was trying to interact with
them. The results from these studies support the pivotal role of
gaze in social coordination and relationship formation and show
that social expectations are reflected in differential responses to
gaze patterns. Trendafilov et al. used a shared task that required
coordinated action by two participants, who had to move an
object by jointly tilting a tablet. The authors then used transfer
entropy between the participants’ actions to identify leader-
follower relationships. The results show that transfer entropy
is sufficiently sensitive to detect leader-follower directions and,

furthermore, that leader-follower relations emerge spontaneously
from the interaction, without being prompted. A study by Wahn
et al. asked to which degree the task setting, i.e., individual vs.
joint action, can influence sensory processing. Complementary
to a previous report on the effect of joint performance of a
crossmodal congruency task, the authors investigated a motion-
discrimination and a temporal-order judgement task. All aspects
relating to single subject performance are fully compatible with
previous studies. However, they did not observe an influence
of joint vs. single setups on performance in the two tasks. This
demonstrates that at least a part of multisensory processing is
performed independently of the social setting.

NEURAL AND AUTONOMIC SIGNATURES

Grounding of social cognition in the sensorimotor and
informational coupling of agents has direct implications for
any investigation of the physiological substrate. Foremost, it
requires measurements of the physiological signals of interacting
agents. This allows relating brain activity to the types of
actions performed. Recording the physiological signals from
both interacting agents simultaneously (hyperscanning) also
allows relating both agents’ neuronal activity to each other.
Compared to classical single-subject laboratory setups, the step
to recording multiple interacting participants entails substantial
modifications. Czeszumski et al. present a review of methods,
analysis techniques and results of recent hyperscanning research.
Specifically, although most available physiological recording
techniques have been used in hyperscanning setups, EEG and
fNIRS see the most widespread use as they allow a high degree of
bodily movements of the subjects. The experimental setups often
utilize rhythmic interactions and use synchronization measures
to characterize the interactions between agents. Using fNIRS, the
study by Su et al. investigated the synchronization of behavior
and the relation to cortical activity in children and adults.
They report differential activation of parietal and temporal
regions during observation, execution, and joint synchronized
actions. In adults, compared to children, they observed a shift of
activation toward leftwards lateralization in the active conditions.
Maye et al. utilized EEG recordings in a full hyperscanning
setup. Importantly, they used an experimental paradigm that
did not involve any external rhythmic stimulation. Under these
conditions, despite quite some effort, they could not observe
any direct synchronization of the two brains’ activity. However,
they could demonstrate brain activity in different frequency
bands that correlates with objective task performance, as well
as the subjective rating of task performance and collaboration
of the agents. Experimental investigations are not limited to
the brain’s activity but also include peripheral physiological
signals like heart rate variability, respiration, and electrodermal
activity. Maye et al. report the surprising result that the subjective
evaluation of performance by the participants can be better
predicted based on such autonomic parameters compared to
objective behavioral parameters. This prediction advantage of
the autonomous parameters disappears in the individual settings.
The coupling of autonomous parameters may be modulated by
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the type of relationship of the two interacting agents. Balconi
and Fronda present data on the modulation of heart rate
and skin conductance by exchanging gifts between two agents.
Specifically, the synchronization of the heart rate increased by
this experimental manipulation. These studies demonstrate that
investigation of the neuronal and autonomic signatures is a
fruitful field for further studies.

MODELS OF SOCIAL INTERACTION

Five articles of this Research Topic address models of social
interaction, ranging from basic research on understanding
and modeling of the social behavior to experimental studies
on deploying and testing existing models to study human-
robot interaction and coordination. Tognoli et al. investigated
whether the multitudinous processes associated with social
behavior abide to general principles by testing a scientific
approach that tightly interweaves experimental neurobehavioral
studies and mathematical models. Using the Haken-Kelso-
Bunz model, its application is demonstrated in the context
of social coordination in several scenarios showing, for
example, that accommodating for symmetry breaking in
intrinsic dynamics and coupling, multiscale generalization and
adaptation are principal evolutions. Bütepage et al. studied
action coordination between humans and robots, in a setting
where a robot is required to learn interactive tasks from a
combination of observational and kinesthetic teaching. The
authors demonstrate experimentally the importance of predictive
and adaptive components as well as low-level abstractions to
successfully learn to imitate human behavior in interactive
social tasks. Demirel et al. performed a computational analysis
of sensorimotor interactions in a dual-arm robotic setup,
showing that, under the common fate principle, a correlation
analysis of the velocities of visual pivots is sufficient to
characterize “the self ” (including proximo-distal arm-joint
dependencies) and to assess motor to sensory influences,
and “the other” by computing clusters in the correlation
dependency graph. They further show that a simple correlational
analysis is not sufficient to assess the non-symmetric/directed
dependencies required to infer autonomy, i.e., the ability of
entities to move by themselves. Maniadakis et al. studied
the temporal aspects of symbiotic human-robot interaction

and explore the integration of three time-aware modules
to encode past and ongoing experiences, as well as the
accomplishment of goals. The integrated system is then employed
to coordinate the activities of a multi-agent team. Blancas
et al. investigated how impairments in prediction in young
adults with autism spectrum disorder relate to their behavior
during collaboration. They develop a task where participants
play in interaction with a synthetic agent, and the agent’s
behavior changes during the game, requiring adaptation and
collaboration. The results show differences between autistic
and neurotypical individuals in their behavioral adaptation to
the other partner but no differences in the self-reports of
that collaboration.
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Observing others’ gaze informs us about relevant matters in the environment. Humans’
sensitivity to gaze cues and our ability to use this information to focus our own attention
is crucial to learning, social coordination, and survival. Gaze can also be a deliberate
social signal which captures and directs the gaze of others toward an object of interest.
In the current study, we investigated whether the intention to actively communicate
one’s own attentional focus can be inferred from the dynamics of gaze alone. We used
a triadic gaze interaction paradigm based on the recently proposed classification of
attentional states and respective gaze patterns in person-object-person interactions,
the so-called “social gaze space (SGS).” Twenty-eight participants interacted with a
computer controlled virtual agent while they assumed to interact with a real human.
During the experiment, the virtual agent engaged in various gaze patterns which were
determined by the agent’s attentional communicative state, as described by the concept
of SGS. After each interaction, participants were asked to judge whether the other
person was trying to deliberately interact with them. Results show that participants
were able to infer the communicative intention solely from the agent’s gaze behavior.
The results substantiate claims about the pivotal role of gaze in social coordination and
relationship formation. Our results further reveal that social expectations are reflected in
differential responses to the displayed gaze patterns and may be crucial for impression
formation during gaze-based interaction. To the best of our knowledge, this is the first
study to document the experience of interactivity in continuous and contingent triadic
gaze interactions.

Keywords: social gaze, joint attention, eye contact, triadic interaction, non-verbal communication, social
psychology, human-agent interaction

INTRODUCTION

During social interactions, we consistently focus on the eyes of our interaction partner because it is
the fastest and easiest way to access the inner experience of another person (Yarbus, 1967; Baron-
Cohen et al., 1997; Emery, 2000). From the eye region alone we are able to infer age, gender, and
personality and even identify individual persons (George and Conty, 2008; Itier and Batty, 2009).
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We also use gaze to ensure successful communication and
smooth interactions by coordinating turn-taking (Argyle and
Cook, 1976) and coordinating attention with others. This
ability may constitute the phylogenetic and ontogenetic basis
of cooperation (Tomasello et al., 2007; Grossmann, 2017). The
most prevalent example of coordinated gaze is joint attention
i.e., the joint focus of two persons gaze on an object, including
gaze following and leading the gaze of others (Emery, 2000). The
ability to follow someone else’s gaze toward objects is acquired
very early in life, possible starting at the age of 6 months
(Senju and Csibra, 2008), it provides the basis for reinforcement
learning (Vernetti et al., 2017), and the development of a theory
of mind and language (Morales et al., 1998). It is therefore
not surprising that the proficiency in gaze following predicts
social competence, self-regulation abilities, and even the depth of
information processing and IQ (Mundy and Newell, 2007).

During everyday encounters with other people, we do not
know in advance whether the person we meet is trying to engage
us in an interaction or is merely exploring the environment.
In other words, we have to disambiguate the dual function of
social gaze (Gobel et al., 2015; Jarick and Kingstone, 2015),
or the simultaneous use of gaze for visual perception and for
communicating with others. That is, we take the communicative
states of others into account and adjust our gaze behavior for
social adequacy accordingly (Risko and Kingstone, 2011; Wu
et al., 2013). Conversely, this also implies that by observation
alone we cannot be sure of whether gaze behavior of others is
a communicative signal toward us or merely serves perceptual
means. One powerful communicative signal is mutual eye
contact (Senju and Johnson, 2009) which increases emotional
empathy and modulates attention (Farroni et al., 2002; Senju
and Hasegawa, 2005; Dalmaso et al., 2017). Thus, eye contact
likely fosters the experience of a connection with another
person. Furthermore, attempts to establish joint attention can
be considered as prototypical gaze-based interaction. However,
as of yet it is unclear, which cues are most informative in
disambiguating the dual function of social gaze and inferring
social communicative intent based on observed gaze alone.

Here we investigate the human ability to recognize
communicative attempts from gaze. Using gaze-contingent
paradigms with virtual characters (VC) it is possible to investigate
ongoing interactions while retaining full experimental control
(Vogeley and Bente, 2010; Wilms et al., 2010; Pfeiffer et al.,
2013b; Georgescu et al., 2014; Oberwelland et al., 2016, 2017).
However, these paradigms suffer from two major limitations:
(1) gaze communication is implemented as a series of short,
discrete and isolated events and not as an ongoing flux of
interaction; (2) the respective paradigms mostly relied on explicit
instructions or repetitive, monotonic, and predictable agent
behavior. Resolving these limitations required both a theoretical
foundation and technological advancements. Theoretically, we
developed a new holistic taxonomy of social gaze, the “social
gaze space (SGS)” (Jording et al., 2018). The SGS covers all
possible categorical states of attention and interaction during
gaze-based triadic interactions (constituted by two interactants
and at least one object in a shared environment). The different
gaze states include: “partner-oriented (PO),” during which the

attention is directed solely on the interaction partner; “object-
oriented (OO),” attention directed solely on the object(s) in
the environment; “introspective (INT),” attention disengaged
from the outside world and directed toward inner (e.g., bodily)
experiences; “responding joint attention (RJA),” a state of actively
following the partner’s gaze toward objects of his choice; and
“initiating joint attention (IJA),” a state in which the partner’s
gaze is led toward the objects of one’s own choice. The two joint
attention states (RJA and IJA) are interactive states in which the
agents’ behavior depends on the interaction partner, whereas
the other three describe states of passive observation. Note,
that these five states individually describe the behavior of one
of the interaction partners. The interaction between both can
be characterized as the combination of both individual states
toward a “dual state” (Jording et al., 2018).

Technically, we implemented all five different gaze states of
the SGS in the gaze-contingent agent-platform “TriPy” (Hartz
et al., submitted). Unlike previous agent-systems, it can generate
all SGS states including their responsive properties in real-time.
The agent allows for mutual interactions in a continuous and
immersive, hence, ecologically valid fashion. The agent’s behavior
is governed by sets of probabilistic parameters and timing
parameters, based on empirical observations during continuous
gaze-based interactions (Hartz et al., submitted).

We used this setup to address the question whether and how
humans identify communicative intentions from gaze alone. To
this end, we asked participants to interact with an algorithmically
controlled VC while believing that a real human controlled the
VC. Participants had to rate, whether their interaction partner
was trying to interact with them or not. We analyzed the
participants’ decisions and response times (RT) as well as their
gaze behavior and the occurrence of eye contact and instances
of joint attention. We were interested whether participants
would experience differences in the degree of interactivity of the
different gaze states as implied by the SGS. We assumed that from
the non-interactive states, PO would be rated the most interactive
because here the agent focused on the perceiver proportionately
more, increasing the probability of eye contact. With respect
to interactive states, we hypothesized that the IJA state might
be experienced less frequently as interactive compared to RJA.
While in IJA participants need to actively follow the agent in
order to learn, whether this would move the agent to “show”
them the next object, in RJA the agent would strictly follow
the participant which we assumed to be easily noticeable. After
the experiment, we let participants rate the difficulty of the task
and compared it to their performance in identifying interactive
situations as an indicator of the conscious accessibility of the
underlying cognitive processes.

MATERIALS AND METHODS

Participants
A total of 28 participants without any record of psychiatric or
neurological illnesses were recruited via mailing lists, gave their
written consent and were compensated for their participation
(10€ per hour). Three participants were excluded due to technical
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failure (n = 1) and lack of conviction to interact with a real person
(n = 2). Data from 25 participants (aged 19 – 57; mean = 31.08,
SD = 11.21; 16 identifying as female, 9 as male) were further
analyzed. This study was approved by the ethics committee of
the Medical Faculty of the University of Cologne, Germany, and
strictly adhered to the Declaration of Helsinki and the Principles
of Good Scientific Practice.

Procedure and Tasks
Before the experiment, participants were briefly introduced to
a confederate of the same sex but were brought to another
room where they received the detailed written experimental
instructions that were repeated orally. Participants were told that
both communication partners would be represented by the same
standard male VC serving as avatar and that both could only
communicate via gaze behavior. They were further told that
they would be seated in front of a monitor that displayed the
avatar of their partner representing the partner’s eye movements
on the basis of data provided by two identical eye-tracking
systems and updating the respective gaze direction of the avatars
in real-time (Figure 1A). In fact, participants always solely
communicated with an agent controlled by a computer algorithm
(Hartz et al., submitted). Participants would further see four trial-
wise changing objects, at fixed positions and obviously visible for
the partner’s avatar (Figure 1B). Neither the VC nor the objects
were shown to the participant before the start of the experiment.

Participants were further instructed to take two different roles:
(1) The Observation-Role (ObR), and (2) the Action-Role (AcR).
For the ObR condition, there were no trial specific instructions
apart from the task to ascertain whether their partner was trying
to “interact” or not (German “austauschen” or “interagieren”),
“interacting” was defined as an encounter in which both partners
respond to the gaze behavior of the partner in a mutual and
reciprocal fashion. Participants were asked to answer only as soon
as they felt “quite sure” but were reminded that each trial ended
at the latest after 30 s and they therefore would have to hurry. The
time between beginning of the trial and button press was logged
as RT. When participants had not pressed a button within 30 s,
they were asked to decide more quickly in the next trial. After
each trial, the participant’s choice was displayed on the screen
until participants indicated their readiness to continue via button
press. Afterward, a message was displayed, asking the participants
to wait until their partner was ready for the next trial. This delay
was introduced in order to support the participants believe in the
confederate based coverstory. The next trial would then begin
after a random (uniformly distributed) duration of 1 – 5 s with
the appearing of the agents face on the screen.

During the AcR condition, participants were explicitly
instructed to engage in one of the states of the SGS (Jording
et al., 2018) with the following instructions: “Please concentrate
on your partner” (German: “Bitte konzentrieren Sie sich auf
Ihren Partner”; PO); “Please attend to the objects” (German:
“Bitte achten Sie auf die Objekte”; OO); “Please keep your eyes
open and concentrate on your breath” (German: “Bitte lassen
Sie Ihre Augen geöffnet und konzentrieren Sie sich auf Ihren
Atem”; INT); “Please interact with your partner and let his gaze
guide you” (German: “Bitte versuchen Sie sich mit Ihrem Partner

auszutauschen und lassen Sie sich von seinem Blick leiten”;
RJA), or “Please interact with your partner and use your gaze
to guide him” (German: “Bitte versuchen Sie sich mit Ihrem
Partner auszutauschen und nutzen Sie Ihren Blick um ihn zu
leiten”; IJA). No further instructions were given and participants
were told that there was no correct or wrong behavior and they
should behave according to their intuitive understanding of these
instructions. Trials stopped after 30 s and were followed by a short
break of 2 – 6 s.

Whereas ObR was the target condition allowing measuring
the experience of interactivity, the AcR condition was included to
support the cover story, as participants believed to be interacting
with some other real participants and thus would expect a
balanced study design with the same tasks for both participants.
Both roles were presented alternatingly in three blocks each,
with 16 trials per block during ObR and 10 trials per block for
AcR. The order of blocks and state instructions within blocks
was randomized across participants. After two blocks participants
were given a short break of up to 3 min to prevent fatigue and to
allow for recalibration of the eyetracker to avoid drifting artifacts.

Setup, Agent-Platform, and Pilot Study
The setup consisted of an eye-tracker with a sampling rate of
120 Hz and an accuracy of 0.5◦ (Tobii TX300; Tobii Technology,
Stockholm, Sweden). A 23” monitor with a screen resolution of
1920∗1080 pixels mounted on top of the eye-tracker was used
as display (Figure 1A). Participants were seated at a distance
between 50 – 70 cm to the monitor. A PC-keyboard with the
marked buttons “J” and “N” was used for participant responses
during ObR. A light sensor based system (StimTracker, Cedrus
Corporation, San Pedro, CA, United States) ensured that timing
of presented stimuli by the algorithm and actual graphical
output were in sync.

The agent’s behavior and graphical output was controlled
by the agent-platform “TriPy” (Hartz et al., submitted),
implemented in Python 2.7 (Python Software Foundation1) using
PyGaze (Dalmaijer et al., 2014) and PsychoPy (Peirce, 2008).
TriPy is based on a gaze-contingent algorithm that adapts the
behavior of a VC to the behavior of the participant in real-time
(Wilms et al., 2010). In contrast to previous setups, TriPy does
not require a prior determination of the exact course and timing
of the agents’ behavior. Instead, behavior in the non-interactive
states is implemented on a probabilistic basis in which the agent
displays different micro states (e.g., a moment of looking at
one of the objects) with different probabilities (Figure 2). In
the RJA state the agent follows the participants gaze toward
the objects and looks back at the eyes of the participant, when
being looked at himself, with a randomly drawn offset between
311.06 – 589.93 ms (lognorm distributed, range 6.06 ± 0.32).
In the IJA state the agent looks at the participant and as soon
as eye contact is established or after a randomly drawn waiting
period of 772.78 – 2321.57 ms (lognorm distributed, range
7.2 ± 0.55) looks at one of the objects at random. As soon
as the participant follows or after a randomly drawn waiting
period of 780.55 – 2440.60 ms (lognorm distributed, range

1https://www.python.org
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FIGURE 1 | Illustration of the technical setup and the participants’ perspective during the experiment. (A) Illustration of a participant interacting with the agent
controlled by the platform TriPy. (B) The behavior of the agent created by TriPy as seen from the perspective of the participant (B).

7.23 ± 0.57), the agent starts anew with trying to establish eye
contact and subsequently choosing a new object at random (video
examples of the agents behavior in all states can be found in
the Supplementary Material). These microstates, their durations
and transition probabilities, as well as temporal parameters of
the interactive agents’ states were empirically informed by a
pilot study (Hartz et al., submitted). The anthropomorphic VC
was created with the modeling software Daz Studio 3.1 (DAZ
Productions, Inc., United States).

During the ObR condition, the agent equally often displayed
either any of the interactive (25% for each of the interactive
states RJA and IJA) or any of the non-interactive states (16.67%
for each of the non-interactive states PO, OO, and INT). This
partitioning ensured that participants encountered interactive
and non-interactive states equally often and thus could not
exceed a 50% correctness rate by guessing. During AcR –
which was established only to let participants continuously
believe that they were interacting with the interaction partner
to whom they had been introduced before the experiment – the
agents’ states corresponded to the states of the participant the
agent displayed non-interactive states (PO, OO, or INT) when
the participant herself was in a non-interactive state with all
combinations of agent and participant states appearing equally
often. Each interactive-state of the participant was answered by
the agent with the complementary interactive-state (RJA with
IJA; IJA with RJA).

Questionnaires and Post-experimental
Inquiry and Information
After the experiment participants filled out a post-experimental
questionnaire asking on visual analog scales (ranging from 1 to 6):
(A1) how difficult they had experienced the ObR tasks, (A2) how

difficult the AcR tasks, (A3) how natural they had experienced
the interaction, and (A4) how they rated the quality of the
technical realization of the VC’s eye movements. In addition,
participants were given the chance to respond in open texts
relating to: (B1) their assumptions as to the purpose of the study,
(B2) anything that bothered them during tasks of both types
ObR and AcR, (B3) any strategies they had employed in their
attempt to communicate with the other person, (B4) how the
naturalness of the interaction could be improved, (B5) whether
there was anything else to the experiment which bothered them.
The participants’ belief in the cover story was further tested in
an interview by the experimenter. Participants were asked how
well the communication with the partner had worked, whether
they had considered what their partner was thinking and whether
they had tried to empathize with their partner and whether
they had applied specific strategies in their communication with
the partner. In addition to the post-experimental questionnaire,
participants, either before or after the experiment, also answered
a demographic questionnaire and the German version of
the autism-spectrum-quotient (AQ; Baron-Cohen et al., 2001).
However, for none of the participants AQ results pointed toward
autistic symptomatology (cut-off> 32; Baron-Cohen et al., 2001).
After the experiment, interview, and questionnaires participants
were informed about the nature of the cover story and explained
its necessity. Now, participants were asked directly, whether they
have had any suspicions as to the nature of the experiment
or their partner.

Data Preprocessing and Statistical
Analysis
From a total 1200 trials in the ObR condition (25 participants
with 48 trials each), 39 trials were excluded due to missing
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FIGURE 2 | Illustration of the distribution of the agent’s visual attention
separately cumulated for the different gaze states. Numbers express the rate
in percent with which the agent looked at the AoIs in total in the specific state
as portion of all fixations, color schemes coding serve as additional illustration
(white, AoIs not being targeted; light gray, low rate; black, high rate; see color
bar legend at the bottom).

responses or RT exceeding 30 s, another 201 trials were excluded
because more than 20% of gaze data were missing due to
technical problems, 960 trials remained for analysis. Response,
eye-tracking, and questionnaire data were preprocessed and
statistically analyzed with R (R Development Core Team, 2008)
and RStudio (RStudio Team, 2016). Response and eye-tracking
data were analyzed with (generalized) linear mixed effects
models, as recommended for data from repeated measures
designs (Pinheiro and Bates, 2009), using the lmer() and
glmer() function from the lme4 package (Bates et al., 2015).
The general influence of predictors was assessed in likelihood
ratio tests, comparing how well models including different
predictors fit a given data set while taking into account
(i.e., penalizing) the models’ complexity. The significance
of the effect of each predictor was tested by comparing
a model comprising the predictor with the same model
without the predictor against a significance level of 0.05.
Where likelihood ratio tests revealed significant effects of
factors, we conducted Tukey post hoc tests for the comparison
between all individual factor levels (correcting for multiple
comparisons) with the glht() function from the multcomp
package (Hothorn et al., 2008).

For the analysis of gaze data we computed “relative fixation
durations” as the portion of cumulative fixation durations spent
on the AoIs “eyes”, “face” (not including the eyes), or “objects”
(the four objects taken together). Instances of eye contact and
joint attention were defined as situations in which the participant
and the agent both looked at the eyes of the partner (eye
contact) or simultaneously at the same object (joint attention).
Two consecutive eye contact or joint attention events on the
same object were treated as a single continuous event when
they were less than 100 ms apart in order to prevent artificial
inflation of events due to eye blinks. Only eye contact and
joint attention events with a minimum duration of 50 ms were
included in the analysis.

Data from the visual analog scales in the post-experimental
questionnaire were summarized as group means. In addition,
Spearman correlations between participants’ post-experimental
self-reports and their task performance were computed. The
effect of the participants’ age and gender on their responses were
analyzed in linear models. Open text responses and statements
from the interview were checked for any indications of mistrust
in the cover story (e.g., statements indicating lack of conviction
to interact with a real person).

RESULTS

Interactivity Ratings
In order to test whether participants were able to correctly
identify interactive situations we first compared within ObR the
ratings between the non-interactive states (PO, OO, and INT)
and the interactive states (RJA and IJA) as a logistic regression
with random intercepts for participants. The analysis revealed
a highly significant effect on the model fit [χ2(1) = 222.59,
p < 0.001]. The chance of being rated as interactive was 27.07%
for the non-interactive states and 73.32% for the interactive states,
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corresponding to a difference in the predicted odds ratio by the
factor of 8.45 (M = 2.13, SD = 0.16).

In a next step we looked at the difference between
the individual states (Figure 3A), again analyzed as logistic
regression with random intercepts for participants. A model
comprising the agent state as fixed effects fitted the data
significantly better than the null model including only the
intercept [χ2(4) = 266.70, p < 0.001]. Post hoc tests revealed
significantly lower ratings for PO vs. INT (M =−0.86, SD = 0.26,
z = −3.30, p = 0.009), INT vs. RJA (M = −1.06, SD = 0.22,
z = −4.79, p < 0.001), and RJA vs. IJA (M = −1.13,
SD = 0.23, z = −4.92, p < 0.001), but not between OO and
PO (M = −0.17, SD = 0.28, z = −0.60, p = 0.975). Note that
for the sake of simplicity we only report comparisons between
neighboring ranks when sorted by mean estimates. All other
comparisons between states yielded highly significant differences
(all p< 0.001).

RTs (Figure 3B), were logarithmized and again analyzed in a
linear mixed effects model with random intercepts for subjects.
A group-wise comparison between the interactive and the non-
interactive states as fixed effects had no significant effect on
the model fit [χ2(1) = 0.36, p < 0.55]. However, including the
individual agent states in the model as fixed effects proofed to fit
the data significantly better than the null model [χ2(4) = 82.55,
p < 0.001]. Corresponding to the results from the interactivity
ratings, post hoc tests revealed significant differences between
OO & PO (M = −0.18, SD = 0.04, z = −4.49, p < 0.001), PO
& INT (M = −0.12, SD = 0.04, z = −2.85, p = 0.035), INT &
RJA (M = 0.22, SD = 0.04, z = 5.83, p < 0.001), and RJA & IJA
(M = −1.84, SD = 0.03, z = −5.55, p < 0.001). Note that the
differences between OO & INT (M =−0.30, SD = 0.04, z =−7.33,
p< 0.001), PO & RJA (M = 0.10, SD = 0.04, z = 2.748, p = 0.048),
and OO and IJA (M =−0.26, SD = 0.04, z =−7.17, p< 0.001) also

FIGURE 3 | Plots of mean interactivity ratings and mean response times
separately for the different gaze states. (A) Mean interactivity ratings for
different agent states. Asterisks indicate significant differences between
neighboring states (when ranked in ascending order) in post hoc tests
(∗ <0.05; ∗∗ <0.01; and ∗∗∗ <0.001). (B) Mean RTs in ms for different agent
states. Asterisks indicate significant differences between neighboring states
(when ranked in ascending order of mean interactivity ratings) in post hoc
tests (∗ <0.05; ∗∗ <0.01; and ∗∗∗ <0.001).

reached significance. In order to investigate whether the quality
of the participants’ ratings would increase with longer decision
time we computed mean correctness scores (RC; correct = “non-
interactive” for PO, OO, and INT or “interactive” for RJA and
IJA) for each participant. We found a significant relationship
between the participants’ mean RC and mean RT (r = 0.45,
p< 0.05). In addition, we analyzed, whether the participants’ age
or gender had an influence on their decisions. However, neither
age nor gender had any significant effect on the mean RCs [age:
χ2(1) = 2.21, p < 0.151; gender: χ2(1) = 2.12, p < 0.159] or
mean RTs [age: χ2(1) = 0.518, p < 0.479; gender: χ2(1) = 1.43,
p< 0.245].

Gaze Behavior
For the participants’ gaze behavior during ObR, we analyzed
the effect of non-interactive vs. interactive states, of the AoIs
Eyes, Face and Object and the interaction between states and
AoIs on relative durations (proportion of cumulative fixation
durations from 0 to 1, Figure 4A). Tests did not reveal significant
improvements in model fit for including states [χ2(1) = 0.00,
p = 0.994] but for AoI [χ2(2) = 948.37, p < 0.001], and the
interaction of state∗AoI [χ2(2) = 12.40, p = 0.002]. A post hoc test
between factor combinations was conducted in order to identify
effects potentially driving the interaction. However, corrected for
multiple testing, the comparisons between non-interactive and
interactive states did not reveal any significant differences for
the AoIs Eyes (M = −0.03, SD = 0.02, z = −1.80, p = 0.467),
Face (M = −0.03, SD = 0.02, z = −1.64, p = 0.565), or Objects
(M =−0.04, SD = 0.07, z =−2.58, p = 0.102).

The effect of a non-interactive vs. interactive agent on the
number of instances of eye contact (Figure 4B) and joint
attention (Figure 4C) per trial was analyzed in generalized
mixed effects models for Poisson distributed data. Including the
interactivity of the agent significantly increased model fits for
the prediction of the amount of eye contact [χ2(1) = 68.19,
p < 0.001] as well as the amount of joint attention instances
[χ2(1) = 72.75, p< 0.001]. When the agent behaved interactively,
the occurrence of eye contact instances increased by a factor of
1.31 (M = 0.27, SD = 0.03) and the occurrence of joint attention
instances increased by a factor of 1.52 (M = 0.42, SD = 0.05).

We then analyzed whether the occurrence of instances of
eye contact (Figure 4D) or joint attention (Figure 4E) had
a predictive value for the participants’ subsequent interactivity
rating and whether the prediction would differ depending on
the agent behaving either non-interactively or interactively. To
this end, we compared linear mixed effects models including
the agents’ interactivity, the number of instances of eye contact
or joint attention, respectively, as well as the interaction
between both. All three, the inclusion of the agents’ interactivity
[χ2(1) = 222.57, p < 0.001], the inclusion of the number of
eye contact instances [χ2(1) = 14.86, p < 0.001], as well as
the interaction between both [χ2(1) = 9.52, p = 0.002], and
significantly improved model fits. The predicted probability of
the agents′ behavior being rated as interactive increased with
the number of eye contact instances (M = 0.05, SD = 0.03), but
this effect was especially strong when the agent actually behaved
interactively (M = 0.15, SD = 0.05). For the analysis of the effect
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FIGURE 4 | Illustration of the participants gaze behavior and instances of eye contact and joint attention between participant and agent in connection to the
participant’s rating of the agents interactivity, separately for an agent behaving non-interactively (light blue) vs. interactively (dark blue). (A) Boxplots of relative fixation
durations as the portion of time spent on the AoIs Eyes, face, and objects per trial. (B) Frequencies of eye contact instances per trial. (C) Mean rates (circles and
triangles) and model predictions with 95% confidence intervals (lines and ribbons) of interactivity ratings for differing numbers of eye contact instances per trial. (D)
Frequencies of joint attention instances per trial. (E) Mean rates (circles and triangles) and model predictions with 95% confidence intervals (lines and ribbons) of
interactivity ratings for differing numbers of joint attention instances per trial.

of joint attention, again, the inclusion of the agents’ interactivity
[χ2(1) = 222.59, p < 0.001], the inclusion of the number of joint
attention instances [χ2(1) = 96.54, p < 0.001], as well as the
interaction between both [χ2(1) = 73.16, p< 0.001], significantly
improved model fits. Accordingly, the predicted probability of
the agents′ behavior being rated interactive increased with the
number of joint attention instances (M = 0.19, SD = 0.05) with an
even stronger effect when the agent actually behaved interactively
(M = 0.92, SD = 0.12).

Questionnaires and Post-experimental
Inquiry
In the post experimental inquiry participants reported on the
perceived difficulty of the ObR task (M = 2.80, SD = 1.38)
and the AcR task (M = 1.76, SD = 0.72), the quality of
the technical implementation of the agents′ eye movements
(M = 3.21, SD = 0.88), and the naturalness of the interaction
(M = 2.96, SD = 1.30). We compared ratings of the task
difficulty to the participants’ mean tendency to experience
the agent as interactive, their mean performance (response
correctness) as well as mean RTs. Difficulty ratings neither
correlated significantly with the participants’ tendency to rate the
agent’s behavior as interactive (rs = −0.07, p > 0.05) nor with
their response correctness (rs = 0.02, p > 0.05) nor with RTs
(rs =−0.24, p> 0.05).

In order to assess effects of autistic traits we compared models
comprising and not comprising the AQ scores as predictor.
Neither including the quotient as main effect [χ2(1) = 0.98,
p < 0.323] nor as interaction with interactive vs. non-interactive
states [χ2(1) = 0.27, p < 0.607] significantly improved model fits
for mean interactivity ratings. Similarly, for mean RTs, neither
including the quotient as main effect [χ2(1) = 0.45, p < 0.50]
nor as interaction with interactive vs. non-interactive states
[χ2(1) = 0.01, p< 0.908] significantly improved model fits.

None of the answers to the written open text questions
indicated any suspicions about the cover story or any awareness
of deceit. In the interview, two participants indicated that during
the experiment they developed the suspicion or had asked
themselves whether they actually had interacted with the partner
they previously had met (both participants were excluded from
further analysis, see above).

DISCUSSION

This study focuses on the question whether and how humans
are able to recognize interactivity in triadic interactions. To
this extent, we gave our participants two tasks, one in which
participants had to observe and recognize gaze states (ObR) and
one in which they had to engage in different gaze states (AcR).
While the former condition was the actual target condition and
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basis for the analysis, the latter was necessary to maintain the
semblance of a balanced study design suggested by the cover
story. As our main result, we can show for the first time that
human participants are perfectly able to use gaze cues to judge
interactivity by spotting the contingencies between their own
and the agents’ behavior without any explicit instructions how
to do that. In the analysis of the interactivity ratings, we found
that participants consistently and successfully discriminated
between interactive and non-interactive states. These findings
empirically substantiate the hypothesis of gaze communication
being a precursor of human cooperation (Moll and Tomasello,
2007; Tomasello et al., 2007). Findings from phylogenetic and
ontogenetic studies support this notion by showing that attending
to eyes and communicating via gaze are pivotal steps toward
higher levels of social cognition (Tomasello and Carpenter, 2005;
Tomasello et al., 2007; Grossmann, 2017). So far, however, these
proposals have been hypothetical, i.e., based on phylogenetic and
evolutionary considerations. Here, we can explicitly show that
gaze is sufficient for humans to establish the experience of mutual
interaction as a prerequisite for building social relationships.

We also found differences in the interactivity ratings within
interactive-states and within non-interactive states suggesting
considerable sensitivity to variations in the tempo-spatial
parameters of perceived gaze behavior. Our expectation that a
gaze following agent would more easily elicit the experience of
interactivity was not confirmed. This hypothesis was based on
the assumption that actively following an initiating agent would
be more demanding than being followed by a responding agent.
Earlier studies had shown that humans innately expect gaze
following (Pfeiffer et al., 2011) and perceive the initiation of joint
attention as rewarding (Schilbach et al., 2010; Pfeiffer et al., 2014;
Oberwelland et al., 2016). However, the present data suggest
that agents who initiate joint attention are significantly more
readily experienced as interactive than a merely gaze following
agent. This might be explained by the fact that responding to
joint attention bids might be considerably easier than to actively
initiate joint attention. This interpretation is in accordance
with phylogenetic and ontogenetic findings suggesting that
IJA requires more complex cognition as compared to RJA.
For example, chimpanzees are able to follow someone’s gaze
but do not initiate joint attention themselves (Tomasello and
Carpenter, 2005). Human children acquire the basis of RJA from
the early age of 6 month in comparison to the initiation of
attention which does not occur before the second year of life
(Mundy and Newell, 2007; Mundy et al., 2007).

The non-interactive states OO and PO were significantly
more often identified correctly as non-interactive than the
INT state. During OO the agent was mainly focused on the
objects and looked at the participant only to a lesser extent.
Humans are typically very sensitive to how other persons
explore and behave in a shared environment. Our perception
and processing of objects seem to be fundamentally altered
when we observe other person attending to them (Becchio
et al., 2008). Objects subsequently appear more familiar (Reid
et al., 2004; Reid and Striano, 2005) and likeable (Bayliss and
Tipper, 2006; Bayliss et al., 2006). Our results suggest that
despite such effects, we are still able to discern that the behavior

we observe is not related to us or at least not aimed at us.
The same might be true for the PO state. Contrary to our
prior hypothesis, participants did not report the PO agent as
more interactive than OO, notwithstanding the higher chances
of eye contact in these situations due to the agent more
frequently looking at the participant. The instructions defined
an interaction in terms of mutual and reciprocal responses
between both partners. Low interactivity ratings for PO might
therefore be just a sign for the participants’ adherence to
the instructions instead of disclosing their intuitive, subjective
definition of an interaction. Despite that, participants were
able to differentiate between an active, reciprocal interaction
and person-focused but passive visual attention. This is in
line with findings showing that humans are very sensitive to
differences in the interactional affordance in the context of
more pronounced contrast between encountering real persons
as compared to facing static pictures (Hietanen et al., 2008;
Pönkänen et al., 2011).

In our experimental setup, INT appears to be the most
ambiguous of all states, receiving almost as many interactive as
non-interactive ratings. The inward directed attention and thus
absence of any obvious attentional focus in the environment
probably made it impossible to attribute intentions of interaction.
In other words, gaze alone is no longer informative as soon as
the interaction partner is in a state of introspection or mind-
wandering (see section “Limitations”).

In order to better understand the emergence of the experience
of interaction, we analyzed the relationship between the gaze
behavior of the participants and the agent’s behavior. We did
not find any effect of the agents’ intended interactivity of
the encounter on the distribution of the participants visual
attention between objects and agent. However, when looking
at the synchronization with the agent’s behavior, we found
an increase in the number of eye contact instances and
joint attention instances in interactive as compared to non-
interactive states. Thus, one of the participants’ strategies
to judge upon interactivity might have been based on the
frequency of eye contact and joint attention instances. The
analysis of the effect of the number of eye contact and
joint attention instances on the participants’ decisions revealed
significant differences between non-interactive and interactive
encounters. Importantly, during interactive encounters, the
emergence of eye contact and joint attention had much
higher effects on the subsequent interactivity ratings. One
plausible interpretation could be that participants “tested”
the agents’ reciprocity by attempting to establish eye contact
and joint attention and subsequently assessing whether the
timing of resulting joint contingencies could be attributed
to an interacting agent that takes into account the gaze
behavior of the participant. Considering the importance of
fine-grained timing during such gaze-based interactions it
is plausible that the emergence of interactivity is deeply
embedded in the temporal enfolding of gaze-based encounters
and can only be experienced over time. This is in line
with the understanding that non-verbal communication is
a dynamic and continuous process (Burgoon et al., 1989)
that cannot be fully comprehended through the passive
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observation of discrete events, uncoupled from the flow
of communication.

With respect to the differences in the duration of the decision
between the different conditions, we found a correlation between
the mean RT of participants and mean correctness scores,
suggesting that participants who invested more time were able to
make better informed decisions. When comparing RT between
states on a single trial level, RTs in non-interactive states showed
a pattern roughly corresponding to that of the correctness
scores. i.e., RTs reflected the ambiguity and associated difficulty
to judge the interactivity. When comparing the participants’
reactions to RJA vs. IJA agents we found longer RTs for the more
unequivocal IJA state (as reflected in higher interactivity ratings).
One explanation might be that participants needed more time to
identify this maximal complex state.

Previous studies about social gaze, even those employing
gaze-contingent interactive paradigms, were mostly based on
a trial structure that sharply restricted the interaction to a
few seconds (Wilms et al., 2010; Pfeiffer et al., 2011, 2012;
Oberwelland et al., 2016, 2017). Our findings suggest that such
short time intervals are probably not sufficient to establish the
full experience of interaction during a spontaneous encounter.
Earlier studies circumvented this problem by focusing on
“atomic” elements of interaction using an exactly predefined time
course of specific behavioral elements and explicitly instructing
participants. However, this restriction is not compatible with the
implicit and dynamical character of social interactions and thus
threatens ecological validity (Risko et al., 2012, 2016; Pfeiffer
et al., 2013a; Schilbach et al., 2013).

Overcoming this problem required both theoretically and
methodologically new approaches. From a theoretical perspective
the SGS provides the holistic framework that is able to
encompass and describe the entire span of possible interactive
states (Jording et al., 2018). Methodologically this study profits
from the development of the new agent-platform TriPy that
implements the states of the SGS and allows for a degree of
interactional freedom not available with previous setups (Hartz
et al., submitted). In combination, these developments allowed
us for the first time to investigate the unfolding of a purely gaze
based interaction.

Limitations
Several limitations with respect to the study design need to be
considered when interpreting the results. First, we deliberately
focused on gaze and restricted all communication to this
particular important non-verbal communication channel. The
availability of additional channels would certainly have facilitated
the establishment of interactions in this study, resulting in more
decisive, and faster interactivity ratings. However, the goal of this
study was to test explicitly the potential of gaze communication
to establish interactions in a way that results can inform studies
about non-verbal multi-channel communication. Furthermore,
we aimed at studying the individual characteristics of predefined
states of gaze interactions and therefore chose a design where the
agents displayed only one state at a time. Based on these results it
would now be interesting to investigate how transitions between
these states might take place (Jording et al., 2018). Therefore,

sampling experiences of participants at random time points in an
interaction with an agent who dynamically transitions from one
state to another might constitute a promising approach.

We did not aim for the systematic investigation of effects
of inter-individual differences during the establishment of gaze
interactions and while we included a broad age range, we did not
balance our sample with regard to gender. In addition, we only
used one VC with a male, middleaged appearance and did not
systematically match age and gender between participants and
agent. Although we did not find any significant effects of age
or gender on the quality or timing of the participants’ ratings,
we cannot rule out the possibility of any influence. Further
investigations controlling for the participants’ age and gender
distribution and a systematic matching between participants and
agents are required to elucidate this question.

Conclusion
Results indicate that humans are able to establish gaze interaction
without any instructions or additional communication channels,
supporting theoretical assumptions of the fundamental role
of gaze communication in the development of human social
behavior. Our data suggest that human participants are able
to identify interactivity not only based on passive observation
but potentially by actively studying the agents’ responsiveness
based on successfully established mutual eye contact and
joint attention. However, participants were not only able
to distinguish interactive and non-interactive situations, but
behavioral differences between the non-interactive states elicited
differential experiences of the interaction. Interestingly, the
participants’ performance did not predict their post-experimental
assessment of the tasks difficulty. This suggests that decisions
were based on intuition or at least partly beyond conscious
processing, which corresponds to the presumably implicit and
automatic character of non-verbal communication (Choi et al.,
2005). An intriguing next step would now be to integrate
additional non-verbal communication channels, potentially in
a more immersive environment (e.g., a virtual reality), or to
investigate the establishment of interactions in cases of impaired
communication abilities as in autism spectrum conditions.
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Observing others’ gaze is most informative during social encounters between humans:
We can learn about potentially salient objects in the shared environment, infer others’
mental states and detect their communicative intentions. We almost automatically
follow the gaze of others in order to check the relevance of the target of the other’s
attention. This phenomenon called gaze cueing can be conceptualized as a triadic
interaction involving a gaze initiator, a gaze follower and a gaze target, i.e., an object
or person of interest in the environment. Gaze cueing can occur as “gaze pointing” with
a communicative or “social” intention by the initiator, telling the observer that she/he is
meant to follow, or as an incidental event, in which the observer follows spontaneously
without any intention of the observed person. Here, we investigate which gaze cues let
an observer ascribe a social intention to the observed person’s gaze and whether and
to which degree previous eye contact in combination with an object fixation contributes
to this ascription. We varied the orientation of the starting position of gaze toward the
observer and the orientation of the end position of a lateral gaze shift. In two experiments
participants had to infer from the gaze behavior either mere approach (“the person
looked at me”) vs. a social (“the person wanted to show me something”) or a social vs.
a private motivation (“the person was interested in something”). Participants differentially
attributed either approach behavior, a social, or a private intention to the agent solely
based on the passive observation of the two specific gaze cues of start and end position.
While for the attribution of privately motivated behavior, participants relied solely on
the end position of the gaze shift, the social interpretation of the observed behavior
depended additionally upon initial eye contact. Implications of these results for future
social gaze and social cognition research in general are discussed.

Keywords: social gaze, Bayesian multilevel models, ostension, eye contact, communicative intention, gaze
cueing

INTRODUCTION

The eye region displays emotional and attentional states and is a crucial element in understanding
the inner experiences of others (Baron-Cohen et al., 1997; Emery, 2000). This leads to the pivotal
role of gaze in social cognition research (Shepherd, 2010) because it informs not only about internal
states of persons but also about their relationship to objects or persons in their environment.
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Humans process the gaze direction, deduce from it the focus of
attention and automatically shift their own attention accordingly.
This process is called gaze cueing (Frischen et al., 2007) and
is a prerequisite for joint attention, the case in which both
persons visually attend the same object. Observing someone
looking at objects also informs us about the environment
shared by both partners. Accordingly, following someone’s gaze
changes the perception and processing of jointly attended objects
(Becchio et al., 2008); objects, that had previously been looked
at by another person are liked more (Bayliss et al., 2006).
Gaze following is acquired early in life: 6 month old infants
are already able to follow someone’s gaze (Senju and Csibra,
2008). Proficiency in gaze following predicts the development
of language “theory of mind” capacity (Morales et al., 1998),
IQ, self-regulation, social competence and depth of information
processing (Mundy and Newell, 2007). It is also believed
to be a prerequisite component for reinforcement learning
(Vernetti et al., 2017).

A key research question is whether successful gaze processing
is an automatic holistic ability, or whether it can be decomposed
into distinct cognitive operations, hence, taught and learned.
As a clear prerequisite, the gaze angle has to be estimated
and the spatial location of the partner’s attention has to
be inferred from the gaze vector. Compared to great apes
and monkeys, humans are especially proficient in this regard
(Gibson and Pick, 1963), and the neural implementation of
gaze reconstruction has been intensely researched over the past
decades (Itier and Batty, 2009).

A second challenge is to discern intentions underlying gaze
behavior, which may be explicitly communicative or “social” in
the sense that gaze partners want to convey certain information.
The “dual function” of gaze comprises the perception of the
environment and the signaling of the attentional focus to others
(Gobel et al., 2015). I.e., we do not only use the gaze of others
as a cue about their attentional focus, but we are at the same time
aware that others can deduce our attentional focus from our gaze.
Effects of this awareness have been demonstrated impressively in
studies showing that participants control their gaze according to
its social adequacy when being watched (Risko and Kingstone,
2011). In other words, humans are forced to actively avoid
undesired communication by controlling their eye gaze in social
contexts. Likewise, when observing another person, this person’s
gaze might be driven by self-centered interests or it might be
an attempt to communicate or to express a “social” intention.
Thus when deducing the other’s intentions, perceivers have to
distinguish between “private” and “communicative” intentions
(Walter et al., 2004). It can be expected that this distinction
fundamentally affects our relationship toward the other person.
Walter et al. (2004) could show that, during mentalizing, the
processing of private and communicative intentions rely on
distinct neural mechanisms, even if the communicative actions
are not directed toward the observer.

Csibra and Gergely (2009, 2011) speculate that humans use
eye contact as an “ostensive” signal to announce situations in
which they want to show or teach something to others. Being
gazed at by another person is a powerful social cue to which
most humans are highly sensitive (von Griinau and Anston, 1995;

Senju and Johnson, 2009), and eye contact is supposed to signal
communicative intents (Kleinke, 1986). Conversely, according
to Csibra and Gergely (2009, 2011), infants have an innate
sensibility to ostensive cues which allows them to generalize their
experience in these situations in order to fully benefit from their
teacher. Preceding communication indeed has been shown to
facilitate subsequent gaze cueing and gaze following already in 4–
6 month old infants (Farroni et al., 2003). This mechanism might
also explain the strong ontogenetic link not only between gaze
following and joint attention, but also between the mental and
cognitive development.

Here, we present two studies that explore the link between gaze
direction processing and communicative or “social” affordances.
We investigate the principles of how humans deduce the
attentional focus from others’ gaze with regard to the tension
between private and communicative or “social” intentions. The
motivation for Study 1 was to study the role of eye contact in
reducing the ambiguity of gaze and to identify the parameters
that allow to interpret the gaze behavior of others as ostensive,
i.e., a special case of communicative intention that bridges the
gap between person and environment. Specifically, we aimed
at the difference between situations in which we experience
an interacting partner as being interested in us by visually
attending to us in contrast to situations in which the partner
is actively trying to communicate with us about something in
the outside world by a rudimentary form of joint attention.
The observation of distinct patterns of observed gaze in the
two conditions lead us to the question in Study 2, whether and
how participants distinguish aforementioned communicative
intentions from situations in which the partner is experienced as
being “privately” interested in something without involving and
addressing the perceiver.

As the basic design of both studies, participants watched short
videos of a virtual character (VC) looking at the participant
with different degrees of vertical deviations, ranging from
direct gaze (i.e., eye contact) to different degrees of downward
averted gaze, before shifting the gaze to the left or to the
right with different degrees of lateral deviations. (For simplicity,
we will refer to the starting position of initial gaze as “initial
position” and to the gaze shift to the left or to the right
as “shift amplitude”). Subsequently, participants had to report
their experiences based on explicit statements (see Figure 1).
We used VCs as stimulus material, as they combine high
experimental control with ecological validity (Vogeley and Bente,
2010) and are well suited for the investigation of non-verbal
communication (Pfeiffer et al., 2013, 2014; Georgescu et al., 2014;
Jording et al., 2019).

In the first study, we investigated the difference between
situations in which participants had the impression of been
looked at by the VC (“LOOK” condition) and situations in which
they had the impression that the VC was trying to show them
something (“COM,” e.g., “communicative,” condition). Besides
the aforementioned empirical question, a second goal of this
first study was to ensure the validity of our stimuli and the
overall methods. The sensitivity of human observers to the visual
stimulus of eyes directed at them is already well established
(Senju and Johnson, 2009) and VCs were shown to reliably
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FIGURE 1 | Course of one trial of Study 1 (A) and Study 2 (B). The stack of images for initial position and shift position indicate that in each trial, one out of four
possible images was displayed. Note that after the shift, the VC always returned to the same initial position it had started from. In this example, the initial position 1
(direct gaze) and the shift position 4 are depicted. The question mark indicated the prompt for participants to give their ratings.

induce the impression of social presence (Bente et al., 2007). Our
stimuli can elicit the feeling of being in the attentional focus
of or being addressed by the VC. Therefore, results of this first
study serve as a test of these properties of the stimuli. This
first study was conducted as an internet-based online survey
to maximize sample size and account for possible variability in
the general population. In the second study with a new sample
of participants, we again studied COM in comparison to the
situation in which the VC was merely privately interested in
something without any social intention (“PRIV” condition). This
second study had a repeated measures design and was conducted
in a laboratory setting, increasing experimental control of
environment and participant specific factors.

We expected the impression of being looked at to be
dependent solely on the degree to which the initial gaze is directed
toward the participants but not on subsequent outward-directed
behavior. In COM, available evidence in the field suggested
an influence of preceding eye contact for the impression of
communicative intentions as well. Considering that participants
were asked whether the other wanted to show them something
located in the outside world, we also expected an influence of the
subsequent gaze shift during COM. However, this situation by
definition requires a triadic interaction between two interactants

and another object in the environment. Therefore, we expected
high agreement rates only for situations with direct gaze and
large shift amplitudes. During PRIV, we expected an influence
of the shift amplitude only. However, it was also interesting to
see whether preceding eye contact might have an adverse effect.
Should participants understand private and communicative
intentions as mutually exclusive, they should take eye contact
as an indicator of the latter, leading to an impediment of the
impression of mere personal interest.

MATERIALS AND METHODS

Study 1
Participants for Study 1
Out of 555 participants, 403 participants completed the online
survey. In 11 cases videos were not presented correctly, resulting
in 392 remaining participants (257 female; age ranging from 17–
70 years, M = 30, SD = 10.63). Participants were recruited via
mailing lists from different German universities (University of
Cologne, University of Münster, University of Bayreuth) and gave
their informed consent prior to participation. There were no
further exclusion criteria.
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Stimuli for Study 1
One female and one male VC were created with Poser for Apple
Mac OS X (Poser 8, Smith Micro Software, Inc., Columbia,
SA, United States). For both VCs images were created for
four different initial gaze positions and for four different gaze
shift targets in two different directions. Initial gaze positions
were equidistantly positioned on a central vertical line, ranging
from direct gaze to clearly averted gaze. Positions after gaze
shifts were equidistantly located on a horizontal line slightly
below the eye level, ranging from slight central deviation up
to the maximal still realistic and lifelike appearing deviation,
both for the right and the left side. From these images we
approximated the deviation of the visual angle from direct
gaze (initial position 1) by measuring for all images the
position of the iris in relation to its position in the direct
gaze image. On this basis we computed angles, taking 22 mm
as the average diameter of the human eye (Bekerman et al.,
2014) and 12 mm as average diameter of the human iris
(Thainimit et al., 2013). Averaged between VCs, the initial
positions vertically deviated approximately equidistantly from
direct gaze by 0◦, 3◦, 8◦, and 12◦. VC-averaged gaze positions
after the shift lay on a plane 6◦ vertically below the eye
level, horizontally deviating from direct gaze approximately
equidistantly by 5◦, 9◦, 14◦, and 18◦. (For examples of all
initial positions and gaze shift images and the exact values
of the degree of aversion, please refer to the Supplementary
Material.) Images of initial positions and gaze shifts were then
combined to flash videos by the python 2.6 based video tool
“ffmpeg 0.7.8.” For both sexes of VCs videos were created for
each combination of four different initial positions and four
different shift amplitudes to both sides, resulting in 16 videos
of gaze shifts to the right and 16 videos for gaze shifts to
the left per VC and a total of 64 videos. Each video started
with showing a fixation cross for 1200 ms. Afterward the
VC appeared, having his/her eyes closed for 330 ms before
he/she subsequently opened the eyes and looked toward the
initial position for 1500 ms, then shifted toward the target for
433 ms, before returning to the initial position for 2000 ms.
Afterward the screen went black for 1000 ms, before the
statement and response buttons were displayed for 3000 ms
as a reminder at the end of the video (see Figure 1A for an
illustration and Supplementary Videos S1–S4 for examples of
the trial course).

Task for Study 1
Each participant watched videos of either the female or the male
VC for all 16 different combinations of gaze initial positions
and shift amplitudes to the left or to the right in randomized
order exactly once. After each video participants had to rate
the VCs behavior according to statements randomly assigned in
the beginning of the experiment. Statements were either “the
person looked at me” (German original: “Die Person hat mich
angeblickt”) or “the person wanted to show me something”
(German: “Die Person wollte mir etwas zeigen”), to which
participant had to respond per button press in a binary choice
(“yes” or “no”).

Setup and Design for Study 1
The survey was presented via the online survey tool Unipark
(Questback GmbH, Cologne, Germany). During the survey,
participants were informed about the procedure, the voluntary
nature of their participation and the opportunity to withdraw
from the study at any point in time and without providing any
reasons for their decision. They further had to state their age and
sex before they were pseudo-randomly assigned to one of the two
VCs and one of the two rating statements. After that, participants
were told which statement they had to answer and whether they
would see a female or a male character. Participants were then
presented with videos for all 16 combinations of initial positions
and shift amplitudes in a pseudorandomized order with shifts
randomly either to the right or the left. After each video the screen
turned black before the statement was presented together with
the binary response options (button “1” for “Yes” and button “2”
for “No”). The next trial then started after the participants had
given their answers.

Statistics for Study 1
The effect of different gaze shifts (initial position and shift
amplitude) on the ascription of different intentions to the
VC (conditions) were analyzed in a multilevel model with an
inverse logit link function, in which we considered individual
differences between the participants’ average responses through
varying intercept coefficients. Importantly, we considered the
statement as experimental condition and hence constructed a
joint model for both statements instead of two separate models.
The model focuses on the interaction between the statement and
eye gaze behavior. This approach has enabled explicitly modeling
statement-specific-biases, e.g., due to difficulty or individual
preferences, while, at the same time subjecting the estimated
differences between the effects to statistical control through
shrinkage priors (see below). The resulting logistic regression
model can be expressed as:

yi ∼ Binomial(n = 1, p = ŷi)

ŷi = logit−1(αj[i] + T[i] ∗ β)

Where αj is the individual intercept for each subject, T is a matrix
of treatment effects, and β the unknown parameter vector that has
to be learnt from the data. The treatment effects are the statement,
the vertical initial gaze position and the horizontal amplitude of
the gaze shift, covering all main effects as well as second and third
order interactions. The statement was dummy-coded with a 0–
1 predictor. We included the eye gaze as continuous predictor
after z-scoring. No prior information concerning effect sizes of
the initial gaze position or shift amplitude were available. We
hence used the non-informative default priors from the “brms”
package (Bürkner, 2017, 2018) according to which coefficient
are centered around zero. These priors are shrinkage priors
and are conservative. Shrinkage is used in statistics to improve
generalization to new data can be thought of correcting initial
estimates by pushing them toward zero. The amount of shrinkage
fades out as the sample size increases. For the prior for the
population variance component σj of the individual intercepts,
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we kept the conservative default prior that puts most probability
mass on smaller values close to zero.

β ∼ student’s t(df = 3, center = 0, σ2
= 10)

αj ∼ student’s t(df = 3, center = 0, σ2
= σj)

σj ∼ half-student’s t(df = 3, center = 0, σ2
= σj)

Note that the population variance parameter σj uses the upper
half of the student-t distribution due to the constraint that
the variance cannot be negative. Also note that σj is a hyper-
parameter and has to be estimated from the data. Here, it controls
how much the model trusts the individual intercept estimates σj
and to which extent these will be corrected by shrinkage toward
the global intercept. Smaller values for σj would produce stronger
shrinkage. This is a core feature of the multilevel model and is
also referred to as partial pooling (Gelman, 2006).

We performed prior predictive checks to ensure that the
priors are approximately uninformative on the scale of the
model predictions after the inverse logistic link function. Analysis
revealed that the results were insensitive to the choice of the prior
due to the size of the data set. Data were analyzed using the
“rstan” (Stan Development Team, 2018) and “brms” (Bürkner,
2017, 2018) packages for the programing language R for statistical
computing (R Development Core Team, 2008) and RStudio
(R Studio Team, 2016). Model fitting was performed using a
Hamilton Markov chain Monte Carlo algorithm (Hoffman and
Gelman, 2014). Models were run with 1000 warmup samples
and 1000 iterations in total, using four chains, yielding 4000
draws from the approximated posterior distribution. Successful
convergence was assessed based on the potential scale reduction
factor R̂, also known as the Gelman-Rubin statistic. R̂, was
found to be acceptably close to 1.0 (±0.1) for every model (see
Supplementary Table S1). Posterior distributions were visually
compared to observed data in order to check consistency.

Study 2
Participants for Study 2
34 subjects (19 female; age range 21–54, M = 28.88, SD = 5.82; not
out of the sample from Study 1) participated in this experiment.
None of these participants met any of the exclusion criteria
(depressive symptoms as indicated by BDI scores: M = 3.79,
range = 0–17, cut-off ≥ 19; autistic traits as indicated by AQ
scores: M = 10.42, range = 2–19, cut-off ≥ 32; general cognitive
impairments as indicated by MWT: M = 112.59, range = 97–136,
cut-off < 70, or KAI, M = 124,24, range = 100–143, cut-off < 70)
so that all participants were included for further analysis. The
mean empathy score of the resulting sample as indicated by the
SPF was M = 40.64, range = 30–49. Participants were recruited
via mailing lists from the University of Cologne and gave their
informed consent before participating.

Stimuli for Study 2
The same VC pictures were used as in Study 1. Instead of
beforehand creating animated videos, as in Study 1, images were
now combined to animations within the presentation software
(Python 2.6), allowing for jittering of presentation durations.

As in Study 1, animations of both VCs could be presented
displaying gaze shifts for all 16 possible combinations of initial
positions and shift amplitudes to both directions (left and right),
resulting in a total of 32 different gaze shifts per VC. Each video
sequence started with the VC having its eyes closed for 167 ms (10
frames) before opening them and looking toward the gaze initial
position for 1667–2667 ms (100–160 frames). Afterward the VC
gaze shifted and then stayed at the new location for 750 ms (45
frames) before returning to the initial location at the end of the
video for another 2833 ms (170 frames). Subsequently, a screen
showing a white question mark in front of a black background
requested the participants to give their answer for a maximum
of 4000 ms. (Please refer to Figure 1B for an illustration and
Supplementary Videos 5–8 for examples of the trial course).

Task for Study 2
In accordance with Study 1, participants, after having watched
a gaze shift performed by the VC, had to rate the VCs
behavior according to one of two different statements per trial.
The statements were either “the person wanted to show me
something” (German: “Die Person wollte mir etwas zeigen”) or
“the person was interested in something” (German original: “Die
Person interessierte sich für etwas”). Again, participants had to
respond per button press in a binary choice (“Yes” or “No”), for
which they had 4 s before the next trial would start.

Setup and Design for Study 2
Before the experiment started, participants general cognitive level
was assessed by two tests: KAI (Lehrl et al., 1991) and MWT-
B (Lehrl, 2005). The experiment was conducted on a Lenovo
ThinkPad T410 (Intel Core i5-520 M, 2,4 Ghz, 4GB RAM; OS:
Ubuntu Linux 12.4 LTS) and displayed on a Tobii T60 Eye
Tracker (60 Hz refresh rate, 1280 × 1024 px resolution) with
responses given via keypad buttons and instructions presented
on the screen. For the experiment, two blocks of trials (one block
per statement) were presented in a pseudorandomized fashion.
In each block, the participant watched all 64 gaze shifts (four
initial positions × four shift amplitudes × two directions × two
VCs) resulting in a total of 128 trials per participant over the
whole experiment and a total duration of approximately 20 min.
Before the experiment, KAI (Lehrl et al., 1991) and MWT-
B (Lehrl, 2005) were conducted to rule out general cognitive
impairments. After the experiment participants completed BDI
(Beck et al., 2001), and AQ (Baron-Cohen et al., 2001) to rule out
depressive and autism-like syndromes, respectively. In addition,
participants filled out the empathy inventory SPF (Paulus, 2009)
to potentially allow the matching with patient samples in future
clinical studies.

Statistics for Study 2
The same statistical procedures where applied as in Study 1 (for
R̂ values see Supplementary Table S2). Note that the multilevel
approach has allowed us to use the same model specification for
Study 2, as this kind of model is robust to the structure of repeated
observations and can be applied to a wide array of between or
within-subject designs (see McElreath, 2016, Chapter 12, box on
pp. 371 for discussion).
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RESULTS

Interpreting multilevel models solely based on their coefficients
is known to be notoriously difficult, especially for generalized
linear models with non-Gaussian probability models (Ai and
Norton, 2003). As is common practice, we therefore considered
posterior predictions (Figure 2 for Study 1; Figure 4 for

Study 2) in addition to model coefficients (Figure 3, Study
1; Figure 5, Study 2). The posterior predictions contain the
uncertainty of the model and can be readily interpreted in
terms of the probability of the responses given the model and
the data. They conveniently support statistical inference and
can be analyzed in terms of percentiles or subtracted from
another to form contrasts. For the effect of the individual

FIGURE 2 | Posterior predictions of the influence of initial position („init. pos.“) and gaze shift amplitude („gaze shift“) in Study 1 in the LOOK condition (“the person
looked at me”) and the COM condition (“the person wanted to show me something”). For the initial position, „1“ corresponds to direct gaze and „4“ to a maximally
(vertically) averted position. For the shift amplitude, „1“ corresponds to the smallest and „4“ to the largest possible shifts.

FIGURE 3 | Coefficients sampled from the approximate posterior distribution in Study 1 for the influence of condition, initial position, shift amplitude, and their
respective interactions. Circles depict the posterior mean, horizontal bars and lines denote the 80 and 95% posterior compatibility intervals, respectively. The COM
coefficient describes the effect of the COM condition in contrast to the LOOK condition. The coefficient for initial positions depicts the stepwise effect of increasing
aversion from direct gaze in the initial position (farther from direct gaze). The coefficient of shift amplitude depicts the stepwise effect of increasing the shift amplitude.
For additional statistics see Supplementary Table S1; Note that although not apparent here, the 95% confidence interval of the gaze shift coefficient does include
zero.
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FIGURE 4 | Posterior predictions of the influence of initial position („init. pos.“) and gaze shift amplitude („gaze shift“) in Study 2 in the PRIV condition (“the person
was interested in something”) and the COM condition (“the person wanted to show me something”). For the initial position, „1“ corresponds to direct gaze and „4“ to
a maximally (vertically) averted position. For the shift amplitude, „1“ corresponds to the smallest and „4“ to the largest possible shifts.

FIGURE 5 | Coefficients sampled from the approximate posterior distribution in Study 2 for the influence of condition, initial position, shift amplitude, and their
respective interactions. Circles depict the posterior mean, horizontal bars and lines denote the 80 and 95% posterior compatibility intervals, respectively. The COM
coefficient describes the effect of the COM condition in contrast to the PRIV condition. The coefficient for initial positions depicts the stepwise effect of increasing
aversion from direct gaze in the initial position (farther from direct gaze). The coefficient of shift amplitude depicts the stepwise effect of increasing the shift amplitude.
For additional statistics see Supplementary Table S2.

predictors, beta coefficients (as well as the respective 80 and
95% posterior probability distribution intervals) are reported
in the Figures 3, 5, additional statistics can be found in the
Supplementary Tables S1, S2. This approach was chosen in
order to increase the comparability to traditional reports of
frequentist statistical methods with 0.05 significance levels. The
intercepts for Study 1 and 2 refer to the COM condition,
coefficients for the LOOK condition (Study 1) or the PRIV

condition (Study 2) describe the change in coefficients compared
to this intercept.

Study 1
In Study 1 (online study) 198 participants (134 female, 64 male;
age: 17–66 years, M = 29.37, SD = 10.69) participated in the
LOOK condition and 194 participants (123 female, 71 male; age:
18–70 years, M = 30.07, SD = 10.59) participated in the COM
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condition. We compared posterior predictions for agreements
to LOOK (“the person looked at me”) and COM (“the person
tried to show me something”) statements (Figure 2). Posterior
predictions revealed that participants discriminated the two
conditions based on the two gaze dimensions, initial position
and shift amplitude (Figure 2). In the COM condition, the effect
of initial position as well as shift amplitude had substantial
effects with the probability of agreement to the statement “the
person tried to show me something” increasing with initial
positions closer to eye contact and larger shift amplitudes. In
comparison, in the LOOK condition, the effect of the initial
position was even more pronounced while the shift amplitude
did not show any considerable effect on the probability of
“the person looked at me” statement. In addition, a slight
tendency to higher overall agreements to the LOOK compared
to the COM statements is visible. These results are reflected
in the configuration of the model coefficients (Figure 3) which
uncovered higher order interaction effects between condition and
the dimension of gaze shifts.

Study 2
In Study 2 (Lab Study) all 34 subjects participated in both
conditions (COM and PRIV) in a repeated measures design.
Here, we tested whether results from the COM condition in
Study 1 could be replicated and how they would compare to
the PRIV condition. In posterior predictions (Figure 4) for the
COM condition the same pattern as in Study 1 arose with the
probability of agreeing with the statement “the person tried
to show me something” increasing with initial positions closer
to eye contact and with larger shift amplitudes. Corroborating
results of Study 1, no considerable interaction effect between
initial position and shift amplitude was observed. In comparison,
posterior predictions for the PRIV condition revealed that
the overall tendency to agree with the statement “the person
was interested in something” was slightly higher. Larger shift
amplitude enhanced the probability of agreement even further,
although this effect was less pronounced in PRIV compared to
COM. Neither the initial position nor the interaction between
initial position and shift amplitude had considerable effects
in PRIV. Results correspond to the configuration of model
coefficients (Figure 5), which uncovered simple but no higher
order interactions.

DISCUSSION

The present study focused on the interplay of person-related
and environment-related aspects of gaze behavior and how they
influence our tendency to ascribe communicative or “social” and
“private” intentions. The impression of being looked at (LOOK)
has proved to be highly relying on initial eye contact for only
in the conditions of direct gaze (or only slightly diverted gaze)
ratings reached at least 75% agreement rates, while in cases of
more diversion, agreement decreased substantially. Given the
high sensitivity of humans to eye contact (von Griinau and
Anston, 1995; Senju and Johnson, 2009) and its close link to
intimacy (Argyle and Dean, 1965) this finding appears highly

plausible. The amplitude of the subsequent gaze shift had no
decisive influence, which corresponded also with our expectation.

The communicative condition (COM) revealed substantially
the same results in the online study as in the laboratory study.
Here, direct gaze or starting points close to it during the initial
gaze and large gaze shifts significantly fostered the impression
of being shown something. This matches the role of eye contact
conveying communicative intentions (Kleinke, 1986) and nicely
fits accounts of eye contact being used as ostensive cue. However,
the ostensive situation also extends beyond the dyadic interaction
of the two persons to the outside world. This is represented
in the increasing effect of the assumed goal-directedness of the
gaze shift. In other words, gaze contact with the viewer is only
one component, the other component that makes this gaze
behavior ostensive, is obviously the gaze shift directed toward
an invisibly target in the environment. This result also ties in
with other findings showing that infants as young as 9 month
are not only sensitive to ostensive gaze cues, but they also expect
object directed gaze shifts in these situations (Senju et al., 2008).
Similarly, we had expected that participants would experience
communicative intentions only when the triadic nature of the
situation was apparent in the agents’ gaze behavior. Accordingly,
we expected to find an interaction effect between the degree
of eye contact and shift amplitude for the COM condition.
However, this interaction effect proved to be negligible compared
to the observable main effects. Thus, in our initial hypothesis we
overestimated the component to which participants considered
contextual factors when inferring communicative intentions.
The question therefore remains, to which extent the effect
of ostensive signals facilitating gaze cueing can be ascribed
to more fundamental levels of processing. When investigating
the reallocation of attention in a similar situation, Bristow
et al. (2007) were able to identify a corresponding interaction
effect. BOLD-responses in the parieto-frontal attentional network
indicated a stronger reallocation of attention for the observation
of gaze shifts toward empty space vs. an object when the observed
face had previously looked at the participant in contrast to an
averted gaze condition. The authors assumed that the enhanced
(visual) saliency of eyes directed at the viewer might have
increased the gaze cueing effect.

When participants had to rate whether or not the VC appeared
to be interested in something (PRIV), only shift amplitude had
a notable effect with larger gaze shifts eliciting higher approval
rates. We assume that participants tended to perceive small gaze
shifts as still directed toward them. Despite the human general
acuteness in retracing gaze vectors and directions, they show
a surprising tolerance when identifying gaze directed at them
with deviations up to several degrees (Gibson and Pick, 1963;
Jenkins et al., 2006; Mareschal et al., 2013). Interestingly, this
tendency is even stronger for participants that had experienced
social exclusion prior to the experiment (Lyyra et al., 2017). We,
however, did neither induce or ask explicitly for the experience of
social exclusion.

It makes sense that participants, when asked whether the other
one was interested in something, assumed this something in the
outside world and took more decisive gaze shifts as reflecting this
interest. In general, humans, when observing another persons’
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gaze, express some flexibility not only with regard to gaze directed
at them, but also when it is directed at objects. We perceive a
person as looking directly toward an object even in case of an
actual divergence between gaze vector and object (Lobmaier et al.,
2006). Unfortunately, research on the effect of the target position
and shift amplitude in gaze cueing is still sparse. To the best of
our knowledge, only one study investigated the gaze cueing effect
as a function of the cued position, reporting higher effects for
more distant positions (Qian et al., 2013). Our data now suggest,
that when gaze shifts were more pronounced, participants
more strongly imagined the existence of objects in their shared
environment, even though not visible to them. However, due to
the still insufficient knowledge about the underlying mechanisms
this notion remains speculative.

It is interesting that the initial gaze does not influence
the judgment. Even when initially eye contact was established,
this did not impede the impression of privately motivated
behavior so that the interpretation of the same behavior either as
communicative or as private crucially depends on the instruction
or the “mindset.” Obviously, private and communicative
intentions are not mutually exclusive, a person can be interested
in something and therefore try to show it to others. However,
at least in this highly reductionistic quasi-“social” context,
participants did not or were not able to distinguish between
those two situations.

Taken together, results corroborate that the combination of
mere eye contact and lateral gaze shift together can already signal
communicative intentions in a very robust way and can serve as
powerful ostensive cue. However, data suggest that eye contact
itself and even in combination with the subsequent gaze shift are
not sufficient to biuniquely discern intentions from social gaze.
The impression of communicative intentions was most prevalent
in, but not limited to, the most profiled triadic situations, defined
by initial eye contact and large gaze shift amplitudes. This is
in line with results showing that ostensive gaze cues do not
necessarily seem to be a prerequisite for gaze following in infants
(Szufnarowska et al., 2014; Gredebäck et al., 2018). Conversely,
eye contact did not inhibit the impression of private intentions.
With regard to the differentiation between communicative and
private intentions, this means that eye contact neither seems
to constitute a highly predictive nor selective signal. Thus, the
question remains, which other signals or processes might be used
discern intentions from gaze.

Here, the highly reductionist approach of this study clearly
reaches its limits. While it was warranted for elucidating the
relationship between the most basic aspects of ostensive gaze
behavior, its limitations have to be considered as well. First: Non-
verbal communication in general was already pointed out to
have a high procedural and dimensional complexity meaning that
individual non-verbal cues are not isolated units but always part
of a stream of cues from different non-verbal channels (Vogeley
and Bente, 2010). Regarding the investigation of gaze behavior
it is thus advisable not to limit the analysis to short chunks of
gaze communication and potentially to include other non-verbal
channels as well (Jording et al., 2018). Second: The context or
environment has to be taken into account when investigating
gaze processing (Hamilton, 2016). Adding and systematically

varying objects to the setup as a focus point for the ostensive gaze
cues would thus constitute another interesting variation of this
study. Third: Closely linked to environmental aspects are factors
regarding our knowledge about the other person. Although gaze
cueing and gaze following can happen automatically, it is also
influenced by our perception and beliefs about the other person
as well as our relationship toward this person (Gobel et al., 2017).
Thus, systematically manipulating the participants believes about
of the observed agent (e.g., personality or preferences) might
influence their interpretation of the observed gaze behavior.

CONCLUSION

In conclusion, although the two studies on gaze behavior
presented here are highly minimalistic, they nevertheless
substantially deepen our understanding of the powerful potential
of social gaze in initiating interactions, referencing and displaying
attention and thus allow a glimpse through the “window into
social cognition” that social gaze can provide (Shepherd, 2010).
Eye contact has again been proven to be a powerful tool in
imparting communicative intents and fostering the impression
that someone else is actively trying to show us something.
However, it also becomes evident that eye contact itself is
obviously not sufficient to discern intentions from social gaze
biuniquely. Humans most likely make use of additional, e.g.,
temporal characteristics of gaze or they take other non-verbal or
verbal signals into account; further investigations on this topic
are therefore warranted. In practice, this study can inform us
about the fundamental processes that underlie the perception and
potentially production of gaze behavior and their functional roles
in communication. Technically, these insights may help develop
applications in the field of interaction and communication
sciences by making use of anthropomorphic virtual agents and
humanoids (Pfeiffer et al., 2013). In order for cognitive robots
to become accepted as interaction partners by humans they
have to share the human ability to generate and interpret
informative gaze behavior as a two-way communicative act
(Pönkänen et al., 2011; Gobel et al., 2015; Jording et al., 2018).
A more thorough understanding of how humans convey and
ascribe intentions as supplied here is therefore essential. In the
long-run this approach might then also foster the development
of more sophisticated agent-based diagnostic and therapeutic
instruments for communication disorders like autism spectrum
disorders (Georgescu et al., 2014).
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FIGURE S1 | Illustration of the female avatar’s eyes and the measurement of the
iris’ position for gaze angle calculation. Middle column: Eye section from the
female avatar stimuli for the initial gaze position (top four) and the position after the
gaze shift (bottom four). Red circles with a centered cross mark the position of the
iris as measured for the calculation of the gaze angle. Right column: lateral and
horizontal deviations of the gaze angle from direct gaze. Note that depicted here
are only gaze shifts to the left side; for shifts to the right side avatar stimuli
were mirrored.

FIGURE S2 | Illustration of the male avatar’s eyes and the measurement of the iris’
position for gaze angle calculation. Middle column: Eye section from the female
avatar stimuli for the initial gaze position (top four) and the position after the gaze
shift (bottom four). Red circles with a centered cross mark the position of the iris
as measured for the calculation of the gaze angle. Right column: lateral and
horizontal deviations of the gaze angle from direct gaze. Note that depicted here
are only gaze shifts to the left side; for shifts to the right side avatar stimuli
were mirrored.

TABLE S1 | Coefficients sampled from the approximate posterior distribution in
Study 1 for the influence of the COM condition, initial position, shift amplitude, and
their respective interactions. The COM coefficient describes the effect of the COM
condition in contrast to the LOOK condition; init. pos. depicts the stepwise effect
of increasing aversion from direct gaze in the initial position (farther from direct
gaze); gaze shift depicts the stepwise effect of increasing the shift amplitude.
Reported are estimates (Estimate) and estimated errors (Est.Error) for the
coefficients, the lower (l-95% CI) and the upper (u-95% CI) border of the 95%
posterior compatibility intervals, the effective sample size (Eff.Sample) and the
potential scale reduction factor R̂ or Gelman-Rubin statistic (R̂).

TABLE S2 | Coefficients sampled from the approximate posterior distribution in
study 2 for the influence of the COM condition, initial position, shift amplitude, and
their respective interactions. The COM coefficient describes the effect of the COM
condition in contrast to the PRIV condition; init. pos. depicts the stepwise effect of
increasing aversion from direct gaze in the initial position (farther from direct gaze);
gaze shift depicts the stepwise effect of increasing the shift amplitude. Reported
are estimates (Estimate) and estimated errors (Est.Error) for the coefficients, the
lower (l-95% CI) and the upper (u-95% CI) border of the 95% posterior
compatibility intervals, the effective sample size (Eff.Sample) and the potential
scale reduction factor R̂ or Gelman-Rubin statistic (R̂).

VIDEO S1 | Example Study 1_init.1_shift.4.

VIDEO S2 | Example Study 1_init.2_shift.3.

VIDEO S3 | Example Study 1_init.3_shift.2.

VIDEO S4 | Example Study 1_init.4_shift.1.

VIDEO S5 | Example Study 2_init.1_shift.4.

VIDEO S6 | Example Study 2_init.2_shift.3.

VIDEO S7 | Example Study 2_init.3_shift.2.

VIDEO S8 | Example Study 2_init.4_shift.1.
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sensorimotor coupling

When closely examined, several biological mechanisms reveal themselves as implementing a
physical and dynamical two-way link or coupling between the organism and the world. In these
cases, some mechanisms’ components can either physically cross the body-world boundary or are
brought by the organism’s motor actions onto specific sensory surfaces. As with any biological
phenomenon, the historical contingencies of these sensorimotor activities generate plastic changes
within the organism, that in turn determine its capacities at any given time. Body-world coupling
instances are evident in examples that we will describe later, such as breathing, sensori-motor
activities, and others. In the present piece, we attempt to position social cognitive phenomena as the
result of the mechanisms involved in the organism’s coupling history with its world. This coupling
constitutes one of the cornerstones of the so called 4E approach to cognition (Newen et al., 2018),
from which we will also draw concepts and distinctions in our effort to relate coupling mechanisms
with social phenomena. Even though reviewing the 4E approach to cognition escapes the scope of
the present piece, we can briefly state that the 4E cognition framework wants to bring multiple
approaches together under a sole emblem. It understands cognition as a natural phenomenon,
embodied in the biophysics of the body which is embedded both phylo- and ontogenically into
the animal’s ecological niche. To the 4E approach, cognition is also opportunistic and promiscuous
as can be extended toward the world with objects both material (e.g., technology) and conceptual
(e.g., institutions). Finally, the 4E approach thinks cognition as intended for action in an ongoing
interactional sense-making process; an enactive phenomenon. The 4E cognition framework owes
its current form to several landmark work such as the “enactive approach” (Varela et al., 2017), the
“distributed cognition branch of cognitive science” (Flor and Hutchins, 1991; Hutchins, 1995), and
the “extended mind” proposal (Clark and Chalmers, 1998), among others.

Despite decades of conceptual development of the 4E approach and its diverse subfields,
there are many questions regarding its particular implications for neuroscience (e.g., how can
neuroscientists can actually implement the 4E approach directly into their research agendas? Is
one-person neuroscience necessary?, etc.) (Di Paolo and De Jaegher, 2012; Willems and Francken,
2012). As experimental neuroscientists interested in the interactional nature of cognition, we
would like to extract the mechanistic implications of the 4E approach: components, activities,
and processes (What?, How?, When?), their context (When?, How?) and their weights (How
important?). Epistemologically, we concur with the view that conceives mechanisms as models
of the phenomena to explain and consider the building of mechanistic models a fundamental
explanatory aim of neuroscience (Craver, 2007). Without a mechanistic picture of the ways in
which the 4Es constitute and/or affect cognitive processes, we are left with few tools to further
empirical research.

We start by considering relevant distinctions provided by De Jaegher et al. (2010), where
constitutive, enabling, and contextual factors can be identified as the “set of circumstances”
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which are phenomena themselves. A contextual factor modulates
the phenomenon, whilst an enabling one is necessary for the
phenomenon to occur. Finally, constitutive factors are processes,
parts, and/or pieces that produce the phenomenon itself. What
happens if we add a dynamic and mechanistic framework
to the De Jaegher, Di Paolo, and Gallagher’s proposal? The
phenomenon to explain -at any scale (from action potentials
to social interaction)- can be understood as the result of
the dynamic operation of one or more mechanisms. Such
mechanisms comprise components, their activities and the
processes in which they participate, whose structural and
functional organization in certain conditions produce the
phenomenon (Bechtel and Abrahamsen, 2005; Craver, 2007).
Thus, we suggest that constitutive factors are processes that
can be composed of different components of a mechanism
under consideration at different moments of time. Examples
of components participating in a constitutive fashion are ion
channels, for the phenomenon of the action potential, and
participating agents for social interaction. In contrast, contextual
and enabling factors are better understood here as elements
which interact with mechanisms’ components and can change its
operation regime. Examples of enabling factors are the existence
of ionic gradients across the membrane, for the action potential,
and the alertness level of a participant, for social interaction.
Examples of contextual factors are, a specific ion channel type for
the action potential, and a given environmental setting, for social
interaction. It is important to note here that the constitutive,
enabling, or contextual quality of a given factor it is not fixed,
but can change throughout the organism’s ontogeny or history of
structural change.

We think our mechanistic view is compatible with the original
proposal of De Jaegher et al. (2010). In what follows, we
consider the above mentioned points in some detail. We start
by examining different mechanisms of body-world coupling, to
then propose ways to extend this viewpoint into social-cognitive
phenomena, considering the organism’s ontogeny.

BODY-WORLD COUPLING

Active Coupling Through Sensorimotor

Activities
An example of body-world coupling is represented by an
animal’s sensory-motor activities. In situations where the sensory
processes are important for the organism, there is usually
a profound interplay between the animal’s actions and the
operation of its sensors (Rojas-Líbano et al., 2014). This is
evident in motor actions associated with sensory sampling of the
environment: touching, sniffing, echolocating, whisking, visual
scanning. These actions allow the animal to bring stimuli to
sensory surfaces. In most of these cases, stimuli sampling takes
place in the wider context of adaptive and context-sensitive
behavior. The animal actively moves its sensory systems to
make decisions about navigation, small displacements, further
explorations, language actions, and the like (Ganguly and
Kleinfeld, 2004; Hayhoe and Ballard, 2005; Rojas-Líbano and
Kay, 2012; Clark, 2013; Arce-McShane et al., 2016).

The appropriate interplay or coordination between motor
actions and sensory activations requires the participation
of certain components of the world in the sensory-motor
mechanism. Therefore, cognitive activities involving any type
of movement will demand some environmental components
to become participants of a mechanism (i.e., a transiently
constitutive factor). If we manipulate world conditions that
interfere with this loop, we can potentially destroy the organism’s
coupling in the sense that we decrease its ability to interact
coherently with its world. Examples are everywhere. Sniffs
manipulate the number of odor molecules drawn onto the
olfactory epithelium, as well as the rate (i.e., flow) at which those
molecules travel through the nose (Rojas-Líbano and Kay, 2012).
Tactile (e.g., whisker, finger) movements are coordinated with
body movements and control the spatiotemporal frequency at
which mechanical stimuli contact the skin cutaneous receptors
(Kurnikova et al., 2017). Eye/head/body movements effectively
displace the photoreceptor surface so as to receive photons
coming from specific objects from the visual scene (Schroeder
et al., 2010), and mechanisms such as the accommodation reflex
modify the amount and direction of light that reaches the retina,
via the modification of pupil size and lens width (Michael-
Titus et al., 2010). All these motor activities manipulate world
components and -through this manipulation- cause changes
onto sensory surfaces (Figures 1A,B). Thus, world components
continuously move back and forth from participating in
processes contextual or enabling to constitutive factors for a given
point in time and a given sensorimotor act.

Other Examples of Coupling
Some mechanisms are part of the basic autonomy of a living
being and can be independent of active volitional control.
There are many examples, such as coupling through circadian
rhythms or, at the cellular scale, through membrane potential
maintenance, nutrient exchange, and structural interactions with
the extracellular matrix. However, for the sake of simplicity,
let us specifically focus on mammalian breathing as a non-
sensorimotor example of a mechanism that allows an organism
to functionally couple with its world. We know a fairly good
deal of the neural mechanisms that implement breathing in
mammals (Feldman and Del Negro, 2006). In this process, the
animal actively exchanges components with its world, specifically
air volumes with different amounts of oxygen and carbon
dioxide. Neurons in the brainstem periodically fire impulses
that eventually send activity down the phrenic nerve, delivering
acetylcholine onto the muscle cells of the diaphragm. The
diaphragm then contracts, expanding the thoracic cavity and
increasing lung volume. This expansion draws air from the
organism’s surroundings into the lungs. Finally, the diaphragm
relaxes, pushing air from inside the lungs back to the exterior of
the animal’s body. Accompanying the volume exchange there is a
substance exchange: inspired air is more enriched in oxygen than
expired air, which in turn ismore enriched in carbon dioxide. At a
molecular scale, we can conceive the mechanism as a continuous
exchange of molecules. From an outside reservoir enriched in
oxygen molecules, the organism draws oxygen inside and pushes
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FIGURE 1 | Illustration of body-world coupling, sensorimotor mechanisms, and the ontogeny of social cognition. Circles represent mechanisms’ components internal

to the organism (Ci ), and crossed circles depict world components (Cw ). Arrows represent causal effects between components. (A) In non-sensorimotor body-world

couplings, an organism’s motor activities capture world’s components and makes them interact with body components. (B) In sensorimotor body-world couplings,

through active motor sampling activities (e.g., sniffing, touching, fixating) the organism dynamically brings world components onto sensory surfaces. During ontogeny,

the occurrence (or not) of specific sensorimotor activities produces plastic changes in body components, represented here as weighted arrows and circles. (C) Social

cognition as a process grounded in sensorimotor coupling. World components relevant to sensorimotor coupling could well be stimuli produced by another organism,

such as physical stimuli resulting from communication processes, and different agents coupled with shared world components can lead to social cognitive

phenomena. This kind of sensorimotor coupling might entail different plastic processes within each organism (represented as different weighted arrows inside each

agent). S, sensory; Mm, motor actions for movement; Ms, motor actions for sampling.

out carbon dioxide. This mechanism operates as long as the
animal preserves its biological autonomy.

Now, consider what happens when we intervene on the
external side. Lowering the air oxygen concentration causes a
decrease in blood oxygen, which in turn activates peripheral
and central chemoreceptor neurons (Teppema and Dahan,
2010). The activation of the latter triggers an increase in drive
to the diaphragm, resulting in stronger, and more frequent
breathing cycles. Something similar happens if we prevent
molecules from crossing the boundary, say by occluding the
airway. This indicates that by manipulating the external state
of affairs, and/or by preventing physical exchanges across the
body-world boundary, we causally intervene in the mechanism.
We propose that this is a feature of mechanisms that
couple body and world. It is also trivially true that several
manipulations of the external conditions can causally affect
the body, such as when the body is hit, for example, by
a heavy object. But in those cases the world component
involved was not implicated in a regular mechanism with
the organism.

ONTOGENY, SOCIAL COGNITION, AND

BODY-WORLD COUPLING MECHANISMS

In the cases described above, and in many others, what we
see is a physiological mechanism that contains -as part of its
regular components- some element(s) of the world. By altering

either internal or external components, we alter the mechanism
operation (Figures 1A,B).

LetM be a (neuro)physiological mechanism (e.g., respiration,
sensorimotor operations, circadian rhythms) containing internal
components Ci which normally interact with some world’s
components Cw (any processes and/or entities, whether living or
not, present outside the organism’s physical body). Traditionally,
it is conceived that the operation of M depends on Ci alone.
However, for relevant biological phenomena, such as respiration
or sensorimotor activities, Cw are mechanism components,
participating in the resulting processes, and therefore we think is
useful to regard them as constitutive1. Likewise, other Cw would
be enabling and/or contextual, depending on the phenomena
under consideration. Considering Cw as constitutive and/or
enabling elements of a given M, we can further state that
many organizational principles of the brain -generated from
multiple operating mechanisms- will be much better explained
by incorporating their relationship to the world (Clark and
Chalmers, 1998; Cosmelli and Thompson, 2010; Parada and
Rossi, 2018).

We could also say that the operation of a given M will
depend on the organism’s past and current temporospatial

1We follow Craver (2007) in using manipulability as a criterion for recognizing

mechanisms’ components. Briefly stated, if interventions on the mechanism as a

whole are accompanied by changes of a potential component, and if interventions

on the component produce, in turn, changes in the mechanism, then the

component under consideration is a mechanism’s component.

Frontiers in Psychology | www.frontiersin.org 3 January 2020 | Volume 10 | Article 300532

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Rojas-Líbano and Parada Ontogeny and Body-World Couplings

contingencies (i.e., both Ci and Cw). A key notion here is that
biological mechanisms are not timeless laws, but historically
contingent processes (Craver, 2007). Consider, as an example,
the mechanisms of neural plasticity. It has been shown that
present neuronal properties -both structural and functional2-
are dependent on the neuron’s previous interactions with its
immediate environment (Rose and Rankin, 2001; Bailey et al.,
2015; Andersen et al., 2017; Schulz and Lane, 2017). Importantly,
this is not a special feature of neurons, but a general biological
phenomenon. The actual state and capacities of any organism
are activity- and ontogeny-dependent, and are always intertwined
with the environment in which ontogeny takes place (Stagg et al.,
2011; Kelly et al., 2012; Ganguly and Poo, 2013; Sale et al., 2014;
Fields, 2015). Social-cognitive phenomena can be conceived,
within this framework, as interactions occurring through the
sharing of someCw between the agents engaged in it (Figure 1C).

Taking into account the dependence on history of biological
mechanisms, it is particularly relevant to distinguish the role of
Cw at different moments along ontogeny. At different moments,
the weight of a Cw could play a role as a constitutive, enabling,
or contextual factors in a given phenomenon. For example,
the case of behavioral habituation shows that, under sustained
interactions, responses to the same Cw can decrease drastically,
turning aCw stimulus from a once-constitutive element to amere
contextual perturbation (Brunelli et al., 1976). In what follows, we
use these ideas to propose a link between ontogenic mechanisms
of body-world coupling and social interactions.

Social interaction starts very early during development,
from prenatal experiences to turn-taking in babies to
early verbalizations in infants (Siddiqui and Hägglöf,
2000; Kugiumutzakis, 2017; Quigley et al., 2017). From
the point of view of mechanisms of body-world coupling,
these developmental changes correspond to an increment
in the allowed complexity of sensorimotor interactions.
Mechanistically, increased sensorimotor complexity can
be reached by reducing the sensorimotor contingencies’
dimensionality, using both history of interactions and
sensorimotor function. This is the organism’s current
morphological shape, as a product of previous body-world
couplings in time, affords more complex actions contained in
appropriate ecological niches. A now-classic example is the
theoretical (Smith et al., 1999) and empirical (Smith and Thelen,
2003) dynamical systems account of the A-not-B error in infants
(Piaget, 1962). Briefly, the processes underlying the perseverative
reaching seen in the A-not-B error are not only continuously
tied to the infant’s sensorimotor system but also to her history
of interactions (Spencer et al., 2011). From our perspective,

evidence from animal models suggests a constitutive role of
external factors such as maternal state during gestation (Kofman,
2002), maternal care/physical contact (Cancedda et al., 2004;
Sale et al., 2004), as well as overall environmental conditions (Cai
et al., 2009). Similar effects have been reported in humans; social,
cultural, and/or physical environmental conditions in earlier
developmental stages might bias -or even shape- bio-psycho-
social trajectories (Guzzetta et al., 2009; Bowers and Yehuda,

2And hence of the networks in which the neuron participates.

2016; McEwen, 2017). Later in life, most of these factors can
become enabling and/or contextual.

A more speculative example -directly related to social
cognition- could be found in language; a higher-level cognitive
phenomenon profoundly sensitive to ontogenic changes (Peña
et al., 2003; Dehaene-Lambertz et al., 2008; Mampe et al.,
2009; Mahmoudzadeh et al., 2013; Werker and Gervain, 2013;
Werker and Hensch, 2015). The available evidence indicates
that human auditory learning starts in the third trimester
of gestation (Shahidullah and Hepper, 1994; Hepper, 1996).
We further interpret this evidence as suggesting a constitutive
role for prenatal listening experiences (Cw) in the specific
physiological and developmental trajectory that gives rise to
speech processing brain structures (Ci) (Wermke and Friederici,
2004). Between the 8th and 10th month of age, this body-world
coupling begins its consolidation, allowing infants to extract
statistical regularities (Saffran et al., 1996), which we conceive
as a dimensionality reduction of the complex linguistic world
(Werker and Tees, 1984; Maurer and Werker, 2014)3. Following
our interpretation of these data, listening experiences and verbal
interactions (Cw) become contextual factors after the 10th
month of age (Werker and Curtin, 2005; Werker and Hensch,
2015). We further speculate that such change, from constitutive
to contextual, illustrates the dimensionality reduction required
for the appearance of more complex sensorimotor operations,
such as actively seeking learning opportunities, maximizing
informative interactions, and the beginning of adult-like social
interactions (Begus et al., 2016). We still lack both data and tools
to appropriately model the role, weight, and influence of external
factors (from physical interplay to social interactions to processes
unfolding from them) in the emergence of social-cognitive
functioning and the overall biophysics of human experience.

CLOSING REMARKS

The present opinion piece seeks to facilitate a mechanistic
approximation to multi-level phenomena, grounding social
cognition, and social interaction into time-dependent functional
and structural components and their interplay; a goal for the
4E approach to cognition. Furthermore, it points to the need
of modeling, through experimental manipulations, the weight
and influence of both internal [i.e., (neuro)physiological] and
external (i.e., objects, processes, other people) components at
a given developmental period. This modeling can be achieved
through tools derived from network science and/or machine
learning techniques (Vespignani, 2011; Boonstra et al., 2015;
Sekara et al., 2016; Shine et al., 2016; Avena-Koenigsberger et al.,
2017; Aguilera, 2018; Parada and Rossi, 2018). Furthermore,
implementing scalable experimental paradigms (Parada, 2018;
Matusz et al., 2019; Shamay-Tsoory and Mendelsohn, 2019) and
generating novel hypotheses of interacting brain/body systems
functioning during natural cognition (De Jaegher et al., 2010,
2016; Di Paolo and De Jaegher, 2012; Gramann et al., 2014;
Ladouce et al., 2017; Parada, 2018; Parada and Rossi, 2018) are
among the most outstanding challenges for the 4E-cognition

3This is also seen in other aspects of perceptual development (Scott et al., 2007).
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research program. We believe that the incorporation of a
mechanistic framework facilitates meeting those challenges and
advancing a deeper understanding of cognitive phenomena,
social, and otherwise.
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Audiovisual Integration During Joint
Action: No Effects for Motion
Discrimination and Temporal Order
Judgment Tasks
Basil Wahn*, Jill A. Dosso and Alan Kingstone

Department of Psychology, University of British Columbia, Vancouver, BC, Canada

In daily life, humans constantly process information frommultiple sensory modalities (e.g.,

visual and auditory). Information across sensory modalities may (or may not) be combined

to form the perception of a single event via the process of multisensory integration.

Recent research has suggested that performing a spatial crossmodal congruency task

jointly with a partner affects multisensory integration. To date, it has not been investigated

whether multisensory integration in other crossmodal tasks is also affected by performing

a task jointly. To address this point, we investigated whether joint task performance also

affects perceptual judgments in a crossmodal motion discrimination task and a temporal

order judgment task. In both tasks, pairs of participants were presented with auditory

and visual stimuli that might or might not be perceived as belonging to a single event.

Each participant in a pair was required to respond to stimuli from one sensory modality

only (e.g., visual stimuli only). Participants performed both individual and joint conditions.

Replicating earlier multisensory integration effects, we found that participants’ perceptual

judgments were significantly affected by stimuli in the other modality for both tasks.

However, we did not find that performing a task jointly modulated these crossmodal

effects. Taking this together with earlier findings, we suggest that joint task performance

affects crossmodal results in a manner dependent on how these effects are quantified

(i.e., via responses time or accuracy) and the specific task demands (i.e., whether tasks

require processing stimuli in terms of location, motion, or timing).

Keywords: multisensory integration, social cognition, joint action, motion, temporal, task co-performance

1. INTRODUCTION

Humans constantly process information from several sensory modalities (e.g., touch, vision,
audition). This informationmay (ormay not) be combined to form a unitary percept via the process
of multisensory integration. Previous research has investigated several factors that could affect this
integration process ranging fromwhere andwhen the stimuli occur (Meredith et al., 1987;Meredith
and Stein, 1996; Guski and Troje, 2003; Holmes and Spence, 2005) to the attentional demands
placed on the observer (Bertelson et al., 2000; Vroomen et al., 2001; Alsius et al., 2005; Santangelo
and Spence, 2008, 2009; Santangelo andMacaluso, 2012; Vercillo and Gori, 2015;Wahn and König,
2015a,b, 2016; Wahn et al., 2017b).

To date, however, only a handful of studies have investigated whether social factors (e.g.,
performing a task with another person) affect multisensory integration (Heed et al., 2010; Wahn
et al., 2017a). This comes something as a surprise given that past work on joint action has
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demonstrated that social factors can have a significant impact
on how individuals perceive an isolated visual event (Sebanz
et al., 2003, 2006; Knoblich and Sebanz, 2006; Böckler et al.,
2012; Karlinsky et al., 2017; Vesper et al., 2017). Also, people
in everyday life routinely perform multisensory tasks with, or
in the presence of, others. For instance, when eating a meal
with a friend, visual, tactile, smell, and taste information are
combined; and when attending a concert both visual (e.g., seeing
themusicians) and auditory information (e.g., hearing themusic)
are processed in the presence of others.

To the best of our knowledge, the first study (Heed et al.,
2010) that investigated the relationship between multisensory
integration and joint task performance involved a tactile spatial
localization task. Heed et al. (2010) required participants to
indicate the location of a tactile stimulus while a visual stimulus
was presented simultaneously in either the same (congruent)
or different (incongruent) location. Past work has demonstrated
that when participants perform this type of task alone, responses
to the tactile stimulus are slower and less accurate if the visual
stimulus appears at an incongruent location (Spence et al., 2004).
Heed et al. (2010) found that this congruency effect was reduced
when performing the task jointly, as the participant performing
the tactile task “off-loaded” attending to the visual distractor to
their partner. As a potential mechanism to explain this effect,
Heed et al. (2010) suggested that the participant performing the
tactile task co-represented (Sebanz et al., 2003) the partner’s task
and could hence better filter out the visual distractors from their
own task representation. The process of co-representation (i.e.,
that co-actors take into account each other’s tasks) has been
proposed to occur automatically whenever co-actors perform
tasks jointly (Sebanz et al., 2003) and to form the basis for more
complex joint actions (Vesper et al., 2010). In a recent study, we
replicated the finding by Heed et al. (2010) in a joint audiovisual
congruency task (Wahn et al., 2017a). That is, we found that
the negative effect of an incongruent visual stimulus on sound
localization was reduced for participants performing the task
jointly. Relatedly, Sellaro et al. (2018) found that such a division
of labor of tasks also reduced interference in a purely visual
picture–word interference task (for a recent review about the
benefits of labor division in joint tasks, see Wahn et al., 2018).

While the above research has demonstrated that performing
a task jointly does affect audiovisual and visuotactile integration
in a spatial congruency task (Heed et al., 2010; Wahn et al.,
2017a), it has not been investigated whether the effect of joint
performance on multisensory integration can be generalized to
other situations, particularly whether the results extend beyond
the presentation of two solitary, static stimulus events. The
stimuli one routinely encounters in everyday life are normally in
motion because we are often in motion (e.g., walking, moving
our head, and shifting our gaze several times a second) and
the world around us is in motion, too (e.g., living animals
move, water flows, and trees sway in the wind). An important
extension of the previous work then is to test if multisensory
integration with moving stimuli is affected by joint performance.
That is, investigating this question would be informative as
to whether multisensory integration of moving stimuli is also
affected by joint task performance or whether the effect of joint
task performance is specific to stationary spatial stimuli.

Soto-Faraco et al. (2002) introduced an audiovisual motion
congruency task that is conceptually very similar but qualitatively
distinct from the crossmodal congruency task with static
stimuli (Soto-Faraco et al., 2002, 2004), but to date it has
only been tested with individual, isolated participants. In the
typical audiovisual motion task, a participant receives visual
and auditory stimuli that either move together in the same
direction (congruent presentations) or in opposite directions
(incongruent presentations). The critical task is to judge the
movement direction of the auditory stimuli. Results indicated
that participants often failed to correctly identify the direction
of sound motion when the direction of the visual motion was
incongruent (e.g., leftward auditory motion and rightward visual
motion). We viewed this paradigm as a logical next step to test
whether joint task performance affects audiovisual integration
using a task involvingmore ecologically valid stimuli (i.e., motion
stimuli). That is, the audiovisual motion congruency task used
by Soto-Faraco et al. (2002) represented only a minimal change
(i.e., static stimuli are replaced by moving stimuli) relative to our
earlier study using a spatial audiovisual congruency task (Wahn
et al., 2017a).

Importantly, past work has also demonstrated that the effect
of multisensory integration varies with the nature of the task. For
instance, as discussed above, when judging the spatial direction
of two auditory stimuli, irrelevant and incongruent visual stimuli
have a negative effect on performance. Note, when the task is
reversed, and one is required to determine the direction of two
visual stimuli, incongruent auditory motion has no impact on
performance. In general, the explanation for this asymmetry
is that multisensory integration is preferentially biased toward
the modality that provides the most reliable signal for the
task at hand, in this case, spatial direction. In other words,
vision provides a more reliable spatial signal than does audition,
a point we are all too familiar with when we are trying to
determine in a group whose phone is ringing; it is only when
we see a person move that we localize the sound. Critically,
this advantage of a visual signal over an auditory signal reverses
when the task is to judge when, rather than where, two events
have occurred. This was demonstrated by Morein-Zamir et al.
(2003) who asked participants to judge which of two visual
stimuli appeared first on a computer screen. They found that
performance improved when an auditory click trailed the second
visual stimulus, as if the second visual event was pulled toward
the trailing auditory click. As the paradigm used by Soto-Faraco
et al. (2002) can be readily adapted to that of Morein-Zamir
et al. (2003), we examined if a joint task manipulation affects
both dynamic spatial judgments and temporal judgments. That
is, adapting the paradigm used by Soto-Faraco et al. (2002)
to that of Morein-Zamir et al. (2003) only involves minimal
changes (i.e., instead of judging the direction of two rapidly
presented stimuli, participants are required to judge the temporal
order of two stimuli), allowing for the specific targeting of the
question of whether temporal judgments are affected by joint
task performance in a within-subject design. In doing so, we can
also assess whether potential effects of joint task performance
are comparable both in situations where vision affects auditory
judgments (i.e., sound direction) and when audition affects visual
judgments (i.e., visual timing). Finally, it is worth noting that
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there is currently uncertainty in the literature as to whether
joint task performance on multisensory integration affects how
quickly people respond, their accuracy of response, or both.
For instance, Heed et al. (2010) used inverse efficiency scores
(i.e., a combined measure of response times and accuracy)
to analyze their data, rendering the speed/accuracy question
equivocal. Wahn et al. (2017a) analyzed response times and
accuracy separately and found that joint task performance only
affected response times. As crossmodal congruency effects on
response times are often vulnerable to alternative explanations
that do not demand an explanation in terms of multisensory
integration (e.g., a race model explains why two congruent
signals may result in faster responses time than either of them
alone, see Miller, 1982; Stevenson et al., 2014) we aimed to test
whether performing a task jointly affects perceptual judgments
(i.e., perceptual accuracy) rather than response times. Crucially,
in both tasks mentioned above (i.e., the motion discrimination
task and temporal order judgment task), crossmodal effects were
quantified via response accuracies.

To summarize, the current work aims to extend previous
research on multisensory integration and joint task performance
(Heed et al., 2010; Wahn et al., 2017a) in three ways: (1)
through the use of moving rather than static stimuli in a
crossmodal congruency task, (2) by investigating temporal
crossmodal effects, and (3) by using tasks that quantify
crossmodal effects with regard to response accuracy (rather than
response time).

2. METHODS

2.1. Participants
Nineteen pairs of students (32 female and 6 male, M =

19.58 years, SD = 1.44 years) of the University of British
Columbia participated in the present study. The participants
provided their written informed consent to participate in
this study and received course credits as compensation for
their participation.

2.2. Experimental Setup
Pairs of participants were seated next to each other, 60 cm from a
computer screen (resolution: 1920 x 1000 pixels, 64.13 x 33.40
visual degrees, 60 Hz refresh rate, model: ACER V243H, 24
inches) so that when they looked straight ahead they could see
the left or right edge of the computer screen, respectively. The
auditory stimuli were received via speakers (model: Dell A215)
placed next to the computer screen. The speakers were positioned
at a height so that the middle of the speakers would align with
the middle of the screen and were about 80 cm apart from each
other. In front of each participant, a QWERTY keyboard was
positioned for making responses (see Figure 1 for an overview
of the experimental setup). The experiment was run on an Apple
Mac Mini (2012 model), and we used its internal sound card to
play the auditory stimuli.

2.3. Experimental Procedure
Each pair of participants performed the motion discrimination
task and the temporal order judgment task. The order of tasks

FIGURE 1 | Experimental setup. Response keys were marked by green

stickers on the keyboards.

was counterbalanced across pairs so that half of the pairs started
with the motion discrimination task and the remaining half
began with the temporal order judgment task. In the following
section we describe the procedure for each task separately. As a
point of note, the participant performing the auditory motion
discrimination task also performed the visual temporal order
judgment task. The reasoning for this design choice was that, in
both tasks, the crossmodal effects were expected to occur, and we
planned to correlate the size of the crossmodal effects and the size
of social effects across tasks.

2.3.1. Motion Discrimination Task
In the motion discrimination task, two beeps (duration: 50 ms)
were presented, one from each speaker, one after the other in
a rapid sequence (interstimulus interval: 100 ms) to create the
apparent perception that stimuli were moving either in the left
or right direction. The frequency of the two beeps was randomly
selected out of a set of three frequencies (450, 500, and 550
Hz). Simultaneously with the presentation of the beeps, two
flashes (duration: 50 ms) were presented that moved either in the
same direction (congruent presentation) or opposite directions
(incongruent presentation) of the auditory stream. The flashes
(radius: 1.34 visual degrees) were presented at a distance of 15
visual degrees from a fixation dot (radius: 0.53 visual degrees) that
was positioned in the center of the computer screen. In control
trials, the flashes and beeps were presented asynchronously (for
an overview of stimuli combinations see Figure 2). That is, in
the asynchronous trials, the presentation of the flashes began
300 ms after the second beep was presented. For each trial, we
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FIGURE 2 | Stimuli combinations for the motion discrimination task: Auditory

and visual stimuli could either synchronously (upper left) or asynchronously

(upper right) move in the same direction or opposite directions (lower left and

lower right). If stimuli were presented asynchronously, the first flash was

presented 300 ms after the second auditory stimulus.

randomly selected whether stimuli were presented synchronously
or asynchronously.

One of the participants in the pair was required to perform
the same auditory motion discrimination task as in the original
study by Soto-Faraco et al. (2002). That is, they were required to
indicate the movement direction of the beeps. For participants
that sat on the left, they indicated the motion direction using the
“A” key (for leftwardmotions) and the adjacent “S” (for rightward
motions). For participants that sat on the right, they used the
“K” (for leftward motions) and the adjacent “L” (for rightward
motions). Responses were performed on the two keyboards
placed in front of the participants (i.e., participants sitting on
the left used the left keyboard, whereas participants sitting on
the right used the right keyboard). While participants performed
this task, they were also required to fixate the central dot on the
computer screen. We did not explicitly instruct participants to
turn their heads to the computer screen but often observed this
to be the case as it is a more natural head position to fixate the
central dot. To directly align their heads with the center of the
screen, participants likely turned their heads by about 25 degrees.
To ensure that participants maintained fixation, similar to Heed
et al. (2010), there were a small number of catch trials (11 %),
in which the central fixation dot would briefly flash (50 ms)
and no other stimuli were presented. When this happened, the
participant was required to press the “space” key if they sat on
the left and the “enter” key if she/he sat on the right (“fixation
control task”). Participants were instructed to prioritize accuracy
over speed for their responses. As a point of note, any of the keys
would end a trial regardless of the required task.

The other participant in the pair was required to perform the
fixation control task and indicate the movement direction of the
flashes (“visual motion discrimination task”). Again, depending

on the seating position, either the “enter” or “space” key would
be required for the fixation control task and either the “A” and
“S” or the “K” and “L” keys would be required for indicating the
moving direction of the visual stimuli.

Participants performed their assigned tasks either alone or
jointly (see Figure 3). When they were alone in the room, they
sat in the same seat that they occupied when performing the
task jointly. The seating positions of participants performing the
different tasks were counterbalanced across pairs.

As a point of note, as it has been done in earlier studies (Heed
et al., 2010;Wahn et al., 2017a), in the data results section we only
considered the response data of the participant performing the
auditory motion discrimination task, as the crossmodal effects
were expected to occur in the auditory motion discrimination
task (i.e., the visual stimuli were expected to influence the
auditory motion discrimination but not vice versa).

Testing involved two sets of three blocks: visual
discrimination performed alone, auditory motion discrimination
performed alone (by the other participant), and visual and
auditory discrimination tasks performed simultaneously by
the two participants together. The order of the conditions in a
set was randomly selected and then repeated. Each block had
56 trials, composed of 8 fixation control trials and 48 motion
discrimination task trials. Each block was composed of an
equal number of trials for each combination of the factor levels
of Synchrony (synchronous, asynchronous) and Congruency
(congruent, incongruent) trials (e.g., 12 synchronous congruent
trials and 12 synchronous incongruent trials). After the last
required response on a trial, the program automatically
continued to the next trial following a 1,000 ms break.

At the beginning of each block, the block type was announced
on the screen (“Joint Block,” “Individual Auditory Block,” or
“Individual Visual Block”), and participants were asked to contact
the experimenter. The experimenter would then make the
necessary setup adjustment (e.g., ask one of the participants to
wait outside of the experimental room). The experimenter waited
outside of the experimental room throughout testing.

The experiment was programmed using Python 2.7.3. It took
about 20 min to complete.

2.3.2. Temporal Order Judgment Task
In the temporal order judgment task, two flashes (radius: 1.34
visual degrees, 5 ms) were presented in a rapid temporal
sequence. The time between the flash presentations was
randomly selected for each trial out of a set of four stimulus
onset asynchronies (SOAs): 25, 50, 75, and 100 ms. One flash
was presented below and one above the fixation dot (radius:
0.53 visual degrees) at a distance of 15 visual degrees. Whether
the top or the bottom flash was presented first varied randomly
between trials. Simultaneously with the first flash, a click sound
(impulse tone, 5 ms) was presented as well. Depending on the
type of trial, a second click was presented simultaneously with
the second flash (baseline trial) or the second click trailed behind
the second flash by 100 ms (trailing trial) (for an overview of
all stimuli combinations, see Figure 4). One of the clicks was
presented from the left loudspeaker and the other from the right
loudspeaker. Baseline and trailing trials were selected randomly,
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FIGURE 3 | Example of a synchronous congruent trial for the joint condition: Participants receive a flash and beep presented on the left side followed by a flash and

beep presented on the right side. In this example pair, the left participant is required to indicate the flash direction (left or right) while the participant sitting on the right

is required to indicate the beep direction (left or right). Arrows indicate that participants were also required to fixate the center of the screen. A trial is completed after

both participants pressed a key.

FIGURE 4 | Stimuli combinations for the temporal order judgment task: two

auditory and two visual stimuli were presented. The first visual and auditory

stimulus was presented at the same time. The second auditory stimulus was

either presented together with the second flash (baseline trial) or 100 ms after

the second flash (trailing trial).

as were which speaker delivered which sound. Given earlier
findings by Morein-Zamir et al. (2003), we expected crossmodal
effects to occur in the trailing trials as the trailing click should
affect the temporal perception of the second flash, “pulling” the
perception of the two flashes apart.

As a point of note, the stimuli presentations of the clicks (left
and right) and flashes (top and bottom) were deliberately chosen
to be orthogonal to avoid any spatial crossmodal influences
between stimuli. Moreover, contrary to the stimuli presentations

in the motion discrimination task above, the flashes remained on
the screen after stimulus onset and only disappeared after the
participants’ responses. Also note that we deviated with regard
to a few design choices from the original study by Morein-Zamir
et al. (2003). The original study selected SOAs from a larger set
with a wider range (12, 24, 36, 48, 72, 96, and 144 ms). We
selected SOAs from a smaller range and set (25, 50, 75, and 100
ms) to reduce the overall number of trials. Moreover, the original
study included several types of trailing trials (ranging from 75 to
600 ms). We only used one type of trailing trials, for which the
crossmodal effect was the strongest in the original study (100ms).

As for the motion discrimination task above, each participant
in a pair was assigned to perform a task in one of the sensory
modalities. In particular, one participant in the pair was required
to indicate whether the upper or lower flash occurred first (visual
temporal order judgment task), which was the same task as
performed by participants in the original study (Morein-Zamir
et al., 2003). If the participant was sitting on the left, she/he was
required to use the “A” key to indicate that the top flash came first
and the “Z” key to indicate that the bottom flash occurred first.
If the participant was sitting on the right, she/he was required
to use the “K” key to indicate that the top flash occurred first
and the “M” key to indicate that the bottom flash occurred first.
While performing the visual temporal order judgment task, the
participant was also required to maintain fixation on the central
fixation dot. As for the motion discrimination task above, during
a small number of trials (3%), the participant was also required to
perform the fixation control task. That is, the central fixation dot
would briefly flash (50 ms) and no other stimuli were presented
during such a trial. Also, for this task, we did not explicitly
instruct participants to turn their heads toward the computer
screen but often observed this to be the case as it is a more natural
head position to fixate the central dot. For these fixation control
task trials, depending on the seating position, the participant was
required to press “space” (sitting of the left) or “enter” (sitting on
the right).
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The other participant in the pair was required to indicate
which of the clicks occurred first (auditory temporal order
judgment task). If the participant was sitting on the left, pressing
the “A” key would be required to indicate that the click played on
the left speaker occurred first and the adjacent “S” key when the
click played on the right speaker occurred first. If the participant
was sitting on the right, the “K” (for left) and “L” (for right)
were required. While performing the auditory temporal order
judgment task, the participant was also required to maintain
fixation at the central dot and to also perform the fixation
control task. As for the motion discrimination task above, all
participants were instructed to prioritize accuracy over speed for
their responses for all tasks.

As for the motion discrimination task above and in line with
earlier studies investigating the effect of joint task performance
on multisensory integration (Heed et al., 2010; Wahn et al.,
2017a), we only considered the response data of participants
performing the visual temporal order judgment task since
crossmodal effects were only expected to occur in this task.
Indeed, likeMorein-Zamir et al. (2003), we did not collect trailing
visual stimuli to assess the influence of visual signals on auditory
temporal order judgments.

As before, the experiment was divided into two sets of three
blocks: one block for each participant to perform the visual or
auditory temporal order judgment task while alone in the room
and one block for the two tasks to be performed simultaneously
while together in the room (see Figure 5). Each block contained
136 trials. Four of these were trials for the fixation control task.
Half of the remaining trials were trailing trials, and the other
half were baseline trials. After responses were made, the program
automatically continued to the next trial after a 1,000 ms break.
Again, the experimenter waited outside of the experimental
room throughout testing, making the necessary setup adjustment
between blocks.

The experiment took about 40 min to complete. It was
programmed in Python 2.7.3.

2.4. Data Pre-processing
For our data analysis later on, in line with earlier studies and
as noted in the task procedure, we only considered data of the
participants performing the tasks in which crossmodal effects
were expected to occur (i.e., the auditory motion discrimination
task and visual temporal order judgment task).

To briefly confirm this expectation, at least for the motion task
(as an analysis for the auditory temporal order judgment task is
not feasible as noted above), we assessed the performance in the
visual motion discrimination task for the synchronous individual
condition and found a high accuracy performance regardless of
the type of presentations (congruent: M = 0.92 vs. incongruent:
M = 0.90). We also found that there was no significant difference
between congruent and incongruent presentations [t(11) = –1.16,
p = 0.269], suggesting that there were no crossmodal effects
present in the visual motion discrimination task. In the following,
only data from the auditory motion discrimination and visual
temporal order judgment task were considered.

To assess participants’ general performance accuracy for the
two tasks we primarily considered for the analysis (i.e., the

auditory motion discrimination task and visual temporal order
judgment task), we used baseline data from the conditions where
no crossmodal effects were expected to occur. For the auditory
motion discrimination task in particular, we used the data from
the incongruent asynchronous presentations when a participant
performed their task alone in the room. For the visual temporal
order judgment task, we used the baseline trials with the longest
SOA (100 ms) when a participant was alone in the room. For
both these situations, and for the fixation control tasks, we set
the inclusion criteria to a performance above 70%.

We aimed to match the sample size of our current study to the
sample size of earlier studies investigating social manipulations
in crossmodal tasks, which was 11 in the case of Heed et al.
(2010) and 12 in the case of Wahn et al. (2017a). Moreover, we
counterbalanced the seating position and task order across pairs
such that we have an equal number of pairs for each combination
of these factors. We also sought to have a sample of participants
that were able to accurately perform the motion discrimination
task, temporal order judgment task, and fixation control task.
Our data collection ran until all these criteria were fulfilled for a
sample size of 12 pairs (21 females and 3 males,M = 19.67 years,
SD= 1.68 years). An additional 7 pairs (11 females, 3 males,M =
19.42 years, SD = 1.03 years) did not fulfill our inclusion criteria.

The fixation control task was performed at a high accuracy in
the final sample both in the motion discrimination experiment
(M = 97% correct, SD = 4.81%) and temporal order judgment
experiment (M = 96% correct, SD = 3.08%).

3. RESULTS

3.1. Auditory Motion Discrimination Task
Based on Soto-Faraco et al. (2002), we expected the factors
Congruency and Synchrony to interact. The rationale is that
the performance difference between incongruent and congruent
presentations should be larger for the synchronous than the
asynchronous presentations because it is during the synchronous
presentations that the incongruent visual signals should distract
participants from accurately judging the sound motion. For
social factors to influence this crossmodal effect, we would
expect a significant interaction between the factors Congruency,
Synchrony, and Social Condition.

Figure 6 (upper panels) displays the response accuracy for
all combinations of these factors, including the task order.
On a descriptive level, we observed large differences between
congruent and incongruent presentations for the synchronous
trials, suggesting that the crossmodal effects that found in the
original study Soto-Faraco et al. (2002) were replicated in the
present study. With regard to our social manipulation, we
observed that the difference between congruent and incongruent
presentations for synchronous trials was not modulated by
whether a task was performed alone or jointly. Lastly, we did
not observe any order effects (i.e., that the pattern of results for
performing the motion discrimination task first or second did
not differ).

To confirm whether these observations were significant,
we analyzed participants’ performance using a four-factorial
ANOVA with the response accuracy as the dependent variable.
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FIGURE 5 | Example of baseline trial in the joint condition: Participants first receive a flash presented at the bottom and simultaneously a click sound on the left. Then,

a second flash is presented (the first one remains on the computer screen) simultaneously with a second click on the right. In this example seating arrangement, the

left participant is required to indicate which click came first and the right participants is required to indicate which flash came first. Arrows indicate that participants

were also required to fixate the center of the screen. A trial is completed after both participants pressed a key.

The three within-subject factors were Congruency (Incongruent
and Congruent), Synchrony (Synchrony and Asynchrony), and
Social Condition (Alone and Joint). The between-subject factor
was the Task Order (First and Second). We found main effects
for the factors Synchrony [F(1, 10) = 41.60, p < 0.001, η

2
G =

0.43] and Congruency [F(1, 10) = 65.55, p < 0.001, η2G = 0.63].
Replicating crossmodal effects from the original study (Soto-
Faraco et al., 2002), we found an interaction effect between
these two factors [F(1, 10) = 184.27, p < 0.001, η

2
G = 0.58].

Given that our ANOVA only involved factors with two levels,
there were no follow-up tests required since the interaction
effect already tested the pairwise comparison. To describe
this interaction in more detail, the difference in performance
accuracies between congruent and incongruent presentations
was significantly larger for synchronous presentations than for
asynchronous presentations. All other effects in the ANOVAwere
not significant (all ps > 0.129).

As the absence of a significant interaction effect between the
factors Congruency, Synchrony, and Condition [F(1, 10) = 0.11, p
= 0.746] suggested that performing a task jointly did not affect
audiovisual integration, we also computed a Bayes factor using
the R package “BayesFactor” (Morey et al., 2015) for this effect
to assess how much more likely the null hypothesis was relative
to the alternative hypothesis. We found a Bayes factor of 0.30,
meaning that our data was 1/0.30 or 3.33 times more likely under
the null hypothesis than the alternative hypothesis.

To test for the possibility of whether an auditory stimulus
moving toward where the participant was sitting or away from
the participant may have interacted with our Social Condition
factor, we repeated the above ANOVA with the additional factor
Auditory Moving Direction (Away and Toward). Apart from
the effects already found above (i.e., a significant main effects
for the factors Congruency [F(1, 10) = 65.55, p < 0.001, η

2
G =

0.54] and Asynchrony [F(1, 10) = 41.60, p < 0.001, η
2
G = 0.34]

and a significant interaction effect between these two effects

[F(1, 10) = 184.27, p < 0.001, η2G = 0.49], no other effects in the
ANOVA were significant (all ps > 0.068).

Apart from assessing response accuracy, we also repeated the
same ANOVA above for the response times as the dependent
variable. We found no significant effects for this ANOVA.
In particular with regard to crossmodal effects, there was no
significant interaction effect between the factors Congruency
and Synchrony [F(1, 10) = 1.18, p = 0.302], suggesting there
were no crossmodal effects present from the perspective of the
response times.

In sum, we replicated earlier crossmodal effects by Soto-
Faraco et al. (2002), finding that for synchronous presentations
visual stimuli affected auditory motion judgments more than for
asynchronous presentations. We did not find that performing a
task jointly modulated this effect. In fact, our calculated Bayes
factor suggests that the null hypothesis that there is no effect is
considerably more likely than the alternative hypothesis.

3.2. Visual Temporal Order Judgment Task
For analyzing the data of the visual temporal order judgment
task, we followed the same analysis procedure as in the
original study by Morein-Zamir et al. (2003). That is, using a
logistic regression, we fitted psychometric curves to each of the
participants’ responses, separately for each condition. Based on
these fits, we extracted for each participant the just noticeable
difference (JND). These JNDs were used as a dependent variable
for our further analyses.

To replicate the crossmodal effect found by Morein-Zamir
et al. (2003), we expected a main effect for the factor Timing
with the levels baseline and trailing. That is, we expected that
participants were significantly better at judging which of the
two flashes occurred first for trailing trials compared to baseline
trials. For a social effect to occur, we expected an interaction
effect between the factors Social Condition (Alone, Joint) and
Timing (Baseline, Trailing). Plotting the averaged JNDs as a
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FIGURE 6 | Results overview for the motion discrimination task (upper two panels) and the temporal order judgment task (lower two panels) when the respective task

is performed first (left column) or second (right column). Error bars are standard error of the mean in all panels.

function of these factors, including Task Order (see Figure 6,
lower panels), we observed large differences between baseline and
trailing trials, suggesting that we replicated the earlier crossmodal
effect. Yet, the size of this crossmodal effect (i.e., the difference
in JND between baseline and trailing trials) did not appear
to be modulated by whether the task was performed jointly
or alone. However, there was the suggestion that the effect of
the Social Condition was modulated by Task Order, with the
JNDs somewhat raised for the joint condition compared to the
individual condition when the temporal order judgment task was
performed first.

To assess whether these observations were statistically
significant, we performed a three factorial ANOVA with the
JNDs as the dependent variable and the within-subject factors
Social Condition (Alone, Joint) and Timing (Baseline, Trailing)
and the between-subject factor Task Order. We found a main
effect of Timing [F(1, 10) = 39.05, p < 0.001, η

2
G = 0.24]. All

the other effects were not significant (all ps > 0.124). There

were no interaction effects, including, most importantly, no
significant Social Condition x Timing interaction effect, [F(1, 10)
= 1.06, p = 0.327]. For this interaction, we again computed a
Bayes factor to assess how more likely the null hypothesis is
compared to the alternative hypothesis given the present data.
We observed a Bayes factor of 0.47, meaning that our data were
1/0.47 or 2.15 times more likely under the null hypothesis than
the alternative hypothesis.

In sum, we replicated the crossmodal effect found by Morein-
Zamir et al. (2003). As for the motion discrimination task
above, we found that audiovisual integration was not affected by
performing the task jointly rather than alone. In fact, the null
hypothesis that there is no effect was more than two times more
likely than the alternative hypothesis.

Similar to the auditory motion discrimination task, we also
tested whether the click starting position (either starting on the
participant’s side or opposite side) interacted with our social
manipulation. For this purpose, we repeated the ANOVA above
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with the additional factor Auditory Starting Position (Same and
Opposite). We again found a significant main effect of Timing
[F(1, 10) = 67.02, p < 0.001, η

2
G = 0.26]. Moreover, we found

a significant main effect of Auditory Starting Position [F(1, 10)
= 7.70, p = 0.012, η

2
G = 0.03] and a significant interaction

effect between Timing and Auditory Starting Position [F(1, 10) =
7.84, p = 0.019, η

2
G = 0.03]. Yet, none of the effects involving

the factor Social Condition (Alone and Joint) were significant
(all ps > 0.155).

Given that we replicated earlier crossmodal effects in both
tasks, we also correlated the sizes of these effects across tasks.
For each task we averaged the data across the levels of all
factors except for Timing in the temporal order judgment
task and Congruency in the motion discrimination task.
For the temporal order judgment task, we then computed
the difference between the baseline and trailing condition.
For the motion discrimination task, we computed the
difference between the congruent and incongruent condition.
Correlating these differences, we found a moderately sized
correlation, which was not significant [r = –0.39, t(10)
= –1.35, p = 0.204]. For this correlation, we found a
Bayes factor of 0.80, meaning that our data were 1/0.80 or
1.15 times more likely under the null hypothesis than the
alternative hypothesis.

4. DISCUSSION

In the present study, we replicated earlier crossmodal effects
in a motion discrimination task (Soto-Faraco et al., 2002) and
temporal order judgment task (Morein-Zamir et al., 2003);
auditory judgments of motion were affected by visual input,
and visual judgments of timing were affected by auditory
input. In the case of the motion discrimination task, we
found that participants’ performances were significantly worse
when incongruent rather than congruent visual information was
presented. For the temporal order judgment task, participants
were better at judging the order of the flashes if a click trailed
the second flash. These findings demonstrate that these known
crossmodal effects were robust, persisting despite the many
design changes we made, the most profound ones being that we
introduced social situations where two participants performed
their respective tasks together.

On this last score, despite the introduction of joint task
situations, and contrary to previous findings that a joint
performance modulated crossmodal spatial congruency effects
(Heed et al., 2010; Wahn et al., 2017a), we found that our robust
crossmodal motion and timing effects were not modulated by
joint task performance. These findings highlight the importance
of investigating the effects of social factors across a range of
crossmodal paradigms. In other words, as we had noted in
the introduction, one cannot assume that because social factors
impact crossmodal performance in one particular paradigm,
social factors will affect crossmodal performance in all situations.
Below, we speculate why the present tasks are resistant to
social manipulations and how one might test our proposals in
the future.

A major difference between the present task and crossmodal
congruency tasks investigated earlier is that crossmodal effects
in the present study were quantified in both tasks via perceptual
judgments (i.e., response accuracies), while in the earlier studies
effects were quantified (at least in part) with response times.
Moreover, in the audiovisual crossmodal congruency task
investigated earlier (Wahn et al., 2017a), the effect of task
co-performance was also only present for the response times
while response accuracies were unaffected. Given that response
accuracies were also not affected by joint task performance
in the present study for both tasks, one could also suggest
that performing a task jointly specifically affected crossmodal
effects quantified with response times while performance
accuracies remain unaffected. An outstanding question for future
investigation is whether those past response time crossmodal
effects reflect multisensory integration at all or merely the speed
at which one of the signals reaches the response threshold.
The fact that no social effect has been observed in response
accuracy suggests that there may not be any social effect on
multisensory integration.

An alternative explanation for the divergent findings between
the present data and previous work may rest with the difference
in task demands between the present study and earlier studies.
In particular, in earlier studies participants were required to
localize static stimuli whereas in the present study participants
were required to judge the movement direction of stimuli and
their temporal order. Given this difference between tasks, one
possibility could be that participants are only able to “off-load”
stimuli to a co-actor if the task primarily involves static spatial
stimuli (as in the earlier studies Heed et al., 2010; Wahn et al.,
2017a) while this is not possible for moving stimuli or temporal
stimuli. In other words, stimuli may be required to be spatial and
static for co-actors to be able to “off-load” these stimuli to other
co-actors. Possibly, the mechanism of task co-representation,
which was suggested to have allowed participants to filter out
distracting stimuli in earlier studies; (Heed et al., 2010; Wahn
et al., 2017a) could be specific to static spatial stimuli. Future
studies could test this proposal by investigating whether joint
task performance also does not affect multisensory integration in
other tasks requiring spatial processing of moving stimuli (e.g., in
an audiovisual bounce-inducing effect; Sekuler, 1997; Grassi and
Casco, 2009) or temporal processing (e.g., in the sound-induced
flash illusion; Shams et al., 2002).

Related to the difference in task demands between the present
study and those earlier, whether joint task performance affects
multisensory integration or not may also depend on the strength
of the integration of the investigated multisensory effect. In
particular, for the motion discrimination task, the integrated
moving stimuli may more strongly be integrated (and hence less
susceptible to effects of joint task performance) as the received
stimuli provide more cues (i.e., spatial and motion information)
to be integrated. Similarly, for the temporal order judgment
task, the mere fact of presenting two audiovisual stimuli may
have resulted in a stronger integration of stimuli that is less
susceptible to the effects of joint task performance. Future
studies could test this proposal by investigating whether joint
performance task performance also does not affect multisensory
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integration in other tasks that involve more richer audiovisual
stimuli (than static spatial stimuli). Another difference to
consider, which is specific to the temporal order judgment task
in relation to the spatial congruency tasks in earlier studies
(Heed et al., 2010; Wahn et al., 2017a), concerns the direction
of the crossmodal effects (i.e., whether stimuli in the visual
sensory modality influence processing stimuli in a different
sensory modality or vice versa). That is, in the temporal order
judgment task crossmodal effects were present for stimuli in the
visual sensory modality (i.e., auditory information influenced
visual processing) whereas in the earlier studies crossmodal
effects were either present in the auditory or tactile sensory
modalities due to an influence of visual stimuli. Hence, one
could raise the possibility that joint task performance only
affects multisensory integration in tasks, where the visual sensory
modality is affecting processing in other sensory modalities
but not vice versa. Yet, given that we did not find an
effect of joint task performance for the audiovisual motion
discrimination task—a task in which visual stimuli affect auditory
processing—this proposal may only apply to static stimuli in
crossmodal tasks.

In summary, we successfully replicated earlier crossmodal
temporal and motion effects, in which participants were required
to perform perceptual judgments. Yet, the present work fails
to find evidence that joint task performance modulates these
replicated crossmodal effects. Given that earlier studies found
an effect of joint task performance for crossmodal spatial
congruency tasks (Heed et al., 2010; Wahn et al., 2017a), we
suggest that the effect of joint task performance on crossmodal
tasks could potentially depend on how crossmodal effects are
quantified (i.e., via responses times or accuracies) and task

demands (i.e., whether tasks require processing stimuli in terms
of location, motion, or timing).
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Social interactions are a crucial part of human life. Understanding the neural

underpinnings of social interactions is a challenging task that the hyperscanning method

has been trying to tackle over the last two decades. Here, we review the existing literature

and evaluate the current state of the hyperscanning method. We review the type of

methods (fMRI, M/EEG, and fNIRS) that are used to measure brain activity from more

than one participant simultaneously and weigh their pros and cons for hyperscanning.

Further, we discuss different types of analyses that are used to estimate brain networks

and synchronization. Lastly, we present results of hyperscanning studies in the context

of different cognitive functions and their relations to social interactions. All in all, we aim

to comprehensively present methods, analyses, and results from the last 20 years of

hyperscanning research.

Keywords: hyperscanning, social cognition, joint action, EEG, MEG, fMRI, fNIRS, social interactions

INTRODUCTION

The importance of social interaction for the development and maintenance of the human self
was already highlighted in Greek philosophy and has been discussed ever since. Nevertheless,
the field of cognitive neuroscience has only started to investigate brain activity during social
interaction in the last decades. Typically, only the brain of one of the involved participants and
thus only one part of the dyadic or group interaction was recorded at a time. The insight such
experiments may provide is therefore limited. To examine social interactions as a whole, the idea
of hyperscanning, i.e., measuring the activity of multiple brains simultaneously, has originated.
The significant advantage of this technique is that it allows the investigation of real-time dynamics
between two or more interacting brains (Hari and Kujala, 2009; Hari et al., 2013). In contrast
to classic experimental paradigms that measure the brain activity of single participants during
social interaction, simultaneously measuring the brain activity of several interacting participants
allows for the investigation of intra- and inter-brain neural relations (Schilbach et al., 2013).
The hyperscanning techniques thus offer a new approach to account for the complexity of joint
action, i.e., its spontaneity, reciprocity, and multimodality, which constitutes a big challenge for its
neuroscientific examination.

In the current paper, we have reviewed existing literature and evaluated the current state of the
hyperscanning method. We performed extensive literature research to identify the most critical
peer-reviewed studies that used hyperscanning as a method to investigate human social cognition.
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In our review, we have had two primary goals. First, we
reviewed the methods and types of analysis that are used in the
hyperscanning field. Second, we reviewed cognitive functions
and their neural underpinnings that are investigated with the
hyperscanning method.

TYPE OF METHODS

In the last century, a large variety of methods to measure
brain activity have been developed. The most popular ways to
measure brain activity used in the cognitive neuroscience field
are Electroencephalography (EEG) (Luck and Hillyard, 1994),
Magnetoencephalography (MEG) (Baillet, 2017), Functional
magnetic resonance imaging (fMRI) (Eisenberger, 2003), and
functional near-infrared spectroscopy (fNIRS) (Ferrari and
Quaresima, 2012). Each of these have their advantages and
disadvantages, which can help us to further understand different
brain functions. Primarily, when focused on Hyperscanning,
their specific assets, like temporal and spatial resolution as well
as mobility, are of value. We have reviewed here all of these in the
context of Hyperscanning research.

fMRI
Functional magnetic resonance imaging (fMRI) is a method that
indirectly measures neural brain activity. Namely, it measures it
by detecting changes associated with blood flow, which is the
blood-oxygen-level-dependent (BOLD) contrast (Glover, 2011).
Since the last decade of the twentieth century, fMRI has become

FIGURE 1 | Neuroimaging methods used in Hyperscanning. (A) From Koike et al. (2019). View of the dual fMRI facility used to study mutual gaze. (B) From Acquadro

et al. (2016). EEG measurement of two guitar players. (C) From Osaka et al. (2015). fNIRS set up used to study cooperative singing. All parts reproduced/adapted

under CC licenses.

one of the most popular methods used in cognitive neuroscience.
Its most important advantage is the spatial resolution. Standard
fMRI scanners estimate brain activity with a spatial resolution of
3 mm, and specialized instruments push the limits toward the
sub-millimeter range.

In comparison to other methods discussed below, it is the
best method to determine where in the brain something has
happened. Additionally, it is the non-invasive method of choice
for measuring deep brain structures. However, because it uses
blood flow to estimate neural activity, its temporal resolution
does not compare to M/EEG (Glover, 2011). Moreover, to
measure the BOLD signal, participants are required to stay
stable in a laying position within a scanner (Figure 1A).
This low mobility of the experimental tools makes it not
suitable for investigating social interactions in naturalistic and
ecologically valid setups. Despite low mobility, the first-ever
hyperscanning study was an fMRI study. Montague (2002)
performed a successful feasibility study to link participants in
two scanners. To tackle the problem that occurs when two
scanners are required to complete a study, King-Casas (2005)
conducted a study using scanners in Texas and California
linked via the Internet. Afterward, other studies were performed
in facilities that possessed two scanners; however, until now,
only a few studies have tried to investigate social interaction
with the fMRI hyperscanning method (Tomlin, 2006; Saito
et al., 2010; Schippers et al., 2010; Tanabe et al., 2012; Tomlin
et al., 2013; Spiegelhalder et al., 2014; Koike et al., 2016, 2019;
Abe et al., 2019). One reason for that might be difficulty
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in creating experimental paradigms that involve interaction
between participants without movement and communication.
Another reason might be that the complexity of fMRI data
requires the development of new types of analysis that are suitable
to answer questions about between-brain relations. It is sensible
to say that the value of each of these studies is excellent, and
more studies are required because fMRI has a good spatial
resolution. Furthermore, this method could be of great value
if combined with EEG to surmount poor temporal resolution
(Koike et al., 2015).

EEG/MEG
One of the oldest methods to measure activity in the brain
is electroencephalography (EEG). In comparison to fMRI and
fNIRS, it measures neural activity directly by recording electrical
activity with the use of electrodes placed on the scalp (Figure 1B).
Therefore, it is not dependent on blood oxygenation, and its
temporal resolution is higher than other methods (Michel and
Brunet, 2019). However, because electrodes are placed on the
scalp, it is best suited for investigating the cerebral cortex and
not deep brain structures. Classically, EEG was considered a low
mobility tool because it required strict control of the movements
and surroundings of participants, which limits it to the lab
environment. However, in the last years, the development of
new technologies has allowed for improvement in mobility by
creating mobile EEG systems (Melnik et al., 2017). Such systems
are a great tool to study social interactions. Even though fMRI
was the first method used to perform a hyperscanning study,
it is EEG that is currently the most common method used to
conduct hyperscanning experiments. Its popularity comes from
its most important advantage, temporal resolution. Studies of
social interaction that unfold on a fast scale require a method
that is sensitive to it. Until now, only EEG could account for
changes in neural processing on a millisecond scale while two
or more humans perform an interactive task together. The high
temporal resolution allows for a more precise and different
type of between-brain analysis. Another advantage of EEG for
hyperscanning studies is that it is easier to measure more than
just two heads at the same time, as demonstrated by Dikker
et al. (2017). The relatively low price of EEG systems and the
availability of mobile systems are key advantages. Early EEG
hyperscanning research was conducted in the lab with full control
of the environment and traditional paradigms (Babiloni et al.,
2007a,b). However, with further developments, more interactive
and naturalistic paradigms, like playing guitars (Lindenberger
et al., 2009) or romantic kissing (Müller and Lindenberger,
2014), were proven to be feasible. In recent years, another
technology, which can be combined with EEG, was developed
and implemented to use in research. Namely, virtual reality (VR)
(Ehinger et al., 2014; Oliveira et al., 2016; Cipresso et al., 2018) is
becoming more and more present in the scientific community. It
allows for creating naturalistic paradigms that are fully controlled
by the experimenter. This, in combination with the EEG, might
be a great tool to study social interactions.

It is worth mentioning that magnetoencephalography (MEG),
a method with similar characteristic to EEG but lower mobility,
was also proven to be feasible for hyperscanning measurements

(Baess et al., 2012; Zhdanov et al., 2015), and it has so far been
used in a study that combined it with EEG to study verbal
interactions (Ahn et al., 2018). Moreover, this method was also
utilized to study the interaction between mothers and children
(Hirata et al., 2014; Levy et al., 2017), speaker-listener roles
during natural conversation (Mandel et al., 2016), and hand
kinematics in leaders and followers (Zhou et al., 2016). Recently,
Boto et al. (2018) developed a mobile MEG system. Therefore, we
can expect more MEG hyperscanning studies in upcoming years.

fNIRS
The last neuroimaging method that we have reviewed is
functional near-infrared spectroscopy (fNIRS). Similarly to
fMRI, it measures brain activity indirectly and uses the
contrast between oxygenated and de-oxygenated hemoglobin,
and similarly to EEG, it can best measure superficial brain areas
with a low spatial resolution (1 cm) (Scholkmann et al., 2013)
(Figure 1C). Moreover, its temporal resolution is lower than that
of EEG and varies between 0.1 and 1 s (Quaresima and Ferrari,
2019). Despite these limitations, fNIRS is widely used in cognitive
neuroscience for its mobility and resistance to motion artifacts.
In comparison to other methods discussed here, the signal
measured with fNIRS is not strongly influenced by themovement
of participants. This feature allows for creating experimental
paradigms that resemble real-life situations more closely than
classic studies. In the case of studying social interaction that
involves actions from participants, it is a critical feature that is
required. The first hyperscanning fNIRS study was conducted by
Funane et al. (2011) and used a simple tapping synchronization
task to investigate the coherence of neural activity between two
brains. Since then, many researchers adopted hyperscanning
fNIRS in various types of paradigms to study social interactions
(Scholkmann et al., 2013). One particularly interesting study
was conducted by Nozawa et al. (2016). It involved groups of
participants (four) tested in a naturalistic setting (cooperative
communication). Furthermore, a recently developed fNIRS
system for babies allows for investigating brain functions related
to parent-child interaction (Reindl et al., 2018). Such experiments
are proof of the concept that studying neural between-brain
underpinnings is feasible, and it brings new insight into the
understanding of human cognition.

TYPE OF ANALYSIS

The analysis and interpretation of hyperscanning data is a
challenging task. First, an intra-brain type of analysis has to be
adjusted to inter-brain data; alternatively, new types of analysis
have to be developed. Second, it is challenging to separate
inter-brain relations related to identical stimuli presented to
both participants from relations that represent between-brain
networks (Burgess, 2013). For the case of correlation, this
involves the calculation of partial or semi-partial correlation
coefficients. Similar adjustments might be done to other
measures. An alternative approach compares real participant
pairs with randomly selected pairs and a permutation analysis
(e.g., Bilek et al., 2015). The randomly selected pairs show only
the coupling due to the direct joint stimulation. Deducting
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FIGURE 2 | Analysis methods used in hyperscanning to investigate between brain relationships. (A) From Yun et al. (2012). Phase synchrony was used as a coupling

measure to investigate between-brain connections in implicit coordination task. Topography of the phase synchrony (PLV) between different regions of interest of two

participants are presented for theta (4–7.5 Hz) and beta (12–30 Hz) oscillations. (B) From Koike et al. (2016). Between-brain synchronization estimated with

correlation. (C) From Müller et al. (2013). Brain topography maps illustrating significant connection within and between the brains. Example of graph theory measures

applied to analyze synchronization during musical improvisation on the guitar. All parts reproduced/adapted under CC licenses.

this effect from the coupling observed in the actually paired
subjects uncovers the coupling of brain activity due to the
genuine interaction of the partners. Overall, this is a demanding
topic, and it requires precise specification of the scientific
question addressed.

Furthermore, while discussing between-brain coupling
measures, it is essential to mention the framework proposed
by Hasson et al. (2012). It suggests that inter-brain couplings
are crucial for building a shared social world. This framework
builds upon research that focused on between brain couplings
without the hyperscanning method. Namely, Hasson et al.
(2004) presented videos to individual participants in the
fMRI scanner and further analyzed between brain couplings
(between all participants) related to different sections of the
movie. Further, Stephens et al. (2010) used the same method
to study speakers and listeners (scanning one speaker and
many individual listeners to investigate the relation between
the speaker and the listener). These studies were crucial for
the development of the hyperscanning field and contributed to
the understanding of between-brain couplings. He investigated
single subjects; there are only randomly selected pairs, yet
the similarities are interesting and give insight into brain
functioning. Thus, the assumed control of randomly selected
pairs can demonstrate interesting and insightful similarities
(coupling) between participants.

The types of analyses applied to hyperscanning data can be
separated into different categories. There are various coupling
measures, correlation and dependence analyses, graph theory
measures, and the analysis of information flow. In this section,
we have discussed all these types of analyses in sequence.

Coupling/Connectivity Measures
The most common methods to estimate the strength of
coupling/connectivity between brains have previously been used
to study single brains. They are based on second-order measures
calculated in the Fourier domain. They differ in the technical
details of combining different frequencies and the kind of
normalization. That is, like the phase-locking value (PLV), the
phase lag index (PLI), or phase coherence have been adopted to
estimate between-brain couplings. PLVmeasures how two signals
(in case of hyperscanning coming from two different brains) are
phase-locked in the observed time window. PLV is equal to 1
when phases are perfectly synchronized in a specific frequency
and to 0 when they are unsynchronized. This measure was
used in multiple EEG hyperscanning studies. They investigated
cortical synchronization while two participants tried to imitate
their hand (Dumas et al., 2010, 2011) or finger movements (Yun
et al., 2012) (Figure 2A) during a coordinated time estimation
task (Mu et al., 2016), during speaking and listening (Pérez
et al., 2017), and during a cooperative decision-making task
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(Hu et al., 2018). Another similar measure, also related to
phase synchronization, PLI, was used in studies investigating
coordinated behavior in guitar players (Lindenberger et al., 2009;
Sänger et al., 2012) and also in a verbal interaction task with
the use of both EEG and MEG (Ahn et al., 2018). PLV and
PLI are similar measures; however, it was pointed out that
PLV suffers the common source problem, and PLI does not
(Aydore et al., 2013). However, for hyperscanning research,
where sources are separated between brains, these measures
should give the same results. Phase coherence is another method
of estimating cortical synchronization within or between brains
that are related to the phase of neural oscillations. It is a
measure of similarity between two signals, and there is more
than one way of quantifying it. Different variations of phase
coherence were used in hyperscanning experiments (for detailed
differences between different phase measures we recommend
Thatcher, 2012). Notably, studies mentioned above investigated
guitar players (Lindenberger et al., 2009; Sänger et al., 2012, 2013;
Müller et al., 2013) as well as romantic partners while kissing
(Müller and Lindenberger, 2014). Moreover, the latter study also
estimated cross-frequency couplings between brains.

Wavelet transform coherence (WTC) is a related method to
measure the coherence of two signals. It was developed to analyze
the geophysical time series (Grinsted et al., 2004). However, it
finds its application also in neuroscience, especially in analyzing
fNIRS hyperscanning studies. Since one of the first fNIRS studies
(Cui et al., 2012), it was used in the following experiments. As
it is the most common method that is used to analyze inter-
brain synchrony with fNIRS, it is also the most common analysis
method within all hyperscanning studies. WTC was used to
estimate inter-brain synchrony in paradigms studying action
monitoring (Dommer et al., 2012), cooperative and competitive
behaviors (Cui et al., 2012; Osaka et al., 2014; Cheng et al., 2015;
Liu et al., 2016b; Wang et al., 2019), imitation (Holper et al.,
2012), verbal communication (Jiang et al., 2012, 2015; Nozawa
et al., 2016), non-verbal communication (Osaka et al., 2015;
Hirsch et al., 2017), decision making (Tang et al., 2016; Zhang
et al., 2017), coordination (Hu et al., 2017; Ikeda et al., 2017; Pan
et al., 2017) , mother-child problem solving (Nguyen et al., 2019),
and teaching/learning behaviors (Pan et al., 2018).

All coupling/connectivity measures mentioned in this section
are measures of similarity between two neural signals coming
from different brains. This similarity is interpreted as synchrony
between brains in these studies. Moreover, the similarity is
estimated with different methods and is always referred to
as inter-brain synchrony. Such simplification of many analysis
methods to address synchronization may lead to wrong
interpretations of results and creates a wrong view of coherence
between studies. The hyperscanning field should develop terms to
distinguish between different measures of inter-brain synchrony
and methods used to estimate it.

Correlation and Dependence Analysis
Another way of measuring synchrony between brains is by
estimating the correlation between signals coming from two
brains. Within the hyperscanning literature, we found different
types of correlation measures applied to EEG, fNIRS, and fMRI

data. Due to the low temporal resolution of fMRI, coupling
measures discussed in the previous chapter could be used only
in the very-low-frequency range, which is not typically associated
with information processing in the brain. Therefore, the relation
between two measured brains is often estimated with the use
of linear dependence. It is not the BOLD signal itself that is
used for correlation analysis, but regression model coefficients
are representing activations in different tasks. These types of
analyses were applied in research investigating mutual gaze,
shared attention, and cooperation in the joint force production
task (Saito et al., 2010; Koike et al., 2016, 2019; Abe et al., 2019)
(Figure 2B). Correlations found in these studies were interpreted
as neural synchronization between brains.

Further, two studies focused on verbal communication
between participants and used correlation of BOLD activity
to predict the flow of information between the sender and
perceiver (Anders et al., 2011) and synchronization of brain
activity between interlocutors (Spiegelhalder et al., 2014). To
further extend the dependence analysis, cross-correlation in
combination with ICA decomposition of the BOLD signal was
used in studies focused on joint attention in participants with
borderline personality disorder and healthy participants (Bilek
et al., 2015, 2017). There, the cross-correlation between two brain
signals was interpreted as information flow.

Correlation measures are also applied to EEG hyperscanning
data. Namely, we identified studies using correlation as a measure
of between brain synchronization in different paradigms.
Moreover, different aspects of EEG signals were used for
correlation analysis. Correlation between different frequencies
(theta and alpha) was used to investigate the coordination of
speech rhythm (Kawasaki et al., 2013) as well as differences
between interactions between strangers and couples in alpha,
beta, and gamma (Kinreich et al., 2017). Furthermore, the
total independence analysis (Wen et al., 2012) was used in
a study that investigated between brain synchronization in a
class environment on a group of students (Dikker et al., 2017;
Bevilacqua et al., 2019). This analysis was used to predict
classroom dynamics and engagement.

Lastly, two fNIRS experiments applied correlation analysis
to estimate synchrony between brains in tasks that required
cooperation or competition between participants (Funane et al.,
2011; Liu et al., 2015).

Similarly to coupling measures, the correlation and
dependency analysis leave ambiguity about how to relate
results from different studies due to a variety of methods applied
to estimate the phenomenon of synchronization.

Graph Theory Measures
Between-brain networks can also be quantified with graph
theory measures. Up to today, there are only studies that used
graph theory measures on EEG hyperscanning data. Graph
theory measures focus on different aspects of between brain
networks. Within existing hyperscanning literature, we found
studies that focused on links between brains and modularity of
networks while participants performed the decision-making task
(De Vico Fallani et al., 2010). Moreover, different graph theory
measures were used to investigate between-brain networks in
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guitar players. Small-worldness of between-brain networks was
enhanced during musical coordination (Sänger et al., 2012),
and the topology of between-brain networks was dependent on
frequency and was more regular at higher frequencies (Müller
et al., 2013) (Figure 2C). Additionally, the directionality of
between-brain networks was used to predict leaders and followers
in guitar players (Sänger et al., 2013). In another study, the
dimensionality of between brain networks was investigated in
combat cooperation tasks (Dodel et al., 2011). All mentioned
measures suggested that neural synchrony can be estimated
with graph theory measures and that these measures extend
our understanding of between brain networks. Few studies
mentioned here give great insights into understanding neural
dynamics between brains. We believe that graph theory measures
are a great tool to account for the complexity of inter-
brain relations. Measures like modularity, small-worldness, and
directionality are bringing a new perspective into understanding
neural underpinnings of dynamic social interactions. More
studies should explore these measures. Additionally, more data-
driven methods to define network properties are becoming more
popular and can find their application in hyperscanning as well
(Sporns, 2018).

Information Flow
Apart from synchrony, similarity, or network properties, one
can focus hyperscanning analysis on the flow of information
from one brain to another. Such studies require estimating
causal links between brains. Methods that are used to determine
such causal links are Granger Causality and its equivalent in
a frequency domain Partial Directed Coherence (PDC). In the
EEG hyperscanning literature, these methods were applied to
estimate links between brains of cooperating pilots (Astolfi
et al., 2011, 2012), and results suggested that causal links
are stronger during increased cooperative behavior. Similarly,
increased causal links between the brains of participants were
found in cooperative and altruistic behaviors in decision-making
tasks (De Vico Fallani et al., 2010; Ciaramidaro et al., 2018).
Furthermore, one fMRI and one fNIRS study focused on causal
links between brains. Schippers et al. (2010) studied such links
in gesture communication with the use of fMRI and Pan et al.
(2017) used fNIRS to explore causal relationships between brains
of cooperating lovers. The casual links between brains can be
estimated with methods that we discussed here; however, the
important question of what the neural substrates that allow for
information flow between brains are is yet to be answered. It is
critical to understand the difference between information flow
and synchronized neural activity between brains due to identical
sensory input. This problem is often not addressed and left for
readers to wonder how to disentangle both. Future research
should focus on this aspect.

Taken together, in this section, we reviewed different methods
and types of analysis that are used in the hyperscanning field. A
variety of techniques and analysis suggests that hyperscanning
is a new and valuable part of the cognitive neuroscience field.
However, in many cases, the advantages and disadvantages of a
specific method are not that obvious. Further, at least in part, we
consider the growing variety of techniques used as exploratory,

and it has to be investigated whether they relate to the same set of
physiological processes.

COGNITIVE FUNCTIONS

Coordination and Synchronization
The investigation of interpersonal coordination of actions
that includes mutual entrainment or synchronization is one
of the field’s most suited for hyperscanning. Simultaneously
measuring the brain activity of interacting subjects allows for
real-time access to the reciprocal coupling of neural processes
that enable interpersonal movement synchronization within a
millisecond time scale. Experimental paradigms are addressing
the connection between interpersonal neural dynamics and
behavioral synchronization span from minimalistic button-
pressing tasks to complex naturalistic settings like joint music
playing. In minimalistic tasks, different parameters, such as
visual contact, feedback, and mode of synchronization (in-phase
vs. antiphase), can be manipulated easily. Additionally, several
studies have compared the degree of behavioral synchronization
between human-human and human-computer (metronome)
couples (Konvalinka et al., 2014; Mu et al., 2016; Hu et al., 2017)
in order to extract the social aspect of the interaction. Such setups
enable the examination of various aspects of action coordination
and synchronization while controlling the effects of a shared
sensory environment.

One conventional paradigm is used to study coordinated
behavior and its neural underpinnings and requires participants
to perform only one temporally synchronized button press after
a predefined or self-time interval has passed. As a result of this,
better performance was related to higher inter-brain coherence
in frontal areas as well as to stronger social connectedness in the
dyad (Funane et al., 2011; Mu et al., 2016; Hu et al., 2017; Pan
et al., 2017).

Another paradigm used continuous tapping or finger/hand
movements, allowing for additional insight into the time course
and the dynamics of synchronization. Tognoli et al. (2007)
found that the spontaneous transition from uncoordinated to
coordinated rhythmic movements under vision went along
with specific EEG rhythms in the alpha mu range at right
centro-parietal sides. Dumas et al. (2010) took a between-brain
approach, using the Phase Locking Value (PLV) across a variety
of different frequency bands. He found that right parietal alpha
mu oscillations were significantly more coupled in periods of
spontaneous synchronization. Both results point toward the
relevance of these patterns for the mirror neuron system. A
similar paradigm also investigating alpha-band activity was used
by Naeem et al. (2012a,b). However, they did not replicate
Tognoli’s approach but focused on broader frequency bands
in the mu range in different coordination contexts (intrinsic,
in-phase, and antiphase), suggesting functional discrimination
of the lower (8–10 Hz) and upper (10–12 Hz) mu band
(Naeem et al., 2012a). While the former seems to reflect
general attentional processes, the latter is modulated by task
and hemisphere: in the left hemisphere, the top mu band is
present during imitation, while in the right hemisphere, it is
involved in perceptual-motor discrimination. Based on this, the
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authors suggest a right hemispheric circuit that modulates the
way the actions of others are processed concerning the desired
coordination mode (Naeem et al., 2012b). In another study that
focused on the directionality of interaction, the subject associated
as the leader showed a characteristic suppression of frontal alpha
activity, possibly representing enhanced cognitive control and
planning (Konvalinka et al., 2014). Manipulating the neural
synchronization between the participants with tACS, two studies
directly explored the impact of phase-coupled neural oscillations
on behavioral performance. Results indicated that in-phase beta
but not alpha or theta stimulation across the respective motor
cortices facilitated tapping entrainment (Novembre et al., 2017;
Szymanski et al., 2017a). However, it was not yet shown whether
this effect could be replicated in EEG studies.

In contrast to such minimalistic experimental setups, several
studies applied hyperscanning in more cognitively demanding
and also more naturalistic settings. Recording two subjects
interacting in a finger-tapping imitation task, Holper et al.
(2012) observed increased functional connectivity between two
interacting brains. Social aspects modulated even unconscious
fingertip movement synchronization: Yun et al. (2012) found
that after having cooperated in an induced imitation task, the
patterns of unconscious finger movement across two subjects
became more synchronized. On a neural level, this change went
along with increased theta and beta band phase locking across
different regions, including the inferior frontal gyrus (IFG),
anterior cingulate cortex (ACC), and ventromedial prefrontal
cortex (vmPFC). In this context, the researchers associated the
observed activity patterns with implicit social processing.

In a cognitively more demanding task, Lindenberger et al.
(2009) investigated pairs of guitarists playing a melody together.
Similarly, they reported that coordinated actions between
the subjects involved oscillatory couplings between the two
brains. During coordinated play onset, they found significantly
increased phase synchronization between the two brains,
primarily over frontal-central connections. The synchronization
was exceptionally robust in low-frequency ranges, between
0.5 and 7.5 Hz, with a maximum in the theta frequency at
3.3 Hz. This result contradicted previously mentioned studies
that primarily reported dominant alpha synchronization during
interpersonal action coordination. The authors, however, noted
that the observed couplings might merely reflect similarities in
the temporal structure of the individual’s perception and action.
Accordingly, it is still not clear whether the neural coupling
causes the effective movement coordination between the pairs.
Rather than reporting specific brain areas and frequency bands,
the studies mentioned above suggest that inter-brain connectivity
through interpersonally coupled brain oscillations facilitates
complex interpersonal action coordination.

Social aspects of action coordination, i.e., the influence
of social connectedness and social character traits on
synchronization performance, is another topic where
multiple brain recordings provide new valuable insight. On
a hormonal level, Mu et al. (2016) could show that oxytocin,
intranasally administered, significantly facilitates neural
synchronization in the alpha band and thus effectively supports
movement coordination. Addressing the influence of the social

connectedness between pairs, Pan et al. (2017) compared the
performance of lovers to strangers and friends in a simple
coordination task. Between the lover’s brains, they indeed found
a significantly increased synchronization. More specifically, they
reported that the right frontoparietal network was involved
in romantic processing and social cognition. At the same
time, lovers also showed a significant increase in coordination
performances. Since oxytocin is strongly associated with social
bonding, especially in romantic relations, this result supports Mu
et al. (2016), indicating the human hormone’s facilitating effect
on interpersonal action coordination. Applying the same simple
interaction task, Hu et al. (2017) found a correlation between
the prosocial inclination of the subjects and their respective
inter-brain synchronization. All in all, these studies supported
the evidence that social traits and the ability to synchronize in
interpersonal coordination are strongly connected.

The current hyperscanning research on synchronization and
coordination reports neural (synchronization) effects in various
areas and frequency bands, although exploring very similar tasks.
There are two groups of findings: the first group reports inter-
subject neural couplings in frontal and parietal regions that
are associated with better action synchronization (theta, alpha,
and beta frequency). The second group of findings focuses
on mechanisms that are not coupled across individuals but
correspond to how a single brain processes incoming stimuli
in a coordination context (Tognoli et al., 2007; Naeem et al.,
2012a,b; Konvalinka et al., 2014). Interestingly, these within-
brain effects were also reported at frontal and centro-parietal
sides in the alpha range. They all indicate that interpersonal
action synchronization is accompanied by neuronal coupling of
primarily frontal and centro-parietal areas in lower frequencies.
However, concerning prominent frequency bands related with
movement synchronization, the reported results do not seem to
be conclusive: while some effects were mainly within the alpha
(10–12 Hz) and beta (∼20 Hz) range, others specifically excluded
the alpha range and instead emphasized a synchronization in
the theta frequency (Lindenberger et al., 2009; Yun et al., 2012;
Novembre et al., 2017). Such differences in reported effects
of activity in different frequencies have to be addressed in
future research.

Apart from this, prosocial character traits, such as the social
connectedness of the dyads, influenced the effectiveness of
synchronization. However, since many of the mentioned studies
had fewer than 10 pairs of subjects, more work is needed to ensure
and replicate the results.

Music
Musical performances offer attractive experimental conditions
since such performances combine intrapersonal action
coordination and interpersonal action synchronization as well
as continuous interaction. The advantages of musical settings
for hyperscanning experiments are reviewed by Acquadro
et al. (2016). A variety of experimental paradigms allow for the
investigation of different aspects of the interaction.

To investigate that inter-brain synchronization during an
interaction is not only present due to the perception of the same
ecological situation, researchers assign roles to the participants to

Frontiers in Human Neuroscience | www.frontiersin.org 7 February 2020 | Volume 14 | Article 3953

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Czeszumski et al. Hyperscanning: Review

investigate if complementary roles induce asymmetric patterns
of brain synchronization. Sänger et al. (2012) investigated
interpersonal action coordination using EEG hyperscanning
of musical leader-follower duets playing a two-voiced piece
of music repeatedly. They reported within-brain phase-locking
modulated by the assigned role as well as extended within-
and between-brain phase coherence during phases of high
musical coordination. Because of the complementary voices of
the piece, the phase coherence occurs in a situation where
the action and perception of the partners are not equal.
Further, graph theory analyses show the presence of hyperbrain
network structures. Later analysis of the same data by Sänger
et al. (2013) allows for investigation of the directionality of
functional connectivity between the two brains. Results show
directionality as a function of the musical roles. Pan et al. (2018)
recorded brain activity of learner-instructor dyads during the
acquisition of two songs using one of two learning methods
(part learning vs. whole learning). The study recorded fNIRS
data of bilateral fronto-temporoparietal regions. Across the part-
learning group, they report interpersonal brain synchronization
during the learning periods, which was even able to predict the
learning performance. Furthermore, Granger causality analyses
show coupling directionality from instructor to learner during
a particular learning phase (teaching phase). The absence of
interpersonal brain synchronization correlations in the whole
learning group speaks against it as a mechanism of pure
shared perception since both learning groups received equal
sensory input and performed comparable actions. Synchronous
oscillations are a present mechanism in leader-follower musical
joint action tasks, and the asynchronous nature of these signals
gives rise to inter-brain synchrony partly as a mechanism of
interactive task performance.

Other experimental designs investigate music without
assigned roles, as this is the case in many musical contexts.
While some experiments use existing music pieces, others
engage in freer musical interactions like non-notated parts of
songs or even improvisation. Novembre et al. (2016) used the
structured properties of sheet music to manipulate familiarity
and behavioral interpersonal synchronization during joint
piano playing. With dyads of amateur piano players performing
passages of two-voiced joint playing with congruent and
incongruent instructions for a later tempo change as well as
alternating knowledge about the complementary voice, they
reported significant correlations between alpha suppression
and congruent vs. incongruent tempo instructions in the case
of the pianist being familiar with both voices of the passage.
The authors concluded with the idea of alpha oscillations as
neural processes regulating the balance between self-other
integration and segregation, modulated by the compatibility of
internal knowledge and external environmental information
during joint action. After verifying EEG as a suitable method
for hyperscanning in a musical context, Babiloni et al. (2011)
used a hyperscanning paradigm to investigate empathy inside
ensembles of musicians, playing a piece together (Babiloni
et al., 2012). Alpha desynchronization in the right Brodmann
area 44/45 during a video observation of their performance is
positively correlated to the results of the Empathy Quotient Test

score. Müller et al. (2013) investigated musical improvisation
in dyads of guitarists. They analyzed intra- and inter-brain
synchrony during either a phase of joint improvisation or
phases where one guitarist improvised while the other listened.
They reported high-frequency intra-brain connections as well
as lower frequency inter-brain connections. Guitarists playing
alone showed stronger out-strength than the listening guitarist
in the beta range; this difference was not present during joint
improvisation. Osaka et al. (2014) compared fNIRS inter-brain
coherence of participants during cooperative humming of a
song with or without eye contact and single humming. Results
indicated enhanced wavelet transform coherence inside the
right inferior frontal cortex (IFC) during the non-face-to-face
condition. A further study, Osaka et al. (2015), compared the
inter-brain synchrony between dyads humming or singing a
song, again with or without visual contact, solo and joint. The
left IFC showed increased synchronization for joint singing
or humming, irrespective of the visual condition, while the
right IFC showed increased synchronization specific to joint
humming. The absence of synchrony in solo performances and
aligned pseudo-pairs suggests the involvement of bilateral IFC in
(musical) cooperation tasks. Inter-brain synchrony is a present
mechanism even in more unstructured musical interactions,
acting as a marker of interpersonal action coordination.
Furthermore, experimental musical setups can be used for
methodological analyses, as in the case of Zamm et al. (2018).

Altogether, the present results confirm musical paradigms as
highly coordinative situations generating the ability to observe
inter-brain synchrony as a mechanism of interpersonal action
coordination with a high potential for future research.

Emotion and Affect
Emotional regulation and affect play a crucial role in various
forms of social interactions, such as the willingness to undertake
joint actions with peers (Lopes et al., 2005) or in different
types of prosocial behavior (Twenge et al., 2007). Neuroscientific
studies measuring emotion and affect based only on one
participant’s data lack the inter-brain connections among
areas that might be involved in social behavior. In order to
fill this gap, hyperscanning allows for recording inter-brain
activity on emotions’ onset and the simultaneous responses of
interacting people.

To address the emotional component in social exchanges,
several hyperscanning paradigms have been applied. Among
these, setups have involved facial communication of affect
(Anders et al., 2011), mother-child interactions (Hirata et al.,
2014; Levy et al., 2017), and goal-seeking tasks involving
cooperation and competition conditions (Pan et al., 2017).
Nonetheless, due to the complexity of the setups (i.e., Hirata et al.,
2014), hyperscanning studies have scarcely focused on the role
of emotional regulation during joint actions (Ciaramidaro et al.,
2018), leading in most cases to merely exploratory designs and
vague hypotheses (Balconi and Vanutelli, 2017).

As an example of emotion processing during goal-oriented
tasks, Hu et al. (2017) studied the prosocial behavior of
dyads while performing a task in which participants performed
coordinated and independent tasks across several trials. The
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authors found synchronized inter-brain activity only under the
coordination task in the left middle frontal cortex (LMFC).
This area has been commonly associated with memory, response
inhibition, and people recognition during social interactions.
Besides, Ciaramidaro et al. (2018) performed a study in which
participants had the opportunity to distribute a quantity with
a partner. A third participant (the observer) would judge the
fairness of the distribution and decide whether to punish or
not the participant who acted out the distribution. The dyads
of participants involved in the exchange were composed of
either human-human or computer-human. EEG data revealed
higher inter-brain coherence of theta, alpha, and beta bands
in the human-human condition between the observer and the
receiver when the latter’s action was rated as “hyper-unfair.”
Additionally, synchronous activity was also robust for PC-human
fair interactions where the human participant received a fair
reward. As the authors stated, situations with high emotional
impact showed higher inter-brain synchronization.

In another experiment, Anders et al. (2011) investigated the
emotional communication in romantic partners by observing the
flow of information in male participants for emotional states
perform by their female counterparts. They suggested that the
neural activity of the perceiving partner can be successfully
predicted from the neural activity of the sender’s brain. This
shared activation could only be found in dyads comprised of
romantic partners but not in dyads of the sender and another
participant different from her romantic couple. This finding
suggested the development of reinforced neural paths present
among sexual partners with highly emotional bindings.

Finally, some studies on emotions in social interaction have
addressed the simultaneous measurement of inter-brain activity
between mother and child. Levy et al. (2017), for instance, used a
hyperscanning MEG setup to measure the brain-to-brain activity
of mother-child dyads by exposing them to video recordings
of themselves performing positive and conflictual interactions.
They found gamma activity in the superior temporal sulcus
(STS) in interactions with behavioral synchrony (i.e., positive
interactions). STS has been amply linked to social cognition, the
theory of mind, and mirroring behavior. In the same line, Hirata
et al. (2014) developed a hyperscanning MEG device that enables
the mother and child to see each other’s facial expressions during
brain activity measurement. Although mainly of an explorative
kind, these studies comprised a relevant background as pioneers
of experimental designs to account for emotional interaction in
hyperscanning setups.

Although not extensive, these studies highlight the moderator
effect that the emotional component has in inter-brain activity
in two scenarios. First, the closer the relationships between
participants, the higher the inter-brain synchrony as observed
in romantic couples and mother-child interactions. However,
there are many more possible relations between participants that
have never been tested, for instance, siblings, employer-employee
and seller-buyer dyads. In the future, the hyperscanning should
explore other relationships between humans and emotions
related to them. Second, inter-brain synchrony is higher for
scenarios involving empathetic behavior, especially when these
include an active emotional component. To sum up, the intensity

of the emotional component modulates the synchronous
neuronal activity during social interactions. Still, further research
needs to be driven on this topic. For instance, the effect of well-
studied emotions as stress or disgust must be investigated. This
can shed light on whether the impact of negative emotional
interactions induces more synchronize behavior than in the
presence of emotions of a positive valence or if, instead, the
modulatory effect of these might slightly depend on the sort
of task.

Cooperation and Competition
Hyperscanning studies have addressed cooperative and
competitive contexts under several methodological paradigms.
These allow for the study of both conditions within the same
setup. Therefore, participants can either cooperate or compete to
achieve their goal, and meanwhile, intra- and inter-brain activity
is recorded. These include, for instance, the Prisoner’s dilemma
task (Babiloni et al., 2007a; De Vico Fallani et al., 2010), chicken’s
game (Astolfi et al., 2010), time estimation (Cui et al., 2012),
turn-based interaction disk games (Liu et al., 2015, 2016b), Jenga
(Liu et al., 2016a), or pong-game (Sinha et al., 2016).

Concerning intra-brain activity, hyperscanning studies reveal
some commonalities of activation around the prefrontal cortex
(PFC). For instance, during a Prisoner’s Dilemma task, Babiloni
et al. (2007a) found that mPFC is active during all the conditions
(i.e., cooperation, defect, and tit-for-tat). In contrast, ACC is
only activated when participants defect. In general, the global
integration of brain areas was higher under the competitive
condition than in cooperation and tit-for-tat. This is in line
with findings by Astolfi et al. (2010) in which defect and
tit-for-tat conditions obtained higher activity than for the
cooperative condition in beta-band EEG recordings. mPFC
has been generally related to social interaction supporting the
constant activation observed during all conditions. On the other
side, ACC has been linked to the theory of mind, indicating that
an extra effort is needed to predict the opponent’s behavior under
competitive interactions. In another scenario, Liu et al. (2015,
2016b) performed a turn-based interaction in a computerized
two-person game. Participants took turns to be either a builder
or a helper/obstructer partner; brain activity was recorded using
fNIRS. They found significant activation in rIFG in builders
during the cooperation condition but not when their partners
were competing. A similar set-up was used by Liu et al. (2016a) in
which a significantly higher activity was found in the obstructors’
rIFG area. However, in both studies, no effect was found for
helpers; i.e., no “cooperated effect” was revealed. rIFG has
been linked to empathy and intention understanding during
interpersonal interactions. In this sense, results showed a need
for higher empathy when guidance is necessary to achieve a
common goal. On the other side, when it comes to hinder other’s
performance, the understanding of an opponent’s intentions
plays a crucial role.

On an inter-brain level, the activation in PFC seems to be
modulated by the condition and nature of the task. For instance,
in the aforementioned setup, Liu et al. (2015, 2016b) found
a significant inter-brain synchrony only in builder obstructor
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pairs. Additionally, Liu et al. (2016a) observed active inter-
brain synchrony in the posterior region of the right middle
and superior frontal gyrus, particularly Brodmann area 8
(BA8), during cooperative and obstructive interaction (but
not in the parallel game and talking condition). Inter-brain
synchrony was also observed only during cooperative interaction
in the dorsomedial prefrontal cortex (dmPFC), particularly in
Brodmann area 9 (BA9). Since participants are performing a
joint activity, motor execution has to be synchronized. This
is in line with previous findings linking PFC with functions
as planning and motor execution. On the contrary, other
studies reported stronger synchronized inter-brain activity in
cooperative contexts. As shown when De Vico Fallani et al.
(2010) and Babiloni et al. (2007a) performed Prisoner’s dilemma
setups, hyper brain networks in competitive brains have fewer
links and have overall higher modularity than in tit-for-tat
and cooperative couples. Furthermore, Cui et al. (2012) found
increased coherence between signals measured over the right
superior frontal cortices between two brains in cooperative and
not during competitive behavior. Supporting these findings,
Sinha et al. (2016) reported significantly higher inter-brain
synchrony between the subjects when they cooperated as
compared to the competitive scenario. Additionally, they found
that inter-brain synchrony was enhanced considerably when
the subjects were physically separated, i.e., they cooperated
via an intranet network. This is in contrast with Liu et al.’s
(2015, 2016a,b) findings of synchronized activity in dmPFC
in competitive contexts. This might be because different set-
ups require synchronized activation under different conditions.
For instance, a task like the prisoner dilemma needs a higher
understanding of other’s intentions when participants decide
to cooperate.

All in all, hyperscanning studies confirm previous findings
on the crucial role of dmPFC in collective behavior. However,
the strength of this synchronized activation in dmPFC depends
not only on the condition (i.e., cooperation and competition)
but also on the specific kind of task as well. For instance,
tasks like turn-taking games (e.g., Jenga) that require the
prediction of the opponent’s actions demand a higher level of
the theory of mind processing. On the other hand, tasks like
the prisoner’s dilemma imply empathy/theory of mind during
the cooperative scenarios, and these differences are also reflected
in between-brain analysis. With further development of mobile
neuroimaging methods, studying cooperative and competitive
situations might be possible in more real-life situations. For
example, we can imagine using sports games like football or
basketball, where players cooperate and compete at the same time
with other players. It would be interesting to see whether results
from experimental hyperscanning scale to real-life cooperative
and competitive situations.

Games and Decision Making
Overall studies in the field of games and decision making have
shown that their neural underpinnings involve a network of
regions. They range from the medial frontal cortex (MFC),
superior temporal sulcus (STS), and to the temporoparietal
junction (TPJ). Throughout the last years of research in the field

of interactive decision making in games, a specialization of focus
took place, as the first studies focused on areas active in simple
games, such as game theory. However, the first investigations to
test the neural basis of social interaction used the game theory,
as it allows us to define a social situation in which one may lose
or profit. Babiloni et al. (2007a) demonstrated that cooperative
social interaction activates the reward circuitry. Non-cooperative
behavior, in contrast, does not. Their findings suggest a strong
activation of the ACC and the cingulate motor area (CMA).
The results point out the importance of the ACC, especially for
leaders. In their case, it was the person who plays the first card on
the deck.

Besides, Babiloni et al. (2006) presented EEG hyperscanning
as a new and valid methodology to address the brain activity
of a group during real-life social interaction, the “spirit of the
group.” Building upon the findings from Babiloni et al. (2006),
they addressed social interaction during a game. The aim this
time was to measure the neural activity of different brains
simultaneously, particularly neural processes generated by social
cooperation or competition. The results are similar, and they also
provided evidence for the ACC and the CMA to be maximally
active (Babiloni et al., 2007b). One other early experiment in the
field of decision making was performed by Tomlin (2006). They
investigated the impact of personal and impersonal situations
by using fMRI hyperscanning. Their findings were in line with
the results by Babiloni et al. (2007a), as the dorsal anterior
cingulate cortex responded strongly to their set up. Furthermore,
cingulate and paracingulate cortices appear to contribute to social
cognition and decision-making.

Further, Tomlin (2006) added the possibility that other
variables in the social domain may impact outcomes in this
area, like the belief in “me” or “not me.” Also, Yun et al. (2008)
studied social decision making by using the Ultimatum Game, as
the experimental model offers the estimation of e.g., fairness or
mind-reading, which has been used before as well (Sanfey, 2003).
They also mentioned, as other authors have done, the umbrella
term “theory of mind,” showing how wide the topic can be
interpreted. Their results suggested high-frequency oscillations
in frontocentral regions, indicating that social interaction is
closely related to this area. Investigating the effect of gender
in cooperative and non-cooperative situations, Cheng et al.
(2015) used fNIRS and revealed that task-related coherence in
brain activity. This was evident in regions of the frontal cortex,
especially when opposite-sex partners are cooperating. The last
study to mention here is the one by Zhang et al. (2017), as they
provided an overview of research from the last years and focused
on another variable deception. In their study, they used fNIRS
hyperscanning to measure pairs of participants in a two-person
gambling card game simultaneously. Their findings provided
higher TPJ activation in deceptive acts compared to honest
ones. Further, they assume that STS may play a critical role in
spontaneous deception. Decision making in games offers a well-
controlled environment to investigate decision making. Future
research has to uncover the precise influence of a known and
not know partner, and the differentiation between cooperation
and competition. Furthermore, influences like facial expression
or gestures are worth considering.
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Action Representation and Joint Attention
Whenever we socially interact with others, we have to coordinate
our actions with those of our partners precisely. For successful
joint action, we need to understand our partner’s intentions
and combine it with our action plan, always anticipating,
attending, and adapting. In this context, joint attention provides
the basis for shared awareness of common objects and goals,
which is required to join our actions with others effectively.
When studying neural mechanisms underlying these cognitive
abilities, hyperscanning research provides new opportunities to
investigate the intra- and inter-brain effects that accompany
joint action. Setups range from pure natural eye-to-eye
contact and mutual visual search to more demanding joint
musical performance.

Considering mutual gaze as the communicative context
in which joint attention is initiated, Hirsch et al. (2017)
investigated the neural effects of natural eye-to-eye contact
via fNIRS. Comparing “online” interactive eye-to-eye-contact
with an “offline” non-interactive eye-to-picture condition,
they reported a broad neural network reacting sensitive to
interactive mutual gaze: during online eye-to-eye contact, the
hemodynamic signals of the left frontal (pre- and supplementary
Motor Cortex) the and temporal-parietal regions displayed
a higher functional connectivity within brains as well as
increased synchronization between brains. This network vastly
overlaps with regions associated with language perception and
interpretation (i.e., Broca’s and Wernicke’s regions). Due the
this, Hirsch and his team supposed that natural eye-to-eye-
contact actively incorporates face-to-language processing. The
cross-brain coherence observed in these areas supports this
claim, indicating that the rapid online exchange of information
between the brains that enables language processing is also
communicatively active during mutual gaze.

Further research investigating mutual gaze has used similar
experimental paradigms: they observed the brain activity of
two subjects interacting in a non-verbal joint attention task
(Saito et al., 2010; Lachat et al., 2012; Koike et al., 2016).
Here, subjects had to mutually attend target objects either
by following the partner’s gaze, by self-initiating the common
gaze direction, or by following an external cue. In the
hyperscanning fMRI study of Saito et al. (2010), during moments
of shared attention, paired subjects showed significantly higher
inter-brain correlations in the IFG. They therefore concluded
that observed inter-brain synchronization in the right IFG
facilitates the formation of shared representations, enabling
the incorporation of shared intentions by internalizing the
other’s intentions.

These findings closely relate to the reports of an extended
fMRI study by Koike et al. (2016). In this experiment, the
research additionally examined the eye-blink synchronization
between the subjects, considering them as an index of joint
attention. Alternating between mutual gaze and joint attention
tasks, dyads displayed increased synchronization of eye-blinks
and right IFG activity when they had been previously engaged in
a joint attention task. The researchers take this as an indication
that the inter-personal neural synchronization through joint
attention can be learned, and therefore, be maintained in the

social memory. Similar to Saito et al. (2010), the study also
reported significant inter-brain synchronization in the right
IFG in the context of initiating as well as responding to joint
attention. This synchronized activity also correlated positively
with enhanced eye-blink synchronization. Importantly, in a
video control condition, where participants did not see their
partners as a live recording, the right IFG showed no
activity. From these results, the study inferred that the right
IFG acted as an interface between the self and the other;
it is thus thought to coordinate constant shifts between
central-executive and default-mode networks, moving attention
between oneself and the partner. This fits well with Saito
et al. (2010); they associated the synchronized activity of
the right IFG with the formation of shared representations
between subjects.

Applying dual EEG to compare the neural activity of the
socially driven vs. color-driven gaze direction, Lachat et al. (2012)
based their research on different brain oscillations. They focused
on frequency bands around 10 Hz over parieto-occipital and
centro-parietal since this activity is generally associated with
social coordination abilities. As previously expected, they found
an attenuation of left-hemispheric alpha andmu rhythms by joint
attention. This modulatory effect, however, was characteristic for
the mutually directed gaze in general, independent of the type
of instruction, i.e., whether it was socially or color driven. The
researchers interpreted this suppression of the alpha mu rhythm
as an indication for an “attentionmirroring system,” which allows
subjects to orient their attention jointly. The left lateralization of
this alpha mu attenuation contradicts previous research, where
neural effects of social interaction are predominantly reported in
the right hemisphere (Saito et al., 2010; Dumas et al., 2012; Koike
et al., 2016; Novembre et al., 2016).

In contrast to these mutual gaze experiments, Szymanski
et al. (2017b) compared individual performance with a joint
performance during a visual search task. Here, the interaction
between subjects was much more natural since verbal, gestural,
and tactile communication could be used freely. The researchers
tried to relate within- and between-brain neural dynamics to their
respective team performance. Indeed, their results indicated that
the overall team performance increased with intra- and inter-
brain phase synchronization, especially in lower frequencies
at frontal sites. Thus, local as well as between-brain phase
synchronization were considered as supportive factors for joint
attention performance.

Beyond joint attention, the question of how two persons
coordinate their actions with one another is subject of
hyperscanning paradigms. Following the notion of co-
representation (Sebanz et al., 2003), humans form an internal
representation of another person’s actions through common
coding and mirror neuron mechanisms. This representation
helps to adjust their actions in favor of a (joint) goal. However,
the nature of human interactions is divers; relationships can be
symmetric or complementary and emerge spontaneously or be
predefined by the type of social situation. The question of how
the representation of the self ’s and other’s actions are modulated
in these different contexts was the main subject of the studies
discussed in the following section.
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Ménoret et al. (2014) investigated changes in
electrophysiological patterns when we do not only observe
an action but also co-act with our partner by performing
a complementary task. They found that co-acting led to
stronger movement-related beta suppression and more
negative movement-related potentials at frontal sides in
observers. This implies that co-acting goes along with a more
intense representation of the other’s action compared to mere
observation. Sebanz et al. (2006) led two people to perform
a go/nogo task alone or as a pair sitting side by side. Each
subject reacted to a different color cue, while a task-irrelevant
stimulus pointed to a side either compatible or not compatible
with the side on which the participant who was in turn to
press the button was seated. Longer reaction times in the
incompatible condition and a stronger Nogo P3 component
at frontal and central electrodes in the group condition can be
interpreted as a consequence of co-representing the partner’s
actions and the need to suppress own action-tendencies. Both
Ménoret’s and Sebanz’s findings are in line with the concept of
co-representation, indicating that observed as well as expected
actions activate the according movement-related mechanisms
within partners.

The relation between the anticipation of a partner’s actions
and dynamical entrainment was subject of Novembre et al.
(2016). In his paradigm, subjects either familiar or unfamiliar
with the partner’s notes played a short melody together
while tempo instructions were manipulated. Results showed
that subjects unfamiliar with their partner’s part acted more
adaptively. On a neural level, modulations of alpha power at
right centro-posterior sides were found: when subjects knew their
partner’s part, an incongruent tempo between the pianists led to
a power increase, while good entrainment (based on congruent
tempo instructions) led to an alpha power decrease. This allows
for the interpretation that alpha power modulates processes
of self-other integration and segregation. While the former is
present when the tempo instructions match, the latter is observed
when the tempo of the partner must be ignored in order to follow
the instructions.

Dumas et al. (2012) aimed at distinguishing correlates of self-
other-agency in a hand gesture imitation paradigm. Contrasting
analyses across a broad frequency range (0–48 Hz) were used to
extract differences between the conditions “not moving and not
observing,” “observing gestures passively,” “performing gestures
alone,” “induced imitation,” and “spontaneous imitation.” In
induced imitation, the roles of model and follower were
predefined by the experimenter, whereas they were established
by the subjects in the spontaneous imitation condition. In
the conditions where subjects performed and observed and
performed gestures, a decrease in alpha mu power was
observed over sensorimotor areas, including the temporal-
parietal junction (TPJ). Hence alpha mu desynchronization
might be amarker of action-perception couplings.When subjects
were primarily observing the action, passively or as imitators,
theta power increased. In the spontaneous condition, gamma
was boosted across parietal regions, possibly representing the
shared agency. The activation in parietal areas can be seen
as a hint endorsing the relevance of TPJ for the agency and

social interaction. Dumas et al. (2010) found an increased
between brain phase locking in the alpha mu range during
spontaneous synchronization.

While Dumas investigated random gestures, Schippers et al.
(2010) addressed meaningful gestures used in a charade game.
Gesturers, guessers, and control subjects that observed the
gestures without guessing took turns in an fMRI scanner.
Intending to find correlates of the mirror neuron system and
mentalizing system, the researchers calculated the Granger
causality between brains. The results supported the relevance
of the mirror neuron system for action representation, as
the activity in the parietal region (associated with the mirror
neuron system) of the gesturer predicted activity in the mirror
neuron system and vmPFC (mentalizing system) of the observer.
However, the involvement of the vmPFC was both statistically
and theoretically less well-funded than themirror neuron system.

Based on these hyperscanning findings on joint attention and
action representation, the relevance of the mirror neuron system
and between-brain connectivity in joint action representation
gained further interest. This was shown directly by inter-
brain coherence (Dumas et al., 2010; Schippers et al., 2010)
as well as indirectly utilizing observation-related potentials
and oscillatory patterns elicited during joint action contexts
(Sebanz et al., 2006; Ménoret et al., 2014). There were
also power modulations related to different modes of (joint)
action found across a vast range of frequencies and regions,
with alpha mu being the most prominent one, perhaps
representing action-perception couplings (Dumas et al., 2012;
Lachat et al., 2012; Novembre et al., 2016). When it comes
to fluently segregating and integrating self- and other-related
information during interpersonal coordination of actions, inter-
brain synchronization seems to play a pivotal role.

To further validate the proposed hypotheses ascribed to
these effects, repeating experiments in combination with
different neuroimaging techniques might be useful to overcome
the limitations each method has. This would also increase
comparability across setups and thus allow for a complete picture
and a better interpretation of the findings.

Over Two Heads
Naturalistic settings are attractive conditions for studying human
interaction because, in such settings, interaction occurs without
the intervention of the researcher, increasing the ecological
validity of the findings. In the last years, researchers have begun
to extend hyperscanning research toward multi-subject setups
to increase the natural component of social interactions. Early
group studies were EEG hyperscanning of four participants
playing the Italian card game “Tressette” (Babiloni et al., 2006,
2007b; Astolfi et al., 2010).

There are a variety of reasons for conducting experiments
with a multi-subject design with different ideas of making the
studied interaction more natural. Social behavior only evolves
in the presence of other people, often groups. The presence
of other people might enhance individual task performances
(Wahn et al., 2018, 2019). In a dyadic setup, interactions might
quickly become predictable. Extending the dyadic setup to larger
groups may increase the complexity of the interaction due
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to the actions influencing more individuals generating more
possible outcomes. Competition becomes more competitive, and
cooperation tasks might become more complex, requiring better
interaction from all members of the group. In the context of
musical group performances, the structure of a leader and a
follower often does no longer exist, playing in an ensemble
requires continuous interaction of all members (Babiloni et al.,
2011, 2012). In general, the roles of the participants in the
interaction become less discrete. This is similar to many social
interactions in daily life. Researchers use these properties for two
kinds of experimental designs. Some apply findings, conducted
from earlier experiments using dyadic design, to a group design
to investigate whether these findings still hold under the more
natural conditions. Other publications claim that the effects
they want to observe can only be present inside a group
interaction. Hyperscanning thus allows for investigation of effects
that are only present inside large groups like, for example,
classrooms, allowing different and new research questions. Such
experiments therefore observe social behavior inside a social
setting. There thus exist two main categories of current multi-
subject hyperscanning research.

Multi-subject hyperscanning experiments can be used to
confirm results derived from less complex social situations in a
more natural setting. Gevins et al. (2012) generate a measure to
distinguish subjects under the influence of alcohol from others
by their EEG data. The measure was derived from EEG data,
recorded from non-interactive task performance. This measure
is then applied to EEG data, simultaneously recorded from each
participant of a cocktail party, and still correctly discriminates
subjects under the influence of alcohol or placebos. Multi-subject
Hyperscanning experiments hence offer a potential method for
investigations regarding social behavior.

For other researchers, hyperscanning offers a new opportunity
to precisely record human group interactions to investigate social
dynamics. Dikker et al. (2017) investigated brain synchrony
from a class of 12 high school students over one semester
during regular classroom activities. The results suggested that
the individuals that are less engaged with the classroom setting
show lower brain-to-brain synchrony than the rest of the group.
Nozawa et al. (2016) investigated brain synchrony inside 12
groups of four members playing a word chain game under
a cooperative condition, reporting frontopolar interpersonal
neural synchronization by natural and unstructured verbal
communication. Results like these suggest that multi-subject
hyperscanning experiments can also be conducted to observe the
effects of social interactions directly.

Speech and Communication
Speech is one of the most crucial aspects of social interactions
in humans. The majority of human-human interactions involve
verbal communication. Consequently, it is vital to study it
with the hyperscanning method to understand the neural
underpinnings of verbal communication. The first study
that focused on verbal communication compared inter-brain
synchrony between face-to-face and back-to-back dialog and
monolog situations (Jiang et al., 2012). They found increased
inter-brain synchrony between partners in face-to-face dialog

but not in the other type of communications. This result
suggests that interactive paradigms are required to observe inter-
brain synchrony and that hyperscanning is a valid method
to measure it. Similarly, greater inter-brain coherence between
partners was found in interactive than non-interactive object-
naming and description task (Hirsch et al., 2018) as well as
for match over mismatch sentences (İşbilir et al., 2016). In
another study, Kawasaki et al. (2013) compared the coordination
of speech rhythm between human-human and human-machine
dyads. Their results, higher between brain synchronization in
theta and alpha bands in temporal and lateral-parietal regions,
further corroborate that interaction between communicating
humans is related to higher inter-brain synchrony. Moreover,
when bigger groups (four participants at once) were studied
during cooperative communication, frontopolar inter-brain
synchronization was found (Nozawa et al., 2016). Inter-
brain synchrony and coherence effects could be merely an
epiphenomenon of auditory processing. This question was
addressed by Pérez et al. (2017). He pointed out that speech-
to-brain synchronization is mediated by low-level auditory
mechanisms. Of note is the fact that it is the interactive
process, however, that plays a crucial role in the inter-brain
synchronization. This evidence gives strong support to claim
that interaction between participants of a dialog is related to
inter-brain synchrony.

Conveying information between interlocutors is a
fundamental facet of human communication, especially
between teachers and students. Such a scenario was studied by
Holper et al. (2013). A correlation analysis between students
and teachers showed that in successful educational dialogs,
the brain activity of students and teachers synchronizes. As it
is first and the only one study focused on the teacher/student
inter-brain synchrony, more research is required to understand
this phenomenon.

In general, we believe that studying speech and
communication requires interaction between participants,
and therefore hyperscanning is the best method to understand
the neural basis of speech and communication. However,
artifacts generated by speech are difficult to remove, and this
limitation has to be addressed appropriately.

Intervention Methods
Interventionmethods are especially appealing because properties
of the object of investigation are directly manipulated: the
activity of specific neural populations in the brain is up- or
downregulated by physiological or pharmacological means. This
facilitates changes in behavior to distinct neural processes of
social interaction. Mu et al. (2016) applied EEG hyperscanning
and studied the effects of oxytocin in males on the performance
in a reciprocal synchronization task. The task was to synchronize
a button press (varying delay in the second range) with the
interaction partner or a computer. In contrast, Novembre
et al. (2017) applied transcranial alternating current stimulation
targeting the motor cortices of participants of each dyad. The
authors compared behavioral measures for differences between
in-phase and out-of-phase stimulation across subjects in a joint
tapping paradigm. Similarly, Szymanski et al. (2017a) targeted

Frontiers in Human Neuroscience | www.frontiersin.org 13 February 2020 | Volume 14 | Article 3959

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Czeszumski et al. Hyperscanning: Review

the effects of same-phase-same-frequency hyper-tACS on the
performance of participants in a joint drumming experiment.
All three studies used synchronicity of behavior as a behavioral
measure. Significant effects of Oxytocin on the mean alpha-band
inter-brain PLV of posterior and central electrodes of males were
found only for the social condition. However, most electrodes
showed significant differences in this condition. In contrast,
if participants synchronized their behavior to a computer, the
difference between the treatment group and control was absent
(Mu et al., 2016). Results from named tACS-studies show
deviating results. Novembre et al. (2017) found higher inter-
personal tapping synchrony for in-phase stimulation only for
stimulation at 20 Hz. In contrast, Szymanski et al. (2017a) did
not find meaningful effects of in-phase stimulation on behavior.
Future research may profit from the increase of understanding
of intervention methods and theoretical grounding of expected
and observed effects. It is challenging to draw a conclusion
with only three studies. Therefore, the understanding of inter-
brain relations might be fostered by an increased amount of
studies applying different intervention methods in combination
with hyperscanning.

CONCLUSIONS

Taken together, in this review, we first presented methods
that are used to measure the brain activity of two or more
participants simultaneously. We discussed their advantages and
disadvantages for studying different aspects of social interaction.
Further, we reviewed the analysis methods that are used
to study between brain networks. We listed different types
of analyses that can contribute to various aspects of our
understanding of the social brain. In the final section, we
presented results of hyperscanning studies performed in the last
two decades that focused on diverse cognitive functions and their
neural underpinnings.

All these methods, analysis, and experimental results are in
line with the call for a more ecologically valid way of studying
the social brain (Hari and Kujala, 2009; Hasson et al., 2012;
Hari et al., 2013; Schilbach et al., 2013; Redcay and Schilbach,
2019; Konvalinka and Roepstorff, 2012). This call is present
since the last decade and suggests that we need more interactive
paradigms and neuroimaging data coming from more than one
brain to understand the human brain and its social nature
fully. Social interactions are a fundamental part of every human

being’s life, and studying them is indispensable for neuroscience.

The previously challenging idea of hyperscanning research was
addressed in last years in multiple ways. With our review, we
presented an overview and the results of this effort. Taken
together, the results of different hyperscanning studies presented
support the claim that hyperscanning is a useful and promising
method to study social interaction. Inter-brain synchrony
appears to be related to the interaction between participants.
Without simultaneous measurements of more than one brain, it
would not be possible to explore neural underpinnings of social
interaction. However, as the field of hyperscanning is young,
and in most cases, only exploratory, more research is required
to understand all principles and neural basis of human social
behavior. Furthermore, presented here results may give rise to a
more extended view on studying the human brain. Namely, the
fact that brains of participants synchronized with each other may
raise a question of whether studying higher cognitive functions
should include more participants to understand the human
brain fully.

In sum, with the evidence presented in this review, we
tried to give an informed overview of the field and point out
future avenues of research to foster insights into the interacting
mind/brain.
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Interpersonal synchrony (IPS) is an important everyday behavior influencing social
cognitive development; however, few studies have investigated the developmental
differences and underlying neural mechanisms of IPS. functional near-infrared
spectroscopy (fNIRS) is a novel neuroimaging tool that allows the study of cortical
activation in the presence of natural movements. Using fNIRS, we compared cortical
activation patterns between children and adults during action observation, execution,
and IPS. Seventeen school-age children and 15 adults completed a reach to cleanup
task while we obtained cortical activation data from bilateral inferior frontal gyrus (IFG),
superior temporal sulcus (STS), and inferior parietal lobes (IPL). Children showed lower
spatial and temporal accuracy during IPS compared to adults (i.e., spatial synchrony
scores (Mean ± SE) in children: 2.67 ± 0.08 and adults: 2.85 ± 0.06; temporal
synchrony scores (Mean ± SE) in children: 2.74 ± 0.06 and adults: 2.88 ± 0.05). For
both groups, the STS regions were more activated during action observation, while the
IFG and STS were more activated during action execution and IPS. The IPS condition
involved more right-sided activation compared to action execution suggesting that IPS
is a higher-order process involving more bilateral cortical activation. In addition, adults
showed more left lateralization compared to the children during movement conditions
(execution and IPS); which indicated greater inhibition of ipsilateral cortices in the adults
compared to children. These findings provide a neuroimaging framework to study
imitation and IPS impairments in special populations such as children with Autism
Spectrum Disorder.
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INTRODUCTION

Interpersonal synchrony (IPS) or the time-constrained
movement coordination between two individuals is an important
daily activity (Repp and Su, 2013). Some examples of IPS in
daily life include walking or running at a matching pace with
a partner, two people lifting a large or heavy object together,
and children playing ‘‘follow the leader’’ games. Musicians
often synchronize their actions while playing instruments in
order to achieve harmony (Phillips-Silver and Keller, 2012).
IPS has been studied across a variety of tasks spanning from
simple finger tapping and reaching for objects (Rabinowitch
and Knafo-Noam, 2015; Schmitz et al., 2017) to whole-body
swaying/rocking (Sofianidis et al., 2012; Marsh et al., 2013)
as well as walking (Wiltermuth and Heath, 2009). Yet, few
studies have examined the developmental differences in
IPS between children and adults. Moreover, the underlying
neural mechanisms of IPS have not been well studied. In this
study, we compared IPS performance and associated cortical
activation patterns using functional near-infrared spectroscopy
(fNIRS) between typically developing (TD) young adults and
school-age children.

In the first 2 years of life, infants transition from imitation of
discrete actions that are one-step and familiar to those that are
multi-step and unfamiliar in nature (Jones, 2007). By 2 years,
toddlers perform various sustained rhythmic actions such as
walking, running, drumming, etcetera (Clark and Phillips, 1993;
Brakke et al., 2007). Preschoolers as young as two and a half
years of age were able to scale their drumming tempo to that
of their social partner (Kirschner and Tomasello, 2009). In
a different study, young elementary school child-child pairs
showed the lowest levels of IPS during joint drumming followed
by middle school child-child pairs and lastly the young adult-
adult pairs (Kleinspehn-Ammerlahn et al., 2011). The lower
IPS levels of young children were attributed to their difficulties
in adjusting to the variable nature of their partner’s hand
coordination patterns (Kleinspehn-Ammerlahn et al., 2011).
Infants and children will learn a variety of important social and
adaptive skills by engaging in imitation and IPS with their social
partners (Carpenter et al., 1998; Meltzoff, 2007). While short
bouts of synchronization contribute to greater social bonding
and pro-social behavior (Macrae et al., 2008; Tunçgenç and
Cohen, 2016a,b), long-term exchanges of parent-child synchrony
experiences will help develop secure attachments with caregivers
(Isabella and Belsky, 1991). Children who engaged in more
synchronous clap-tap actions had more prosocial behaviors
towards their peers than those who had less synchronous actions
(Tunçgenç and Cohen, 2016b). A broadermeta-analysis of effects
of IPS reported a medium-size effect on prosocial behaviors,
a small-to-medium size effect on social bonding such as a
greater sense of affiliation/similarity as well as better social
cognition, for example, better memory of the partner (Mogan
et al., 2017). By comparing the IPS performance and associated
cortical activation during a novel and continuous reach to
cleanup task between children and adults, the present study
will highlight the developmental differences in IPS and related
neural mechanisms.

While there are few studies describing neural substrates
underlying IPS behaviors, various cortical structures have been
implicated in imitation behaviors, and both behaviors may share
similar neural substrates for their control (Bhat et al., 2017).
Various cortical regions play an important role during the
process of imitation (Iacoboni, 2005; Cattaneo and Rizzolatti,
2009). These include the frontal regions of the Inferior Frontal
Gyrus (IFG) and ventral Premotor Cortex, the parietal regions
such as the Inferior Parietal Lobule (IPL) and intraparietal
sulcus of the parietal lobe, specifically, the Inferior Parietal
Gyrus, Supramarginal Gyrus, and Angular Gyrus, and the
temporal regions, specifically, the Superior Temporal Sulcus
(STS; Iacoboni, 2005; Cattaneo and Rizzolatti, 2009). The STS
responds more to biological than nonbiological stimuli and is
thought to encode biological motion rather than the superficial
characteristics of moving stimuli (Pelphrey et al., 2003a). Greater
bilateral STS activation was found during imitation than action
observation and execution suggesting that it provides a visual
description of observed actions and compares the observed
movements to that of planned actions (Molenberghs et al.,
2010). On the other hand, IFG and IPL regions are said to
be more active during the observation and imitation of goal-
directed, object-related actions (Iacoboni, 2005; Pokorny et al.,
2015). IPL may contribute to the motor planning aspects of
imitated actions (De Renzi et al., 1983; Fontana et al., 2012);
while IFG is said to be responsible for processing the goals
of the action (Koski et al., 2002). It is important to note
that during imitation these regions do not work in isolation
and instead interact with each other as well as other brain
regions such as the dorsolateral prefrontal cortices, premotor
cortices, primary and supplementary/pre-supplementary motor
cortices, cingulate/insular cortices, cuneus/precuneus as well as
subcortical structures such as the cerebellum and putamen to
form an important imitation network (Gazzola and Keysers,
2009; Iacoboni, 2009). Given the important role of the
aforementioned cortical regions for imitation performance,
in the present study, we will assess their contributions to
components of IPS behaviors including action observation,
action execution, and IPS itself during a continuous reach to
cleanup task in both adults and children.

Original studies comparing cortical activation during action
observation, execution, and imitation have reported similar levels
of activation across all three tasks (Cattaneo and Rizzolatti,
2009; Molenberghs et al., 2010). However, recent studies have
reported a more variable level of activation and lateralization
across observation, execution, and imitation tasks. In terms of
level of activation, one study reported greatest cortical activation
during action imitation followed by action execution and lowest
activation during action observation (Aziz-Zadeh et al., 2006)
while another study found that cortical activation was greater
during action execution and imitation than action observation
(Reynolds et al., 2019). Multiple studies have also reported
greater cortical activation during action imitation than action
execution and observation (Hamzei et al., 2016; Brihmat et al.,
2017; Gatti et al., 2017). However, the aforementioned patterns of
activation differ depending on the regions of interest (ROIs). For
example, Montgomery et al. (2007) found that IPL and IFG were
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more active during action imitation and execution compared to
action observation whereas STS activation was greater during
action imitation compared to action observation and execution.
Varying patterns of hemispheric lateralization have also been
reported for imitation behaviors. One of the original studies
by Aziz-Zadeh et al. (2006) suggested that imitation control is
more bilateral in nature. Other studies had shown that during
action imitation STS activated bilaterally whereas IFG and IPL
activation was more variable depending on the nature of the
task (Mühlau et al., 2005; Montgomery et al., 2007; Gatti et al.,
2017). During imitation of gesture or goal-directed actions,
Mühlau et al. (2005) and Montgomery et al. (2007) found greater
activation over left than right IPL but similar IFG activation
between hemispheres, while Gatti et al. (2017) found greater
activation in the right precentral gyrus and right IFG compared
to their left homologues. In spite of the variable findings of
past fMRI studies, they do offer some evidence for how the
different cortical regions play a role during imitation and this
could perhaps extend to IPS behaviors as well. However, the
fMRI environment limits the study tasks to simple hand gestures
without face-to-face social interactions. We still do not know
if the aforementioned findings can be generalized to complex,
everyday motor tasks within naturalistic social contexts.

fNIRS is a fairly novel neuroimaging technique that measures
cerebral hemodynamics similar to fMRI, the gold-standard of
neuroimaging (Lloyd-Fox et al., 2010). But unlike fMRI, which
requires the participant to lie still in a narrow scanning bore,
fNIRS only restrains a participant through a cap on the head and
allows for measurements in the presence of movement as well as
face-to-face interactions. Given its advantage to tolerate motion
artifacts, fNIRS has been used to study cortical activation across
various movements of walking (Holtzer et al., 2019), playing
a dance video game (Tachibana et al., 2011), as well as free
arm movements during face to face interactions with others
(Egetemeir et al., 2011). Moreover, with its greater temporal
resolution compared to fMRI (Lloyd-Fox et al., 2010), fNIRS
does a better job of detecting the onset and features of the
hemodynamic response (Hong et al., 2018; Khan et al., 2018).
This ability to distinguish features of the hemodynamic response
may help in identifying differences related to development
as well as neuropathology. Other sophisticated applications of
fNIRS include the use of fNIRS-based hemodynamic responses
to facilitate human-computer interaction (Naseer and Hong,
2015) as well as multimodal use of fNIRS and EEG (Ge et al.,
2017, 2019). Specifically, greater STS activation, as well as
the larger amplitude of EEG-based evoked response potentials,
have been reported during observation of intentional grasping
compared to meaningless grasping (Ge et al., 2019). A handful
of studies have examined cortical activation during naturalistic
face-to-face IPS and social cooperation/competition using fNIRS
(Egetemeir et al., 2011; Bolling et al., 2013; Liu et al., 2015;
Bhat et al., 2017). During a cooperation/competition game, the
cooperators showed greater right IFG activation compared to the
competitors (Liu et al., 2015). Similarly, adults showed greater
IPL activation during joint action with a partner during a table-
setting task compared to solo table-setting motions (Egetemeir
et al., 2011). We have replicated the work of Egetemeir et al.

(2011) in healthy adults by comparing lateral cortical activation
during observation, execution, and synchronization of a reach
and clean up task (Bhat et al., 2017). We too found greater
activation in cortical regions of STS, IFG, and IPL during
action execution and IPS compared to action observation. More
importantly, right IFG and IPL regions were more active during
IPS than the action execution condition. We concluded that the
action execution condition led to more left-lateralized cortical
activation whereas the IPS condition led to more bilateral
cortical activation suggesting an important role for the right
frontoparietal networks during IPS behaviors.

Considering the important role of IPS in facilitating social
development, it would be valuable to study developmental
differences in IPS and associated patterns of activation. To date,
few studies have compared IPS behaviors during naturalistic
reaching tasks as well as the underlying brain activation
patterns between TD adults and TD children to describe the
developmental differences in IPS. Therefore, in this study,
we aimed to investigate the differences in brain activation
between TD adults and TD children as they observed, executed,
and synchronized actions during a reach-cleanup task. We
hypothesized that the quality of IPS in TD children would differ
from TD adults. Specifically, we expected the level of IPS to
be lower and patterns of cortical activation to somewhat differ
between adults and children. However, we expect both groups
to have greater bilateral activation during the IPS condition
compared to action execution. Thirdly, we also expected
synchrony performance to correlate with cortical activation.

MATERIALS AND METHODS

Participants
Seventeen TD school-age children (mean age± SE: 10.82± 0.69,
11 males and six females) and 15 TD adults participated in this
study (mean age ± SE: 22.6 ± 0.7, eight males and seven females,
p < 0.001 for the age difference between groups, no gender-
based differences between groups, p > 0.1, Table 1). Individuals
were recruited through word of mouth, online postings in local
listservs as well as fliers in the community. As a first step, we
completed screening interviews with potential participants to
exclude individuals with any known neurological or psychiatric
diagnoses, or those taking psychotropic medications, or any
other difficulties that would prevent them from performing the
study tasks. All participants had normal or corrected to normal
vision. Based on a standard handedness questionnaire (Coren,
1992), 15 of the child participants were found to be strongly
right-handed, while two children were moderately left-handed.
Fourteen adult participants were strongly right-handed with
one adult being weakly right-handed (Table 1). The activation
patterns of the two moderately left-handed children and the
weakly right-handed adult were similar to the group results as
all had consistently used their right hand for completing the task;
hence, their data have been retained following data analysis.

All participants completed the Vineland Adaptive Behavioral
Scales (Volkmar et al., 1987) to provide measures of socialization
(averaged standard score ± SE: children = 106.53 ± 3.18;
adult = 106.53± 2.05, group difference: p> 0.1), communication
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TABLE 1 | Demographic and developmental/cognitive data.

Characteristics Child (n = 17) Adult (n = 15)
Mean ± SE Mean ± SE

Age 10.82 ± 0.69∗ 22.60 ± 0.70
Gender 11 male, 6 female 8 male, 7 female
Ethnicity 13 C, 1 A, 1 AI, 2 AC 12 C, 2 A, 1 Af
Handedness 15 R, 2 L 14 R, 1 L
VABS-II (SS) 110.29 ± 2.92 111.07 ± 2.53
Communication (SS) 109.82 ± 2.88 105.47 ± 1.65
Daily living (SS) 110.41 ± 3.08 110.07 ± 2.31
Socialization (SS) 106.53 ± 3.18 106.53 ± 2.05

VABS-II, Vineland Adaptive Behavior Scale-2nd Edition; SS, standard score; SE,
Standard error; M, Male, F, Female; C, Caucasian, A, Asian; AI, American Indian; AC,
Asian-Caucasian; Af, African American; R, right; L, left. ∗ Indicates a significant difference
between groups.

(children = 109.82 ± 2.88; adult = 105.47 ± 1.65, group
difference: p > 0.1), daily living skills (children = 110.41 ± 3.08;
adult = 110.07 ± 2.31, group difference: p > 0.1) as well
as overall adaptive functioning (children = 110.29 ± 2.92;
adult = 111.07 ± 2.53, group difference: p > 0.1). Both
groups showed typical levels of subdomain and overall adaptive
functioning with no significant differences between groups
(Table 1). The University of Delaware Institutional Review Board
(IRB) approved this study protocol. Procedures were carried
out in accordance with the recommendations of our IRB (IRB
protocol id #: 1227966-1). All adult participants gave written
informed consent, the parents of child participants approved
their child’s participation, and the children gave their written
assent as well, in accordance with the Declaration of Helsinki (as
of 2008), prior to participation.

Experimental Procedures
Each participant and tester sat at a table facing each other to
complete a reach to the cleanup task using a randomized blocked
design (Bhat et al., 2017). Two 3 × 3 probes embedded in
a cap were placed on the participant’s head (Figures 1A,B).
Eight colored blocks were placed on a mat in a circular manner
in front of both, the participant and the tester. Participants
were asked to clean up the blocks off the mat into a bowl
placed on the right using their right hand only. The participant
completed three conditions: WATCH, DO, and TOGETHER
(Figures 1A–C). During the WATCH condition, the participant
observed the tester pick up the blocks in a sequential manner
and put them into the container. Adults generally paid attention
to the task; however, to ensure that the children paid attention
during the WATCH trials, we asked them to focus on the
pattern of cleanup. Before the trial, children were asked to
pay attention to how the cleanup was performed. After a
WATCH trial was completed, they were asked, ‘‘Which block
did I pick up first?’’ Or ‘‘which block did I pick up last?’’ Or
‘‘how did I clean up the blocks?’’ For the DO condition, the
participants cleaned up all the blocks in a sequence of their
choice. In the TOGETHER condition, the tester led the block
cleanup in random order while the participant followed by
picking up the same block as the tester. No questions were
asked after completing the DO and TOGETHER conditions. The
participant was asked to use their right hand; while the tester

used their left hand. The adults completed a total of 24 trials
(eight trials per condition) whereas the children completed a
total of 18 trials (six trials per condition). The stimulation
period ranged between 10 and 13 s [Duration in seconds
(Mean ± SE) in adults: W = 11.5 ± 0.18; D = 11.2 ± 0.3;
T = 13.8 ± 0.6 and duration in children: W = 10.6 ± 0.2;
D = 10.3 ± 0.4; T = 13.6 ± 0.6; p > 0.1 for group differences].
A 10-s pre-stimulation and a 16-s post-stimulation period were
included to account for any baseline drifts in the fNIRS signal and
to allow the hemodynamic response to return to baseline before
starting the next trial. During baseline periods, the participants
were asked to focus on a cross-hair on the front wall and remain
as still as possible.

Data Collection
The hemodynamic changes over the ROIs were recorded using
the Hitachi ETG-4000 system (Hitachi Medical Systems, Tokyo,
Japan), with a sampling rate of 10 Hz. Two 3 × 3 probe
sets, consisting of five infrared emitters and four receivers
(i.e., 24 channels), were positioned over bilateral frontoparietal
and temporal regions. Each adjacent pair of probes that were
3 cm apart were an emitter and receiver of two wavelengths of
infrared light (695 and 830 nm). The middle column of the probe
set was aligned with the tragus of the ear and the lowermost
row of the optode set was aligned with the T3 position of the
International 10-20 system (Klem et al., 1999; Figures 2A,B).

The infrared light passed through the skull creating a banana-
shaped arc and reached the cortical area approximately below
the midpoint of the two probes. The attenuation of infrared
light was used to calculate the changes in concentrations
of oxygenated (HbO2) and deoxygenated hemoglobin (HHb)
chromophores per channel using the Modified Beer-Lambert
Law. Based on results from previous studies, an increase in
HbO2 concentration and a decrease in HHb concentration were
expected with increased brain activation within a certain ROI
(Lloyd-Fox et al., 2010).

E-Prime presentation software (version 2.0) was used to
trigger the Hitachi fNIRS system. The entire session was
videotaped using a camcorder that was synchronized with the
Hitachi fNIRS system.

Spatial Registration Approach
During the 3D registration process, each child was asked to
remain in a still and upright position. The 3D locations of
the standard cranial landmarks (nasion, inion, left and right
preauricular points, and the Cz position of the International
10-20 system) as well as 3D locations of each probe in the
probe set were recorded w.r.t. a reference coordinate system
using the ETG-4000 3D positioning unit. These 3D coordinates
saved in a text file format for each participant were run
through MATLAB codes developed by the sixth author. The
anchor-based, spatial registration method developed by Tsuzuki
et al. (2012) was used to transform the 3D spatial location
of each channel from the reference coordinate system to the
Montreal Neurological Institute (MNI)’s coordinate system (see
Figure 2, Supplementary Table S1). Structural information from
an anatomical database (Okamoto et al., 2004) was used to
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FIGURE 1 | Experimental setup (A,B) and task sequence (C). Written permission for publication of participant pictures has been taken.

provide estimates of channel positions within a standardized 3D
brain atlas (Tsuzuki et al., 2012). The estimated channel locations
were anatomically labeled using the LONI Probabilistic Brain
Atlas (LPBA; Shattuck et al., 2008). Note that each run includes
position data from all participants within one group to obtain
the average MNI coordinates for each channel. Based on the
regions covered by our channels, we assigned the 24 channels
to three ROIs for the children. Similarly, please refer to Bhat
et al. (2017) for the channel assignments in adults across the same
three ROIs.

The three ROIs included: (i) the Superior Anterior region
(SA) which included channels over the inferior/middle frontal
gyrus or IFG and pre-central gyrus (or frontal cortices, left:
channels 1 and 3, and right: channels 14 and 17 channels, see
Figures 2C,D); (ii) the Inferior Posterior region (IP) which
included channels over the post-central gyrus, supramarginal
gyrus, and angular gyrus (or the inferior posterior parietal
cortices or IPL, left: 2, 4, 5, 7 channels and right: 13, 15, 16,
18 channels, see Figures 2C,D); and (iii) the Inferior Anterior
region (IA) which included channels over the middle and
superior temporal gyrus (or superior temporal cortices or STS,
left: 10, 11, 12 channels and right: 20, 23, 24 channels, see
Figures 2C,D). These three ROIs separated the three cortical
regions we described earlier. Channels 6, 8, 9 (left) and 19,
21, and 22 (right) were excluded due to spatial uncertainty. To
be clear, spatial uncertainty occurred when either one of the
two homologous channels did not fall within the same ROI

for a particular group. Another reason for spatial uncertainty
was when any given channel did not cover 60% or more of
the assigned ROI and instead covered multiple ROIs evenly, for
example, 50% IPL and 50% IFG; such channels were excluded.
In this way, we were able to consistently assign 18 out of
the 24 channels to one of the aforementioned ROIs in both
groups. Note: Supplementary Table S1 in the ‘‘Supplementary
Materials’’ section shows the channel assignment in children and
refers to Bhat et al. (2017) for channel assignment in adults.

Data Processing
We have written our own customized MATLAB programs that
incorporate functions from open-source software such as Hitachi
POTATo (Sutoko et al., 2016) and Homer-2 (Huppert et al.,
2009) to analyze the data from the ETG system (see data
processing steps in Figure 3). The sampling frequency of the
fNIRS system was 10 Hz (i.e., 10 data frames per second were
collected). Data from each channel was first band-pass filtered
between 0.01 and 0.5 Hz using the Fast Fourier Transform
(FFT) method to remove lower or higher frequencies associated
with body movements and other dynamic signals/tissue such
as respiration, heart rate, skin blood flow, etc. The low-pass
filter removes physiological noises related to respiration and
fast cardiac oscillations and high-frequency instrument noise,
whereas the high-pass filter minimizes the low-frequency drift
from the data. To remove motion artifacts, we used the wavelet
method (Sato et al., 2006; Huppert et al., 2009) which is one of
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FIGURE 2 | Probe placement (A,B) and spatial registration output (C,D). Written permission for publication of participant pictures has been taken.

the most robust methods for motion artifact removal (Hu et al.,
2015). In this method, it is assumed that the measured signal
is a linear combination of the desired signal and the undesired
artifacts. The number of levels for wavelet decomposition is
calculated by taking the logarithm of the number of data points
using a base of 2. For our dataset, this value was 14. By applying
the 1-D discrete wavelet transform to the signal from each
channel, details of the signal are estimated as approximation
coefficients. Assuming that the detail wavelet coefficients have
a Gaussian distribution, outliers in the distribution correspond
to the coefficients related to the motion artifacts. To identify the
motion artifacts/outliers, an ‘‘iqr’’ parameter of 1.5 was used. The
coefficients greater than the iqr parameter times the interquartile

range of the data are typically associated with motion artifacts,
and hence, they were set to zero to remove such artifacts. The
inverse discrete wavelet transform is applied and the signal
is reconstructed. Next, the General Linear Model (GLM) was
implemented using a HOMER-2 MATLAB function. GLM
estimated the hemodynamic response function using Gaussian
basis functions and a 3rd order polynomial drift regression
(Huppert et al., 2009). To correct the baseline drifts, the linear
trend between the pre-trial baseline and the post-trial baseline
was calculated and subtracted from values in the stimulation
period as implemented in Hitachi POTATo (Sutoko et al., 2016).
Average HbO2 andHHb values were obtained for the stimulation
period of each trial. The range of HbO2 data was significantly
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FIGURE 3 | Data processing workflow: (A) filter, wavelet and general linear model (GLM) of NIRS signal and (B) trial-by-trial view and Average view of Oxy Hb
(HbO2), Deoxy Hb (HHb), and Total Hb (HbT) profiles for a given channel. (W, D, T) from 5 s before to 24 s after the start of stimulation. Data have been averaged
across trials and participants.

greater than the HHb data. Moreover, HbO2 profiles have a
greater signal to noise ratio compared to HHb and therefore
consistent with fNIRS literature, we have reported HbO2 profiles
(Sato et al., 2006). The data were plotted and saved at each
step. We visually screened the plotted figures at each step of
the analysis to exclude channels/trials. We excluded channels
with poor contact (flat lines) or persistent motion artifacts or
obvious outliers compared to the other similar trials from each
condition. Nearly 6.7% of data from children and 19.2% of
data from adults have been removed using these criteria. In the
‘‘Supplementary Materials’’ section, we have also provided a
visual representation of the second-to-second HbO2 profile for
each group (Supplementary Figure S1: Adults, Supplementary
Figure S2: Children), each condition, and each channel for the
entire period (pre-baseline, stimulation, and post-baseline). The
pink vertical line denotes the start of the stimulation period
and the data shown to the right of the pink line are the
240 frames across stimulation (10–13 s) and post-stimulation
baseline (14–11 s) periods.

Video Data Coding
Two trained student researchers scored the session videos
in order to exclude trials with significant errors. Inter-rater
reliability of above 85% and intra-rater reliability of above 90%
were achieved for all scores between the primary and secondary
coder for 20% of the video dataset. The trials were excluded from
data analysis if the participants did not follow task instructions,
had significant body movements unrelated to the task, or spoke
to the tester during the trials. A three-point scale was used to code
the synchrony and motor quality during IPS. Spatial synchrony

scores were rated from 1 to 3 with 1 = Picked up incorrect blocks
for more than once, 2 = Picked up the incorrect block once, and
3 = Picked up all blocks correctly. Temporal synchrony scores
were rated from 1 to 3 with 1 = More than one block delay,
2 = One-block delay and 3 = Perfect synchrony. Motor errors
were defined as two-hand use, picking up more than one block at
the same time, slippage when picking or placing, while the motor
scores were rated with 1 = More than 4 errors, 2 = 2–4 errors,
3 = 0–1 error. The number of additional movements during the
stimulation period was also coded. Ultimately, we eliminated
7.0% of the overall child data and 1.1% of the overall adult data
due to persistent motion artifacts. Specifically, in the TD child
group, 7.3% of Watch, 9.8% of Do, and 3.9% of Together or
1–2 trials out of the six trials for each condition were excluded.
In the TD adult group, 0% of Watch, 0% of Do, and 3.3%
of Together or approximately 1–2 out of the eight trials per
condition were excluded.

Statistical Analyses
To avoid multiple channel-wise comparisons, we averaged data
across channels within the same ROI based on our spatial
registration output (Figures 2C,D show the six ROIs and
constituent channels). All participants primarily moved their
right hand during the task, therefore, right hemisphere activation
should be considered ipsilateral, and left hemisphere activation
would be contralateral to the moving arm of our participants.
We determined levels of activation for six ROIs including the
left and right superoanterior (SA), inferoposterior (IP), and
inferoanterior (IA) regions (Figure 2 shows the different ROIs).
Using IBM SPSS (SPSS Inc., Chicago, IL, USA), we conducted
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repeated-measures ANOVA with within-group factors of group
(children, adult), condition (Watch, Do, Together), hemisphere
(left, right), and ROI (SA, IP, IA) and a between-group factor
of group (child, adult) for average HbO2 values. Greenhouse-
Geisser corrections were applied when our data violated the
sphericity assumption based on Mauchly’s test of sphericity.
For multiple post hoc comparisons, we have used the False
Discovery Rate (FDR) method proposed by Singh and Dan
(2006) for multichannel fNIRS data. We specifically used the
Benjamin-Hochberg method wherein unadjusted p-values are
rank-ordered from low to high. Statistical significance is declared
if the unadjusted p-value is less than the p-value threshold. p-
threshold was determined by multiplying 0.05 with the ratio of
unadjusted p-value rank to the total number of comparisons
(p-threshold for ith comparison = 0.05 × i/n; where n = total
number of comparisons). Paired t-tests were used to examine
group differences in behavioral data including temporal/spatial
synchrony score, motor score, and additional movements.

RESULTS

Quality of IPS Behaviors
Paired t-tests showed that children had lower spatial synchrony
scores (Mean ± SE = 2.67 ± 0.08) compared to adults
(2.85 ± 0.06, p = 0.03). Similarly, children had lower temporal
synchrony scores (2.74 ± 0.06) compared to adults (2.88 ± 0.05,
p = 0.04) indicating more errors in the children vs. the adults.
There were no significant group differences in terms of motor
pattern errors (Children: 2.97 ± 0.01; Adults: 2.97 ± 0.01,
p> 0.1) or additional movements (Children: 1.41± 0.43; Adults:
0.73 ± 0.23, p > 0.1; Table 2).

Cortical Activation During IPS
The group × condition × hemisphere × region
four-way repeated ANOVA revealed a significant
main effect of group (F(1,119) = 7.6, p = 0.007),
condition (F(2,229.4) = 145.2, p < 0.001), hemisphere
(F(1,119) = 30.7, p < 0.001), and region (F(1.8,220.2) = 132.3,
p < 0.001) as well as two-way interactions between
group × condition (F(1.8,217.2) = 17.6, p < 0.001), group ×

hemisphere (F(1,119) = 12.4, p < 0.001), condition × hemisphere
(F(1.7,203.5) = 43.4, p < 0.001), condition × region
(F(3.6,422.1) = 18.2, p < 0.001), as well as three-way interactions
between group × condition × hemisphere (F(1.4,170.5) = 5.5,
p = 0.01) and condition × hemisphere × region (F(3.3,396.2) = 4.9,
p = 0.04). Post hoc analyses were focused on two three-way

TABLE 2 | The quality of interpersonal synchrony (IPS) in the TD children and
adults.

Video coding variables Child (Mean ± SE) Adult (Mean ± SE)

Spatial IPS 2.67 ± 0.08∗ 2.85 ± 0.06
Temporal IPS 2.74 ± 0.06∗ 2.88 ± 0.05
Motor score 2.97 ± 0.01 2.97 ± 0.01
Do condition 2.96 ± 0.02 2.97 ± 0.01
Together condition 2.99 ± 0.01 2.97 ± 0.01
Additional movements 1.41 ± 0.43 0.73 ± 0.23

∗ Indicates a significant difference between groups.

interactions of condition × hemisphere × region and
group × condition × hemisphere (Table 3 shows the Mean
and SE of HbO2 concentration values, Table 4 shows significant
p-values and direction of effects, and Figure 7 shows channel
specific activation data).

Regional Differences in Both Groups
During the Watch condition, both groups had greater activation
in the IA (STS) region (left and right ROIs) compared to SA
(IFG) and IP (IPL) regions (ps ≤ 0.001). During the Do and
Together conditions, both groups had greater SA (IFG) and IA
(STS) activation compared to the IP (IPL) region for both left and
right ROIs. Lastly, during the Together condition, both groups
had greater activation in the right SA (IFG) than right IA (STS;
ps < 0.01, Figures 4, 7).

Task-Related Differences in Both Groups
Both children and adults showed greater activation over the left
and right ROIs during the Do and Together conditions compared
to the Watch condition (ps < 0.05, Figures 5, 7). The differences
between Do and Together conditions were only limited to the
right hemisphere. Both groups showed greater activation in the
right ROIs only (not left) during Together compared to the Do
condition (ps < 0.05, Figures 5, 7).

Hemispheric Differences in Both Groups
Adults had greater activation in the left hemisphere compared
to the right hemisphere during both movement conditions
of Do and Together (ps < 0.001, see Figure 5’s left vs.
right comparisons and Figure 7). However, children had
greater activation in the left hemisphere compared to the right
hemisphere for the Do condition only (p < 0.001, see Figure 5’s
left vs. right comparison and Figure 7) but not the Together
condition (p > 0.1).

Group Differences Across Tasks
During the Watch condition, children had greater activation in
the right hemisphere than the adults (ps < 0.001, Figures 6, 7).

TABLE 3 | The mean and standard error (SE) of activation based on HbO2

concentration values.

Group activation
data

Watch Do Together

Mean SE Mean SE Mean SE

TD child
Left hemisphere

SA/fronto-parietal 0.007 0.004 0.052 0.004 0.053 0.005
IA/temporal 0.020 0.006 0.055 0.006 0.052 0.007
IP/inferior parietal −0.006 0.004 0.006 0.005 0.007 0.005

Right hemisphere
SA/fronto-parietal 0.011 0.005 0.041 0.005 0.053 0.006
IA/temporal 0.032 0.007 0.030 0.006 0.040 0.007
IP/inferior parietal −0.008 0.004 −0.003 0.004 0.002 0.005

TD adult
Left hemisphere

SA/fronto-parietal 0.001 0.004 0.079 0.010 0.076 0.009
IA/temporal 0.012 0.004 0.087 0.008 0.091 0.008
IP/inferior parietal −0.009 0.003 0.051 0.006 0.045 0.006

Right hemisphere
SA/fronto-parietal 0.003 0.004 0.038 0.007 0.061 0.007
IA/temporal 0.007 0.004 0.033 0.005 0.042 0.005
IP/inferior parietal −0.013 0.003 −0.001 0.003 0.014 0.004
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TABLE 4 | A listing of significant p-values and direction of the effect during post
hoc t-tests.

Comparison Significant Direction of
p-values effect

Group differences
Watch, R hemisphere <0.001 Child > Adult
Do, L hemisphere <0.001 Adult > Child
Together, L hemisphere <0.001 Adult > Child

Task-related differences
Group × condition × hemisphere
(regions were pooled)

Adult, L hemisphere <0.001 D & T > W
Adult, R hemisphere <0.001 T > D > W
Child, L hemisphere <0.001 D & T > W
Child, R hemisphere <0.010 T > D > W

Condition × hemisphere × region
(groups were pooled)

Left SA, IA & IP <0.001 D & T > W
Right SA, IA & IP <0.05 T > D > W

Hemispheric differences
Group × condition × hemisphere
(regions were pooled)

Adult, Do <0.001 L > R
Adult, Together <0.001 L > R
Child, Do <0.001 L > R

Condition × hemisphere × region
(groups were pooled)

SA, IA, & IP ROIs for Do <0.001 L > R
IA & IP ROIs for Together <0.001 L > R

Regional differences
Watch, L & R hemispheres <0.010 IA > SA > IP
Do, L & R hemispheres <0.001 SA & IA > IP
Together, L hemisphere <0.001 SA & IA > IP
Together, R hemisphere <0.010 SA & IA > IP

During the Do and Together conditions, adults had greater left
hemispheric activation than children (ps < 0.001, Figures 6, 7).

Correlation Between IPS Behaviors and Cortical
Activation
For correlations between IPS behaviors and cortical activation,
adults showed more significant correlations compared to
children (number of correlations in children = 3 and adults = 12,
Table 5). More specifically, the adult IPS spatial scores correlated
with cortical activation in all three ROIs across all conditions. In
addition, the adult IPS temporal scores correlated with SA and IP
activation only during the Do and Together conditions. In slight
contrast, the children’s IPS spatial scores correlated with right SA
and left IP activation in the Do and Together conditions and their
IPS temporal scores did not correlate with cortical activation.

DISCUSSION

Previous fMRI studies of IPS have been limited to simple hand
movements and unnatural environments. Using fNIRS, two
studies have reported differences in cortical activation during
IPS vs. solo action execution (Egetemeir et al., 2011; Bhat
et al., 2017). However, no study has compared developmental
differences in IPS performance as well as underlying cortical
activation patterns between children and adults. The present
study compared the cortical activation patterns between children

and adults performing action observation, execution, and IPS
during a naturalistic reach to the cleanup task. Consistent with
our hypothesis, TD children had lower IPS than adults with
children showing lower spatial and temporal synchrony scores
compared to adults. However, the two groups did not differ
in terms of motor pattern scores or other body movements.
These findings suggest that while the accuracy of simple reaching
motions was similar between adults and children, the ability to
synchronize reaching motions with another individual was still
developing between childhood and adulthood.

We found some similarities as well as differences between
the cortical activation patterns of children and adults. First,
both groups had greater cortical activation during the Do
(execution) and Together (IPS) conditions compared to the
Watch (observation) condition. More importantly, in the
Together (IPS) condition, both groups had greater right
hemispheric activation compared to the Do condition. In terms
of regional similarities, in the Watch condition, both groups had
greater activation in the IA (superior temporal or STS) region
compared to the SA (inferior frontal or IFG) and IP (inferior
parietal or IPL) regions for both hemispheres. During the Do
and Together conditions, both groups had greater SA (IFG)
and IA (STS) activation compared to the IP (IPL) region in
both hemispheres. Lastly, during the Together condition, both
groups had greater activation in the right SA (IFG) than the
right IA (STS) region. However, we noted some differences
in cortical activation patterns between children and adults. In
terms of the within-group, hemispheric differences, adults had
greater left hemispheric activation (than right) for both Do
and Together conditions. However, in the TD children, this
pattern was seen only for the Do condition with more bilateral
activation in the Together condition. In terms of the between-
group differences, during the Watch condition, TD children
had greater right hemispheric activation compared to adults.
Additionally, in the Do and Together conditions, the adults had
greater left hemispheric activation than the TD children. Lastly,
adult spatial synchrony scores correlated with cortical activation
in all three ROIs and their temporal synchrony scores correlated
with SA (IFG) and IP (IPL) activation only. In contrast, children’s
spatial scores correlated with the right IFG and left IPL activation
but not their temporal scores.

IPS Improves Between Childhood and
Adulthood
Children had lower spatial and temporal synchrony scores
compared to adults suggesting lower IPS in children than adults.
To our knowledge, only one study has compared developmental
differences in IPS performance. During a joint drumming task,
adult-adult dyads showed the highest levels of IPS and least
within-individual, inter-limb variability followed by older child-
child dyads and lastly the younger child-child dyads, who
showed the lowest levels of IPS and greatest within-individual,
inter-limb variability (Kleinspehn-Ammerlahn et al., 2011). It
was posited that the greater variability in arm movements of
younger children contributed to their action inconsistency and
ability to synchronize with each other. Although we could not
find other comparisons of IPS performance between children
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FIGURE 4 | Regional differences (A: Watch; B: Do; C: Together) in average HbO2 concentration. ∗ Indicates a significant difference between regions.

FIGURE 5 | Task-related and hemispheric differences for typically developing (TD) child (A) and adult (B) in average HbO2 concentration. ∗ Indicates a significant
difference. Arrows highlight hemispheric differences.

and adults, one study comparing visual-motor synchronization
of children and adults to various rhythmic visual stimuli found
that 7–8-year-old children showed more variability and longer
periods of asynchrony compared to adults (Kurgansky and
Shupikova, 2011). Similarly, in our study, children made more
errors in mirroring their choice of block or were more off in their
timing of reaching or cleanup motions compared to the adults
as they synchronized their actions to an adult tester. While our
behavioral coding did not reveal any group differences in motor
errors, we do not know if there was greater reaching variability
in our child participants because we did not capture the reaching
trajectories of both groups. Although behavioral coding did not
reveal any obvious differences in the attentional patterns of both
groups, possibly the differences in the visuomotor mapping of
one’s hand motions to that of the social partner could have
contributed to the IPS differences between children and adults
(Tahej et al., 2012).

STS Region Is Important for Observing
Human Actions
During the Watch condition, both groups had greater STS
activation than any other ROIs; however, children had greater
right STS activation than the adults. The adult portion of

this study was conducted before the child portion of the
study. From coding of adult data, we noticed that mere
instruction to watch during the Watch condition did not
lead to careful observation of the tester’s reaching motions.
Hence, for the child group, in order to promote sustained
attention, we asked the children to observe our motions
carefully so that they could answer questions about how
the task was completed at the end of the trial. Specifically,

FIGURE 6 | Group differences in average HbO2 concentration. ∗ Indicates a
significant difference between groups.
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FIGURE 7 | A visual representation of task-related, hemispheric, and group differences in channel activation (HbO2) during the stimulation period compared to its
own baseline in both groups and all conditions.

TABLE 5 | Correlation between IPS behaviors and cortical activation.

IPS spatial IPS temporal

Watch Do Together Watch Do Together

TD children
SA Left ns ns ns ns ns ns

Right ns −0.36∗∗
−0.40∗∗ ns ns ns

IA Left ns ns ns ns ns ns
Right ns ns ns ns ns ns

IP Left 0.23∗ 0.20∗ 0.38∗∗ ns ns ns
Right ns ns ns ns ns ns

TD adult
SA Left ns 0.30∗∗ 0.33∗∗ ns 0.42∗∗ 0.44∗∗

Right 0.24∗∗ ns ns ns −0.21∗
−0.28∗∗

IA Left ns −0.21∗ ns ns ns ns
Right ns 0.27∗∗ 0.33∗∗ ns ns ns

IP Left ns 0.27∗∗ 0.34∗∗ ns 0.28∗∗ 0.33∗∗

Right 0.23∗ ns 0.20∗ ns ns ns

The table presents r values using Spearman-rank correlations. ∗∗p < 0.01, ∗p < 0.05, ns: non-significant.

we asked questions, for example, ‘‘Which block was cleaned
up first or last, etc.?’’ This may have contributed to the
greater social attention as well as greater STS activation
observed in the children vs. the adults. Nevertheless, the
results were similar between the two groups in that both
groups had predominant STS activation during the Watch
condition compared to activation in other ROIs (Bhat et al.,

2017). Multiple fMRI studies have reported significant STS
activation during action observation tasks (Montgomery et al.,
2007; Molenberghs et al., 2010; Gatti et al., 2017). The STS
region is important for processing and distinguishing social
information such as biological motion, goal-directed actions
of others, and mutual social gaze (Pelphrey et al., 2003a,b;
Pelphrey and Morris, 2006). Pelphrey et al. (2003a) showed
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greater STS activation during observation of human or robotic
motions compared to non-biological, object-related motions.
Our common finding of greater fNIRS-based activation in
superior temporal cortices during action observation in both
groups (adults and children) is consistent with findings from
past fMRI studies. Additionally, during a computerized ball
toss game involving healthy adults, fNIRS-based activation was
increased within the STS region when observing biological
motion within a social inclusion context vs. a social exclusion
context (Bolling et al., 2013). Therefore, in agreement with
multiple fMRI and the few fNIRS studies (Bolling et al.,
2013; Bhat et al., 2017) we also found greater STS activation
during social observation of other’s actions in both children
and adults.

Role of IFG, STS, and IPL During
Goal-Directed Actions and Their
Importance for Visuomotor
Correspondence During Imitation and IPS
During the movement conditions of the reach to cleanup task
i.e., Do and Together conditions, both groups had greater
activation in the IFG and STS compared to IPL regions.
Moreover, adult synchrony scores correlated with cortical
activation in all three ROIs whereas children’s synchrony
scores correlated with right IFG and left IPL activation only.
Activation in the IFG was not very surprising because these
regions are important for goal-directed movements (i.e., both
Do and Together conditions required accurate reaching to
objects; Cincotta and Ziemann, 2008). Similarly, during the
self-selected motor task (i.e., the Do condition) we found
temporal cortex activation (i.e., STS and middle temporal
gyrus) in spite of no overt social interactions between the
participant and tester. Testers were asked to avoid eye contact
and overt social interactions with the participant during action
execution. Additionally, we viewed the video data to remove
any Do trials that involved social interactions; however, the
mere presence of the tester may have contributed to some
of the STS activations. Our findings somewhat fit with the
current fMRI literature reporting significant STS activation
during action imitation tasks compared to action execution
and observation (Montgomery et al., 2007; Molenberghs et al.,
2010). During object-based gesture tasks, bilateral STS activation
was greater during action imitation compared to action
execution and observation, which had similar activation levels
(Montgomery et al., 2007). STS regions are said to provide
a visual description of actions (Iacoboni, 2005). Molenberghs
et al. (2010) suggested that STS is not merely registering
the biological motions during imitation but also encoding the
visuomotor correspondence between one’s own actions and that
of the partner. An fMRI study measuring cortical activation
during observation of congruent vs. incongruent actions
between two individuals revealed greater STS activation in the
incongruent than congruent condition further corroborating
the idea that STS may indeed be encoding visuomotor
correspondence between individuals when moving together
(Shibata et al., 2011).

The STS region could be interacting with IFG and other
regions to receive efference copies of the motor plans to
match the performed actions with the visual descriptions of
imagined or observed actions (Iacoboni, 2005; Molenberghs
et al., 2010). In our study, cortical activation during IPS was
more similar to that of activation during action execution
(not action observation). Additionally, synchrony errors in
both groups correlated most with the Do and Together
conditions (nine correlations per condition) and lastly the
Watch condition (three Watch correlations). We believe our
findings show that the challenges of imitation/IPS control
stem from the complexity of motor components and not
so much the observation component. It is often reported in
the literature that simpler imitative tasks require less cortical
activation compared to complex motor tasks and imitation
performance is inextricably linked to its motor requirements
such as body parts/joints involved as well as action complexity
(Gatti et al., 2017).

The IPL region is also said to play an important role in
planning the kinematics and goals of solo and complementary
gestures/actions (Buxbaum et al., 2006; Sacheli et al., 2015).
Specifically, the left parietal lobe contributes to visuospatial
planning of actions with its lesions resulting in more errors
during meaningless actions due to their more complex planning
requirements (Tessari et al., 2007). Transcranial magnetic
stimulation of dorsal parietal cortices interfered with online
adjustments of reach-grasp actions suggesting its role in
integrating end goals and motor planning (Tunik et al., 2008).
Similarly, left parietal cortex activation was also reported
by Sacheli et al. (2015) when performing joint grasping
tasks in order to encode shared goals of complementary
actions. Taken together, our findings fit with past literature
confirming the role of STS, IFG, and IPL regions for
visuomotor correspondence during both solo and synchronous
reach-grasp actions.

Greater Left-Hemispheric Activation
During Movement Tasks With Adults
Showing More Left Lateralization
In general, during unilateral movement tasks of reach and
cleanup, the two groups differed in that the adults had greater left
lateralization than the children. To be clear, even when children
used the right arm to complete the task there was perhaps
some low-level ‘‘mirror’’ activation present in the homologous
muscles of the left arm. This inability to suppress activity
in the ipsilateral sensorimotor cortices has been reported in
past studies comparing unilateral motor tasks between adults
and children (Mayston et al., 1999; Huo et al., 2011). Mirror
movements have been reported in children below 10 years
of age but will diminish into adolescence and adulthood
(Connolly and Stratton, 1968; Nass, 1985). Studies using
transmagnetic stimulation (TMS) and magnetoencephalography
(MEG) showed that during unilateral finger movements young
children had activation in both contralateral and ipsilateral
motor cortices due to lack of transcallosal inhibition resulting
in muscle activity in the homologous muscles of the less active
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arm. However, this pattern of bilateral activation was not seen in
adolescents and adults (Mayston et al., 1999; Huo et al., 2011).
It is not surprising to see similar cortical activation patterns
in our study since 65% of our child sample is below 11 years
of age.

Greater Right Hemispheric Activation
During IPS in Adults and Children
Both groups had increased right-hemispheric activation during
the Together condition, compared to the Do condition, in
spite of the right-handed nature of the reach-cleanup task.
These results suggest that while there is left-lateralization during
the Do condition (unilateral movements), IPS constraints led
to more bilateral activation. These findings concur with a
comprehensive meta-analytic review that showed activation of
bilateral networks including frontal, premotor, parietal, and the
temporo-occipital cortex during imitation (Caspers et al., 2010).
Aziz-Zadeh et al. (2006) had participants observe, imitate, or
execute unilateral finger movements with right or left hands
to cues shown in the right or left visual field (hand moving
or fixation cross). The imitation condition involved greater
right inferior frontal and inferior parietal cortex activation
in contrast to action execution, which mainly activated the
contralateral primary visual and motor cortices. It was suggested
that even during unilateral action imitation there is greater
ipsilateral cortical activation compared to action execution,
which is primarily contralateral in its control (Aziz-Zadeh
et al., 2006). Similarly, Biermann-Ruben et al. (2008) found that
imitation of biological hand movements led to greater right
fronto-temporal activation compared to non-biological hand
motions. Another group of fMRI studies has compared specular
(mirrored—left-hand tester/video, right hand of subject) and
anatomical imitation (both tester and subject use the identical
hand for imitation, both use their right or left hands) and
report greater bilateral or right hemispheric activation during
specular imitation compared to anatomical imitation (Koski
et al., 2003; Mengotti et al., 2015). In terms of fNIRS
literature, few studies have reported greater bilateral activation
during synchronous/cooperative actions with another partner
(Egetemeir et al., 2011; Liu et al., 2015; Bhat et al., 2017).
During a table-setting task, Egetemeir et al. (2011) reported
greater activation in bilateral IPL regions during a joint action
condition compared to the solo action or observation condition.
Similarly, when two adults engaged in a cooperation game, the
fNIRS patterns suggested that the partner who was actively
following had greater right IFG activation compared to the
partner who was a passive follower (Liu et al., 2015). In
short, multiple studies have suggested that action imitation
requires significant right/bilateral hemispheric activation beyond
what is required during action execution. Consistent with
the current literature, both children and adults in our study
showed greater right/bilateral hemispheric activation during the
IPS condition.

Mechanistic Framework for IPS
In this section, we highlight the common components across
the different frameworks explaining the underlying processes

associated with IPS behaviors (Semin and Cacioppo, 2009;
Iacoboni, 2009; Pineda, 2009; Vesper et al., 2010, 2017). When
engaging in IPS, each partner must understand the shared
task goal as well as each of their individual roles in the task.
While the overall goals are shared and similar; each partner’s
goals can be individual and distinct (Vesper et al., 2010). For
example, when cleaning up blocks ‘‘together,’’ the common
goal was to move matching blocks in-synchrony; however,
each participant still had to identify the appropriate block,
pick, and place it in the container. In fact, it has been shown
that partners will forego the quality of their own actions to
complement and support the broader goal of moving with
their partner (Schmitz et al., 2017). Some examples of how
partners modify their actions for accomplishing the shared
goal include changes in action speed or salience or workspace
(Vesper et al., 2009, 2010, 2011; Schmitz et al., 2017). In terms
of cortical regions, the IFG region is considered important
for goal understanding during goal-directed actions such as
reaching (Fontana et al., 2012). Additionally, the interactions
between IFG and IPL regions are important for motor
planning and sensorimotor representations for anticipatory
control of actions (Koski et al., 2002). Second, during IPS,
participants engage in visual monitoring of environmental cues
(block color/shape, container location) as well as the partner’s
actions/social cues. These environmental and social cues will help
in anticipating/predicting how to shape one’s own actions in
response to the partner’s actions and environmental constraints
(Semin and Cacioppo, 2009; Vesper et al., 2010). For example,
the tester may begin to move their hand in the direction of
a specific block and the child/adult monitoring the actions
of the tester will pick up on these preparatory actions to
accurately mimic the direction of tester’s actions. Additionally,
participants will engage in moment-to-moment visual/reactive
adaptations to account for changes in environmental cues
and any corrective adjustments made by the tester as they
continue to move in-synchrony (Semin and Cacioppo, 2009).
As mentioned earlier, the STS region plays an important
role in establishing visuomotor correspondence and would be
activated as partners utilize joint attention or shared gaze
to accurately monitor and match their own actions to that
of their partner’s actions in a predictive or reactive manner
(Molenberghs et al., 2010). It should be noted that the
aforementioned regions do not work in isolation and are
constantly interacting with each other and other cortical (e.g.,
primary, premotor and prefrontal cortices), and subcortical (e.g.,
cerebellum important for predictive control, etc.) structures
(Gazzola and Keysers, 2009; Iacoboni, 2009; Caspers et al.,
2010). Our current study findings fit with the above accounts
in that both adult and child groups showed greater right STS
and right IFG activation during the IPS conditions of the
reach to cleanup task that also required greater spatial and
temporal synchrony.

Study Limitations
This preliminary study has some limitations in the study design.
In terms of study design, we were unable to compare the
brain activation patterns between the tester and the child.
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In the future, we plan to conduct a hyper scanning study
to examine brain coherence between individuals engaging
in IPS and imitation tasks. Additionally, there was some
discrepancy in trials per condition completed by the adults
(eight trials) vs. the children (six trials); however, we have
calculated an average across trials for each condition and
session. In terms of fNIRS data acquisition, we limited
our analysis to 24 data channels over the lateral cortical
surfaces and that did not capture prefrontal and motor cortex
activity. Similarly, we were unable to implement the short-
separation channels to account for skin-related hemodynamic
responses as is implemented in other recent studies (Nguyen
and Hong, 2016). Our subsequent studies have incorporated
the full, 52-channel set up to collect lateral and prefrontal
cortical activation. In terms of spatial registration, although we
followed the international 10-20 system when placing probe
sets, the variation of head size and probe placement could
have added to the variability and inconsistency in the spatial
registration of data channels. Finally, our study only reports
the average hemodynamic responses; however, future studies
should analyze detailed moment-to-moment changes in the
hemodynamic response such as the initial dip in profile (see
Hong and Naseer, 2016).

CONCLUSIONS

In conclusion, the quality of IPS in school-age children did
not reach adult levels, although their accuracy of reaching
or attentional patterns appear similar to those of the adults.
fNIRS was able to detect the developmental changes in cortical
activation. Our results suggested that there is a pattern of
greater right hemispheric activation when engaging in IPS tasks
suggesting that IPS is a more complex behavior (above and
beyond action observation or action execution) as it requires
greater bilateral cortical activation. Moreover, children had less
lateralization compared to adults during unilateral reach-cleanup
motions suggesting a lack of transcallosal inhibition in children
compared to adults. Lastly, the quality of adult synchrony
correlated with activation in various cortical regions whereas
the quality of child synchrony only correlated with activation
in few cortical regions (i.e., right IFG and left IPL) providing
further evidence for developmental differences in synchrony
performance and its underlying control. In summary, there is
a clear developmental trajectory for IPS behaviors as well as
associated cortical activation patterns between childhood and
adulthood. In the future, we plan to use these normative patterns
to further understand atypical IPS behaviors and atypical
cortical activation in children and adults with Autism Spectrum
Disorder, a population that is known to have difficulties
with imitation and IPS including difficulties in social and
motor performance.
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In the classical Turing test, participants are challenged to tell whether they are interacting
with another human being or with a machine. The way the interaction takes place
is not direct, but a distant conversation through computer screen messages. Basic
forms of interaction are face-to-face and embodied, context-dependent and based
on the detection of reciprocal sensorimotor contingencies. Our idea is that interaction
detection requires the integration of proprioceptive and interoceptive patterns with
sensorimotor patterns, within quite short time lapses, so that they appear as mutually
contingent, as reciprocal. In other words, the experience of interaction takes place
when sensorimotor patterns are contingent upon one’s own movements, and vice
versa. I react to your movement, you react to mine. When I notice both components,
I come to experience an interaction. Therefore, we designed a “minimal” Turing
test to investigate how much information is required to detect these reciprocal
sensorimotor contingencies. Using a new version of the perceptual crossing paradigm,
we tested whether participants resorted to interaction detection to tell apart human
from machine agents in repeated encounters with these agents. In two studies, we
presented participants with movements of a human agent, either online or offline,
and movements of a computerized oscillatory agent in three different blocks. In each
block, either auditory or audiovisual feedback was provided along each trial. Analysis of
participants’ explicit responses and of the implicit information subsumed in the dynamics
of their series will reveal evidence that participants use the reciprocal sensorimotor
contingencies within short time windows. For a machine to pass this minimal Turing
test, it should be able to generate this sort of reciprocal contingencies.

Keywords: Turing test, interaction, sensorimotor contingencies, reciprocity, perceptual crossing

INTRODUCTION

Alan Turing proposed a famous test in order to study whether machines can exhibit intelligent
behavior (Turing, 1950). In the so-called “Turing test,” participants were challenged to tell whether
they were interacting with another human being or with a machine. The interaction took place by
means of exchanging computer screen messages between the human and the machine, both located
in separate rooms. If participants cannot tell apart whether they are communicating with a machine
or a human being, Turing reasoned, it must be because the machine exhibits intelligence.
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However, the distant verbal conversation of the Turing test
is a sophisticated form of interaction, quite different from more
basic and typical social exchanges that normally take place among
people. These basic forms of interaction are mainly face-to-face
and embodied, context-dependent and based on the detection
of reciprocal sensorimotor contingencies (Gomila, 2002). In our
view, interaction detection in these cases requires the integration
of proprioceptive and interoceptive patterns with sensorimotor
patterns, within quite short time lapses, so that they are
experienced as mutually contingent, as reciprocal. In other words,
the experience of interaction takes place when sensorimotor
patterns are contingent upon one’s own movements, and vice
versa. I react to your movement, you react to mine. When I notice
both components, within appropriate time windows, I come to
experience an interaction.

Interaction detection makes possible intersubjective
experience. Intersubjectivity is the ability to engage in the mutual
recognition of mental states without explicitly representing them
(Trevarthen, 1979). In second-person interactions, we experience
another person’s mind (i.e., agency) in a direct, immediate, non-
theoretical, and non-inferential way (Gomila, 2001, 2002; Pérez,
2013; Gomila and Pérez, 2017). This basic understanding is
claimed to be the primary form of social cognition in human
development (Reddy, 2008; Gomila, 2012); and contrasts with the
detached, offline, and inferential way of intentional attributions
required to interact in the classical Turing test.

Therefore, we designed a “minimal” Turing task to study
how much information is required to detect these reciprocal
sensorimotor contingencies and whether we resort to interaction
detection –in this basic sense– to tell apart a human from a
machine. Our minimal Turing test is inspired in a virtual and
simple framework known as the “perceptual crossing” paradigm
(Auvray et al., 2009). In the initial perceptual crossing scenario,
two participants had to recognize each other in a common
unidimensional, virtual space (a line 600 pixels long). They were
located in two different rooms, in front of a computer and, while
moving in this unidimensional virtual space, they encountered
three agents: the avatar of another human, a shadow avatar
of the human (also called a “mobile lure,” which repeated the
other participant’s movements in another part of the virtual
space) or a fixed object. Participants interacted by moving
the computer mouse along the line and by receiving tactile
stimulation when they crossed over one of the three agents.
However, participants could not see the line, their cursor or
the avatars that represented each type of agent at any time of
the task. They were asked to detect –by clicking– when the
tactile stimulation following a crossing had been produced by
another human agent.

The main result of the study was that participants did not
distinguish between the human and the shadow avatar: the
probability of a player clicking the mouse when encountering
the person or the mobile lure was not significantly different,
although the players’ partners were kept constant (Auvray et al.,
2009). However, the correct discrimination between both agents
emerged when the authors analyzed the interaction dynamics:
As both players were mutually searching for one another, the
encounters between the two participants were more frequent than

encounters between the participant and the lure, providing an
informational cue that might permit a more reliable interaction
detection (Auvray and Rohde, 2012).

The perceptual crossing paradigm has been modified in
different ways to study the dynamics of human social
interactions. Lenay et al. (2011), for example, extended the
results from Auvray’s experiment into a richer, two-dimensional
scenario, with similar results. On the other hand, Iizuka et al.
(2009) expanded the original procedure to test whether pairs
of individuals could figure out if an interaction was live or not
through a different interface. By moving their fingers left or right
in a tactile screen, participants received tactile vibrations when
they touched another object in the virtual space. Participants were
exposed either to a live interaction with another, always the same,
subject or with a recording of a previous live interaction, and
were asked to distinguish between them. Although they found
it a hard task at the beginning and failed to recognize the two
types of interactions, some pairs could develop a turn-taking and
signaling strategy that helped them to succeed. However, just 4
out of 10 pairs achieved such a strategy only after tens of trials
(Auvray and Rohde, 2012).

In fact, conscious recognition from the other partner
only emerged in a version of the perceptual crossing in
which participants received different sounds instead of tactile
stimulation (Lenay and Stewart, 2012). In this experiment, in
which each tone was associated with a type of object, participants
could identify the source of the stimulation. The perceptual
crossing paradigm has also been employed along the lines of
Turing, in robotic and simulation experiments to model the
dynamics of interaction detection (see Auvray and Rohde, 2012
for a review). On the other hand, a different strategy has been
to develop a visual Turing test, where the interaction is based on
joint attention (Pfeiffer et al., 2011).

Recently, an important modification of this framework was
implemented by Bedia et al. (2014) who started considering the
coupled dynamics of participants’ activities during the test. They
devised a program in which a human interacted either with
another human agent or with the computer along 10 rounds. The
computer could display a shadow avatar of one’s own behavior
or an agent with oscillatory movements. Similarly to the study
of Auvray et al. (2009), each participant moved the mouse along
an invisible line but he/she only heard a sound (instead of
receiving tactile stimulation) when he/she crossed over another
agent. At the end of each round, participants decided whether
they had interacted with a human or with the machine, like in
the Turing test.

Bedia et al. (2014) found, as in Auvray’s original study, that
the participants were not able of consciously distinguishing
between the human avatar and its shadow, and that there
was a difference in the pattern of interaction between both
conditions. In this case, they found that the probability of
having a new stimulation1 within 0.5 s after a crossing did
differentiate the type of agent involved. In other words, the
implicit detection of social contingencies was made evident
by a pattern of back and forth movements of both agents

1That is, the percentage of crossings that are followed by a second crossing.
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around the same point, to generate overcrossings within the
half-second time window. This pattern was uncovered by their
analysis of the temporal structure of the interaction between
two players. A fractal 1/f structure (called pink noise) at many
timescales of the history of collective interactions emerged only
within genuine social interactions (i.e., in the human vs. human
case). Moreover, the largest values of the multifractal spectrum
width also only appeared in human-human interactions. This
distinctive pattern, that exclusively came out in interactions
between two human beings, led researchers to argue that genuine
social engagement might be better characterized by a structure of
cross-scale interactions captured by analyzing fractal 1/f scaling
and multifractal spectrum (Bedia et al., 2014).

To sum up, previous research with the perceptual crossing
paradigm is somehow paradoxical: while it seems to provide
a right approach to study interaction detection through
social contingencies, it also comes short to prove that
our judgments of interaction are based on the reciprocal
contingencies detected. In most studies, participants failed
to consciously distinguish the shadow agent from the other
human participant in spite of evidence of their implicit
discrimination in the dynamics of the interaction. The only
study that found conscious detection of human interaction
through this paradigm (Iizuka et al., 2009) required long series
of interaction iteration between fixed pairs of participants, where
less than half of participating pairs succeeded. This suggests
that the strategies these pairs of participants developed were
idiosyncratic, due to the fact that they kept playing with the same
partner, rather than resorting to a basic process of reciprocal
contingency detection.

In this paper, our main goal is to show that humans do
detect interaction through social contingencies. Our second
goal is to explore the reasons of the paradoxical results of
previous research. In our view, it has to do with the fact that
the standard perceptual crossing paradigm includes the three
kinds of agents –human, mobile lure, fixed– in each trial, and
unimodal feedback only.

As a matter of fact, the motivation to include the shadow agent
in the design was meant to parallel the experiment originally
devised by Murray and Trevarthen (1985) to study infants’ ability
to detect the interaction with an adult. In their pioneer study,
they examined the quality of the social interaction between 2
and 3 month-old-infants and their mothers employing a double-
video communication system. The baby and the mother were in
different rooms and their behaviors were recorded. The infant
faced a monitor, which displayed the behavior of his mother,
and the mother saw, on her screen, her baby’s behavior. Authors
found that babies could distinguish, through their expressive
behavior, when they were interacting with their mother from the
condition in which they were shown exactly the same sequence
but recorded from a previous trial. They reasoned that, in the
former condition, babies were responding in real time thus
perceiving the mothers’ behavior contingently upon their own,
while in the latter, babies lacked the power to influence the
images. In the non-contingent scenario, intersubjectivity failed as
infants could not engage in the reciprocity of facial expressions
with their mothers and, as a result, they showed puzzlement,

negative emotional reactions, and reduced eye contact2. In the
perceptual crossing paradigm, the mobile lure was introduced
to include this offline condition: an agent that behaves just like
an interacting agent in its global trajectory, but non-contingently
upon the behavior of the partner, as its movement depends on
that of the human avatar. However, in the perceptual crossing
paradigm all conditions are present in each trial, instead of
distinguishing online and offline blocks (the only exception is
Iizuka et al., 2009).

Therefore, in order to better match Murray and Trevarthen
(1985) design what is needed is, first, a condition that closely
resembles the offline condition implemented by those authors.
This requires an agent with a trajectory identical to one exhibited
by an interactive event correctly recognized as such by both
participants, but recorded, so that this trajectory is not deployed
contingently upon the moves of the participant. If participants
decide whether they are interacting with a human on the
grounds of the reciprocal sensorimotor contingencies detected,
they will judge the offline condition as non-interactive. On the
assumption that only human agents can interact in this paradigm,
participants will judge that their partner is a human whenever
they experience these reciprocal contingencies. And they will
judge that their partner is a bot, whenever they do not. For this
reason, in our “minimal Turing test” we included trials for each
condition, instead of mixing them up.

However, things can be not that simple. For if the participant
adopted a passive strategy, one of observing how the other avatar
moves, the offline agent could elicit the illusion of interaction, as
the pattern of feedback would be identical to a real interaction
and participants could experience some reciprocal contingences
when interacting with this recorded trajectory and judge that it
is a human. Participants should adopt an active strategy in order
to perceive the others’ movements as contingent to their own and
vice versa. Hence, we tried to provide instructions to participants
that fostered this active stance.

On the other hand, Murray and Trevarthen’s (1985) design
involved audiovisual contingencies. Previous research with the
perceptual crossing paradigm already showed that auditory
feedback was more discriminant than tactile stimulation to
detect the relevant contingencies. But it may also be the case
that the difficulty in consciously distinguishing real interaction
from interaction with the mobile lure was because auditory
information is not robust enough. Therefore, in our study we
also wanted to explore the question of whether the minimal
sensory contingencies need to involve more than one modality; in
particular, whether audiovisual information is required for robust
interaction detection, as in Murray and Trevarthen’s (1985)
study. In addition, we also wanted to explore whether participants
improve their performance in the auditory feedback block after
undergoing the audiovisual block. Thus, we first presented only
auditory information about the interaction, then audiovisual
stimulation and finally just auditory feedback again, to check
whether participants’ performance improved along the task.

2Other studies have also acknowledged that babies seem to use social contingency
to recognize an interactive partner (Bigelow et al., 1996; Nadel et al., 1999; Bigelow
and Decoste, 2003; Stormark and Braarud, 2004; Field et al., 2005; Okanda and
Itakura, 2005)
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In summary, in our minimal Turing test, we modified Bedia
et al. (2014) version of the perceptual crossing paradigm to
test participants separately in each condition, and through these
different feedback blocks. In the first study, participants were
exposed either to movements of a human agent, which could
be online or offline, or to the movements of a computerized
oscillatory agent in three different blocks. In each block, either
auditory or audiovisual feedback was provided along each
trial, to inform participants when they crossed over another
agent. Following previous studies, we first analyzed participants’
recognition about the nature of the other agent by paying
attention to their explicit answers. Secondly, we investigated the
implicit information subsumed in the interaction dynamics of
each participant’s series, like the correlations between the series
of two interactors, the time between two crossings, the window
of crossings (density of crossings), and the fractal indices, in
order to find out whether they tried to solve the task through the
crossing patterns they detected. Finally, we asked the participants
about their experience with the task. In a second, follow-up
study, we simplified the task by eliminating the oscillatory bot,
just to focus on the interaction dynamics. We hypothesized
that participants are able to detect the social contingencies
and to use them to respond to the Turing test question, but
wanted to explore which informational conditions turn out
to be discriminant enough. Were the information available to
the participant insufficient, they would adopt an observational
attitude to answer the test question.

STUDY 1

Materials and Methods
Participants
A total of 70 participants (55 females) took part in this
experiment. Their ages ranged from 20 to 48 years (M = 23.15
and SD = 4.62). They were recruited from a Psychology class
at the University of the Balearic Islands. Participants received
credit points for participating in the study. In the lab, they were
arranged in groups of six people (11 groups) or in groups of four
people (only one group).

Experimental Procedure
Each participant entered into a cubicle, wore headphones and
sat in front of a computer. As we have six cubicles in the lab,
the maximum number of participants that could do the test at
the same time was six. Inside the cubicle, they could not see nor
hear the other participants. They were instructed on the goal of
the study: they had to move their computer mouse in a shared
perceptual environment and they were going to hear a sound
whenever they crossed over another agent. They had to detect,
in each round of the experiment, whether they have interacted
with a human or with a computerized agent (for an example of
the procedure, see Supplementary Material).

The shared perceptual environment was a virtual, one-
dimensional space 800 pixels long (a line) with both ends
connected, forming a torus to avoid the singularities induced by
the edges, as in Auvray’s original study. Although all movements

were available with the computer mouse, only movements from
left to right (and vice versa) were considered by the software.
When the cursor of a participant crossed the cursor of another
agent –either a human or a computerized agent– a collision
was perceived because they received an audible stimulus lasting
500 ms. Such audible stimuli were the only environmental
perception during some block of trials while the computer screen
was black along the whole round. In other block of trials,
participants could also see the line and the avatars of each agent.

Specifically, participants started with a training phase in which
they could see the line on the screen together with their own
avatar (that represented their movements) and the partner’s
avatar on it. They performed 4 training rounds and each lasted
15 s. After that, participants received three blocks of experimental
rounds. Each block consisted of 9 rounds and each round lasted
30 s. In the first block, participants could not see the line nor
the avatars on the screen and just received auditory stimulation
when they crossed over another agent. During the second block,
participants received audiovisual information in each of the 9
rounds –as in the training phase. Finally, participants received a
third block with only auditory feedback (identical to block one).

We decided to provide audiovisual stimulation in the training
phase so participants could familiarize with the setup more
easily, as they had two sources of environmental stimulation.
Block 1 and block 2 were thought to measure how different
amount of information would affect such discrimination. Block
3 finally aimed to check whether participants could improve their
performance after the second, audiovisual, block.

In each round of the task, participants could encounter one of
three possible agents.

1. A “human online agent,” that is, one of the participants
from another cubicle. As the task consisted of many trials,
the participant was randomly assigned to any other human
participant from the group of six to just focus on reciprocal
contingency detection as a basic process, and avoid the
development of idiosyncratic strategies.

2. A “human offline agent” that consisted in a recording
of a previous human-human interaction in which both
participants recognized each other as humans. The human
offline agent was randomly chosen from an array of series
in which two human players previously interacted and
correctly recognized each other. Those series were collected
from a pilot study and here presented offline.

3. An “oscillatory agent” that exhibited “a sinusoidal behavior
(describing a sinusoidal trajectory of 0.5 Hz and 200 pixels
of amplitude), predictable and deterministic” (as in Bedia
et al., 2014, 4).

As we stated in the instruction, participants were asked
to say whether they have interacted with a human or with
a computerized agent. In fact, the computer could randomly
present either the human offline agent or the oscillatory bot.
Therefore, they were unaware of the nature of the computerized
agents. The underlying assumptions were that if they experienced
an interaction they would respond “person,” that the offline agent
would not generate the experience of interaction, and that if the
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experience of interaction failed to emerge, they would decide
from an observational stance.

In the training phase, we only used two types of agents: the
human online and another non-reactive bot, which increased its
position with a velocity of 30 pixels per second during the whole
round. We intentionally employed a different computerized
agent that the ones that will appear on the test because we
only aimed at introducing the movements of the “machine bots”
without showing them the same behavior that were to appear in
the task, to avoid any possible habituation or anticipation effect.

In each round of the experiment, participants moved
their avatar (by moving their computer mouse) along the
unidimensional space, and they heard a sound when they crossed
over the other agent or when the other agent crossed over
them. At the end of each round, participants had to answer
the following question “Who have you interacted with in the
last round?” by clicking on one of the answers: “person” or
“machine.” Using only auditory information (blocks 1 and 3) or
using audiovisual information (training phase and block 2), they
had to decide, at the end of each round, whether they interacted
with a person or a computerized agent. After they answered,
they received feedback about their choice (correct/incorrect).
After completing all the procedure, participants were asked about
their experience.

Coding
On the one hand, we coded participants’ explicit responses at the
end of each round as well as the total number of crossings.

Participants’ responses
We coded participants’ correct answers at the end of each
round, that is, whether they correctly guessed the nature of
the other agent. A correct answer was considered when they
replied “person” after interacting with the human online agent,
and “machine” in the rounds when they interacted with both
computerized agents (human offline and oscillatory agent).

Number of crossings
We calculated the total number of crossings that each participant
executed per round (i.e., the “active crossings,” referring only to
those crossings produced by the participant).

On the other hand, we coded different implicit measures in the
dynamics of the interaction.

Fractal indices
A fractal index was obtained as in Bedia et al. (2014). In a nutshell,
we first took the time series of the distance between the two
agents in a round. We then computed the agents’ relative velocity
(i.e., the first derivative of the distance between the participant
and the other agent) to extract whether they are approaching or
distancing themselves at each moment of time. Then we used
a detrended fluctuation analysis (DFA) algorithm (Peng et al.,
2000) to compute the statistical self-affinity in the data series of
distance variations (more detail description of the method can be
found in the Supplementary Material; also see Bedia et al., 2014).
The result is a Beta index (β) that characterizes distinct processes.
Values of β close to 0 feature uncorrelated processes (correspond
to white noise), values close to 2 exemplify rigid and deterministic

processes (brown noise) and values of β close to 1 characterize
flexible and adaptable processes (pink noise), that is, processes
that are not totally organized but neither totally disorganized.

These background noises refer to intrinsic sources of
variability, the intrinsic dynamics of mind and body, and the
internal workings of a living being (Van Orden et al., 2003). The
interest of this measure is that pink noise has been encountered
in biological, physical and cognitive systems and is proposed as
a signature of dynamic complexity (Gilden, 2001). These systems
are sustained by interaction dominant dynamics; which consist
of multiplicative interactions that imply coordination between
the different timescales in the system (Van Orden et al., 2005).
In the present study, pink noise would only emerge when the
participant interacted with the human online, since the mutual
detection of sensorimotor contingences would give rise to flexible
and adaptable behavior from the partner. Brown noise would
emerge when the participant interacted with the oscillatory bot,
due to the deterministic movements of this agent; while white
noise would better characterize the offline agent since no mutual
detection of sensorimotor contingences can emerge along trials.

β was calculated for each series. As a result, we obtained a
distribution of “how many β” were for each value within the
interval (0, 2) for all the agents.

Time between two crossings and window of crossings
We estimated the time it takes to produce another crossing after
one took place. This means that, for each crossing in the series, we
determine the time until the following one occurs. For example,
if there have been crossings at 1000, 3000, 3600, 3800, 3900, 7000,
7300, and 9000 ms of one round, then, the time between crossings
would be 2000, 600, 200, 100, 3100, 300, and 1700 ms.

Relatedly, the window of crossing refers to the number of
crossings counting after one crossing is produced up to a certain
time after this crossing. In a sense, it is the density of crossings
(crossings/time; see Supplementary Material for an example of
this calculation). It was assumed that the detection of reciprocal
contingencies would require rapid back and forth movements
around the crossing point by the two partners.

Similarity between two series
We calculated the similarity between two series with the crossed-
correlation function. This function compares two temporal series
and returns a value. The bigger the value, the greater the similarity
between both trajectories.

We applied the crossed-correlation function for different time
gaps and window spans. A time gap implies comparing two
trajectories applying a temporal delay to one of them, to check
whether the similarity between both occurred within a specific
delay (like an echo). Window spans were chosen based on the
crossings. This means that, for each crossing in each round,
we took the positions of the two players from their series and
calculate their auto-correlation. The correlation of the round is
the average of the correlations among all their crossings. Again,
the reason of this measure was the expectation that in interactive
trials the trajectories of the agents would be similar and the
correlation would be higher.
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Statistical Approach
The design of this experiment involved repeated measures per
participant and, in order to account for this characteristic,
linear mixed effect models was computed. In order to determine
our dependent variable (successful reply), we introduced many
predictors: type of agent (human online, human offline, or
oscillatory agent); type of block (block 1, block 2, and block 3),
participant’s age, gender, β, crossings, and correlation (similarity)
between two series.

To avoid a ‘multiple comparisons’ problem, we used
bootstrapping tools. In short, bootstrapping methods take data to
create new simulated models, providing more robust analyses as
well. It has been proved as a generalization of classical multiple
comparisons procedures (Berkovits et al., 2000) and its use in
some multiple contexts works better than classical methods when
it is required a large sample theory and to make the arguments
in small samples (Gelman et al., 2012). As noted by Westfall
(2011) the bootstrap provides a “simple, elegant generalization of
classical multiple comparisons procedures” (p. 1188).

Results
Participants’ Responses and Number of Crossings
Participants greatly succeeded in recognizing the oscillatory bot
as a machine in all blocks (binomial two-sided tests, ps < 0.001 in
the three blocks). Secondly, they recognized the human online as
a person in the first two blocks (binomial two-sided tests, block
1: p = 0.02, block 2: p < 0.001) but not in block 3 (p = 0.08).
When participants interacted with the human offline agent, they
consistently replied that it was a person (binomial two-sided tests,
all ps < 0.005; see Table 1).

The highest values of recognition appeared in block 2 when
participants could also see the avatars on the screen (70 and
95% of successes for online and oscillatory agents, respectively).
The comparison of performance in block 3 with block 1 (the
blocks providing only auditory information about the crossings)
revealed higher recognition of the oscillatory bot (from 66 to
70%) and of the offline agent (from 32 to 40%), while the number
of correct answers in the condition of the human online agent
barely decreased (from 59 to 56%), but any difference between
block 1 and block 3 was significant.

Table 1 also shows the mean number of crossings per block
and type of agent. For all type of agents, there were more
crossings in the first block than in the other blocks, suggesting an
exploratory strategy. In the first block, there were more crossings
when the partner was the human online agent than if it was
an offline agent or the oscillatory agent. In block 2, crossings
decreased in general, but much more when the partner was the
oscillatory agent. In block 3, crossings when the partner was
human online decreased, and increased for the other two kind
of agents. However, crossings did not significantly differ among
the types of agent in each block either.

Figure 1 shows the probability of success and crossings.

Fractal Indices
Figure 2 shows a graph with the distribution of the values of β

per agent and block. Values of β in human-human online rounds
were lower in our study, along the three blocks, than the value

TABLE 1 | Probability of success and total number of crossings in Study 1.

BLOCK 1 BLOCK 2 BLOCK 3

Correct answers

Online 0.59 0.70 0.56

Offline 0.32 0.28 0.40

Oscillatory bot 0.66 0.95 0.70

Number of crossings

Online 37.08 (38.7) 27.89 (27.85) 25.71 (24.74)

Offline 32.64 (29.72) 28.38 (26.70) 27.61 (26.22)

Oscillatory bot 32.61 (24.48) 20.80 (27.71) 29.92 (28.19)

Probability of correct responses about the nature of the other agent and mean (and
standard deviation) of crossings in each block and type of agent in Study 1.

reported in Bedia et al. (2014; β = 0.86). On the other hand, the
β-values in human-human offline series were similar to the β that
emerged in the human-shadow condition of Bedia et al. (2014;
β = 0.29). In fact, β-values from both human-human online and
human-human offline interactions were very similar in our study,
and closer to 0 which characterizes uncorrelated processes (white
noise) (see Figure 2, at the bottom). For a table with all the values
of β per agent and block, see Supplementary Material.

Time Between Two Crossings and Window of
Crossings
Figure 3 illustrates the distribution of crossings according to
the time interval. Graphs on the top show the mean number
of crossings, produced after one crossing of reference, in a
definite amount of time (considering the previous crossing as a
reference). As expected, most crossings took place in between 0.1
and 1 s after the previous crossing (the center of the Gaussian
distribution is between 102 and 103 ms).

Graphs at the bottom measure how the crossings were
distributed along the round. They represent the accumulated
sum of the graphs on top and show that most of the crossings
from a round -after one crossing of reference- were distributed
in a window span of 1 s (after the initial crossing), generating
“gusts of crossings.” In the time interval from 1 to 10 s, the
number of accumulated crossings was lower (the sigmoid curve
reached a plateau).

The online agent, in Block 1, accumulated more crossings –
after one of reference– in the time window of 100 ms than the rest
of the agents. The accumulated crossings, after a previous one,
sharply decreased in block 3 for the online agent, suggesting a
change in how participants moved the cursor.

Figure 4 reports the distribution of crossings as we increase
the window span, between 500 and 1500 ms. In general, the
number of crossings diminished for the online agent from block
1 to block 3 (in line with the findings from the previous graph).
In block 1, when a participant crossed over the online agent, the
following crossings increased up to seven within the 1500 ms
window span while, in block 3, they added up to four more
crossings. The opposite pattern followed the distribution of
crossings for the offline and oscillatory agents, since the crossings
after the first one occurred slightly increased from block 1 to
block 3 (from five to six crossings in the 1500 ms window span).
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FIGURE 1 | Successes and crossings per type of agent and block in Study 1. (A) Probability of success in each block per type of agent. The horizontal dashed line
represents chance level (50%). (B) Mean number of crossings in each block per type of agent. Error bars depict 95% confidence intervals.

FIGURE 2 | Distribution of β in Study 1. On the top: distributions for the values of β (in black online agent, in blue offline agent, in red the oscillatory bot). On the
bottom, representation of the means and variances as boxplots.
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FIGURE 3 | Distribution of the number of crossings according to the window span in Study 1. The distribution has a Gaussian shape. The x-axis (time) is shown on a
logarithmic scale in order to see the relation between short times (milliseconds) and longer ones (dozens of seconds, which is the length of a round). On the top:
number of crossings after one crossing of reference in relation to the time they are produced, for each block and type of agent. On the bottom: number of
accumulated crossings as a function of time.

FIGURE 4 | Distribution of the number of crossings as we increase the window span in Study 1. The graphs show how many crossings are produced in the window
span from one crossing until a specific amount of time.
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FIGURE 5 | Correlation indices for different windows span and delay times in Study 1. Each row refers to a type of agent (human online, human offline and oscillatory
bot) and each column refers to either block 1, block 2, or block 3. Inside each graph, the horizontal axis is the delay applied (from –1 s to 1 s), with the central
column showing no delay at all. Vertical axis alludes to the window span, from 50 ms (at the top) to 2500 ms (at the bottom). Light colors indicate higher correlation
and dark colors indicate lower correlation. All the graphs show the same scale of colors; then, colors can be compared among graphs.

Similarity Between Two Series
Figure 5 shows the similarity between participants’ series. On
the one hand, light colors appeared at the top of the diagrams
indicating a high correlation in small window spans. The smaller
the windows span, the shorter the series were, and more similar
to each other. On the other hand, colors got darker from the top
to the bottom, which means that similarity gradually decreased as
the window span increased.

Comparing the three blocks, the greatest similarity occurred
in block 2 when the avatars were visible. But when considering
the type of agent, regardless of the block, there was a greater
similarity between the participant’s and the bot’s series than with
the other agents.

In bigger window spans, the similarity with the human
online series decreased: we can see that the colors at the
bottom in block 1 are darker (i.e., less similarity) than
the colors at the bottom in block 3. In big windows
span, however, the similarity with the human offline series
decreased along the study: the colors at the bottom of block
1 are lighter (i.e., more similarity) than the colors at the
bottom of block 3.

Since there was no difference across the distinct delays applied
(colors are uniformly distributed for diverse time gaps), we can
employ the values with no delay. It means that we took the
correlation index for window span with no delay applied to the
trajectories in the statistical model we will present in section
“Statistical Analysis” (for a table with all the correlation indices
see the Supplementary Material).

Figure 6 takes the correlation values between two trajectories
with no delay applied and shows how these indices change
when different window spans are considered. On the one hand,
Figure 6A shows that the highest correlations were found with
the bot both in blocks 1 and 3. While in block 1 the correlation
with the online agent was inferior than the correlation with the
offline agent, in block 3 correlations with online were higher
than the offline. On the other hand, Figure 6B indicates that the
correlation values were higher in block 3 than in block 1 for the
human online in all temporal scales. A similar pattern emerged
with the oscillatory bot, with clearly higher correlations in block
3 in windows spans bigger than 1.5 s. The offline agent presented
the opposite pattern since correlations decreased in block 3 in
comparison to block 1.

Statistical Analysis
We first analyzed all the rounds. Many of the predictors of
our model (age, gender, β and density of crossings) did not
discriminate when the participant gave the correct answer
(all p-Values > 0.05). Correlation indices between series with
windows at 500 and 1200 ms seemed to discriminate participants’
correct answer [Corr500, t(1815) = −2.14, p = 0.03; Corr1200,
t(1815) = 1.8, p = 0.06]. However, the p-Value for the correlations
for the second window span was not significant.

Secondly, we analyzed the results according to the type
of agent and each block. Results, however, did not show
any significant variable that predicts the correct response (all
ps > 0.05) (see Supplementary Material for the detailed results).
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FIGURE 6 | Correlations in auditory blocks and per type of agent in Study 1. (A) Correlation indices in block 1 (left) and block 3 (right) per type of agent as a function
of the window span. (B) Correlation indices per online agent (left), offline agent (medium) and oscillatory bot (right) in block 1 and block 3.

Debriefing
After the procedure was over, participants answered three
questions:

– Describe briefly how you played the game.
– How have you decided that the agent was a human?
– How have you decided that the agent was a machine?

We grouped the responses into three categories:

(1) Reciprocity-based decisions: the participant explicitly said
to ground her response on the reciprocity of movements,
and/or the contingency between her movements and the

other player’s movements to decide her reply. They said, for
example, that they searched the partner and then waited to
see whether it reciprocated.

(2) Partially reciprocal decisions: the participant said to take
reciprocity into account sometimes, but not always, and/or
not in a consistent way. For instance, one said that she
judged the agent was human because it responded to the
participant’s actions and because it moved randomly.

(3) Non-reciprocal responses: the participant said her decision
was based on other features related to the pattern of
sounds, the total number of crossings during a trial or the
velocity of the movements.
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In this study, only 11% of the participants’ responses
corresponded to category 1, 16% to category 2, and
73% to category 3.

Discussion
In our first study, participants explicitly differentiated the
interaction with the human agents –online and offline– from the
interaction with the oscillatory agent. Although they correctly
identified the oscillatory bot as a machine, they treated the online
and the offline agents as two instances of the same type of
agent. When they interacted with either of them, they explicitly
answered that they had interacted with a person. In a way, they
were right, as the offline sequence was the replay of the previous
online movements of a person. This suggests that responses were
based on an observational stance rather than on the detection
of the social contingencies available. Thus, the decisions took
into account preferentially the degree of complexity of the
sequence, responding “machine” when it exhibited a regular and
predictable patters, and “person” when it did not. This hypothesis
is reinforced by the fact that they performed alike across the three
blocks. The audiovisual feedback of block 2 made no difference.

Interestingly, the different measures of an implicit interaction
detection did not show that participants moved differently in
the online vs. offline human conditions. Neither the features of
the trajectories, the amount of crossings, nor the fractal analysis
revealed a difference between online vs. offline agents across the
blocks. Although the β for the interaction with the offline agent
is similar to the index found in Bedia (a value that features
uncorrelated processes), comparable indices were obtained for
the other agents, again suggesting that our participants were
trying to tell the nature of the other agent on the grounds of its
global temporal pattern of sounds rather than on its contingency
upon the participant moves.

On the other hand, the similarity between the two trajectories
was greater in block 2 than in the other blocks, suggesting
that the visual information available increased the matching
of movements to those observed, but not enough to influence
participants’ response for that block. We found a greater
correlation between the trajectories of agents at the 500 ms
window span, suggesting that it is around this half second that
contingencies may generate the experience of interaction, even
if the participants’ responses were not based on such experience,
but on a periodical trajectory of the other agent.

In summary, participants’ explicit responses in our first study
were not based on the perceived contingency of the interaction,
but presumably on the pattern of the other agent’s movements
(“if it is predictable and periodic, it is a machine; if not, it
is a human”). As a matter of fact, the evidence indicates that
they were not even able to implicitly discriminate between the
online and offline conditions –in contraposition to previous
results with the perceptual crossing paradigm. The reason for
this, we submit, is that the offline condition can generate
the experience of interaction, as the participant may respond
contingently on the crossings detected. In addition, the fact
that we provided two response options, “person” or “machine,”
pragmatically suggested to our participants that there were just
two kinds of agents, inducing them to adopt an observational

strategy over an interactive one; while, in fact, we presented
three different kinds of moving agents in the set up. Similarly,
the feedback provided after each trial, with so many errors, may
have fostered the adoption of the “periodic pattern = machine,
non-periodic = human” heuristic. The only possible way for
participants to judge the offline cases as “machine” ones was
by noticing their lack of responsivity to the participant moves,
but either they did not look at this kind of information at
all or the information available was not enough to detect
such contingencies.

STUDY 2

In order to explore this post hoc hypothesis, we designed a second
study. To better address the participants’ attention to the pattern
of interaction, we introduced modifications to the experimental
paradigm. First, we only employed two types of agents: the
human online and the human offline. In this way, given that the
two kind of trajectories the participant could met were equivalent
in complexity and unpredictability from an observer point of
view, the only way to respond correctly would be by looking
for reciprocal contingencies: moving and checking whether the
other agent’s movement was reactive to one’s own movement. In
particular, whether the pattern of back and forth movements of
both agents around the same point emerged, and whether the
participants could use this interaction pattern to respond to this
new version of the “Turing test.”

Secondly, we modified the way of giving the interrogation at
the end of each round. Instead of choosing between two responses
(person or machine), participants will decide the nature of
the agent they have just interacted by selecting a point on a
Likert scale. In this way, confidence in the response could be
measured. No feedback about their answer was provided to
prevent the development of strategies through trial and error
along the procedure.

Materials and Methods
Participants
We tested 50 participants, recruited from a Psychology class,
at the University of the Balearic Islands. Participants received
credit points for participating in the study. In the lab, they were
arranged in groups of 4 people (12 groups) and only one group
of 23. Two participants were excluded from the analysis because
they had already participated in the first experiment. Our sample,
then, consisted of 48 participants (9 males). Their ages ranged
from 20 to 40 years (M = 23.45 and SD = 4.93).

Experimental Procedure
The procedure was similar to Study 1. After each participant
entered into the cubicle and wore the headphones, 4 training
trials were administered. During the training phase, the
participant could see his/her avatar and his/her partner’s avatar
on a line on the screen. Each trial lasted for 15 s. At the end of each

3Although our lab counts with 6 cubicles, one computer was broken. Then, we
arranged the experiment in groups of 4 people considering that the setup is
programed to work with an even number of participants.
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round, they had to detect whether they interacted with a human
online or with a human offline. They replied by selecting one
point on a 7-point Likert scale which represented how sure they
were about the nature of the other agent. For instance, if they were
completely sure that they had interacted with the human online,
they chose one extreme of the scale that represented the response
“I am completely sure it was online.” If they were completely sure
that they had interacted with the human offline, then they chose
the other extreme of the scale that depicted the opposite reply;
that is, “I am completely sure it was offline.” In case they did
not know the nature of the other agent, they chose the middle
of the scale. Participants could also choose other two possibilities
between the middle and each extreme of the scale. They did not
receive feedback after each trial.

Each participant was tested along 6 rounds in block 1 (in
which auditory feedback was provided), 6 rounds in block 2
(with audiovisual feedback) and 6 rounds in block 3 (again,
only supplying auditory feedback). In each block, participants
interacted with either a human online or a human offline agent
in rounds that lasted 30 s. Like in the training phase, they had to
decide, at the end of each round, whether they interacted with a
human online or offline.

Coding
Like in Study 1, we coded participants’ responses, the total
number of crossings, fractal indices, the time between two
crossings, the window of crossings, as well as the similarity
between each pair of trajectories (the participant and the
corresponding counterpart). In this case, participants’ responses
were considered as correct ones when they replied “online” after
interacting with the human online agent, and “offline” in the
rounds when they interacted with the human offline agent.

Statistical Approach
We again computed linear mixed effect models with the following
predictors: type of agent (human online or human offline);
type of block (block 1, block 2 and block 3), participant’s age,
gender, β, crossings, and correlation (similarity) between each
pair of trajectories.

Results
Participants’ Responses and Number of Crossings
In block 2, participants correctly identified the online agent
(binomial two-sided test, p < 0.001). For the offline agent,
although the probability of success was 0.53, it was not different
from chance level (binomial two-sided test, p = 0.5). In all other
blocks, participants’ probability of success was not different from
chance level for any type of agent (binomial two-sided tests, all
ps > 0.56) and there was no difference in performance between
block 1 and block 3 (see Table 2).

Considering only the online agent, the probability of success
increased in block 2 (when participants could see the avatars on
the screen) compared to block 1 and it decreased again in block
3. For the offline agent, the recognition rate was at chance level
(between 0.49 and 0.53) in all blocks.

On the other hand, Table 2 also shows the mean number
of crossings that participants performed per block. In general,

TABLE 2 | Probability of success and total number of crossings in Study 2.

BLOCK 1 BLOCK 2 BLOCK 3

Correct answers

Online 0.5 0.73 0.47

Offline 0.49 0.53 0.49

Number of crossings

Online 42.92 (25.85) 25.65 (21.25) 36.99 (27.10)

Offline 38.88 (29.12) 27.59 (25.17) 30.57 (22.70)

Probability of correct responses about the nature of the other agent and mean (and
standard deviation) of crossings in each block and type of agent in Study 2.

participants produced more crossings in block 1, for both types
of agents, than in the rest of the blocks and they caused the
fewest crossings in block 2. Participants collided more with the
online than with the offline agent in both auditory blocks. In
block 2, however, the mean number of crossings was similar for
both agents. The probability of success and crossings are shown
in Figure 7.

Fractal Indices
Figure 8 shows a graph with the distribution of the values of
β per agent and block. Values of β for human-human online
rounds were again lower than the values reported in Bedia et al.
(2014; β = 0.86), while the values of β for the human offline agent
were similar to the values of the shadow in Bedia et al. (2014;
β = 0.29). Once more, β were practically identical in online and
offline rounds and closer to 0 which characterizes uncorrelated
processes (white noise; see Figure 8, bottom). For a table with all
the values of β per agent and block, see Supplementary Material.

Time Between Two Crossings and Window of
Crossings
Similar to Study 1, most crossings took place between 0.1
and 1 s after the previous crossing, as the center of the
Gaussian distribution is between 102 and 103 ms (see Figure 9A,
top). Also, most of the crossings from a round –after one
crossing of reference– were distributed in a window span of
1 s (after the initial crossing), generating “gusts of crossings”
(Figure 9A, bottom). In the time interval from 1 to 10 s, the
number of accumulated crossings was lower (the sigmoid curve
reached a plateau).

In blocks 1 and 3, more crossings occurred in the online agent
condition than in the offline one, for the time interval lesser than
1 s. In block 2, the accumulated crossings –after one of reference–
sharply decreased for both kinds of agents, in comparison to
block 1, suggesting a greater role for the visual information.

Figure 9B shows the distribution of crossings as we increase
the window span, between 500 and 1500 ms. In general, the
number of crossings remained similar for the online agent from
block 1 to block 3. In both blocks, when a participant crossed
over the online agent, the following crossings summed up to
four within the 1500 ms window span. This pattern was very
similar for the offline agent in block 1 while it was slightly inferior
in block 3: the offline reached at about 3 crossings, after one
occurred, during the 1500 ms window span.
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FIGURE 7 | Successes and crossings per type of agent and block in Study 2. (A) Probability of success in each block per type of agent. The horizontal dashed line
represents chance level (50%). (B) Mean number of crossings in each block per type of agent. Error bars depict 95% confidence intervals.

FIGURE 8 | Distribution of β in Study 2. At the top: distributions for the values of β (in black online agent, in blue offline agent). At the bottom, representation of the
means and variances as boxplots.
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FIGURE 9 | Distribution of the number of crossings according to the window span in Study 2. (A) The distribution has a Gaussian shape. The x-axis (time) is shown
on a logarithmic scale in order to see the relation between short times (milliseconds) and longer ones (dozens of seconds, which is the length of a round). At the top:
number of crossings after one crossing of reference in relation to the time they are produced, for each block and type of agent. At the bottom: the number of
accumulated crossings as a function of time. (B) Distribution of the number of crossings as we increase the window span. The graphs show how many crossings are
produced in the window span from one crossing until a specific amount of time.

Similarity Between Two Series
Like in Study 1, correlations between series were very high
when considering small time windows (in other words, the
series of both interacting agents maximally resemble each other).
This similarity slowly decreased as bigger time window were
considered (see Figure 10). Also, like in Study 1, the greatest
similarity occurred in block 2 when the other agent’s movements
were visible to the participant.

Colors were similarly distributed in blocks 1 and 3, indicating
that correlation between trajectories were similar in both blocks,
regardless of the type of agent involved. This suggests that, after
the increase in correlation that occurred in the second block, the
indices returned to the levels of block 1.

Since there was no difference across the distinct delays applied
(colors were again uniformly distributed for diverse time delays),
we employed the values with no delay. It means that we took the

correlation index for the window span with no delay applied to
the trajectories in the statistical model we will present in section
“Statistical Analysis.”

Figure 11 also takes the correlation values between two
trajectories with no delay and represents how these indices
change when different window spans are considered. On the one
hand, Figure 11A shows that, while in block 1 the correlation
with the online agent was slightly lower than the correlation with
the offline agent, in block 3 the correlation indices were similar
for both types of agents. On the other hand, Figure 11B indicates
that correlations were higher in block 1 than in block 3 for both
online and offline agents in all window spans.

Statistical Analysis
We built a model containing several predictors. We found, on
the one hand, that block 2 discriminated participants’ correct
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FIGURE 10 | Correlation indices for different windows span and delay times in Study 2. Each row refers to a type of agent (human online and human offline) and
each column refers to either block 1, block 2, or block 3. Inside each graph, the horizontal axis is the delay applied (from –1 s to 1 s), with the central column
showing no delay at all. Vertical axis alludes to the window span and it ranges from 50 ms (at the top) to 2500 ms (at the bottom). Light colors indicate higher
correlation and dark colors indicate lower correlation. All the graphs show the same scale of colors; then, colors can be compared among graphs.

FIGURE 11 | Correlations in auditory blocks and per type of agent in Study 2. (A) Correlation indices in block 1 (left) and block 3 (right) per type of agent as a
function of the window span. (B) Correlation indices per online agent (left) and offline agent (right) in block 1 and block 3.
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TABLE 3 | Probability of success and total number of crossings.

BLOCK 1 BLOCK 2 BLOCK 3

Correct answers

Online 0.6 0.8 0.59

Offline 0.51 0.63 0.53

Number of crossings

Online 47.28 (27.64) 27.38 (13.99) 39.78 (30.28)

Offline 45.86 (51.14) 27.59 (29.58) 30.10 (25.60)

Probability of correct responses about the nature of the other agent and mean (and
standard deviation) of crossings in each block and type of agent.

answer [t(837) = 3.53, p < 0.001]. On the other hand, all
the other predictors (type of agent, age, gender, beta, density
of crossings and correlation indices) did not discriminate
when the participant gave the correct answer (ps > 0.05; see
Supplementary Material for the detailed results).

These results differ from what we found in Study 1: now the
audiovisual information provided in block 2 allowed participants
to correctly distinguish both kinds of agents.

Debriefing
As in Study 1, at the end of the procedure we asked the same three
questions about their experience in the test to the participants:

– Describe briefly how you played the game.
– How have you decided that the agent was online?
– How have you decided that the agent was offline?

This time, 65% of participants’ responses corresponded to
category 1 (“reciprocity-based” responses), 25% to category 2
(“partially reciprocity-based” responses), and 10% to category 3
(“non-reciprocity based” responses). We take this as evidence
that our second study managed to induce participants to rely on
interaction detection, even if the information available was not
discriminant enough, except for the audiovisual block.

Confidence in the Response
We also analyzed the performance in the rounds that participants
reported to feel completely sure of their response. We took
into account the extreme points of the 7-point Likert scale that
represented the responses “I am completely sure that I interacted
with the Online agent” (1) and “I am completely sure that I
interacted with the Offline agent” (7) and selected the rounds in
which participants gave that reply.

A total of 303 series, out of 860, qualified as maximally
confident ones. Most participants (45 out of 48) were represented
in this subset. In those trials, the participants correctly identified
the online agent (binomial two-sided test, p < 0.001) and the
offline agent (binomial two-sided test, p = 0.05) in block 2. Their
probability of success was not different from chance level for any
type of agent in blocks 1 and 3 (binomial two-sided tests, all
ps > 0.23). In general, the performance was different from chance
level only in block 2, although it was always over 0.5 in all blocks
(see Table 3).

Regarding crossings, self-confident participants produced
more crossings in block 1, in the two conditions, than in the
rest of the blocks. As in Study 1, they produced, on average,

fewer crossings in block 2 than in the rest of the blocks (see also
Table 3). In general, there were more crossings with the online
than the offline agent in blocks 1 and 3. In block 2 there were
the same number of crossings for both types of agents. Figure 12
shows the probability of success and the crossings for online and
offline agents in the three blocks.

The type of block had a significant effect on crossings,
χ2(7) = 16.39, p < 0.001, but not the type of agent, χ2(8) = 0.50,
p = 0.47. Most important, the block × agent interaction was not
significant, χ2(10) = 1.46, p = 0.48.

Discussion
The changes to our experimental paradigm introduced in
our second study were able to reveal the use of reciprocal
contingencies to detect an interaction and to explicitly respond
the question task, but only when the available information was
sufficient to do so: participants were able to correctly distinguish
whether they were interacting with another person when they
could see the other moving as they moved, but not when just
hearing a sound when a crossing took place. To put it another
way, participants responded at chance level when they could
not tell apart whether an interaction was taking place or not, as
it happened in the auditory condition. The perceptual crossing
paradigm, which only provides acoustic (or tactile) feedback of
the crossing, does not seem to provide enough discriminant
information to detect social contingencies.

This insufficiency is made clearer when it is realized that the
participant can adopt either an active or a passive strategy in
addressing the task. He/she may move along the axis trying to
cross over the other agent, to see what happens next (i.e., active
strategy), or he/she may wait for a crossing over to happen,
to see whether the other agent moved back, generating the
characteristic series of crossings around a point (i.e., passive
strategy). Moreover, they may combine both strategies in a single
trial. But given that the offline agent in the second study was
a trajectory that had already been correctly deemed as human,
they might have generated an illusion of interaction, as these
contingencies were in fact available in the participants –except
in the audiovisual condition, where the participants correctly
classified the agent, on the unique evidence available, the
interactive one. In this way, Study 2 also confirms our hypothesis
that interaction detection involves the detection of contingencies
within a short window span, inferior to 1 s –basically around
500 ms, as found in Study 1.

GENERAL DISCUSSION

In this article, we have shown that individuals can resort to
social contingencies to respond in a minimal Turing test. Based
on a new version of the perceptual crossing paradigm, we also
investigated in two studies how much information is required
to reliably detect the reciprocal sensorimotor contingencies
in social interactions and, therefore, recognize the nature of
the other agent.

In particular, we presented participants with movements of
a human agent, either online or offline, and movements of
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FIGURE 12 | Successes and crossings per type of agent and block for the self-confident sample. (A) Probability of success in each block per type of agent. The
horizontal dashed line represents chance level (50%). (B) Mean number of crossings in each block per type of agent. Error bars depict 95% confidence intervals.

an oscillatory agent in three different blocks. In each block,
participants received either auditory or audiovisual feedback
along each trial. Analysis of participants’ explicit responses and
of the implicit information subsumed in the dynamics of their
series revealed that participants use the reciprocal sensorimotor
contingencies of the interaction in very specific scenarios.

The results of Study 1 showed that although participants
differentiated the human agents from the oscillatory agent and
correctly identified the latter one as a machine, they judged
both the online and the offline agents as persons, and their
performance did not improve in the audiovisual condition.
Analysis of the implicit measures during the interaction revealed
no specific pattern for each type of agent. According to these
results, participants may have used the periodicity of the other’s
movements to base their response instead of detecting the
interaction. The implicit measures of interaction agree with the
participant’s reports at the end of the procedure.

The instructions given in Study 1 failed to induce the
participants to look for the cues of interaction: while they
expected to interact either with a human or a machine, we
presented them with three different traces that corresponded to
three types of agents (online, offline, and the oscillatory bot).
In order to better induce the participant to pay attention to the
interaction cues, in Study 2 we eliminated the oscillatory bot and
changed the question to tell whether the other agents were online
or offline. We also adjusted the way participants replied at the

end of each round: they had to select, on a 7-point Likert scale,
how sure they were if the other agent was online or offline. The
results showed that participants correctly identified the online
agent in the audiovisual condition but they failed to recognize
the offline agent in all blocks, even when they could see the
avatars on the screen.

Only when we analyze the performance of the participants
who were completely sure of their reply, correct recognition of
both the online and the offline agents in the audiovisual condition
emerged. Therefore, our results show that participants can base
their responses on the coupled dynamics of interaction. However,
auditory signaling the crossing is not enough to tell apart real
interaction from a previously recorded, rightly recognized as
interactive, trajectories. This is congruent with previous studies in
the perceptual crossing framework. They relied on one modality
only (tactile stimulation or auditory feedback) and kept that
stimulation constant along the study and found the difficulty in
discriminating the avatar of the human agent from the mobile
lure. Associating different tones to each type of agent may be
more informative (Lenay and Stewart, 2012) but might also
induce participants to pay attention to the sounds themselves
instead to the pattern of the interaction.

Therefore, our study shows that participants are able to
use reciprocal sensorimotor contingencies of the interaction,
even if the minimal information available may require more
than one sensory modality. As a matter of fact, only when
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both auditory and visual cues are provided participants became
reliable in distinguishing the type of agent they are interacting
with. This finding is congruent with the intersensory redundancy
hypothesis (Bahrick and Lickliter, 2012) according to which
amodal properties are best perceived when simultaneous co-
occurrence of stimulation across different sense modalities takes
place. In our task, the temporal synchrony of the interaction
was detected in the audiovisual scenario when participants
simultaneously perceived visual and auditory information of
the interaction. Such intersensory facilitation happens because
“redundantly specified, amodal properties are highly salient and
[thus] detected more easily in bimodal synchronous stimulation
than [. . .] the same amodal properties in unimodal stimulation”
(Bahrick and Lickliter, 2012, 188).

Interestingly, we did not find a significant difference between
the first and the third block in any of the studies. The
audiovisual block 2 did not have an effect in the last block,
again suggesting the insufficiency of unimodal information for
interaction detection.

Our studies also confirmed the utility of the implicit measures
of interaction introduced by Bedia et al. (2014). The correlation
between the series of two players, showed that the series
resembled more to each other in the audiovisual condition at
the 500 ms window span. This means that the participants
tended to assimilate their trajectories to those of the agents
they were interacting with when they could see them. It is also
around this half-second that contingencies may generate the
experience of interaction. Interestingly, developmental studies
revealed that social contingency between different response
modalities of infants and their mothers can also be appreciated
in a similar window span equal to or less than 1 s long
(Dominguez et al., 2016; Español et al., under revision). On
the one hand, newborns’ and maternal vocalizations occurred
within a 1-s window (Dominguez et al., 2016) and, on the other
hand, maternal responsiveness through patterns of imitation
and affect attunement to the infant’s signals during the first
10 months also unfold during these short time windows (Español
et al., under revision). In general, the window span for cycles of
reciprocity using different response patterns does not seem to
vary through development.

However, fractal analyses did not result in any specific pattern
per type of agent. This null result may be partially explained
by the audiovisual condition. In the original study of Bedia
et al. (2014) “the emergence of a 1/f structure for genuine social
interaction is something that happens only in the shared space
between the two subjects, and the process cannot be reduced to
the individual dynamics of any of them” (p. 11). In our study,
the shared space was not maintained exactly constant along the
whole experiment since the feedback was different in each block.
This difference seems to be critical for this measure.

Finally, the introduction of the human offline agent may
have caused some difficulties in the procedure. If we compare it
with the previous shadow and lure bots from other perceptual
crossing experiments, the behavior of our offline agent was more
complex: it was able to create the illusion of interaction because it
was originally the outcome of a previous contingent interaction
between two humans. This additional complexity may have

confused the participants, making it very difficult to discriminate
between the online and the offline cases and struggling also the
way they interacted with each agent. Although previous research
showed that the detection of the offline agent is possible in
a tactile setup with pair of participants (Iizuka et al., 2009),
this achievement required tens of trials. We did not run the
study along such many trials to test whether recognition finally
emerged over extended periods of interactions, but we think that
it possibly does.

There is an additional limitation in our study: although a
participant interacted with one agent at a time, the behavior of
the human online agent did not correspond to the same human
participant along the trials. As we performed a group experiment
(groups of 4 or 6 participants in a row), each trial in which
a participant interacted with a human online was randomly
assigned to a group, so he/she never interacted with the same
counterpart in the online condition. That is, each participant
encountered up to 5 different people in Study 1, or up to 3 human
counterparts in Study 2. Previous experiments studied how the
detection of agency emerged in pair of participants as the other
human of this pair was the same person during the whole setup
(except for Bedia et al., 2014). As each person can display different
strategies and behaviors, this source of variation could increase
the difficulty of the task. More research is needed to delve into
each of these issues.
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To coordinate actions with an interaction partner requires a constant exchange of

sensorimotor signals. Humans acquire these skills in infancy and early childhood mostly

by imitation learning and active engagement with a skilled partner. They require the ability

to predict and adapt to one’s partner during an interaction. In this work we want to

explore these ideas in a human-robot interaction setting in which a robot is required to

learn interactive tasks from a combination of observational and kinesthetic learning. To

this end, we propose a deep learning framework consisting of a number of components

for (1) human and robot motion embedding, (2) motion prediction of the human partner,

and (3) generation of robot joint trajectories matching the human motion. As long-term

motion prediction methods often suffer from the problem of regression to the mean,

our technical contribution here is a novel probabilistic latent variable model which does

not predict in joint space but in latent space. To test the proposed method, we collect

human-human interaction data and human-robot interaction data of four interactive

tasks “hand-shake,” “hand-wave,” “parachute fist-bump,” and “rocket fist-bump.” We

demonstrate experimentally the importance of predictive and adaptive components as

well as low-level abstractions to successfully learn to imitate human behavior in interactive

social tasks.

Keywords: imitation learning, human-robot interaction, generative models, deep learning, sensorimotor

coordination, variational autoencoders

1. INTRODUCTION

Physical human-robot interaction requires the robot to actively engage in joint action with human
partners. In this work, we are interested in robotic learning of physical human-robot tasks which
require coordinated actions. We take inspiration from psychological and biological research
and investigate how observational and kinesthetic learning can be combined to learn specific
coordinated actions, namely interactive greeting gestures.

In a more general context, coordinated actions between humans can be of functional nature,
such as handing over an object, or of social importance, such as shaking hands as a greeting
gesture. Thus, joint actions encompass any kind of coordination of actions in space and time in
a social context. In general, joint actions require the ability to share representations, to predict
others’ actions and to integrate these predictions into action planning (Sebanz et al., 2006). On a
sensorimotor level coordinated actions require a constant coupling between the partners’ sensory
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and motor channels (Vesper et al., 2017). We aim at making
use of sensorimotor patterns to enable a robot to engage with
a human partner in actions that require a high degree of
coordination such as hand-shaking.

The acquisition of the ability to engage in joint action during
human infancy and early childhood is an active field of research
in psychology (Brownell, 2011). Interaction is mostly learned
in interaction, from observation, active participation, or explicit
teaching. While cultural differences exist, children are commonly
presented with the opportunity to learn through guided
participation in joint action with more experienced interacting
partners (Rogoff et al., 1993). In the robotics community two
prominent techniques to learn actions from others are learning
from demonstration and imitation learning (Billard et al., 2008;
Osa et al., 2018). Learning from demonstration can be seen as a
form of imitation learning. It requires a teacher to intentionally
demonstrate to a learner how an action should be performed.
In a robotic learning scenario, this can imply direct kinesthetic
teaching of trajectories. General imitation learning on the
other hand includes also learners who passively observe an
action and replicate it without supervision. When observing a
human, who often has a different set of degrees of freedom,
the robotic system first needs to acquire a mapping between
embodiments before a motion can be imitated (Alissandrakis
et al., 2007).

In this work, we are interested in teaching a robot to
coordinate with a human in time and space. Therefore,
we require adaptive and predictive models of sensorimotor
patterns such as joint trajectories and motor commands of
interactive tasks. To this end, we develop deep generative
models that represent joint distributions over all relevant
variables over time. The temporal latent variables in these
models encode the underlying dynamics of the task and allow
for a sensorimortor coupling of the human and the robot
partner. As depicted in Figure 1, collecting data by kinesthetic
teaching for human-robot interaction tasks is tedious and
time-consuming. We propose to first model the dynamics of
human-human interaction and subsequently use the learned
representation to guide the robot’s action selection during
human-robot interaction.

Before diving into the theory, in the next section we will
shortly introduce the field of robotic imitation learning and point
out how the general field differs from the requirements needed
for imitation learning for interaction. Finally, we will motivate
our choice of model and explain the basic assumptions of deep
generative models.

2. BACKGROUND

Traditionally, robotic imitation learning is applied to individual
tasks in which the robot has to acquire e.g., motor skills and
models of the environment. Our goal is to extend these ideas to
interactive settings in which a human partner has to participate
in action selection. Thus, we aim at transferring knowledge form
observing human-human interaction (HHI) to human-robot
interaction (HRI).

2.1. Robotic Imitation Learning of
Trajectories
Imitation learning is concerned with acquiring a policy, i.e., a
function that generates the optimal action given an observed
state. While reinforcement learning usually solves this task with
help of active exploration by the learning agent, in imitation
learning the agent is provided with observations of states and
actions from which to learn. These demonstrations can either be
generated in the agent’s own state space, e.g., by tele-operation
(Argall et al., 2009), or in the demonstrators embodiment, e.g.,
a human demonstrating actions for a robot. In this work we
combine these approaches to teach a robot arm trajectories
required for a number of interactive tasks.

Learning trajectory generating policies from demonstration
has been addressed with for example a combination of Gaussian
Mixture Models and Hidden Markov Models (Calinon et al.,
2010), probabilistic flow tubes (Dong and Williams, 2011, 2012),
or probabilistic motion primitives (Maeda et al., 2017b). The
general strategy in this case is to first gather training data
in the form of trajectories and to align these temporally e.g.,
with the help of Dynamic Time Warping (Sakoe and Chiba,
1978). Once the training data has been pre-processed in this
way, the model of choice is trained to predict the trajectory
of robotic motion for a certain task. During employment of
the model, the online trajectory needs to be aligned with
the temporal dynamics of the training samples in order to
generate accurate movements. Depending on the trajectory
representation, e.g., torque commands or Cartesian coordinates,
the model’s predictions might be highly dependent on the
training data. For example, when the task is to learn to grasp an
object at a certain location, the model might not generalize to
grasping the same object at a different location.

This constant need of alignment and reliance on
demonstrations hampers the models to work in a dynamic
environment with varying task demands. For example, if the task
is to shake hands with a human, the number of shaking cycles
and the length of each individual shake can vary from trial to
trial and have to be estimated online instead of being predicted
once prior to the motion onset. These requirements for online
interaction are discussed in more detail below.

2.2. Requirements for Online Interaction
Interaction with humans requires a robotic system to be flexible
and adaptive (Dautenhahn, 2007; Maeda et al., 2017a). To meet
these requirements, the robot needs to be able to anticipate future
human actions and movements (Koppula and Saxena, 2015).
Thus, imitation learning for interaction is different from non-
social imitation learning as it requires to learn a function not only
of one’s own behavior, but also of the partner’s behavior.

These requirements stand therefore in contrast to the
approaches to imitation learning discussed in section 2.1 which
focus on learning a trajectory of a fixed size. Maeda et al.
(2017a) address the problem of adjusting to the speed of the
human’s actions by introducing an additional phase variable. This
variable can be interpreted as an indication of the progress of
the movement of the human to which the robot has to adapt.
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FIGURE 1 | Kinesthetic teaching of a human-robot hand shake. The human partner is wearing a motion capture suit to record joint positions.

However, such an approach is only feasible for interactions which
require little mutual adaptation beyond speed. For example,
during a hand-shake interaction, it is not only important to meet
the partner’s hand at an appropriate time, but also to adjust to the
frequency and height of every up-and-down movement. Thus,
online interaction requires the prediction of the partner’s future
movements in order to adapt to them quickly and a continuous
update of these predictions based on sensory feedback.

An additional requirement for natural human-robot
interaction is to provide precise coordination. We envision a
robot to actively engage in an interaction such that the human
partner does not have to wait with a stretched arm until the robot
reacts and moves its arm to engage in a hand-shake. Making use
of predictive models allows the robot to initiate its movements
before the human has reached the goal location. These models
also provide a basis for collision-free path planning to assure safe
interaction in shared workspaces.

Since humans are involved in the data collection process
and kinesthetic teaching is time consuming and requires expert
knowledge, the amount of training data is restricted. Therefore,
any method used to learn trajectories must be data efficient.
Many modern imitation learning techniques build on ideas from
deep reinforcement learning (Li et al., 2017; Zhang T. et al.,
2018) which is often data intensive. We rely on a model class
which is regularized by its Bayesian foundation and therefore less
prone to overfit to small datasets. This model class of deep latent
variable models has been mostly used to model images. Here, we
take inspiration from earlier work in which we model human
motion trajectories (Bütepage et al., 2018a) and robot actions
(Ghadirzadeh et al., 2017) with help of deep generative models.
We extend the ideas to represent the dynamics of human-robot
interaction in a jointmodel. For those unfamiliar with the ideas of
Variational Autoencoders, we introduce the underlying concept
of this model class below.

2.3. Deep Generative Models and Inference
Networks
In this work, we model human and robotic motion trajectories
with help of Variational Autoencoders (VAEs) (Rezende et al.,
2014; Kingma and Welling, 2015), that is a class of deep
generative models. In contrast to Generative Adversarial
Networks (Goodfellow et al., 2014) and flow-based methods
(Dinh et al., 2017; Kingma and Dhariwal, 2018), VAEs allow us to
define our assumption in terms of a probabilistic, latent variable
model in a principled manner. While we focus on the main

concepts and the mathematical foundations of VAEs, we refer the
reader to Zhang C. et al. (2018) for an in-depth review onmodern
advances in variational inference and VAEs. In the next section,
we will shortly introduce the concepts of variational inference.

2.3.1. Variational Inference
To begin with, we assume that the observed variable, or data
point, x ∈ R

dx depends on latent variables z ∈ R
dz . If

the dataset consists of images, the latent variables or factors z
describe the objects, colors, and decomposition of the image.
If, as we will introduce later, the dataset consists of human
or robot joint movements, the underlying factors describe the
general movement patterns. For example, a waving movement,
in which many joints are involved, can be described by a single
oscillatory latent variable. The dimension of z is smaller than the
dimension of x, i.e., dz < dx, as it is a compressed representation
of the observation. The precise size of the dimension is a
modeling choice.

In general, this model describes a joint distribution over both
variables pθ (x, z) = pθ (x|z)pθ (z) where θ are parameters. This
modeling assumption allows us to generate new observations
with help of the mathematical model instead of employing a
physical system. First, a latent variable is sampled, from a prior
distribution z ∼ pθ (z). For example, to generate a waving arm
movement, we sample where in the oscillation the arm starts and
the initial velocity. Then we sample the actual poses conditioned
on these latent variables. The conditional distribution x ∼

pθ (x|z) encodes the mapping from the latent space to the
observed space. Thus, the generative process looks as follows:

x ∼ pθ (x|z), z ∼ pθ (z). (1)

In order to determine the structure of the latent variables that
were generated on an observed set consisting of n data points
X = {xi}i=1 : n, one requires access to the posterior distribution
pθ (zi|xi) for each data point xi. Often exact inference of this term
is intractable which is why one recedes to approximate inference
techniques such as Monte Carlo sampling and variational
inference (VI). VAEs combine VI for probabilistic models with
the representational power of deep neural networks. VI is an
optimization based inference technique which estimates the
true posterior distribution pθ (Z|X) with a simpler approximate
distribution qφ(Z) where φ are parameters and Z = {zi}i=1 : n

is the set of latent variables corresponding to the data set.
A common approach is the mean-field approximation which
assumes that the latent variables are independent of each other

Frontiers in Robotics and AI | www.frontiersin.org 3 April 2020 | Volume 7 | Article 47102

https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Bütepage et al. Imitating by Generating

qφ(Z) =
∏n

i=1 qφ(zi). As an example, if qφ(zi) follows a Gaussian
distribution, we need to identify a mean µi and variance σi for
every data point qφ(Z) =

∏n
i=1 N (µi, σi). For the entire dataset

(X, Z), the parameters of this distribution are determined by
optimizing the Evidence Lower BOund (ELBO).

log pθ (X) ≥ Eqφ (Z) log
pθ (X, Z)

qφ(Z)

= Eqφ (Z) log pθ (X|Z)− DKL(qφ(Z)||pθ (Z)), (2)

where the Kullback–Leibler divergence DKL(q||p) = Eq log
q
p is a

distance measure between two distributions q and p.
Traditional VI approximates a latent variable distribution

qφ(zi) for every data point i which becomes expensive or
impossible when the number of data points n is large. VAEs
circumvent this problem by learning a direct functional mapping
from the data space to the latent space and vice versa. We will
detail this method in the next section.

2.3.2. Variational Autoencoders
Instead of approximating n sets of parameters, VAEs employ so
called inference networks to learn a functional mapping from
the data space into the latent space. Thus, we define each latent
variable to be determined by a distribution zi ∼ qφ(zi|xi) which is
parameterized by a neural network (the inference network) that
is a function of the data point xi. In the Gaussian case this would
imply that zi ∼ N (µ(xi), σ (xi)), where µ(·) and σ (·) are neural
networks mapping from the data space to the parameter space
of the latent variables. Likewise, the likelihood is represented
by neural network mappings (the generative network) xi ∼

pθ (xi|zi). In this way, VAEs do not estimate n sets of parameters
but only the parameters of the inference and generative network.
These are optimized with help of the ELBO

log pθ (X) ≥ L(X, θ ,φ)

=

1

n

n
∑

i=1

Eqφ (zi|xi) log pθ (xi|zi)− DKL(qφ(zi|xi)||pθ (zi)). (3)

Note that we replaced the expectation in Equation (2) with the
Monte Carlo estimate summing over the individual data points.

3. METHODOLOGY

Following the introduction of VAEs above, we will now detail
how we employ them to learn the sensorimotor patterns required
for interactive tasks. We will begin with a description of human-
human dynamics modeling which is subsequently used to guide
the human-robot interaction model.

3.1. A Generative Model of Interaction
In general we assume that a recording rec consists of
Trec observations xs11 :Trec and xs21 :Trec , where (s1, s2) =

(human1, human2), and xst represents a single frame containing
the joint positions of human s ∈ {s1, s2}. During testing time,
we would like to be able to infer a future window (of size w) of

observations after time t, i.e., we would like to predict xs1t : t+w and
xs2t : t+w. We assume a generative process that looks as follows

xs1t : t+w ∼ pθx (x
s1
t : t+w|z

s1
t ), zs1t ∼ pθz (z

s1
t |dt),

dt ∼ pθs (dt|h
s1
t ), hs1t = fψ (h

s1
t−1, x

s1
t−1) (4)

xs2t : t+w ∼ pθx (x
s2
t : t+w|z

s2
t ), zs2t ∼ pθz (z

s2
t |dt),

dt ∼ pθs (dt|h
s2
t ), hs2t = fψ (h

s2
t−1, x

s2
t−1). (5)

Here, the latent variables zs1t and zs2t for agent s1 and s2 encode
the next time window xs1t : t+w and xs2t : t+w, while hs2t is the
deterministic output of a recurrent model fψ . The role of h

s2
t is

to summarize the information contained in the past observations
t′ < t, which in turn is transformed into the shared task dynamics
dt . From a system perspective, dt is the stochastic output of a
neural network that driven by the hidden state vector hs2t . As
depicted in Figure 2, the dt can be derived from the movement
of either subject independently. These shared dynamics influence
how each partner moves through zs1t and zs2t . In summary, the
generative model for agent s1 represents the joint distribution
pθ (x

s1
t : t+w, z

s1
t , dt|h

s1
t ) conditioned on a deterministic summary of

the past hs1t and parameterized by θ = (θx, θz , θs).
In the following, we will describe how to learn each

of the components for human-human interaction and
subsequently how to transfer this knowledge to a human-robot
interaction scenario.

3.1.1. Motion Embeddings
One problem when it comes to predicting the future is that
there exist many possible ones. When using a mean-squared
error based cost function during training, this will lead the
model to rely on predicting only the average, not many different
trajectories. We will circumvent this problem by first learning a
latent space that encodes the future without knowledge of the past
and then to learn a distribution over the latent variables which is
conditioned on the past [e.g., p(zs1t |dt) in Equation 5]. At each
time step, we assume that there exists latent variables zs1t and zs2t
for agent s1 and s2 which encode the next time window xs1t : t+w

and xs2t : t+w. We assume that both humans are encoded into a
common space, therefore we will replace the superscripts s1 and
s2 with s in the following discussion.

To infer the latent variables efficiently from data, we apply
variational autoencoders (introduced in section 2.3). To this end,
we define the following generative process:

xst : t+w ∼ pθx (x
s
t : t+w|z

s
t),

zst ∼ pθz (z
s
t)

= N (0, 1), and approximate posterior zst ∼ qφz (z
s
t|x

s
t : t+w).(6)

The graphical model is depicted in Figure 3A. The parameters
(θx,φz) of the generative network pθx (x

s
t : t+w|z

s
t) and the inference

network qφz (z
s
t|x

s
t : t+w) are jointly trained on the training data

collected from both humans to optimize the Evidence Lower
BOund (ELBO).

L(xst : t+w, θ ,φ) = Eqφz (z
s
t |x

s
t : t+w)

log pθx (x
s
t : t+w|z

s
t)

−DKL(qφz (z
s
t|x

s
t : t+w)||pθx (z

s
t)). (7)
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FIGURE 2 | The task dynamics dt govern the activity of the latent variables of both partners z
s1
t and z

s2
t . These in turn determine the future movement of the partners

x
s1
t : t+w and x

s2
t : t+w.

3.1.2. Encoding Task Dynamics
Once the motion embeddings have been learned, the whole
generative model in Equation (5), as depicted in Figure 3B, can
be trained. To this end, we need to infer the parameters (θz , θs,ψ)
to estimate pθz (z

s
t|dt), pθs (dt|h

s
t) and fψ (h

s
t−1, x

s
t−1).

The loss function is defined as follows

S(xs1t−1 : t+w, x
s2
t−1 : t+w, θz , θs,ψ)

=

∑

s∈{s1 ,s2}

DKL(pθz (z
s
t|dt)||qφz (z

s
t|x

s
t : t+w))+

JSD(pθs (dt|h
s1
t )||pθs (dt|h

s2
t )). (8)

The first line in Equation (8) forces the distributions over latent
variables zst that depend on the past to be close to the expected
motion embedding at time t. The second line enforces that the
latent variable dt , which encodes the task dynamics are the same
for both agents. As the KL divergence is not symmetric, we
use here the Jensen–Shannon divergence, which is defined as
JSD(p||q) =

1
2 (DKL(p||

1
2 (p + q)) + DKL(q||

1
2 (p + q))) for two

distributions p and q.

3.1.3. Interactive Embodiment Mapping
Once trained, the generative model described above can be used
to generate future trajectories for both agents given that only one
agent has been observed. This is achieved by e.g., predicting the
task dynamics variable dt ∼ pθs (dt|h

s1
t ) with help of data collected

for agent s1 and using this variable to infer both zs1t ∼ pθz (z
s1
t |dt)

and zs2t ∼ pθz (z
s2
t |dt). We will make use of this fact to infer not

only a human partner’s future movement, but also to guide how
a robotic partner should react given the observed human.

As training data acquisition with a robot and a human in
the loop is cumbersome and time consuming, we do not have
access to as much training data of the human-robot interaction
compared to the human-human interaction. Therefore, we will
leverage the task dynamics representation learned from human-
human interaction to guide the robot’s corresponding motion
commands. To this end, we extract the task dynamics distribution
from the human partner for each time step of the human-robot

interaction recordings and learn a mapping to the robot’s motion
commands with a second dynamics model.

In more detail, given a recording rec which consists of Trec

observations xs11 :Trec and xr1 :Trec , where x
r
t represents the robot’s

state at time t, we first collect d1 :Trec which we set to the mean
of the distribution pθs (dt|h

s1
t ) for each time step t. We are now

equipped with a training data set, containing the data point pairs
(xrt : t+w, dt). In order to learn a predictive model from the task
dynamic variable dt to the future motion commands of the robot,
xrt : t+w, we design a similar approach to the model described for
human-human interaction. It includes a Variational Autoencoder
functioning as a motion embedding and a recurrent network
that encodes the robot motion over time. These two models are
depicted in Figures 3C,D, respectively.

3.1.3.1. Interaction model with predictive input
Similar to the human-human setting in Equation (5), the
generative model for the robot motion is as follows

xrt : t+w ∼ pθxr (x
r
t : t+w|z

r
t ), zrt ∼ pθzr (z

r
t |h

r
t ),

hrt = fψr (h
r
t−1, x

r
t−1, dt−1). (9)

Just as in the human-human setting, we first train a motion
embedding VAE on the robot data, i.e., we train the following
model with the same loss function as in Equation (7)

xrt : t+w ∼ pθxr (x
r
t : t+w|z

r
t ), zrt ∼ pθzr (z

r
t )

= N (0, 1), and approx. posterior zrt ∼ qφzr (z
r
t |x

r
t : t+w).(10)

Subsequently, we assume that the parameters (θzr ,ψr) in
Equation (9) are inferred by optimizing

S(xr1t−1 : t+w, dt , θz ,ψ) = DKL(pθzr (z
s
t|h

r
t )||qφzr (z

s
t|x

r
t : t+w)),(11)

where the dynamics dt ∼ pθs (dt|h
s1
t ) are extracted with help of

the models trained on the human-human data. We summarize
the training procedure of all our model in Algorithm 1.
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Algorithm 1: All four steps of our combined motion
embedding and dynamics modeling framework.

Human-human interaction

Data: xs1 ,s2 = {xs11 :Trec , x
s2
1 :Trec

}rec∈HHI recordings

Step 1: Human motion embedding

Fit pθx (x
s
t : t+w|z

s
t) and qφz (z

s
t |x

s
t : t+w) to x

s1 ,s2 ,
following Equation 7.

Step 2: Task dynamics

Fit pθz (z
s
t |dt), pθs (dt|h

s
t) and fψ (h

s
t−1, x

s
t−1) to x

s1 ,s2 ,
following Equation 8.

Human-robot interaction

Data: xs1 ,r = {xs11 :Trec , d1 :Trec , x
r
1 :Trec

}rec∈HRI recordings,
where dt = mean of pθs (dt|h

s
t)

Step 3: Robot motion embedding

Fit pθxr (x
r
t : t+w|z

r
t ) and qφzr (z

r
t |x

r
t : t+w) to x

s1 ,r ,
combining Equation 7 and 10.

Step 4: Interactive embodiment mapping

Fit pθzr (z
r
t |h

r
t ) and fψr (h

r
t−1, x

r
t−1, dt−1) to x

s1 ,r ,
following Equation 11.

3.2. Generating Interactions
In order to employ our models during an ongoing interaction,
we need to predict future time steps. As the dynamics and the
motion embeddings encode a window of the next w time steps,
the prediction up to this horizon is straight forward as it only
requires a propagation of the observed data. To go beyond a time
frame of w is made possible by our generative design. Instead of
propagating observed data, one can let the models predict the
next w time frames based on the observed data and provide these
as an input to the model. In case of the human-robot interaction
model, one has to first predict the human’s future motion to
extract the matching dynamics variables and can subsequently
use these variables together with predictions of the robot’s motion
to generate long-term robot motion. During online interaction
these predictions can be updated on the fly when new data
is observed.

3.3. Baselines
We benchmark our approach on three baselines. Our own
approach will be called Human Motion Embedding in
the following.

The first baseline tests whether our predictive and adaptive
approach is necessary or whether more static imitation learning
techniques suffice. To test this, we group the robot trajectories in
the training data according to action type and use Dynamic Time
Warping (DTW) to align them. We fit Gaussian distributions
with full covariance matrices to the trajectory of each of the
robot’s joints. If DTW resulted in a trajectory length of TDTW for
a certain action type and joint, then the Gaussian is of dimension
TDTW . A sample from each Gaussian model constitutes therefore
a trajectory in joint angle space without input from the current
human movement. We call this approach Gaussian model.

The second baseline tests whether our approach actually
benefits from the encoded dynamics learned with the HHI data.
Thus, in this case we train the same model as described in section

3.1.3. However, instead of feeding the dynamics variable dt into
the recurrent network hrt = fψr (h

r
t−1, x

r
t−1, dt−1) in Equation

(9), we feed the current human joint position xst−1, i.e., h
r
t =

fψr (h
r
t−1, x

r
t−1, x

s
t−1). This also affects the loss in Equation (11),

which now is a function of xst−1, i.e., S(x
r1
t−1 : t+w, x

s
t−1, θzr ,ψr).

We call this approach Raw Data HR which symbolizes that we
provide raw human and robot data as input to the model.

The third baseline tests whether the human observation is
required at all or whether the approach is powerful enough to
predict based on robot joint position alone. In this case we train
the samemodel as described in section 3.1.3, but provide only the
current robot joint positions xrt−1, i.e., h

r
t = fψr (h

r
t−1, x

r
t−1). This

also affects the loss in Equation (11), i.e., S(xr1t−1 : t+w, θzr ,ψr). We
call this approach Raw Data R which symbolizes that we provide
only raw robot data as input to the model.

4. EXPERIMENTAL SETUP AND MODELS

In this section we describe the experimental setup as well as
modeling decisions and the model training procedure. For more
details regarding model architectures and model training, such as
train and test splits (please see the Supplementary Material).

4.1. Task Description
Our interactive tasks consist of performing four different greeting
gestures with a human partner. In each task execution we assume
the identity of the gesture to be known apriori as the focus of
this work lies on learning continuous interactive trajectories.
However, our method can easily be extended to automatically
infer the action type (Bütepage et al., 2018b). Two of the gestures
fall into the category of dyadic leader–follower interaction,
while the other two partners carry equal roles. The interactive
gestures are detailed inTable 1. Between actions, the two partners
are standing in an upright position with both arms directed
downwards close to the body.

As the robot is not necessarily equipped with a hand-like
gripper, the actions involving finger movement are omitted
during human-robot interaction. Furthermore, we assume the
robot to take the role of the follower.

4.2. Data Collection
We collected data from human-human and human-robot
interaction, respectively. The robotic setup and the human
motion recording setup are described below, followed by the data
collection procedure.

4.2.1. Robotic System Setup
In this work, we use a dual-armed YuMi-IRB 14000 robot
which has been developed by ABB specifically with human-robot
collaboration in mind. As depicted in Figure 4A, each arm has
seven joints Arm 1 (rotation motion), Arm 2 (bend motion),
Arm 7 (rotationmotion), Arm 3 (bendmotion),Wrist 4 (rotation
motion), Wrist 5 (bend motion), and Flange 6 (rotation motion).
To control the robot, we work in the joint angle space, i.e., at each
time step we have access to a seven dimensional vector consisting
of radial measurements. To control the robot, we provide the
system with the next expected joint angle configuration or a
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TABLE 1 | Gesture descriptions for both equal and leader-follower roles.

Equal roles

Hand waving: Both: Lifting the right arm into an upright, 90-degree angle with the open palm facing the partner; moving the lower arm

sideways in an oscillatory motion (around 3–6 cycles); lowering the arm.

Hand Shaking: Both: Stretching the right arm forward to meet the partner’s hand, grasping the partners hand; moving the lower arm up and

down in an oscillatory motion (around 3–6 cycles); releasing the partner’s hand, lowering the arm.

Leader-follower roles

Parachute fist-bump: Both: Stretching the right arm upwards with the hand closed to a fist to meet the partner’s hand, touching the partner’s fist

with one’s own;

Leader: (parachute) Opening the hand and tilting it so that the flat, inner palm faces downwards; keeping the hand above the

follower’s hand; moving the hand in a slight sideways oscillatory motion while simultaneously moving downwards;

Follower (person): Keeping the hand closed and slightly below the leader’s hand; following the slight sideways oscillatory

motion of the leader and moving the hand downwards;

Both: Lowering the arm when the hand is approximately on the height of the hip.

Rocket fist-bump: Both: Stretching the right arm downwards with the hand closed to a fist to meet the partner’s hand, touching the partner’s

fist with one’s own;

Leader (rocket): Opening the hand slightly to point to fingers upwards; keeping the hand above the follower’s hand; moving

the hand upwards;

Follower (fire): Opening the hand with all fingers stretched downwards; keeping the hand below the leader’s hand; wiggling

the fingers to simulate fire; moving the hand upwards;

Both: Lowering the arm when the hand is approximately on the height of the shoulders.

FIGURE 3 | An overview of the model structure. (A) Human motion embedding, (B) Task dynamics model, (C) Robot motion embedding, (D) Human motion

embedding, Interaction model with predictive input. Gray circles represent observed variables, white circles are unobserved variables, and a white square indicates a

deterministic unit. A filled line shows the generative process while dotted lines indicate inference connections.

FIGURE 4 | (A) The right arm of the Yumi robot used in the experiments. (B) A rokoko smart suit in action.
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TABLE 2 | Statistics of the collected dataset.

Human-human data Human-robot data

Action type # Trials Min.

duration

(s)

Max.

duration

(s)

# Trials Min.

duration

(s)

Max.

duration

(s)

Hand shake 38 8.5 12.5 10 10.4 14.5

Hand wave 31 8.5 17.5 10 12.7 17.4

Parachute 49 7.0 12.0 11 11.0 14.3

Rocket 70 3.0 6.0 10 11.1 13.8

whole trajectory thereof. We sample the robot’s joint angles at a
frequency of 40 Hz.

4.2.2. Human Motion Capture
We recorded the 3D position of the human joints in Cartesian
space during interaction with help of two Rokoko smart suits∗.
As shown in Figure 4B, these textile suits are equipped with
19 inertia sensors with which motion is recorded. Via wireless
communication with a Wi-fi access point, the suits are able to
record whole-body movements at a rate of up to 100 Hz. While
simultaneous recordings with several suits are possible, we align
the recordings offline. We record the 3D Cartesian positions of
each joint in meters with respect to a body-centric reference
frame. The data is sampled down to match the 40 Hz of the
robot recording.

4.2.3. Collection Procedure
For the human-human dataset, we asked two participants
to perform all four actions as described in section 4.1 for
approximately 6 min each. The exact number of repetitions of
each action type as well as duration statistics are listed in Table 2.
A recording of the action hand-shake is depicted in the top
of Figure 5.

For the robot-human dataset, we asked one of the participants
to perform all four actions together with the robot. To this end,
we made use of kinesthetic teaching, i.e., a human expert guided
the arm of the robot during the interaction. As shown in Table 2,
the duration of the human-robot trials is on average slightly
longer than the human-human trials. A recording of the action
hand-shake is depicted in the middle of Figure 5.

4.3. Modeling Decisions and Training
Procedure
All models are implemented in Tensorflow (Abadi et al., 2015).
Instead of training four separate models, one for each action,
we train a single model that can generate all actions. In order
to signal to the model, which action is currently performed, we
encode the actions as a one-hot vector which is passed as an
additional input to the model as described below.

∗https://www.rokoko.com/

4.3.1. Modeling Choices
All latent variables (zs1t , z

s2
t , z

r
t , d

s
t) are chosen to be independent

and identically distributed Gaussian units with a trainable mean
and variance. The prior of the VAEs is set to be standard normal
distributed pθz (zt) ∼ N (0, 1).

To indicate to the recurrent models which action is currently
performed, we provide the networks with a one-hot vector
indicating the current action. We add an additional not-active
action, which indicates those time steps after completion of the
interaction. Thus, the one-hot vector is of dimension 5 and is
concatenated with the observed joint positions of either human
or robot.

We train two identical models for the two human partners
while the model of the robot motion has a different structure.
Please see the Supplementary Material for details about
model architecture.

4.3.2. Data Representation
We represent the human by four joints “RightShoulder,”
“RightArm,” “RightForeArm,” and “RightHand” in 3D Cartesian
space, resulting a 12 dimensional vector. We center the arm
around the shoulder joint. The robot is represented by a seven
dimensional vector, each indicating a joint angle. We select 80%
of all trials of a certain interaction as training data and keep 20%
as testing data. In practice, we keep the last 20% of trials of the
recording. This results in 149 trials as training data and 39 trials
of testing data for the HHI recordings in 32 trials as training data
and 9 trials of testing data for the HRI recordings.

4.3.3. Training Details
For optimization we use the Adagrad optimizer with a learning
rate of 0.001. The batch size is 5,000 for the VAEs and 500 for
the recurrent networks. If a dataset does not contain that many
samples, we replicate the training samples to get to 5,000. We
train all models until convergence. For the VAEs we use a form
of β-VAE (Higgins et al., 2017), where β = 0.5. For training the
recurrent networks, we pad all data sequences with ones to have
the same length.

5. RESULTS

In this section we present the performance of the proposed
approach. Online employment of our approach during the action
hand-shake is depicted in the bottom of Figure 5. More examples
can be found in the Supplementary Material in form of a video
(Supplementary Video 1). In the analysis we present results on
held-out test datasets. As described in section 4.3.1, each model
was trained on all actions simultaneously and subsequently tested
on each of the actions in the held-out test dataset.

We begin by investigating the predictive performance of
the models trained on the human-human dataset. This will
be followed by an analysis of the robot motion prediction. In
this case, we consider both the predictive error as well as the
entrainment of predicted vs. ground truth robot motion with the
human motion.
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FIGURE 5 | The data collected during human-human interaction (top) and kinesthetic teaching (middle) is used train the proposed models. These are employed in

human-robot interaction tasks (bottom).

5.1. Predictive Performance on
Human-Human Data
We have two reasons for collecting additional human-human
interaction data. Firstly, we hypothesize that the dynamics
learned based on HHI data can guide robot action selection
during HRI experiments. Secondly, it is easier to collect HHI
data, allowing for larger datasets. To test the second hypothesis
we trained the human motion embedding and dynamics models
both on HHI data and only on the human data contained in the
HRI data. In the latter case, the dynamics variable is not restricted
to match a human partner. We test the predictive capacity of
both these models by computing the mean squared prediction
error (MSPE) for the time window w on both test data sets (HRI
andHHI). The results are depicted in Figure 6. Two observations
can be made. First of all, the model trained on HRI data does
not generalize well, mainly caused by the small training data set.
Secondly, the prediction error does not increase drastically over
time as should be expected. Due to the fact that we do not force
the model to predict a whole trajectory as e.g., (Bütepage et al.,
2018a) but only a latent variable which can be decoded into a
trajectory, our model is less prone to regress to the mean but to
encode the actual motion.

5.2. Predictive Performance on
Human-Robot Data
In this section we inspect how our proposed dynamics transfer
approach performs against the baselines. As the different joints
move to different extents, the range of joint angles varies.
Therefore, we measure the predictive error not with the MSPE
as in the case of HHI predictions but with the normalized
root-mean-square deviation (NRMSD) which is computed

TABLE 3 | NRMSD computed on robot testing data averaged over all joints.

Human motion embedding Raw data RH Raw data R Gaussian model

NRMSD computed on robot testing data

0.16 0.22 0.18 0.20

The bold value indicates which model performed best.

as follows:

NRMSD({xr1 :Ttr ,j}tr∈1 :TR, {x̂
r
1 :Ttr ,j

}tr∈1 :TR)

=

1

TR

∑

tr∈1 :TR

√

√

√

√

1

Ttr(jmax − jmin)

Ttr
∑

t=1

(xrt,j − x̂rt,j)
2, (12)

for the jth joint. Here tr denotes trial, i.e., one execution of an
interaction, and TR is the number of trials. jmax and jmin denote
the maximum andminimum value that has been recorded for the
jth joint in the training data.

We start by comparing our approach (Human Motion
Embedding) to the two models that have an identical structure
but that differ in the type of input data (Raw Data HR and
Raw Data R). To this end, we provide ten time steps as input
to the models and let the recurrent network predict 30 steps
as described in section 3.2. This process is repeated until the
end of a trial is reached. Since the Raw Data HR model is
not able to generate human motion, we provide it with the
last observed human pose. Through the motion embedding, the
models produce a prediction of the next 40 time steps (1 s). We
average over all time steps and present the results in Figure 7.
The Human Motion Embedding appears to produce the smallest
errors, especially for those joints that are vital for the interaction
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FIGURE 6 | The mean squared prediction error (MSPE) in meters for human-human interaction over a time horizon of 1 s. The human motion embedding and

dynamics models were trained on the HHI data and on the human data contained in the HRI data set. In the latter case, the dynamics variable is not restricted to

match a human partner.

(joint 2, 3, and 4). The wrist joints (joint 6 and 7) are of less
importance and do also show a larger degree of between-trial
variance in the training data. We depict the predictions of each of
the Human Motion Embedding model, the Raw Data HR model
and the ground truth trajectory for one testing trial of each action
in Figure 8.

When averaged over the forty time steps of prediction, the
difference becomes clear in Table 3, where we also include the
Gaussianmodel. As the RawData HRmodel is not able to predict
humanmotion, it produced the largest error. TheHumanMotion
Embedding outperforms both the adaptive Raw Data HR and
Raw Data R models as well as the non-adaptive Gaussian model.
The adaptive Raw Data R model produces a smaller error than
the non-adaptive Gaussian model, which also is trained on raw
robot data. We will investigate the difference between adaptive
and non-adaptive approaches in more detail in the next section.

5.3. Non-adaptive vs. Adaptive Motion
Generation
As discussed in section 2.2, Human-Robot interaction has
additional requirements compared to traditional imitation
learning. It does not suffice to learn a distribution over the
trajectories observed in the training data and sample a whole
trajectory during run-time. Instead, HRI requires adaptive and
predictive models that react to the human’s actions such that a
sensorimotor coupling between human and robot can arise. We
visualize this in Figure 9 by sampling from the Gaussian model
of joint 4 for the action hand-shake. It becomes apparent that
none of the samples is in accordance with any of the testing trials
that are also depicted. First of all, the motion onset differs and
the duration of the trajectory is predetermined due to the time
alignment, while the duration of natural interaction differs from
trial to trial. Additionally, the movement is not adapted to the
human’s hand-shake but has different degrees of phase shift. If
we compare these predictions to the predictions of joint 4 in the
second row of Figure 8, we realize that the adaptive approach
reacts in a timely manner and follows the oscillations of the
ground truth motion that match the human motion. We will
investigate the degree of entrainment of the predictions of robot
with the human motion in the next section.

5.4. Entrainment on Human-Robot Data
With this work we are aiming at developing models that allow
for sensorimotor coupling between humans and robots to benefit
physical HRI. We visualize the generated predictions of the
Human Motion Embedding model as well as the ground truth
robot motion data and the hand position of the human for a
testing trial of each interaction in Figure 10. As not all joints
are relevant to a task, we visualize joint 2–4. We see that the
predicted motion follows the oscillatory movement of the human
hand during hand-wave (see joint 3), hand-shake (see joint 4),
and the parachute (see joint 4) interaction as well the rise and fall
of the rocket action (see joint 2 and 3).

To investigate whether the models capture this coupling,
we extract the dynamics variables of the human motion of
an entire testing trial of the hand-shake interaction as well
as the latent variables that predict the robot motion. We
then apply factor analysis to these two streams of data and
compare the two first components to each other. The two
components are visualized in Figure 11. The first factor appears
to represent the general onset, duration and offset of the
interaction while the second factor encodes the oscillatory
motion of the hand and arm. We see that, although the factor
analysis is performed independently on the human and robot
latent variables, the overall structure is similar. Additionally, the
oscillatory motion is overlapping, indicating a coupling between
the two systems.

6. CONCLUSION

In this work, we propose a deep generative model approach
to imitation learning of interactive tasks. Our contribution
is a novel probabilistic latent variable model which does
not predict in joint space but in latent space, which
minimizes the chance of regression to the mean. We
employ this model both as a dynamics extractor of HHI
as well as the basis for the motion generation of a robotic
partner. Our experiments indicate that HRI requires
adaptive models which take the human motion and task
dynamics into account. These dynamics, which encode the
movement of both humans (see Figure 2), and therefore the
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FIGURE 7 | The normalized root-mean-square deviation (NRMSD) for robot motion during human-robot interaction over a time horizon of 1 s. The error is averaged

over the time steps of all trials. The models are provided with 10 time steps as input and the recurrent network predict 30 steps as described in section 3.2. This

process is repeated until the end of a trial is reached. The Raw Data HR model receives the last observed human pose as it is not able to generate human motion.

FIGURE 8 | The joint angle trajectory of joint 1–6 for a testing trial of each of the actions hand-wave, hand-shake, parachute, and rocket (top to bottom). We depict

the ground truth data (red) compared to the predicted trajectory of the Human Motion Embedding model (blue) and the Raw Data HR model (orange). The predictions

are performed as described in section 3.2 after initializing the models with ten observation steps. The Raw Data HR model is not able to generate human motion

trajectories and is therefore provided with the last observed human pose.

FIGURE 9 | Five samples from the Gaussian model of joint 4 of the hand-shake action and two testing data trials. As the Gaussian model is not adaptive, none of the

samples is in accordance with any of the testing trials that are also depicted which is apparent in both the onset of motion and the phase shift.
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FIGURE 10 | The predictions of the Human Motion Embedding model as well as the ground truth robot motion data and the hand position (X or Y dimension) of the

human for a testing trial of each interaction hand-wave, hand-shake, parachute, and rocket (top to bottom). The values are normalized to facilitate comparison. As not

all joints are relevant to a task, we visualize joint 2–4. The predicted motion follows the oscillatory movement of the human hand during hand-wave (see joint 3),

hand-shake (see joint 4), and the parachute (see joint 4) interaction as well the rise and fall of the rocket action (see joint 2 and 3).

FIGURE 11 | The first two factor analysis (FA) components of a testing trial of the hand-shake interaction computed on both the latent variables extracted from the

human ground truth motion and the latent variables predicting the robot motion. The first factor appears to represent the general onset, duration, and offset of the

interaction while the second factor encodes the oscillatory motion of the hand and arm. Although the factor analysis is performed independently on the human and

robot latent variables, the overall structure is similar. Additionally, the oscillatory motion is overlapping, indicating a coupling between the two systems.

coupling of the human partners during interaction, guide
the generation of the robot which thus is coupled to its
human partner.

After having established that the cheaper HHI data is required
for high predictive performance (see section 5.1), we demonstrate
that the extracted dynamics facilitate the performance of the
predictive model of robot motion (see section 5.2). This indicates
that the encoding of the future human motion and task
dynamics can contribute to the robot’s motion planning. This
is in contrast to common approaches to imitation learning for

interaction which use non-adaptive models. As we discuss in
section 5.3, a non-adaptive trajectory model does not suffice
in interactive tasks such as hand-shaking. With help of our
generative approach, we can create synchronized behavior which
shows a level of entrainment between human and robot (see
section 5.4).

We believe that prediction and adaptation are essential to
allow for natural HRI in shared workspaces. In future work, we
plan to employ the system in real-time and to extend it to more
complex tasks.
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Every joint collaborative physical activity performed by a group of people, e.g., carrying a

table, typically leads to the emergence of spatiotemporal coordination of individual motor

behavior. Such interpersonal coordination can arise solely based on the observation

of the partners’ and/or the object’s movements, without the presence of verbal

communication. In this paper, we investigate how the social coupling between two

individuals in a collaborative task translates into measured objective and subjective

performance indicators recorded in two different studies. We analyse the trends in the

dyadic interrelationship based on the information-theoretic measure of transfer entropy

and identify emerging leader-follower roles. In our experimental paradigm, the actions of

the pair of subjects are continuously and seamlessly fused, resulting in a joint control of

an object simulated on a tablet computer. Subjects need to synchronize their movements

with a 90◦ phase difference in order to keep the object (a ball) rotating precisely on

a predefined circular or elliptic trajectory on a tablet device. Results demonstrate how

the identification of causal dependencies in this social interaction task could reveal

specific trends in human behavior and provide insights into the emergence of social

sensorimotor contingencies.

Keywords: sensorimotor contingencies, interpersonal coordination, collaborative interaction, transfer entropy,

information theory, causality, social interaction

1. INTRODUCTION

In everyday joint physical activities humans often coordinate their motor behavior. Such
interpersonal coordination emerges when two people dance, row a canoe, or carry an object
together. In some cases, coordination of this kind could be controlled through a direct physical
contact (e.g., dance), and in other cases it could be mediated by a rigid object (e.g., a table), or
it can also be distantly coordinated without any physical contact. In such various types of social
interaction, visual contact has different levels of importance, as humans typically coordinate their
movements by detecting visual movement information (Schmidt et al., 1990), and this could lead
to coordination even when it is not necessary for completing the task (Schmidt and O’Brien,
1997; Richardson et al., 2005). From a dynamical systems perspective, such visually mediated
interpersonal coordination can be understood as a self-organized entrainment process of biological
rhythms (Newtson et al., 1987; Schmidt et al., 1990).
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Interpersonal coordination can be influenced by different
modes of non-verbal communication (e.g., mimicry, gestures,
and facial expressions) as a basis of social interaction (Vicaria
and Dickens, 2016). Such non-verbal expressions could
induce spatiotemporal coordination and could facilitate social
entrainment between two or more individuals (Phillips-Silver
and Keller, 2012). Non-verbal means of communication are
generally faster than verbal in sharing action plans and strategies,
when instant reaction is required in a joint task (Knoblich and
Jordan, 2003). Non-verbal communication modes, supporting
emergent coordination, stretch across a broad spectrum
of perceptual modalities, like visual, kinesthetic, tactile, or
auditory (Marsh et al., 2009). Dancers coordinate non-verbally
during performance relying on visual as well as auditory cues
(Waterhouse et al., 2014). Demos et al. (2012) reasoned that
the spontaneous coordination would result from emergent
perceptuo-motor couplings in the brain (Kelso, 1995). Keller
suggested that online perceptual information might enhance the
anticipation of one’s own action, as well as the co-performer’s
action, in terms of developing common predictive internal
models (Keller and Appel, 2010; Keller, 2012).

One limitation of interpersonal coordination research stems
from the fact that studies (e.g., Schmidt and Turvey, 1994)
usually require individuals to focus their visual attention directly
toward the movements of their co-actor. The current study
tested the coupling strength and the stability of interpersonal
coordination in a task that required visual control of a ball on
a tablet screen. The movement of the ball resulted from the
joint action of both persons. Neither the effect from the own
action nor the partner’s action could be perceived in isolation.
When agents engage in social interaction, a rich spectrum of
possibilities arises: under some conditions, they act together
as one single entity, in other conditions they may act as
independent individuals. There is an interplay between intrinsic,
cognitively driven coordination and coordination driven by the
environment. The intrinsic coordination between the actions of
interacting agents is a candidate for a measure of individuality
or autonomy with respect to other agents (Bertschinger et al.,
2008). In a cooperative task, when two agents use independent
controllers under information processing constraints, they arrive
at intrinsic coordination in order to overcome limitations of their
environment (Harder et al., 2010).

Interpersonal synergies are higher-order control systems
formed by coupling movement of two (or more) actors. Many
different approaches have been utilized for the characterization
of social couplings, such as autocorrelation, cross-correlation
(Box and Jenkins, 1970), transfer entropy (Barnett et al., 2009),
Granger causality (Granger, 1969), and their potential has been
demonstrated in many applications (e.g., Valdes-Sosa et al., 2005;
Arnold et al., 2007; Ryali et al., 2011). Interactive alignment
was used to investigate interpersonal synergies in conversational
dialog (Fusaroli et al., 2014; Fusaroli and Tylén, 2015). A key
challenge is to design a suitable procedure that allows synchrony
and turn-taking to spontaneously take place. Traditional
interactive paradigms mainly consist of non-contingent social
stimuli that do not allow true social interaction (Redcay et al.,
2010). However, apparent interpersonal coordination could be

merely incidental rather than reflecting true coordination—
people may appear to coordinate their movements because
they simultaneously execute similar motor programs, mediated
by shared motor representations (Garrod and Pickering, 2004,
2009; Sebanz et al., 2006). In this study we addressed that
by designing a performance oriented closed-loop interaction
paradigm, which requires tightly-coupled motor coordination. A
study, based on the perceptual crossing paradigm, investigates
the direction of influence using discretized turn-taking events
(Kojima et al., 2017).

Dynamical processes modeling the stable modes of intentional
inter-limb coordination within (Haken et al., 1985) and between
(Schmidt et al., 1998) individuals, can be represented by
coupled oscillators. One of the main principled treatments
of mutual synchronization in a network of oscillators was
proposed by Kuramoto (1984) and is related to work of Bottani
(1996), Pikovsky et al. (2001), Strogatz (2003), and Winfree
(1967, 1980). Kuramoto (1984) developed a tractable mean-
field model of coupled biological oscillators (Winfree, 1967),
such as groups of chorusing crickets (Walker, 1969), flashing
fireflies (Buck, 1988), or cardiac pacemaker cells (Peskin, 1975),
which exhibits a spontaneous transition from incoherence to
collective synchronization as the coupling strength is increased
past a certain threshold. However, the original model relates to
sinusoidal all-to-all couplings, which are not typical for biological
systems. Strogatz (2003) introduced a not pure sinusoidal
generalization, which also enables the addition of noise by a
flux term. In the case of identical oscillators, perfect synchrony
extends to time-delayed interactions, and when the oscillators
are completely disorganized, different synchronized states can
coexist with a stable incoherent state (Adlakha et al., 2012).
Hanson’s model of firefly entrainment, captured by an extension
of the Haken-Kelso-Bunz equation (Kelso et al., 1990), specifies
the eigenfrequency difference or frequency detuning between two
rhythmic units. It reveals that human interpersonal rhythmic
coordination is subject to the same dynamical laws as seen
elsewhere in nature. Entrainment of unpredictable and chaotic
systems was studied more recently by Dotov and Froese (2018).

New approaches from social neuroscience use imaging
techniques, such as FMRI, fNIRS, and M/EEG, to study brain
mechanisms in social interactions. One promising approach is
hyperscanning, in which the brain dynamics of multiple subjects
are studied simultaneously (Czeszumski et al., 2020). With
EEG-hyperscanning, Sänger et al. (2012) found increased phase
locking and phase coherence connection strengths in phases
characterized by high demands on (musical) action coordination.
Furthermore, oscillatory couplings between musicians’ brains
enabled the inference of leader-follower roles (Sänger et al.,
2013). Similar observations were made by Dumas et al. (2010)
in an imitation task, i.e., neuronal synchronization becomes
asymmetric when one person is a leader and the other imitator.
Konvalinka et al. (2014) demonstrated that multivariate decoding
of inter-brain activity in an interactive task can identify the
spontaneous emergence of leader-follower relationships within
a dyad. Stephens and Galloway (2017) applied a quantitative
information-theoretic approach for modeling the information
exchange in healthcare teams in interactive navigation by
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transforming EEG-data into a stream of Shannon-entropy units
characterizing team members’ relationships.

Studies focusing on hyperscanning analysis of information
flows between human brains require estimating the causal links
between brains. Such causal links are established typically using
Granger Causality or its frequency domain equivalent Partial
Directed Coherence (PDC) (e.g., Astolfi et al., 2011, 2012).
Previous results reveal stronger causal links during increased
cooperative behavior and altruistic behaviors in decision-making
tasks (Fallani et al., 2010; Ciaramidaro et al., 2018). Schippers
et al. (2010) studied causal links in gesture communication using
fMRI and Pan et al. (2017) using fNIRS between brains of
cooperating lovers. Yun et al. (2012) investigated a paradigm
for identifying the behavioral and the neural correlates of
implicit cooperative social interaction. Leong et al. (2017)
demonstrated that adults and infants show significant mutual
neural coupling during social interactions. Liu et al. (2016)
proposed a novel method for studying social cognition in the
cooperative and obstructive game of Jenga. Naeem et al. (2012)
explored mutual information on EEG data in social interaction
tasks. Lobier et al. (2013) found that Phase Transfer Entropy
detects the strength and direction of connectivity in the presence
of noise characteristic for EEG data. The growing variety of
hyperscanning analysis techniques suggest their exploratory
nature and often the advantages and disadvantages of a specific
method are not obvious. A key open research question relates
to the neural substrates enabling the information flow between
brains. In this respect it is crucial to emphasize the difference
between information flow and synchronized neural activity
between brains due to identical sensory input.

Despite such significant insights into the neuronal
mechanisms of social interactions and social roles, Liu et al.
(2018) pointed out that their behavioral correlates are still
largely unclear and further research is needed to decompose
the complicated mental constituent into basic psychological
processes. The reciprocal influence in social interactions
represents a major challenge with regard to the design of
experiments. This is a starting point for the present study,
which introduces a behavioral approach to quantify and
investigate reciprocal influences and social roles. In a two-person
cooperative tapping behavioral study using transfer entropy
Takamizawa and Kawasaki (2019) identified leader/follower
relationships which were consistent with subjective experiences.

2. MEASURES OF CAUSAL RELATIONSHIP

Various measures of causal relationship exist, the main groups
being model-based [e.g., Granger causality (Granger, 1969)
or dynamic causal modeling (Friston et al., 2003)] or non-
parametric methods [e.g., transfer entropy (Schreiber, 2000)
or directed information (Massey, 1990)]. Granger causality is
particularly useful when the interaction between the agents can
be approximated well linearly and data has relatively low levels of
noise (Nalatore et al., 2007).

Shannon mutual information, in conjunction with signal
independent component analysis provides new aspects of

brain-to-brain coupling in dyadic social interactions (Naeem
et al., 2012), and reveals how the dynamic interaction unfold,
determined by its specific properties. In the context of
information theory, the key measure of information of a
random variable is its Shannon entropy (Shannon, 1948). The
entropy quantifies the reduction of uncertainty obtained when
one actually measures the value of the variable. Therefore,
if prediction enhancement can be associated to uncertainty
reduction, it is expected that a causality measure would be
naturally expressible in terms of information-theoretic concepts.
Attempts to obtain model-free measures of the relationship
between two random variables based on mutual information
(MI) do not rely on any specific model of the data. However,
MI says little about causal relationships, because of its lack of
directional and dynamical information. Since MI is symmetric
under the exchange of signals, it cannot distinguish driver
and response systems, and furthermore, standard MI only
captures the amount of information shared by two signals. In
contrast, a causal dependence is related to the information being
exchanged, rather than shared. The principle of maximum causal
entropy provides causal analysis of the behavior of interacting
systems, reflecting the causal dependencies between the processes
(Ziebart, 2013; Ziebart et al., 2013). Building upon Massey’s
directed information (Massey, 1990) it extends random field
models to settings with feedback, by providing a framework for
estimating an unknown process based on its interactions with a
known process.

Another information-theoretic framework, called transfer
entropy, was proposed by Schreiber (2000) as a rigorous
derivation of a Wiener causal measure. Assuming that two time
series of interest X = xt and Y = yt can be approximated by
Markov processes, transfer entropy computes the deviation from
the following generalized Markov condition

p(yt+1|y
n
t , x

m
t ) = p(yt+1|y

n
t ), (1)

where xmt = (xt , ..., xt−m+1), y
n
t = (yt , ..., yt−n+1), and m

and n are the orders (memory) of the Markov processes
X and Y , respectively. Using the expected Kullback-Leibler
divergence between the two probability distributions at each side
of Equation 1, defines transfer entropy from X to Y as
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∑
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n
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m
t ) log

p(yt+1|y
n
t , x

m
t )

p(yt+1|y
n
t )

. (2)

Transfer entropy naturally incorporates directional and
dynamical information, because it is inherently asymmetric and
based on transition probabilities. Earlier efforts to understand
causal relationships mostly relied on model-based approaches,
such as Granger causality or dynamic causal modeling. In
contrast, transfer entropy (TE) does not require a model
of the interaction and is inherently non-linear. Thus, the
sensitivity of transfer entropy to all order correlations becomes
an advantage for exploratory analyses over Granger causality
or other model-based approaches. This is particularly relevant
when the detection of unknown non-linear interactions is
required. Transfer entropy has seen a dramatic surge of interest
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in neuroscience recently, where it is used to estimate the
information transfer between two tightly coupled processes. It
requires the observation of multiple realizations of the processes,
in order to estimate the associated probability density functions,
provided stationarity assumptions. In this study, we investigated
the applicability of TE as a measure characterizing causal
dependence based on behavioral data in a simple collaborative
motor task and demonstrated the relation of TE to standard
performance metrics.

3. THE STUDY

The current study builds on the tetherball paradigm introduced
in Hwang et al. (2018), and is implemented on a tablet computer
(see Figure 1). With rhythmic finger movements, a pair of
participants had to tilt the tablet in order to rotate a ball
along a predefined circular target trajectory (experiment A).
One measure of joint task performance in this scenario is the
average target tracking precision, i.e., the spatial error between
the ball and the target trajectory. Since Hwang et al. (2018)
reported for the circular task that the error reaches a plateau
after a few trials, we applied an alternative task in experiment
B, where the participants had to track a rotating ellipse instead.
In each condition, we evaluated the tracking accuracy as
a measure of task performance as well as the information
flow (i.e., transfer entropy) as a measure of mutual influence
between the two participants based on their actions. Participants
were also asked to report on their subjective experience of
interpersonal coordination. Our aim was to gain an initial insight
into the utility of information-theoretic functionals, such as
transfer entropy and its variants, for the characterization of
social couplings based on behavioral data. We investigated the
following research questions:

• (RQ1) What is the relation between measured interpersonal
coordination and achieved task performance?

• (RQ2) Is there a correlation between objective and subjective
measures of interpersonal coordination?

• (RQ3) Can transfer entropy provide insights into specific
behavioral patterns and identify distinct roles within a dyad?

4. MATERIALS AND METHODS

4.1. Participants
We collected data from 76 participants (provided in the
Supplementary Material) and reanalyzed data of the 72
participants from the study of Hwang et al. (2018). In total, the
data from 46 females and 102 males were analyzed (mean age:
25.7 years, SD: 4.6 years). All participants reported to healthy,
and none of them had overt psychic or cognitive impairments.
They were tested for normal eyesight with the Landolt rings chart
(Jochen Meyer-Hilberg) and for normal hearing abilities with
the HTTS audio test (SAX GmbH). All participants gave their
written informed consent to the study. The study protocol and all
documents had been independently reviewed and pre-approved
by the Ethics Committee of the Leibniz University Hannover.

FIGURE 1 | Experimental apparatus. Two participants moved a virtual ball on

a circular or elliptic target line. A universal joint underneath the tablet limited

the motion space to motions around the longitudinal and the transversal axes.

Each participant controlled one tablet axis with upward and downward

movements of his index finger tip. Therefore, the task required the coordination

of the individual actions.

4.2. Experimental Apparatus
The participants sat in front of the experimental apparatus, which
is shown in Figure 1. With their dominant hand, they grabbed
an adjustable handle and inserted the tip of their index finger
into a lever, which was attached to a tablet (iPad Air, Apple
Inc.). A universal joint underneath the tablet allowed to move the
tablet around its transversal and longitudinal axes as indicated
by the dashed lines in Figure 1. Rotations along the vertical
axis were not possible. With upward and downward movements
of the index finger, each participant controlled one dimension;
i.e., participant A on seat A controlled the transversal axis and
participant B on seat B controlled the longitudinal axis. The
screen (1,024 * 768 pixel, 60 Hz) displayed a target line and a
virtual ball. The target line had a width of 0.29 cm and had either
the shape of a circle (diameter: 8.95 cm, experiment A) or the
shape of an ellipse (axes length: 10.94 and 8.47 cm, experiment
B). The ellipse rotated with 2.5 revolutions per minute. The ball
is illustrated as gray dot in Figure 1. It had a diameter of 0.58
cm and was connected by an invisible elastic spring to an anchor
at the center of the screen. The spring force was just strong
enough to pull the ball to the anchor, when the tablet was in a
horizontal position.

4.3. Paradigm
By tilting the tablet, the participants could move the ball
around the central anchor. The instruction was to move the ball
clockwise and as accurately as possible on the target line. This
was only possible if both players contributed to the task and
tilted the tablet around both axes in a certain pattern and with
a certain amplitude of frequency. Since both players sat in an
angle of 90◦ to each other, optimal performance was achieved by
synchronizing finger movements with a 90◦ phase-difference [see
Video 1 in the Supplementary Material of the earlier publication
(Hwang et al., 2018)].

Two participants of the same gender performed as dyad.
Twenty-eight female and 22 male dyads performed the task with
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a circle as target line (experiment A) and 24 dyads performed
the task with an ellipse as target line (experiment B). Data
from 36 dyads from experiment A had been published before
in Hwang et al. (2018). These authors focused on a different
topic compared to the present study by investigating the impact
of different types of auditory feedback on joint performance
in the tablet task. Thereto, they compared the performance
between four groups, which played under different perceptual
conditions. One group received purely visual information and
three groups visual plus auditory information. The auditory
information either provided knowledge of performance by
transforming the angular velocity measured by the tablet’s
gyroscopes into sound (broom sweeping sound) or knowledge
of results by transforming the two-dimensional ball position on
the screen sound (synthesized violin, details of the parameter-
sound-transformation are described in Hwang et al., 2018). Yet
unpublished data from further 14 dyads with a different tilt
sound (synthesized violin) but similar performance compared
to the participants from Hwang et al. (2018) were also included
in the analyses. We believe that reanalyzing these data sets is
reasonable considering the different study goals and types of
analyses: Whereas Hwang et al. (2018) focused on comparisons
between groups, the present study focused on the intra-dyadic
coupling between two players and leader-follower relationships.
An influence of sound condition on leader-follower-relationships
was not expected, because both players of one dyad had the
same perceptual condition. Thus, we combined the data of all
groups for the analyses of the present study. Nevertheless, we
analyzed whether sound condition influences social coupling by
comparing the transfer entropy measures between groups. The
participants from experiment B were not provided with artificial
auditory information. This paradigm was specifically designed to
investigate leader-follower relationships, for which we explored
transfer entropy as an objective measure of causal dependence.
This could serve as an initial step toward the characterization of
more general social sensorimotor contingencies.

4.4. Procedure
The participants familiarized with the experimental apparatus in
a 2-min practice phase. During that, each participant controlled
his own ball and tried to track a target zone (diameter 0.58
cm), which moved randomly along the longitudinal axis for
participant A and along the transversal axis for participant B.
The main task was divided up into 1-min trials. Because the
task was attentionally demanding, a 2-min break was introduced
after every five trials. During that break, the participants were
allowed to talk with each other, but instructed not to talk about
the experiment. The participants from experiment A performed
fifteen trials. In experiment B, the participants performed thirty
trials. In the latter group, the participants exchanged their seats
after every five trials; i.e., each participant performed fifteen trials
in seat A and fifteen trials in seat B. This procedure was chosen,
because the 90◦ angles of the seating positions and the resulting
90◦ phase-difference of the player’s actions might influence the
leader-follower relationship: The ball first passes player A, then
player B; therefore, player A might take the leadership role more
likely as player B. By exchanging seating positions, we could

analyze leader follower relationships independently from this
effect. To assess subjective experiences, the participants were
interviewed at the end of the experiment using standardized
questions. In an open question, the participants were asked to
describe who they felt was leading the interaction, if any at all.
Furthermore, participants had to rate on a 7-point Likert scale
howmuch they felt they helped their partner (Q1) and howmuch
they felt their partners helped them (Q2).

4.5. Dependent Measures
The tablet recorded the path of the ball (from the visual
display) and the angular velocity (from the built-in gyroscope
sensor) at the sampling rate of 60 Hz. We measured task-
related performance based on the absolute error between the
target trajectory and the actual ball trajectory. Furthermore, we
computed the transfer entropy between the two players’ actions
per trial, using the Kraskov-Stogbauer-Grassberger transfer
entropy estimator (Kraskov et al., 2004) from the JIDT toolkit
(Lizier, 2014), based on the raw tablet gyroscope time series for
the transversal and longitudinal axes, which correspond to the
finger movements of players A and B, respectively. We computed
the transfer entropy and themean levels of the absolute error over
each 1-min trial while discarding the initial 8.3 s (500 samples at
60 Hz) in every trial for initialization reasons.

4.6. Data Reduction
In order to relate the user ratings of perceived collaboration
to the objective levels of transfer entropy we had to perform
specific conversion on the subjective data. We transcribed
the informal verbal answers from both players with discrete
numerical representations {1, 0,−1}, meaning, respectively {I was
leader, there was no leader at all, partner was leader}. Using this
numerical representation, we subtracted the values in order to
compute the difference in the opinions and took the sign of the
result. Furthermore, for the closed questions, we calculated the
difference between the ratings of the partners and took the sign
of the result.

5. RESULTS

In order to validate the transfer entropy measure for this
particular data set, we performed surrogate data testing with
1,000 random pairings for each TE value in each trial. The
results of the surrogate data testing are shown in Figure 2. Using
Wilcoxon tests on the surrogate data, we compared the outcome
of each trial against the constant 0.05, which corresponds to the
conventional significance level. The TE values were significant in
all trials of experiment A (Figure 2A) (at least p <0.05) and in
most trials of experiment B (Figure 2B, p >0.05 in trials 1, 4, 6,
and 28, at least p <0.05 in all other trials; results were Bonferroni-
Holm-corrected). Transfer entropy estimates typically stabilized
at 1,000 samples, with some variability across trials and subjects.
However, such trends depend on sampling rates and on the
performance of subjects. For our analysis, we computed TE on
a trial base, i.e., ca. 3,000 data points.
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FIGURE 2 | Box and whisker plots illustrating the probability that the transfer entropy measures are random. Data of experiment A (circular target) are shown in (A),

data of experiment B in (B). (A) Circular. (B) Elliptical.

FIGURE 3 | Mean total transfer entropy levels (TE(A → B)+ TE(B → A)) per trial averaged over all 50 pairs in Experiment A, revealing the learning effect and the

statistical significant differences of the transfer entropy means between trials one to five in blue and the trials in red (in separate subplots). The differences were not

significant for the rest of the trials. (A) Trial 1 vs. rest. (B) Trial 2 vs. rest. (C) Trial 3 vs. rest. (D) Trial 4 vs. rest. (E) Trial 5 vs. rest.

FIGURE 4 | Mean total transfer entropy levels (TE(A → B)+ TE(B → A)) per

trial averaged over all 24 pairs in Experiment B, revealing the learning effect.

5.1. Learning Effect
The trend in mean total transfer entropy levels averaged
over all pairs, reveals a pronounced learning effect during

both experiments (see Figures 3, 4). Accordingly, trials were
significantly different (experiment A: F(14, 630) = 38.81, p <

0.001; Experiment B: F(29, 667) = 5, 09, p < 0.001). With
the circular target, the trend is more consistent and with lower
variance than with the elliptic target, presumably due to repeated
seat exchanges in the latter. Figure 3 reveals the statistical
significant differences of transfer entropy means between trials
one to five in blue and the trials in red in Experiment A,
computed with Tukey-Kramer (HSD) multiple comparison test.
The differences were not significant for the rest of the trials. These
figures suggest that Experiment A and Experiment B, although
slightly different by design, are TE-invariant and reach plateau at
∼0.25 bits.

Neither in Experiment A nor in Experiment B, seat position
had a significant effect on the size of transfer entropy. Within
experiment A, there was a significant difference between groups
with different auditory conditions [F(4, 45) = 2.85, p = 0.035]:
On average, transfer-entropy was higher for the participants that
heard a broom sweeping sound (0.24, SD: 0.07 bits) compared to
participants that heard a synthesized violin sound of the tablet tilt
velocity (0.16, SD: 0.05 bits, p = 0.024).
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5.2. Social Roles and TE Relevance
In order to get further insight into the interpersonal dynamics
of the emerging social interaction, we computed the differences
in transfer entropy (TE(A → B) − TE(B → A) and TE(B →

A)−TE(A → B)) between both players for each 1 min trial while
taking into consideration the actual seating. The distribution of
results on a trial level for all pairs from Experiment A suggests
potential leader-follower roles for particular pairs despite the
high variability (e.g., pairs 3, 4, 6, 9, 15, 16, 23, 24, 26, 27,
38, 40, 49) (see Figure 5). Predominantly positive values reflect
consistently higher information transfer from player A to player
B and vice versa, negative levels—from player B to player A,
which provides a base for making specific inferences about
leader-follower relationships spontaneously emerging during the
non-verbal social interaction.

In order to compensate for the alternating seating
arrangements in experiment B, we split the results into
two subsets per pair (shown in blue and cyan in Figure 6),
corresponding to the consistent seating of both players during
the experiment. Blue color denotes trials in which player A sat in
seat A and cyan in which player A sat in seat B. The figure reveals
how repetitive seat exchanges affect the coordination trends. For
example, for pair 9, the results show that player A transfers more
entropy than player B regardless of the seat, reflected by positive
and negative transfer entropy differences in the two different
seating arrangements, which suggests consistent roles for this
pair throughout the experiment. Similar trends are visible also
for pairs 8, 10, 18, and 24, suggesting that their social roles were
not affected by the particular seating. Identifying such coherent
patterns of social behavior was one of the main goals of this study
and in the next paragraph we demonstrate how these objective
measures correspond to the subjective levels of interpersonal
coordination measured by user experience questionnaires.

The participants rated both the support for (Q1) and from
their partners (Q2) as high [Experiment A: medians = 6,
interquartile ranges (IQRs) = 1; experiment B: medians = 5, IQR
= 1 (Q1) and 2 (Q2)]. Furthermore, 18 percent (Experiment
A) and 19 percent (Experiment B) of the participants answered
that they were the leader, while 9 percent (Experiment A) and
17 percent (Experiment B) saw their partner as leader. Neither
in Experiment A nor in Experiment B did these variables differ
significantly between both players. There was no significant
correlation between the open ended questions and Q1 or Q2
in either of the experiments. However, we found a significant
correlation (Rho = 0.42, p <0.00002, 95% CI [0.24, 0.57]) between
Q1 and Q2 in Experiment A. Since in both studies subjective user
experience was collected via questionnaires only at the end of the
experiment, we were not able to correlate the user ratings with
transfer entropy levels on a trial base. Instead, we took the last
third of the trials for each pair and considered the reduced subsets
representative for the subjective ratings provided at the end. This
assumption essentially takes into account both the learning and
the memory effect. Furthermore, since the main goal of this study
was to identify specific leader-follower relationships based on the
direction of influence between the two players and not on the
exact values, which are only important for providing the order
of magnitude, we took the sign functions of both the transfer

entropy differences and the user ratings differences. Following
this approach, we computed the Pearson correlation between the
transfer entropy differences of the last third of the trials and the
user experience differences using their sign functions and found a
significant correlation (Rho = 0.34, p <0.02, 95% CI [0.07, 0.57])
for the open ended question in experiment A (see Figure 7A).
Furthermore, we found a significant correlation (Rho = −0.44,
p <0.04, 95% CI [−0.7, −0.04]) for Q2 in experiment B (see
Figure 7B). The negative correlation resonates well with the
content of Q2, as Q1 and Q2 have opposite meanings in inferring
a potential leadership. Here, we assume that stronger sense of
leadership is associated with higher ratings of one own’s influence
(or help) and lower ratings of the other’s influence (or help).

5.3. Leader-Follower vs. Performance
Trends
To analyze the relationship between achieved task performance
and objective as well as subjective measures of coordination,
we first performed Bayesian linear regression analyses. Values
deviating more than two standard deviations from the group
mean were excluded from the analyses. As task performance is
represented by the mean error, it was chosen as criterion variable.
Predictors were TE(A → B), TE(B → A) and the subjective
data from the questionnaires. In experiment A, the Bayes factor
(BF10 = 20.50, percentage error < 0.001) was largest for a
model including TE(A → B) as predictor [R2 = 0.20, F(1, 45) =
11.20, p = 0.002]; i.e., the data were 20.5 times more likely under
thismodel than under the null model. In experiment B, the largest
Bays factor was achieved for a model with the predictors TE(A →

B) and the coded answer from participant A to the open question
[BF10 = 3.83, percentage error < 0.01;R2 = 3.83, F(2, 21) =

4.99, p = 0.017]. Figure 8 shows alternative models sorted by
their Bayes factor. The analyses of both experiments suggest that
among the tested variables measures from participant A are the
most important predictors for the joint performance—despite the
seat exchange in experiment B.

Another interesting observation is the relation between the
transfer entropy differences and the normalized mean absolute
error, which is shown in Figure 9A for experiment A and
in Figure 9B for experiment B. In both studies, the point
densities have a characteristic bell-shaped form, reflecting that
low performance is associated with low levels of transfer entropy
differences. This suggests that in cases of (i) low TE(A → B)
and low TE(B → A) or (ii) quasi equal transfer entropies
(TE(A → B) − TE(B → A) ≈ 0), performance can be high
or low alike, however, for more significant and disparate levels of
transfer entropies performance is typically higher. This provides
an interesting insight into the social aspect of the experimental
paradigm, i.e., more pronounced behavioral roles of leader-
follower eventually lead to higher performance, although such
behavior is not necessary, as high performance could be achieved
even with less-structured or more-balanced behavior from both
partners. The results also suggest that the achieved performance
per level of coordination was higher for the circular than for the
elliptical target, revealed by lower absolute error yielded at similar
levels of interpersonal coordination. This confirms, as expected,
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FIGURE 5 | Distribution of transfer entropy differences (TE(A → B)− TE(B → A)) computed on each 1 min trial for all pairs in experiment A (circular target). Consistent

positive levels reveal higher information transfer from player A to player B and vice versa, negative levels—from player B to player A, which suggests specific social

dynamics (e.g., pairs 3, 4, 6, 9, 15, 16, 23, 24, 26, 27, 38, 40, 49). Data for pairs from 1 to 36 is from an earlier study (Hwang et al., 2018).

FIGURE 6 | Distribution of transfer entropy differences (TE(A → B)− TE(B → A) and TE(B → A)− TE(A → B)) on a trial level for all pairs in experiment B (elliptical

target). The results are split into two subsets per pair (blue/cyan), corresponding to consistent seating of players over different trials. Pairs 8, 9, 10, 18, and 24 exhibit

opposite trends in the two seating arrangements, suggesting that their social roles were not affected by the particular seating.

that the more difficult elliptic task requires higher degree of social
coordination between participants.

6. DISCUSSION

This study investigated the social dynamics of interpersonal
coordination in two proximal collaborative experiments. In the
tetherball paradigm, participant pairs were asked to tilt the
tablet together for the task. We compared the mean levels
of the error, transfer entropy and subjective ratings in our
analysis. We hypothesized that stable rhythmic patterns of
coordination would emerge in the course of interaction, which
would be measurable with information-theoretic functionals.
Our aim was to quantitatively identify and explain observed
trends in the social aspect of interpersonal interaction. To
test these predictions, we analyzed two types of studies,
which examined the movement patterns of pairs of individuals
performing a collaborative circular and elliptic motion jointly

through the coordination of their movements. In both studies,
the participants were only instructed to maximize their task
performance, without explicitly guiding them to focus on
their interpersonal entrainment and coordination. The topic
of coordination was raised only in the user experience
questionnaire, filled in after the experiment was completed.
This ensured that the social dynamics, observed during the
experiment, emerged spontaneously and not by instruction.
The results presented in Figures 8, 9, provide the answer to
RQ1, which is invariant for both studies. Correlations, provided
in Figure 7 reflect RQ2, although the significance is rather
sporadic and not across the board. Figures 5, 6 provide evidence
supporting a positive answer to RQ3 in respect to both studies.
The transfer entropy measure clearly emphasizes the learning
effect, although the trend is not continuously monotonic.
However, considering the fact that the relationship between task
performance and interpersonal coordination (as measured by
transfer entropy) is not monotonic, such a trend is plausible.
The results show that tightly coupled interaction leading to
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FIGURE 7 | Significant Pearson correlation between the sign functions of the transfer entropy difference and user experience difference for the open ended question

in experiment A (circular target, A) (Rho = 0.34, p <0.02) and for Q2 in experiment B (elliptical target, B) (Rho = −0.44, p <0.04). To avoid overlapping points and

improve visibility, the values (−1, 0, 1) of the sign functions are perturbed with white noise.

FIGURE 8 | Bayesian linear regression analyses with performance error as criterion variable and TE(A → B), TE(B → A) and subjective measures (open question, Q1

and Q2) from participants A and B as predictor variables. The Bayes factor BF10 describes how likely the data occur under a regression model with the highlighted

predictors of one row; the inclusion Bayes factor (BFinclusion) describes how likely the data occur under models that include the respective predictor. (A) Circular. (B)

Elliptical.

higher coordination levels improve task performance, however
it is not indispensable. Different, e.g., loosely coupled, social
behavior might achieve a good performance as well. The effect
of exchanging seats in the elliptic study introduced higher
variability in the transfer entropy measure, although the main
trends remained consistent.

In summary, the results of both experiments were consistent
regarding the validation of TE as objective measure for
interpersonal coordination in this task, as well as the significant
correlations between TE and joint task performance, and with
respect to the identification of leader-follower roles on a
descriptive level. Similarly to Takamizawa and Kawasaki (2019),
we hypothesized that TE from leader- to follower-like behavior
was large and vice versa, from follower to leader—small. When
the TE in both directions was on the same level—equally high

or equally low—we hypothesized that there was no pronounced
leader-follower relationship according to our measure. Different
were the correlations between subjective and objective measures.
Despite these differences, the results of both studies suggest that
TE might be a useful tool for studying factors for subjective
experiences in social interactions.

The seat exchange provided one important insight in this
study, namely the seat-invariance of social roles within certain
dyads, since regardless of the seat the flow of entropy kept the
direction from one player to the other (Figure 9). Furthermore,
the results of the Bayesian linear regression analyses (Figure 8),
which allow to compare the predictive value of TE(A → B)
and TE(B → A) on the joint task performance, indicate
that social roles also depend on the first seating arrangement
and preserve when the participants change their seats. This
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FIGURE 9 | Performance (normalized mean absolute error) vs. transfer entropy differences per trial for all pairs from experiment A (A, circular target) and from

experiment B (B, elliptical target). In both studies, the point densities have a characteristic bell shape, highlighting particular trade-offs.

suggests the potential of the applied measure to infer simple
social relationships based solely on behavioral data recorded
in a smooth rhythmic repetitive interaction. It is well-known
that information-theoretic functionals, such as transfer entropy,
require large amounts of data in order to provide reliable
estimates. Since trials were considerably short, the analysis seem
to have been enhanced by the simplicity of interaction.

On the other hand, the simplicity of the experimental
paradigm seems to have raised challenges in the subjective
evaluation, particularly when addressing the sense of
collaboration and interpersonal coordination. We used an
explicit open-ended question for establishing the potential
leadership within the pairs, as well as a few more subtle indirect
questions rated on a Likert scale. The subjective data did not
provide consistent trends, which suggests how difficult it was to
subjectively evaluate one’s own performance in the social aspect
of such collaborative interaction. Another issue complicating
the subjective data analysis was the fact that questions were
answered only once at the end of the experiment and therefore
the ratings did not usually apply for all trials (particularly not
for the earlier ones). That may have been one potential reason
for the participants’ confusion in the evaluation, as it was left up
to them to decide how to rate the whole experiment (including
earlier and later trials alike), providing the otherwise complicated
nature of this judgement. In order to make sense of the ratings,
we applied a simple (non-distorting) linear transformations on
the subjective data which kept the major trends, and correlated
the results to the corresponding major trends in the objective
measure of coordination (i.e., transfer entropy).

The results of this study suggest the potential of model-
free measures of information transfer, such as the transfer
entropy, for the analysis of the social aspects of highly interactive
collaborative studies, particularly involving simplistic rhythmic

controls. Other methods, such as lagged cross-correlation or
Granger causality (Granger, 1969), require stationarity and
normality assumptions or pre-defined models. Transfer entropy
has seen a dramatic surge of interest in neuroscience recently
(Wibral et al., 2014), where it is used to estimate the information
transfer between two tightly coupled processes. We extend its
field of application to less tightly coupled stochastic processes,
which form a closed loop with hundreds of milliseconds of lag
and involve the full human sensorimotor and decision making
hierarchy of control.

The task required the participants to anticipate the combined
effect of their joint actions. This might enhance participants’
understanding of their own and their partner’s actions as well as
joint actions, which positively affects interpersonal coordination.
In addition, previously published literature (Schmidt and
Richardson, 2008; Keller et al., 2014; Lang et al., 2016; Loehr
and Vesper, 2016) highlights the significance of rhythmical
movement components in interpersonal coordination.
Additionally, there is evidence that the rhythmic component
during interpersonal coordination reduces practice effort and
errors (Lang et al., 2016; Loehr and Vesper, 2016).

Overall, the results supported the hypothesis that this type of
collaborative interaction intrinsically motivates the emergence of
interpersonal rhythmic coordination, which could be objectively
characterized with information-theoretic tools. Our analysis
provides quantitative evidence for the emergence of leader-
follower relationships, guided by the general principle of
perceptual–motor coordination, and is an initial step toward
defining more general social sensorimotor contingencies. This
evidence was consistent across the experiments and was not
diminished by task difficulty levels or seating arrangements of
the participants. Similar leader-follower relationships have been
identified in other studies (Konvalinka et al., 2014; Takamizawa
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and Kawasaki, 2019) using different social interaction tasks
and/or different analytical methods. Takamizawa and Kawasaki
(2019) apply transfer entropy on behavioral data as well, however
their study is based on a discrete tapping task, while our
study explores a highly interactive continuous paradigm. Our
analysis suggests that although subjects tend to steadily improve
their coordination skills over time and produce tightly coupled
rhythmic control signals, they do not necessarily apply such
techniques in order to improve performance.

Finally, the current study has important implications
for future research on the social psychological aspects of
interpersonal coordination as it reveals the potential of
non-parametric information-theoretic methods for quantifying
behavioral trends in joint cognitive systems, which are typically
identified qualitatively by human observers. The tetherball
paradigm provided an easy to learn natural test environment
and a basis for examining the interpersonal processes involved
in mutual entrainment.

7. CONCLUSION

The characterization of causal dependence can be approached
with a variety of methods, and depending on the experimental
paradigm in some scenarios certain methods might be
more appropriate than others. In this study, we applied
the information-theoretic measure of transfer entropy for
quantifying the emergent social sensorimotor contingencies
in the scope of two studies. While the results look promising,
further work is required to explore the range of applicability
of this approach for measuring interpersonal coordination in a
variety of diverse tasks. Future studies need to address carefully
the subjective aspect in the design process. It might be interesting
to investigate paradigms in which task performance is inherently
correlated with interpersonal coordination. An important aspect
for future research is how motor learning and the emergence of
interpersonal coordination are related to each other and how
that can be expressed with objectives metrics. These aspects
are closely related to the perception of kinematics—human
control movements or reference object’s movements (e.g., a

table). Having an objective tool for inferring the level of causal
dependence from behavioral data could improve current studies
and could facilitate the identification of socializing sensorimotor
contingencies in future research.
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Sensorimotor communication is a form of communication instantiated through
body movements that are guided by both instrumental, goal-directed intentions
and communicative, social intentions. Depending on the social interaction context,
sensorimotor communication can serve different functions. This article aims to
disentangle three of these functions: (a) an informing function of body movements,
to highlight action intentions for an observer; (b) a coordinating function of body
movements, to facilitate real-time action prediction in joint action; and (c) a performing
function of body movements, to elicit emotional or aesthetic experiences in an audience.
We provide examples of research addressing these different functions as well as
some influencing factors, relating to individual differences, task characteristics, and
situational demands. The article concludes by discussing the benefits of a closer dialog
between separate lines of research on sensorimotor communication across different
social contexts.

Keywords: sensorimotor communication, joint action, nonverbal communication, action prediction, dance, music,
sport, aesthetics

INTRODUCTION

Humans have an intrinsic ability to interact socially with others. From an early age, and before
cultivating the language faculty, humans are able to understand others and to be understood by
others through pre- and nonverbal cues, such as pointing gestures and gaze direction (Tomasello,
2019). Later in life, this ability becomes particularly relevant in social contexts where the
environment prevents verbal exchange (e.g., due to background noise) or where linguistic forms
of communication are not appropriate (e.g., in sport and performing art contexts). In such cases,
individuals express meaning through their actions and body movements. Nonverbal forms of
communication are pertinent in human cultures worldwide (Matsumoto, 2006) and occur in
various contexts, from complementing or replacing verbal communication in everyday interactions
(Vesper and Richardson, 2014; Peeters et al., 2015; Vesper et al., 2017b; Pezzulo et al., 2019)
to supporting complex interpersonal interactions and producing art through dance and music
(Sevdalis and Keller, 2011a, 2014; D’Ausilio et al., 2015; MacRitchie et al., 2017; Bishop et al., 2019).

In the past decades, considerable attention has been placed on understanding the foundations
of cognitive and social processes within human actions and embodied interactions (Gallese, 2007).
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Within an embodied cognition framework, bodily movements
and sensorimotor experiences are considered pivotal in shaping
cognitive functions such as learning, memory, and perception
(Wilson, 2002; Barsalou, 2008). One consequence of the
embodied nature of cognition is that individuals employ
their sensorimotor skills when observing the actions of other
individuals (Blakemore and Frith, 2005; Wilson and Knoblich,
2005; Grafton, 2009; Schubert and Semin, 2009). This action
simulation or motor resonance is regarded as a fundamental
mechanism for social cognition, bridging the gap between
self and other (Prinz, 1990; Jeannerod, 2006; Vesper et al.,
2010; Herwig et al., 2013). Specifically, the direct matching
between action and perception can act as a foundation for the
coupling of individual minds and the emergence of sensorimotor
communication between them.

In contrast to many predominantly communicative actions
such as gesturing while speaking, sensorimotor communication
is instantiated through actions that are guided by both
communicative, social intentions and by instrumental,
goal-directed intentions. To illustrate how this double nature
of sensorimotor communication can serve different functions,
consider the following example: While continuously playing her
musical instrument and producing a desired complex sound
pattern (an instrumental action goal), an ensemble musician
can inform another performer about her intention to enter a
specific musical passage by exaggerating the movement of her
upper body (a communicative action goal). A second musician
can understand this intention and respond by slowing down
the musical tempo so that they play together in synchrony.
For an observing audience, the musicians’ coordinated
movements can elicit aesthetic experiences and emotional
reactions. The musicians’ expertise, their experience with each
other’s playing style, and their shared musical and cultural
backgrounds can all influence their resulting performance
(cf. Keller, 2014).

A multitude of research studies identified kinematic
parameters such as movement amplitude or grasp size that
are modified depending on an agent’s action intention (for an
overview and discussion, see Ansuini et al., 2014). Previous
research on sensorimotor communication examined how
such kinematic parameters are modified in joint action to be
informative for a co-actor. To that end, a computational model
linked movement modifications to internal predictive processes
and postulated that sensorimotor communication serves the
purpose of facilitating prediction for an observer (Pezzulo et al.,
2013). Moreover, a recent framework classified various forms
of verbal and nonverbal information exchange (Pezzulo et al.,
2019). With this article, we intend to complement such accounts
by focusing on the functions that sensorimotor communication
serves within different social interaction contexts. In particular,
we distinguish three central functions—informing, coordinating,
and performing—that differ in the directionality of information
flow between individuals, as illustrated in Figure 1.

Accordingly, the section ‘‘Informing Function: Highlighting
Own Action Intentions for an Observer’’ introduces movements
that provide relevant information to another person, by
highlighting an individual’s action intentions. The section
‘‘Coordinating Function: Facilitating Real-Time Action
Prediction in Joint Action’’ continues with movements that
allow close coordination between multiple individuals’ actions,
by facilitating mutual predictions in real-time. The section
‘‘Performing Function: Eliciting Emotional or Aesthetic
Experiences in an Audience’’ addresses movements that
support performance in contexts such as music and dance, by
conveying dynamic expressive nuances that elicit emotional and
aesthetical experiences in an audience. These three functions
of sensorimotor communication can be influenced by several
factors related to individual differences (e.g., in self-report
measures of empathy or sensorimotor expertise), specific
task characteristics (e.g., when interacting individuals have

FIGURE 1 | An illustration of three central functions of sensorimotor communication, indicating the main directionality of information exchange between individuals
and potential influencing factors on their communication. The number of involved individuals can vary in each context.
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asymmetric access to task-relevant information), or situational
demands (e.g., in a music performance context). To conclude,
the section ‘‘Final Remarks’’ discusses the potential benefits of
a closer dialog between separate lines of research addressing
sensorimotor communication.

INFORMING FUNCTION: HIGHLIGHTING
OWN ACTION INTENTIONS FOR AN
OBSERVER

The first function of sensorimotor communication, that we
address in this article, is providing another person with
information about one’s intended body movements. It is well
established that individual observers are sensitive to information
about others’ movement intentions, allowing them to predict
what another person will do next (Graf et al., 2007; Becchio
et al., 2012; Cavallo et al., 2016). For example, observers can
reliably distinguish different social intentions towards another
person, such as giving instructions or requesting information
(Manera et al., 2010). Factors such as movement complexity,
amount of visual information about themovement, and exposure
duration to the movement have frequently been related to higher
recognition rates (Pollick et al., 2003; Dahl and Friberg, 2007;
Sevdalis and Keller, 2009, 2010).

Given this evidence, it could be argued that movements are
informative per se. In many social contexts, however, movement
information is not just passively transmitted as a byproduct
of acting; instead, individuals often deliberately modify their
movements to make their action intention visible to others.
Thus, movements are intentionally modified to be (even more)
informative. This function of sensorimotor communication
occurs most prominently in situations where making another
person aware of one’s intention is explicitly desired, such
as during teaching and demonstration. For instance, a dance
teacher might exaggerate movement cues to make her pupils
understand what is most important to imitate, while she
continues to perform the dance movement itself. Empirical
research reveals the flexibility with which certain features of
an action can be modified to fulfill the informative function
of sensorimotor communication. As an example, individuals,
who teach an observer a particular musical sequence, exaggerate
kinematic features such as amplitude and velocity so that they
become informative about where in space the movement is
directed towards (McEllin et al., 2018). Similarly, in child-
directed action, it has been shown that adults tend to modify
movement cues to teach a child, for example, how to use a
novel tool (‘‘motionese’’; Brand et al., 2002). This sensorimotor
communication is thought to support learning by highlighting
and separating the relevant action steps (Koterba and Iverson,
2009;Williamson and Brand, 2014). Evenminimal modifications
are sufficient for supporting the recognition of intentions. For
instance, movements produced in a joint action context often
contain sufficient information, so that even individuals unrelated
to a specific interaction context can predict the actors’ movement
goals from simple static images (Vesper and Richardson, 2014) or
temporal cues (Vesper et al., 2017b).

Although most research has investigated communicative
action modulations in cooperative contexts, they also occur
in competitive contexts, where movements are intentionally
modified to be less informative or misleading. One domain is
competitive sports, where players might encounter deceptive
body movements from their opponents. By deliberately
providing ‘‘fake’’ information about one’s action intention,
players can attempt to disturb an opponent’s prediction
processes (Cañal-Bruland, 2017), misleading them about the
upcoming action and, therefore, eliciting an inappropriate
response. In cases such as handball, rugby, and basketball,
expert performers have demonstrated a perceptual advantage in
correctly disambiguating others’ movement intentions (Cañal-
Bruland and Schmidt, 2009; Sebanz and Shiffrar, 2009; Brault
et al., 2012; Mori and Shimada, 2013), highlighting the role of
action expertise in sensorimotor communication.

COORDINATING FUNCTION:
FACILITATING REAL-TIME ACTION
PREDICTION IN JOINT ACTION

Beyondmerely providing information, bodymovements can also
support real-time coordination between multiple individuals’
actions. In joint action settings, it is often not only necessary
to understand the partner’s immediate action intention, that is,
what this person is going to do next, but also to be able to perform
an appropriate complementary action at the right time, that is,
to choose which respective action to perform and when to act.
In other words, the real-time constraints and mutual influences
between co-actors place a high burden on joint planning and
performance. Sensorimotor communication, here, plays the role
of a ‘‘coordination smoother’’ (Vesper et al., 2010), a way of
simplifying coordination.

One of the most studied contexts of this coordinative function
of sensorimotor communication is that of achieving synchrony
between two individuals’ actions. In a study with expert pianists
playing duets, it was observed that restricting access to shared
auditory information made the players visually enhance their
finger movement height, which, in turn, allowed them to
maintain precise temporal coordination with each other (Goebl
and Palmer, 2009). Sensorimotor communication, in this case,
compensated for missing auditory information through another
(here: visual) modality. Similar findings were obtained in a
joint sequence coordination task, where those persons in a
dyad who received prior information about upcoming target
locations, deliberately modulated their movement amplitude
while interacting (Vesper and Richardson, 2014). In particular,
they moved to relatively far targets with a higher amplitude
and a different velocity profile than to relatively close locations.
This modulation allowed the co-actors, who did not receive
prior information, to anticipate the location of the correct
target and their partners’ movements more efficiently. The
impact of sensorimotor communication on the outcome of
a joint action was directly tested in a study that modulated
the type of perceptual information shared between co-actors
(Vesper et al., 2016). Pairs of participants synchronized the
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endpoints of simple target-directed movements. Compared to
a condition without visual access to each other’s movements,
participants exaggerated the amplitude of their movements in
a condition with visual access. This in turn, allowed them to
be more synchronized. Other action features besides movement
amplitude are modulated for communication, including grasp
position on an object (Schmitz et al., 2018), grasp aperture
while moving towards an object (Sacheli et al., 2013),
and the speed with which to approach a target location
(Vesper et al., 2017b).

Individual differences in co-actors’ social skills or their
interaction roles can influence the execution of bodymovements.
Several studies demonstrated that leader/follower relationships
influence how dyads or larger groups approach a task, and how
well they manage to adjust their movements and achieve fine
temporal and spatial coordination with each other (Konvalinka
et al., 2010; Glowinski et al., 2013; Badino et al., 2014; Curioni
et al., 2019). The assignment of leadership roles can also alter the
duration of gaze towards the co-performer in duetting pianists
(e.g., before tempo changes), affecting how well they achieve
musical synchronization (Kawase, 2014). Coordination of music
and body movement can also be influenced by familiarity
with a co-performer’s musical part and previous rehearsals
(Williamon and Davidson, 2002; Ragert et al., 2013; Keller,
2014). Similar effects likely extend into movement performance
in contexts that foster sensorimotor communication. One study
tested the influence of inter-individual differences on the
emergence of new communication systems (Volman et al.,
2012). Their findings suggest that individuals tend to differ
in their ability to understand another person’s movement
intentions, which, in turn, can affect the success with which
dyads manage to creatively invent non-conventional ways
of communicating.

PERFORMING FUNCTION: ELICITING
EMOTIONAL OR AESTHETIC
EXPERIENCES IN AN AUDIENCE

In the interaction contexts described in the previous sections, the
focus is on informing or transferring task-relevant information
to another individual or completing tasks together. In contrast,
many situations, such as dance and music performances, can
generate more complex interactions, where performers engage
in deliberate modulations of their bodily movements to convey
meaning to an audience, such as eliciting emotions, aesthetical
experiences, or narratives in an observer’s mind. As illustrated
in Figure 1, this transforms the overall interactive structure by
adding more roles (i.e., performer and audience) and, possibly,
more people (although this does not exclude contexts with only
one performer, more than two performers, or varying sizes of
the audience).

Performers’ movements are potent carriers of aesthetic
significance and often convey spatial and temporal expression
dynamics in visual and auditory modalities, which influence the
experience of observers (Vines et al., 2006; MacRitchie et al.,
2013). For example, musical performances are judged as more

interesting when, in addition to hearing the music, observers
can see the musicians playing in an expressive compared
to an inexpressive manner (Broughton and Stevens, 2009).
Similarly, dance movements depicting greater displacement of
a dancer’s body in space are associated with higher liking
ratings from spectators (Calvo-Merino et al., 2008). In contrast
to static movement displays, dynamic displays of movements
across time provide audiences with information that allow
them to infer information about a performer’s intended artistic
expression which, for example, allows them to differentiate
between expressive and inexpressive motion cues in performing
musicians or dancers (Sevdalis and Keller, 2012; MacRitchie
et al., 2017). Moreover, aesthetic responses to dance movements
can be intensified by dance performers’ interpersonal synchrony
(Vicary et al., 2017). Thus, body movements are effective
channels for the communication of performers’ intentions for
expression, as well as for inducing aesthetic experiences in an
observing audience.

Various factors can influence how accurately others’
intentions about expression intensity and aesthetic significance
can be perceived in performance contexts. One important factor
is performers’ and observers’ sensorimotor expertise, which
can emerge from the long-term cultivation of a sensorimotor
skill and deliberate practice. In the field of music, for example,
expert pianists, organ players, and orchestral conductors were
shown to be able to reliably distinguish whether recordings
of music performances involve previously executed actions of
themselves or other individuals (Keller et al., 2007; Gingras
et al., 2011; Wöllner, 2012a). Another important factor, apart
from long-term or domain-specific expertise, is incidental
sensorimotor experience with an action or an interaction
partner, which can be beneficial in a communication process.
When observers were asked to identify the intended expression
intensity of non-expert dancers, recognition accuracy differed
depending on whether the observers had motor experience
(observing their own dancing movements), visual experience
(observing movements of a dancing partner), or no experience
with the displayed actions (observing the dancing movements
of a stranger; Sevdalis and Keller, 2011b). A further example
of individual characteristics that may influence sensorimotor
communication is trait-like individual differences, for example,
related to empathy. Individuals scoring higher on empathy
in self-report questionnaires were found to be more accurate
in estimating performers’ intentions for expression, whether
they were observing ensemble musicians (Wöllner, 2012b) or
dancers (Sevdalis and Keller, 2012; Sevdalis and Raab, 2014;
Sevdalis and Raab, 2016).

FINAL REMARKS

The present article illustrates the complexity that research
on sensorimotor communication in social interaction needs
to address: Studying only simple information exchange may
not suffice to fully understand how body movements are
used to facilitate coordination between individuals; studying
only coordination of body movements in a dyadic setting
may not suffice to understand the dynamics of interaction
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between co-performers’ expressions and an audience’s aesthetic
responses; focusing only on complex applied performance
contexts may not benefit from basic research that addresses
low-level sensorimotor processes. Thus, to investigate such
complexity, future research will benefit from a multidisciplinary
dialog across fields as varied as human movement science, joint
action, communication studies, and performance psychology
(Vesper et al., 2010, 2017a; D’Ausilio et al., 2015; Sevdalis and
Wöllner, 2016).

To date, despite the considerable potential of crosstalk
between different fields that focus on communicative actions, the
systematic investigation of movements still receives less attention
compared to the study of other cognitive processes (Rosenbaum
and Feghhi, 2019). Accordingly, to complement the literature
on basic motor processes in sensorimotor communication
(e.g., Pezzulo et al., 2013; Vesper and Richardson, 2014; Vesper
et al., 2017b), we aim to extend the discussion to studies
illustrating how movements serve as carriers of meaning and
expression dynamics in performing arts contexts (Sevdalis
and Keller, 2011a, 2014; Sevdalis and Wöllner, 2016). We
hope our proposed schema in Figure 1 will support the
systematic assessment of different parameters in human social
interaction, such as individuals’ goals that necessitate certain
body movements, the contexts in which the movements are
embedded, or the particular characteristics of the individuals
executing and perceiving these movements. In particular, future
research could directly compare contexts that differ only in the
function that sensorimotor communication has, and, thereby,
specify which influencing factors are particularly relevant to
which context.

In our view, the study of sensorimotor communication
can enhance our understanding of human cognitive processes
more generally, by offering an interactive approach, where
cognitive processes do not lie just in one individual mind, but
where an acting individual/performer and a partner/audience
are investigated as participatory agents in a large-scale
communication process. As individuals possess considerable
abilities in providing social information to others through their
movements and in inferring social information from the subtle
movement cues of others, this eventual attunement to mutually
exchanged cues can be regarded as a fundamental characteristic
of the sensorimotor basis of human social cognition. Besides,
going beyond human social processes, a systematic investigation
of different functions of sensorimotor communication also
promises to be informative for applied research on artificial
agents. Just as when two or more humans work together in
proximity, and with high temporal and spatial precision, humans
interacting with robots may also benefit from the direct and
fast information exchange instantiated through nonverbal
communicative cues (Dragan and Srinivasa, 2014; Vesper, 2014;
Donnarumma et al., 2018). The future will tell how similar robot
behavior needs to be to human behavior, to allow the same
smooth and easy interaction that we see when humans play
basketball, perform a Bach cantata, or simply shake hands with
each other.
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Whereas the fundamental role of the body in social cognition seems to be generally

accepted, elucidating the bodily mechanisms associated with non-verbal communication

and cooperation between two or more persons is still a challenging endeavor. In this

article we propose a fresh approach for investigating the function of the autonomic

nervous system that is reflected in parameters of heart rate variability, respiration, and

electrodermal activity in a social setting. We analyzed autonomic parameters of dyads

solving a target-tracking task together with the partner or individually. A machine classifier

was trained to predict the subjects’ rating of performance and collaboration either from

tracking error data or from the set of autonomic parameters. When subjects collaborated,

this classifier could predict the subjective performance ratings better from the autonomic

response than from the objective performance of the subjects. However, when they

solved the task individually, predictability from autonomic parameters dropped to the

level of objective performance, indicating that subjects were more rational in rating their

performance in this condition. Moreover, the model captured general knowledge about

the population that allows it to predict the performance ratings of an unseen subject

significantly better than chance. Our results suggest that, in particular in situations

that require collaboration with others, evaluation of performance is shaped by the

bodily processes that are quantified by autonomic parameters. Therefore, subjective

performance assessments appear to be modulated not only by the output of a rational

or discriminative system that tracks the objective performance but to a significant extent

also by interoceptive processes.

Keywords: biophysical methods, self-perception, joint attention, embodied cognition, human behavior

1. INTRODUCTION

Today the idea that social cognition is not a purely mental phenomenon but also involves the
body seems to be accepted by many researchers. Yet we need to better understand the bodily
mechanisms during non-verbal social interaction. Relevant phenomena range from the tactile and
proprioceptive perception of touches, forces, and torques that are produced by physical contact
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between persons either directly or mediated by objects,
over observation or gestures involved in interacting across
peripersonal space, to complex emotional processes that
characterize shared experiences and behavior between
individuals. To understand how individuals perceive other
agents and control social behavior therefore requires the
examination of the relationship between the autonomic nervous
system and interoceptive and emotional functions.

In this respect the analysis of heart rate variability (HRV)
as an autonomic indicator provides a particularly interesting
approach. Normal heartbeat is automatically generated by
autorhythmic cells in the sinoatrial node. The cardiac pacemaker
possesses a substantial level of autonomy from the brain in
that the basic activity pattern continues even when the heart is
denervated. Still this activity is permanently modulated by the
brainstem through the sympathetic and parasympathetic nervous
system, accelerating and decelerating heart rate, respectively.
We consider HRV as an index for the nervous and hormonal
signals that distinctly modulate the strength of sympathetic and
parasympathetic actions on the heart pacemaker, the sinoatrial
node, which results in changes of inter-beat intervals (Shaffer
and Ginsberg, 2017). Parasympathetic modulation of cardiac
activity by the brain is mediated through the right vagus
nerve; sympathetic modulation is exerted through inputs from
postganglionic efferents originating in the stellate ganglion. The
brain, in turn, receives afferent signals from aortic, carotide,
and pulmonary baroceptors through the vagus nerve (Ellis
and Thayer, 2010). Respiratory modulation of heart rate with
increases during inspiration and decreases during expiration
is called respiratory sinus arrhythmia (RSA, Berntson et al.,
1993). Although RSA grossly reflects the rhythmical fluctuation
of pulmonary vagal afferent and cardiac vagal efferent effects
upon the sinoatrial node in synchrony with the breathing cycle,
experimental and anatomical evidence indicate additional RSA-
independent sources of cardiac vagal tone (Grossman and Taylor,
2007; Farmer et al., 2016). Together with electrodermal activity
(EDA), which is typically considered as an index of sympathetic
activity (Dawson et al., 2007), parameters of the respiration
rhythm (RR) and HRV therefore may be considered as a complex
status indicator of the autonomic nervous system.

A mutual brain-viscera interaction has been highlighted as
early as in the nineteenth century (Charles et al., 1998) for the
understanding of the interplay between emotion and cognition.
Damasio (1999) considers visceral input as part and parcel of
emotion and suggests that in particular background feelings “are
a faithful index of momentary parameters of inner organism
state” which have the “temporal and spatial shape of ... the
striated muscle of heart and chest” as core ingredients (p. 286f.).
The central autonomic network (Benarroch, 1993, 2014), linking
the brainstem with forebrain structures through feed-back and
feed-forward loops, is responsible for generating visceromotor,
neuroendocrine, and behavioral responses that are flexibly
adapted to environmental demands (Thayer and Lane, 2000).
Indeed several studies have found a relation between HRV and
the adaptive and functional top-down and bottom-up cognitive
modulation of emotional stimuli (Park and Thayer, 2014). Since
activity in anterior regions of the prefrontal cortex correlates

with HRV specifically during emotionally challenging situations,
individuals with high HRV may be particularly efficient in
recruiting the “social cognition” network in emotional contexts
(Beffara et al., 2016). Correlations of emotional state have been
shown to exist with individual HRV parameters (Zhu et al.,
2019), such as mean heart rate (Yoshino et al., 2011; Choi et al.,
2017) or the high-frequency component of heart rate fluctuations
(Lane et al., 2009), as well as with subsets of HRV parameters
(Rainville et al., 2006). Moreover, higher levels of heart rate
synchrony have been suggested as a marker of interpersonal trust
(Mitkidis et al., 2015). Several studies revealed correlations of
the emotional state with parameters of RR (Del Negro et al.,
2018) and EDA (Sequeira et al., 2009). Real-time feedback
about HRV coherence in pairs or groups of people is used to
investigate whether learning to regulate physiological coherence
helps increasing social coherence, leading to increased prosocial
behaviors, improved communication, cooperation, creativity,
and decision making (McCraty, 2017).

The influence of visceral information on perceptual processes
and cognitive functions however is less well-explored. Recent
findings show that heartbeat-evoked neural activity canmodulate
perceptual thresholds and shape visual conscious experience
(Park et al., 2014). This led to the hypothesis that the
neural representation of visceral information, projected through
multiple anatomical pathways to a network of brain regions
including posterior insula, ventral anterior cingulate cortex,
amygdala and somatosensory cortex, constitutes an implicit
frame which could explain the subjective nature of perceptual
experience and link it with emotions and the notion of the self
(Park and Tallon-Baudry, 2014). This hypothesis gains support
from the observation that heartbeat-evoked neural responses co-
vary with the self-relatedness of ongoing spontaneous thoughts
(Babo-Rebelo et al., 2016). Heart rate and EDA have been found
to correlate with various dimensions of the subjective experience
of playing a computer game, linking quantitative parameters with
the quality of user experience (Drachen et al., 2010).

The study we present in this article is geared to contribute
at least two novel aspects to this interesting line of research.
The first is to go beyond establishing correlative relations and
explore possibilities for actually predicting the outcome of
the evaluation of the subjective experience. We approach this
question by training a machine classifier to predict ratings of
subjective experience from autonomic parameters and analyzing
the prediction performance. If the trained model performs above
chance level, we conclude that the autonomic response must be
informative about the result of this assessment.

The second contribution of our study to the growing
knowledge about brain-visceral interaction is a fresh approach
for analyzing the relation between autonomic parameters and
behavioral responses. The typical approach selects a single
parameter or a few and analyzes how they change between
normal vs. clinical conditions (Shaffer and Ginsberg, 2017). In
contrast, we here follow a strategy that is inspired by machine
learning approaches. Rather than considering HRV, RR, or EDA
separately and analyzing individual parameters or small subsets
thereof, we conceive of autonomic parameters as a feature vector
which is characteristic for the stable dynamics of the body. One
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advantage of this approach is that it allows us to discover patterns
in the parameter set which are more complex than increases or
decreases of individual parameters.

We study the interaction between autonomic state and
subjective experience during a joint target tracking task. Each
partner controlled one of two perpendicular axes of motion,
and together they had to roll a virtual ball as close as possible
to a target that moved in an oblique direction. After each
trial, a subjective assessment of their own performance, the
partner’s performance and the collaboration was requested from
both participants. We investigate a potential relation between
this subjective experience of performance and parameters of
HRV, RR, and EDA, and we contrast it with the actual
performance measured by the tracking error. We elucidate
potential differences between a collaborative condition, in which
subjects jointly controlled the ball, and a condition in which they
solved the task individually. We do not consider the learning
process for acquiring the skill to solve task here; therefore,
subjects exercised the task for several days, and we analyzed the
data after performance had stabilized.

Two non-exclusive hypotheses about the basis of the processes
for the subjective evaluation of performance in the task will
be investigated with our approach. Hypothesis 1 (H1) entails
that the assessment of performance is driven by the subject’s
tracking of the task performance, as indexed by an objective
criterion, i.e., by evaluating the tracking error. This hypothesis
follows from the assumption that the individual utilizes the
recall of memorized behavioral performance parameters to
retrospectively rate performance. Support for H1 would be
gained from good performance of the classifier for predicting
ratings from the tracking error. The main idea of hypothesis
2 (H2) is that a feeling about the own performance, rather
than objective discrimination, guides the ratings in the self-
assessment. We postulate that this feeling about the own
performance is reflected in the autonomic response and hence
consider good performance of the classifier for predicting ratings
from autonomic parameters as support for H2. H2 is closely
related to the idea that visceral bodily states can influence
how humans perceive their own actions, whereas H1 is more
compatible with the view that feedback on overt motor behavior
determines this experience.

2. MATERIALS AND METHODS

2.1. Experimental Setup
The cooperative task, a dual target-tracking task, was
implemented on a tablet computer (iPad2, Apple Inc.). By
tilting the tablet, subjects had to move a virtual ball into the
center of a moving circle. The target circle moved along a straight
line at a fixed speed, but reversed its direction of movement at
random intervals. The animation of the virtual ball followed
the kinematic equations resulting from Newton’s second law to
make its behavior naturalistic.

Each player controlled only one axis of the tablet. In the
collaborative condition, a single target moved on a diagonal line,
and subjects cooperatively moved the ball toward the target. In
the individual condition, there were two confinements along the

main axes of the tablet, each containing a ball and a target,
and subjects tracked the target in their respective confinement
independently from the partner. Figures 1A,B show screen shots
of the two conditions.

In order to constrainmovements of the subjects, we developed
a custom-made frame consisting of two armrests arranged in
an L-shape, handles on each armrest, and a ball joint support
for the tablet computer at the intersection of the armrests (see
Figure 1C). Subjects grasped the handle with their right hand
and extended the index finger into a thimble which was attached
at each side of the tablet computer. The ball joint held the
tablet’s balance and allowed the subjects to tilt it along the
respective main axes by lifting or lowering the index finger with
minimal physical effort. As the friction of the virtual ball was low,
small finger movements were sufficient to move the ball around.
Subjects did not report problems with controlling the ball or
fatigue.

The experimental setup and the participants were placed
in an electrically and acoustically shielded chamber. Subjects
were instructed to not communicate verbally or gesticulate
during the experiment, i.e., during the game or when submitting
ratings. Compliance with this instruction was checked by the
experimenter through a camera mounted in the recording
chamber. Subjects were also instructed to not rotate the tablet
around the vertical axis (by moving the index finger in a
plane parallel to the table), but there was no mechanism for
preventing such movements. Rotations in the horizontal plane,
however, could not affect the ball’s movement, and we have no
indication that subjects used such movements as a means of
covert communication.

2.2. Subjects and Study Protocol
Twenty eight subjects participated in the study (20 females, mean
age 25.18± 3.86 years). They were right-handed and reported to
be in healthy condition. Subjects gave written informed consent
before commencing the experiment. As part of the procedure
for obtaining informed consent from the participants, they
were instructed not to smoke, consume drugs or drink alcohol
or coffee before the experiment. Apart from contraceptives,
participants were free from medication. The study was approved
by the ethics committee of the medical association of the city of
Hamburg. The experiments were performed in accordance with
the Declaration of Helsinki.

Subjects were paired in 14 dyads. In all but two dyads who
were exclusively female, teams were mixed-gender on at least one
of the 2 days when data were recorded. On the first day of the
experiment, all participants except 4 (2 dyads) declared to never
have met the respective partner before.

Each dyad exercised the task on 6 consecutive days, because
we aimed at analyzing the processes when task performance was
dynamically stable. On each day, they completed 7 trials in either
condition (collaborative/individual). The order of the conditions
was randomized. Each trial lasted for 120 s. Immediately after
a trial, the experimenter requested the subjects to rate their
performance by asking them:

R1 : “Please rate your own performance.”
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FIGURE 1 | Screenshots from the tablet computer showing the collaborative (A) and individual (B) conditions. The gray crosshair is the target that moved at constant

rate along the dashed line (the line only illustrates the motion path; it was not visible to the subjects). Subjects tilted the tablet to make the ball roll to the target location.

The black square in the upper left corner was used to synchronize the tablet with the amplifier and was not visible to the subjects. (C) Picture of the experimental setup.

R2 : “Please rate your partner’s performance.”
R3 : “Please rate the collaboration.”

Subjects made their assessment by selecting a number between
1 and 9 (1-worst performance, 9-best) on a small remote control
which they held in their left hands underneath the armrest so that

the partner could not see their selection. R2 and R3 were called
out only after a collaborative trial. Whereas R1 and R2 measured

the subjects’ impression of their performance as individuals, R3

was targeted at their performance as a team. The ratings were

designed to capture different aspects in the social interaction of
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the subjects on the task and to facilitate correlation analyses with
signatures of their body and brain activity.

On days 7 and 8, they performed the same procedure, but
in addition, electrophysiological data were recorded (see below).
On day 7, subjects cooperated with the same partner like the 6
days before, whereas on day 8 they were paired with a different
but equally trained subject. In order to improve statistical
power, but also because we here are not concerned with the
differences between collaboration with a known vs. new partner,
we combined the data from days 7 and 8.

2.3. Recording Physiological Signals and
Calculating Autonomic Parameters
We recorded EEG, EMG, ECG, RR, and EDA simultaneously
from the two subjects in each dyad using an EEG amplifier
(ActiveTwo AD-box, BioSemi instrumentation) and an amplifier
for physiological signals (MP35, Biopac Systems Inc.). Both
amplifiers were synchronized by a common clock. Here we
analyze ECG, RR, and EDA data only; results of EEG and EMG
data analyses will be reported elsewhere.

The air in the recording chamber was conditioned to have a
temperature of 21◦C and a humidity of 40%. The interior was
illuminated by 4 × 25 W LED lights on the ceiling. Except for
day 8, when participants interacted with a new partner, data were
recorded at the same time of the day, which differed between the
teams though.

Two ECG electrodes were placed below the upper medial
clavicle and on the Erb point (Eindhoven 2). ECG was sampled
at 2,048 Hz. Respiration was recorded by a strain sensor on an
elastic belt which subjects wore around their chest. Electrodes
for recording skin conductance (EDA) were placed on the distal
phalanx of the index and middle fingers on the left hand. RR and
EDA were sampled at 10 Hz and a resolution of 24 bit.

ECG data analysis started by detecting R-peaks using the
qrsdetect function in the Biosig toolbox (Vidaurre et al., 2011)
in Matlab (The Mathworks). Correctness of QRS detection
was checked visually for each subject. Detection of the QRS-
complex resulted in so-called normal-to-normal intervals (NN)
from which then HRV parameters were calculated using the
heartratevariability function of the toolbox. Frequency-domain
parameters were calculated using autoregressive modeling. Using
a fast Fourier transform did not qualitatively change the results.

We used a subset of the HRV parameters that are described in
(Camm et al., 1996) and, additionally, Poincaré-map parameters
(SD1, SD2, r-RR; Brennan et al., 2001). Table 1 lists all
HRV parameters together with a short description of what
they represent; a comprehensive explanation and their clinical
relevance is given in Shaffer et al. (2014). It has to be pointed
out that the HRV parameters are not independent measures of
cardiac activity; rather, several of them are correlated to various
degrees (Shaffer and Ginsberg, 2017).

In women, HRVparameters are known to bemodulated by the
phase of the menstrual cycle (Sato et al., 1995; Yildirir et al., 2001;
Brar et al., 2015). There are a number of other factors, however,
which also affect HRV. Age and body-mass index, for example,
have been shown to exert a stronger modulation than menstrual

cycle (Vallejo et al., 2005; Zhang, 2007). Likewise differences in
HRV between female and male participants in our cohort had to
be expected (Zhang, 2007). Since here we are not interested in the
distribution of individual HRV parameters across the population,
but rather in the predictive information when considered jointly,
we consider menstrual cycle as one of many factors that give rise
to inter-individual differences of HRV parameters and devise our
methods to cope with these differences.

The respiration signal was band-pass filtered between 0.05 and
0.5 Hz, and the instantaneous breathing rate was determined
from the zero-crossings of the resulting signal. Interval durations
shorter than 0.5 s were considered as artifacts and removed. From
the Fourier power spectrum of the filtered signal, the integrals
in the frequency bands from 0.07 to 0.14 and 0.15 to 0.5 Hz,
normalized by the total power, yielded spectral power features in
the mid and high frequency bands, respectively (Hidalgo-Muñoz
et al., 2018). RR parameters are listed in Table 2.

Skin conductance was decomposed into a tonic skin
conductance level (SCL) and a transient skin conductance
response (SCR) (Boucsein, 2010) using the continuous
decomposition analysis implemented in the LEDALAB toolbox
(Benedek and Kaernbach, 2010). Since SCR events may reflect
stimulus-related as well as non-specific responses, and to avoid
the intricacies involved in finding thresholds which define such
events, we followed the approach suggested in Zhang et al. (2018)

TABLE 1 | HRV parameters.

HRV parameter Description

ecg_mean Mean duration of NN intervals

ecg_SDNN Standard deviation of the NN interval

ecg_RMSSD Square root of the mean of the squared differences

between successive NNs

ecg_NN50,

ecg_pNN50

Number of pairs of successive NNs that differ by more

than 50 ms (NN50count) and its ratio to the total number

of intervals (pNN50)

ecg_SD1,

ecg_SD2

Width and length of the Poincaré plot

ecg_r_RR Correlation coefficient in the Poincaré plot

ecg_VLF, ecg_LF,

ecg_HF,

ecg_tot_pwr

Power in three frequency bands (0.009–0.04, 0.04–0.15,

0.15–0.4 Hz) and total power

ecg_LF/HF ratio of LF to HF power

ecg_LFnu,

ecg_HFnu

LF and HF in normalized units, i.e., the relative value in

proportion to the TotalPower minus VLF

TABLE 2 | RR parameters.

RR parameter Description

resp_mean Mean breathing rate

resp_std Standard deviation of the breathing rate

resp_MF Spectral power in the middle frequency band

(0.07–0.14 Hz)

resp_HF Spectral power in the high frequency band (0.15–0.5 Hz)
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and considered the integrated SCR (iSCR) that was calculated by
integrating the SCR time courses across 10 s non-overlapping
time windows. SCL was treated in the same way. The means and
standard deviations across the trial yielded the EDA parameters
listed in Table 3.

For the statistical analysis of correlations between ratings and
autonomic parameters, we assumed a significance threshold of
0.05 and used the false discovery rate (FDR, Benjamini and
Hochberg, 1995) to correct for multiple comparisons.

2.4. Classification
We employed quadratic discriminant analysis (QDA) as a model
for the relation between autonomic parameters or objective
performance and ratings. QDA is a variant of linear discriminant
analysis (LDA Rao, 1948; Hastie et al., 2001) which allows for
different covariance matrices for each class and hence more
complex decision boundaries. Accuracies from a linear classifier
were always lower, which relates to the finding that the inclusion
of quadratic terms seemed to improve model accuracy (Beffara
et al., 2016). Although the problem naturally is one of ordinal
classification or regression, none of the corresponding methods
that we tested (LASSO, random forests, support vector machines)
outperformed QDA. We used the implementations of QDA and
LDA that are provided in Matlab (classify) and custom scripts.

Models were trained on pooled data from all subjects (N =

28 subjects × 14 trials × 2 days = 784 samples). In order to

TABLE 3 | EDA parameters.

EDA parameter Description

iscl_mean Mean of the integrated SCL (integration across 10 s

non-overlapping time windows)

iscl_std Standard deviation of the integrated SCL

iscr_mean Mean of the integrated SCR (integration across 10 s

non-overlapping time windows)

iscr_std Standard deviation of the integrated SCR

combine autonomic data from all subjects, we normalized data
by linearly mapping them to the interval [0, 1]. We also tried
z-scores for normalizing the distribution of each parameter per
subject to have zero mean and unit variance, but this did not
qualitatively affect the results.

Ratings were not normalized, but we checked for outliers
of the average ratings per subject with respect to the whole
population. If the median of the ratings from a subject was
more than 1.5 interquartile ranges above the upper quartile
or below the lower quartile, we corrected ratings from this
subject by subtracting the difference between the subject’s
median rating and the median of all other subjects’ median
ratings. Ratings of two subjects were corrected in this way.
In order to equalize the number rating levels across the
three ratings R1-3 and two conditions (collaborative/individual),
and to eliminate rating levels with an insufficient number of
samples for classification, we used only those trials where the
rating was among the six most frequent levels. This resulted
in discarding 2/6/5 trials from R1/2/3 in the collaborative
condition and 3 trials from R1 in the individual condition. The
resulting frequencies of the L = 6 rating levels are shown
in Figure 2B.

Objective task performance was measured by calculating the
tracking error. To evaluate the performance as a team, the
cumulative Euclidean distance (in pixels) between the target
and the ball across the duration of the trial was calculated. The
individual objective performances were given by the cumulative
distance (in pixels) in x-/y-direction between the target and the
ball across the trial duration.

Two sets of classifiers were trained to predict ratings. One
set was trained on the tracking errors. For each rating category
R1–3, the corresponding tracking error was used as a measure
of the subject’s or the dyad’s objective performance: Ratings of
own performance (R1) were predicted from the tracking error
along the axis that the subject controlled; ratings of the partner’s
performance (R2) were predicted from the tracking error along
the axis that the partner controlled; and ratings of collaboration

A B

FIGURE 2 | (A) Average tracking error across all subjects for each day of participating in the study. ECG was recorded on days 7 and 8, RR and EDA on every day.

(B) Distribution of ratings R1-3 from all subjects in the two conditions (collaborative/individual) on days 7 and 8 after correcting outliers and eliminating rating levels

with an insufficient number of samples.
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(R3) were predicted from the Euclidean distance between the ball
and the target. The other set of classifiers was trained on the
autonomic parameters.

Model performance was calculated by leave-one-sample-
out cross-validation: One sample was selected from the data
set, and the classifier was trained on the remaining samples.
The trained classifier was then used to predict the rating of
the selected sample, and the output was compared with the
observed ratings. Repetition of this procedure for each sample
in the data set yielded an estimate of the model’s performance.
To corroborate the results, and to investigate how the model
responds to data from an unseen subject, we also employed
leave-one-subject-out cross-validation: Here the classifier was
trained on data from all but one subjects and tested on data
from this subject. As this classifier captures common properties
across the cohort of participants, we call this classifier the
population model.

In order to reduce the redundancy between the numerous
autonomic parameters and thereby improve classification
performance, we employed backward feature selection for each
of the three ratings and two conditions. Successively, each
parameter was temporarily omitted from the data set and
the resulting classification performance was determined using
leave-one-sample-out cross-validation. The parameter that, when
omitted from the data set, yielded the strongest performance
increase was then permanently removed, and the procedure
was repeated until no further performance improvements were
achieved. The reduced set of parameters was then used to
determine the final model performance.

Importance of the remaining parameters was estimated by
permuting them individually and gauging the decrease in
model performance. Parameters that cause large decreases under
permutation can be considered more important than those with
smaller decreases (Breiman, 2001). A data set with a permuted
parameter was generated by replacing in each of theN samples of
the original data set the value of the respective parameter with
the values in all other samples, yielding a new data set of size
N(N−1). Model performance on this data set was then evaluated
using leave-one-sample-out cross-validation, and the difference
to the model performance on the original data set was taken as a
measure of parameter importance.

Since the number of samples for each rating level was far from
equal (see Figure 2B), we report model performance in terms of
F1-scores rather than prediction accuracies. The F1-score is the
harmonic mean of recall and precision of a classifier,

F1 =
2

1
recall

+
1

precision

,

whereby

recall =
1

L

L
∑

l=1

TPl

Pl
and precision =

1

L

L
∑

l=1

TPl

TPl + FPl

are the averages of the class-specific recall and precisionwhich are
calculated from the number of true positive (TP), total positive
(P), and false positive (FP) classifications.

The cross-validation methods yielded a single F1-score per
condition and rating. We assessed the likelihood of obtaining
the reported F1-scores by chance by running permutation tests
on all classifiers (Good, 2013). In each of the 1,000 repetitions,
we trained and tested the classifier on a data set in which the
structure had been destroyed by randomly permuting the class
labels.

3. RESULTS

3.1. Correlation Analysis of Behavioral Data
Exercising the task every day, subjects continuously improved
their performance, reflected in a monotonic decrease of the
average tracking error shown in Figure 2A. The only exception
was on day 7, when the introduction of ECG and EEG
recording likely affected the experimental routine acquired
during the previous days, leading to a transient decrease of task
performance. Average performance was higher when subjects
tracked individual targets compared to when they collaborated to
track the target jointly. On days 7 and 8 the average tracking error
was 49.8/55.6 pixels in the individual/collaborative condition,
respectively (p = 2.4466e−4, paired two-sided t-test). The
subjects rated their own performance slightly higher in the
individual than in the collaborative condition (6.3269 vs. 6.1319,
p = 0.0429).

Participants mainly used the upper half of the 9-point scale
(values 5–9) for assessing task performances, with 6 and 7 being
the most frequent responses (Figure 2B). The distributions of the
responses was nearly normal (Lilliefors test, p-values for the four
ratings between 0.01 and 0.021).

We analyzed the relation between the performance
assessments of the two partners in the collaborative condition by
calculating Pearson correlation coefficients between all possible
combinations of the ratings R1–3. For most rating combinations,
correlations were more or less evenly distributed across the
negative and positive ranges (Figure 3). Only correlations
between mutual ratings of the partner’s performance (R2
subject x vs. R2 subject y, center panel) and between ratings
of the partner’s performance and collaboration (R2 subject x
vs. R3 subject y, middle panel in the bottom line) appeared
to be significant (medians different from zero: p = 0.013 and
p = 0.015, respectively, Wilcoxon signed rank test). Despite
this prevalence of positive correlations in the mutual assessment
of the partner’s performance, the rather flat distribution of
correlations between ratings of the collaboration of the partners
(R3 subject × vs. R3 subject y, lower right panel) indicates
that in most dyads, a feeling of ‘good collaboration’ was rarely
reciprocated by the partner, and in some dyads this feeling even
was inverse.

Correlations were weak in general; only in a few dyads they
reached a threshold of p < 0.05 (FDR-corrected) which ismarked
by the dashed lines in Figure 3. This suggests that subjects in a
dyad rated the performance independently of the partner. We
therefore investigated whether there was a systematic relation
between the ratings within each subject instead. In contrast to
the relation between the ratings in the dyad, most ratings from
an individual subject were positively correlated (median different
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FIGURE 3 | Distribution of correlation coefficients between the ratings from the two partners in each dyad. All possible correlations were calculated, e.g., the top

panel shows the correlation coefficients between the ratings of own performance (R1) from the two partners. Red dashed lines mark the strength beyond which

correlations are significant (p < 0.05, FDR-corrected).

A B C

FIGURE 4 | Distribution of correlation coefficients between the ratings (printed above each histogram) from each subject. Red dashed lines mark the strength beyond

which correlations are significant (p < 0.05, FDR-corrected). The four panels show the distribution of correlations between (A) ratings of the own and the partner’s

performance on the own axis (collaborative condition), (B) the partner’s performance rating and the tracking error on the partner’s axis, (C) ratings of collaboration and

the Euclidean tracking error, (D) own performance rating and tracking error on the own axis (individual condition).

from zero: all p < 1e−8, Wilcoxon signed rank test), reaching
a significance threshold of p < 0.05 (FDR-corrected) in several
subjects (Figure 4).

A third set of correlation analyses was run to figure out in
how far the subjects’ ratings reflected actual task performance.
From the trials in the collaborative condition, we calculated
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the correlation of the own performance ratings with the
tracking error along the subject’s axis, the partner’s performance
rating with the tracking error along the partner’s axis, and the
collaboration rating with the absolute tracking error. Whereas
most subjects showed a negative correlation between the
tracking error and their ratings (median different from zero: all
p < 1e−5, Wilcoxon signed rank test), only in a few of them this
correlation was significant, suggesting that most subjects were
hardly objective in the assessments of their own performance,
their partner’s performance or the success of their collaboration
(Figure 5). In addition, we could not observe any significant
difference in the distribution of correlation coefficients
between the four ratings (all p > 0.82, Wilcoxon signed
rank test).

3.2. Analyzing the Relation Between
Ratings and Individual Autonomic
Parameters
Following a conventional approach for studying the properties
of autonomic parameters in cognitive tasks, we analyzed
correlations between each of the 23 parameters that were used
in this study (see Tables 1–3) and the ratings. From the set of
HRV parameters, one ore more were significantly correlated with
each of the four different ratings (see Figure 6). In particular
the r_RR parameter (correlation coefficient in the Poincaré plot)
correlated with ratings of own performance in the collaborative
and individual conditions as well as with ratings of collaboration.
In the individual condition, 8 of the 15 HRV parameters were
correlated with ratings of own performance, whereas for the
collaborative condition, only 3 or less parameters correlated with
the ratings. Collaboration was the only rating that correlated
with one of the EDA parameters, the standard deviation of
the skin conductance level (iscl_std). Own performance in
the collaborative condition was the only rating that correlated
with one of the RR parameters, the mean respiration rate
(resp_mean). About half of the parameters however did
not show significant correlations with at least one of the
four ratings.

3.3. Predicting Ratings From Autonomic
Parameters and Objective Performance
The correlation analysis in the previous section showed that some
of the autonomic parameters bore a linear relation to at least
one of the ratings. The correlations were calculated across all
participants and trials. In the next step we explored to what
extent this relation would enable a machine classifier to make
predictions about single trials. We successively trained a classifier
to predict ratings from each autonomic parameter individually
and evaluated the performance by leave-one-sample-out cross-
validation. Since samples in the data set were unevenly
distributed across rating levels 5–9 (see Figure 2B), we could
not employ accuracy for quantifying classification performance.
For non-equally distributed target classes, classification accuracy
may be a misleading quality measure, because a classifier could
achieve high accuracy values by simply deciding for the most
frequent class. Instead, we used F1-scores to compare the
classification performances on different autonomic parameters.
We determined the likelihood of observing these performance
values when in fact there is no structure in the data by comparing
them against the distribution of F1-scores on surrogate data. The
result is shown in Figure 7. None of classification performances
exceeded the chance level (all p > 0.05, FDR-corrected), that is,
none of the ratings could be predicted from any of the autonomic
parameters.

To investigate whether this situation could be changed
when autonomic parameters are considered jointly rather than
individually, we trained another set of models on feature vectors
which were composed from subsets of the autonomic parameters.
Starting from a feature set with all parameters, we eliminated
one by one until classification performance did not improve
further (backward feature selection). The classification results
on the optimized parameter set are summarized in Figure 8.
Prediction performance from the aggregated parameters was
well above chance level for all ratings. Prediction of ratings
was generally better in the collaborative than in the individual
condition. To explore the stability of these findings, we also
tested whether the models captured some general properties of
the relation between ratings and the autonomic response across

A B C D

FIGURE 5 | Distribution of correlation coefficients between ratings (given in the first line of the title) and objective performance (tracking error, second title line) of all

subjects. Red dashed lines mark the strength beyond which correlations are significant (p < 0.05, FDR-corrected). Correlations are mostly negative because subjects

were asked to rate higher performance, which corresponds to smaller tracking errors, by larger values. The four panels show the distribution of correlations between

(A) own performance rating and tracking error on the own axis (collaborative condition), (B) the partner’s performance rating and the tracking error on the partner’s

axis, (C) ratings of collaboration and the Euclidean tracking error, (D) own performance rating and tracking error on the own axis (individual condition).
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FIGURE 6 | Correlation coefficients between individual autonomic parameters and ratings. RR parameters have blue hues, EDA parameters green colors, and HRV

parameters shades of red. Dashed red lines visualize the strength beyond which correlations are significant (p < 0.05, FDR-corrected).

the population, which would allow it to make predictions about
unseen subjects. We therefore ran a leave-one-subject-out cross-
validation on the same parameter sets. Prediction performances
were generally lower under this cross-validation method, which
had to be expected since generalizing to a unseen subject is harder
than generalizing to new samples when data from all subjects
were already seen in the training. Nevertheless, this analysis
revealed that the subjective performance evaluation of an unseen
participant in the collaborative condition could still be predicted
from the autonomic response of this participant above chance
level, whereas this was not possible when the participants solved
the task individually.

For the relation of the objective task performance measured
by the tracking error to the subjective experience, the analysis
in section 3.1 showed that correlations were significant only in
a few participants (c.f. Figure 5), but that for most of them, the
correlations were stronger than those for individual autonomic
parameters (shown in Figure 6). This raised the question whether
these stronger correlations could result in a better predictability
of the subjective performance evaluation from the objective task
performance than from individual autonomic parameters. The
results of predicting ratings from the objective performance
using both cross-validation methods are shown in Figure 8.

Indeed, prediction performance of own performance ratings
from the tracking error reached the chance level, which is a
clear improvement compared to the prediction from individual
autonomic parameters (c.f. Figure 7). However, when subjects
collaborated, predicting ratings from objective performance was
always inferior to the prediction from aggregated autonomic
parameters. In contrast, the generalization capabilities of the
model across subjects seemed to be better for the tracking error
than for the autonomic response when subjects tracked targets
individually. Numerical values of F1 scores and p-values are listed
in Tables 4, 5.

3.4. Analyzing the Relevance of Individual
Parameters
Finally, we were interested in the importance of individual
autonomic parameters in the optimized feature set for the
prediction performance. We therefore permuted each parameter
and ordered them according to the incurred decrease in the
model’s prediction performance (Figure 9). Comparing the three
groups of autonomic parameters, we observed that all RR
parameters are among the seven most important parameters
for the prediction of own performance in the collaborative
condition, whereas they rank lower in predicting the remaining
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FIGURE 7 | F1-scores of predicting ratings from individual autonomic parameters, estimated using leave-one-sample-out cross-validation. Dashed red lines mark the

0.05 quantile of obtaining the corresponding F1-score or higher by chance (FDR-corrected).

FIGURE 8 | F1-scores of predicting ratings from aggregated autonomic parameters and from objective performance, estimated using cross-validation on a single

sample (sample cv) and on all samples from one subject (subject cv). Dashed red lines mark the 0.05 quantile of obtaining the corresponding F1-score or higher by

chance (FDR-corrected).
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TABLE 4 | F1-scores, precision, and recall from leave-one-sample-out cross-validation and p-values from a randomization test.

Rating Classification from auton. param. Classification from obj. perform.

F1-score p prec. recall F1-score p prec. recall

Own performance (R1, collab.) 0.32 0 0.43 0.26 0.19 0.048 0.18 0.19

Partner performance (R2) 0.37 0 0.47 0.3 0.14 0.866 0.11 0.18

Collaboration (R3) 0.37 0 0.46 0.31 0.14 0.905 0.11 0.18

Own performance (R1, indiv.) 0.23 0 0.23 0.23 0.16 0.461 0.14 0.2

TABLE 5 | F1-scores, precision, and recall from leave-one-subject-out cross-validation and p-values from a randomization test.

Rating Classification from auton. param. Classification from obj. perform.

F1-score p prec. recall F1-score p prec. recall

Own performance (R1, collab.) 0.22 0.001 0.22 0.22 0.19 0.027 0.19 0.2

Partner performance (R2) 0.23 0 0.25 0.22 0.14 0.889 0.11 0.18

Collaboration (R3) 0.21 0.008 0.18 0.24 0.13 0.96 0.11 0.17

Own performance (R1, indiv.) 0.13 0.984 0.14 0.11 0.19 0.045 0.18 0.2

ratings (with the exception of the mean breathing rate for
predicting the partner’s performance). EDA parameters play a
role in predicting the partner’s performance and collaboration
but are less important in predicting own performance. For all
ratings, different combinations of HRV parameters have the
strongest influence on the prediction performance. From the set
of HRV parameters, frequency-related parameters (HF, HFnu,
LF, LF/HF, VLF) seem to be critically involved in the prediction
of own and partner performance in the collaborative condition,
whereas prediction of collaboration and own performance in the
individual condition relies more on parameters which capture the
regularity of the heart beat intervals in the time domain (NN50,
pNN50, SD1, SD2).

4. DISCUSSION

This study investigated the relation between the subjective
assessment of performance and activity of the autonomic
nervous system indexed by HRV, RR, and EDA in a joint
target-tracking task. Ratings of collaboration, partner and
own performance, which were reported by the subjects after
each trial, were highly correlated within each subject. This
indicates that subjects did not differentiate much between the
individual contributions inquired by the different questions
and possibly rated them on the basis of a general impression
of the success in tracking the target instead. Partners within
a dyad however rarely agreed upon the success of their
collaboration or the performance of their partner. Hence, it
seems that the experience of joint task performance was not
shared among the partners. Whereas the joint target-tracking
task and the instructions engaged many of the coordinating
mechanisms that constitute joint action (Vesper et al., 2017) (e.g.,
monitoring, joint attention and shared gaze, haptic coupling,
emotion understanding, and expression), critical components
for making the task completion a joint experience may have
been missing. The independent control of orthogonal axes was

likely to impact the joint action goal as well as the task co-
representation, leading to a collaboration experience that was
not systematically reciprocated. Yet subjects reacted differently
to the collaborative and to the individual condition, which
became evident in the lower tracking error and higher ratings of
their own performance in the individual condition. The current
results should therefore be interpreted on the background of an
experimental manipulation of joint attention (Maye et al., 2017)
rather than joint action.

We compared the capability of predicting ratings from
aggregated autonomic parameters and from the tracking error
as an objective measure of task performance. We found that
predictions from autonomic parameters generally were more
reliable, in particular for ratings of the partner’s performance
and the success of the collaboration. Autonomic parameters were
also more effective in predicting ratings of own performance,
but the prediction performance was lower for trials in which
the target was tracked individually than for joint tracking.
The prediction performance for the own performance from
the tracking error seemed to be less affected by the condition
though. Taken together, our results suggests that the autonomic
response is more informative for inferring the subjective
experience in the collaborative condition and less so when
interaction with the partner is not required. For the efficiency
of the objective task performance, however, the difference is
between assessments of own performance, no matter whether
in a collaborative or individual context, and the evaluation
of the contribution of the partner to achieving a common
goal. These findings may provide support for efforts to
increase social coherence by using realtime-feedback for enabling
group members to co-regulate HRV coherency (McCraty,
2017).

With respect to the two hypotheses about the origin of the
subjective performance assessment, our results suggest that H1
can not sufficiently well explain how subjects arrived at their
ratings. H2 entails that the subjects’ ratings were guided by a
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FIGURE 9 | Average decrease of F1-scores (on the abscissa) under permutations of individual predictors (on the ordinate). Predictors were ordered according to their

associated F1-score change.

feeling about the performance, and that this feeling is modulated
by visceral information. In particular in a collaborative
setting, the autonomic response may be a good indicator for
the outcome of this subjective performance assessment. The

stronger coupling between ratings and these parameters in the
collaborative condition suggests that subjects rely more on the
internal state of their body when assessing the outcome in a
collaborative task.
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A crucial point of this study is that the relation between the
autonomic response and the outcome of a subjective assessment
could only be observed when the parameters were considered
in an integrated manner. Traditional studies investigate the
relation between a single (or a few) parameter(s) and the
experimental paradigm. Quite often, these studies discriminate
between fluctuations on a short time scale which are reflected in
short-term components of the HRV (e.g., RMSSD, NN50count,
SD1, or HF) and variability on a longer time scale as indicated
by long-term components (e.g., SDNN, SD2, or LF), and
interpret effects as shifts of the sympatho-vagal balance in
the modulation of cardiac activity. This approach is followed
on the background that long-term components, such as LF,
and short-term components, such as HF, reflect primarily
sympathetic and vagal modulations, respectively. Here, this
approach did not reveal such an obvious systematic relation
between any of the typical HRV parameters (Camm et al., 1996;
Brennan et al., 2001) and ratings. However, considering the
same parameters as elements of a feature vector and training
a simple classifier allowed us to obtain a population model
which predicted the result of the subjective assessment better
than that of a model based on the objective performance. This
indicates that there is a systematic relation between autonomic
parameters and subjective performance evaluation that is shared
across the population. Since we observed this relation only
for aggregated parameters and not for individual ones, we
cannot interpret the result with respect to only one of the
mental-cognitive phenomena that are typically considered in
the literature in relation to autonomic parameters. Yet, one
should consider that sympathetic and parasympathetic activity
are not always entirely antagonistic, rendering a simple concept
of sympathetic-parasympathetic balance inadequate in complex
cognitive, emotional, and behavioral situations.

Whereas, the results of our study show some potential for
a better understanding of the embodied nature of subjective
experience, the ramifications of the approach have to be
elucidated in future investigations. An important issue in this
respect is the demography of the cohort and the composition of
the dyads. Participants in our study were young students, and
a clear majority of them were females. As gender is known to
affect the dynamics of autonomic parameters, it would certainly
be interesting to find out whether and how this might impact the
prediction capabilities of the proposed method. Other factors in
this context which require systematic investigation are whether
the partners in a team are from the same or different sex as
well as their relationship. Another avenue for future research is
probably the question in how far the findings in our study can
be generalized across different tasks. Methodological difficulties
notwithstanding, we think that the evidence for the importance
of bodily signals in the emergence of subjective experience that

we found in our study suggests that tasks which require more
physical play than just flicking a finger may result in better
prediction capabilities.

5. CONCLUSION

Existing studies have suggested a variety of interactions between
cognitive and perceptual processes and individual autonomic
parameters, but almost all of them concluded that the true
relations are likely more complex. The machine-learning-
inspired approach we suggest here may pave the way to
understand such complex relationships. Our study suggests that
the physiological activity indexed by autonomic parameters bears
a relation to the subjective performance evaluation that can be
stronger than that of the actual performance. This underlines the
importance of considering bodily processes for understanding
the mechanisms of social cognition.
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Humans’ interactions with each other or with socially competent machines exhibit
lawful coordination patterns at multiple levels of description. According to Coordination
Dynamics, such laws specify the flow of coordination states produced by functional
synergies of elements (e.g., cells, body parts, brain areas, people. . .) that are temporarily
organized as single, coherent units. These coordinative structures or synergies may
be mathematically characterized as informationally coupled self-organizing dynamical
systems (Coordination Dynamics). In this paper, we start from a simple foundation, an
elemental model system for social interactions, whose behavior has been captured in
the Haken-Kelso-Bunz (HKB) model. We follow a tried and tested scientific method that
tightly interweaves experimental neurobehavioral studies and mathematical models. We
use this method to further develop a body of empirical research that advances the theory
toward more generalized forms. In concordance with this interdisciplinary spirit, the
present paper is written both as an overview of relevant advances and as an introduction
to its mathematical underpinnings. We demonstrate HKB’s evolution in the context of
social coordination along several directions, with its applicability growing to increasingly
complex scenarios. In particular, we show that accommodating for symmetry breaking
in intrinsic dynamics and coupling, multiscale generalization and adaptation are principal
evolutions. We conclude that a general framework for social coordination dynamics is
on the horizon, in which models support experiments with hypothesis generation and
mechanistic insights.

Keywords: HMI, HRI, Coordination Dynamics, social interaction, metastability, multiscale, complex systems,
Human Dynamic Clamp

INTRODUCTION

Social systems nest very small structures, the molecular, genetic and cellular machinery of living
things, into progressively larger structures – all the way up to entire organisms engaged in
mutual interaction with the environment and with each other. Quite crucially and across all
levels, the parts (e.g., organelles, organs, organisms, organizations) coordinate dynamically with
other parts, engaging and disengaging within and between their respective coalitions and across

Frontiers in Human Neuroscience | www.frontiersin.org 1 August 2020 | Volume 14 | Article 317150

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2020.00317
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fnhum.2020.00317
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2020.00317&domain=pdf&date_stamp=2020-08-14
https://www.frontiersin.org/articles/10.3389/fnhum.2020.00317/full
http://loop.frontiersin.org/people/7564/overview
http://loop.frontiersin.org/people/959429/overview
http://loop.frontiersin.org/people/54902/overview
http://loop.frontiersin.org/people/10132/overview
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-14-00317 August 12, 2020 Time: 21:56 # 2

Tognoli et al. Coordination Dynamics of Social Behavior

levels (upward∼downward causation, e.g., genes or neurons
influencing social behavior, and vice-versa). A main goal of
our research program is to find general systems of equations –
expressing lawful regularities – that explain social systems’
coordination dynamics within and across levels, irrespective of
level-specific details (Oullier and Kelso, 2009; see also Kelso,
2009a; Kelso et al., 2013). We approach this goal by examining
dynamic coordination patterns empirically; embedding those
observations in mathematical models; and returning to empirical
data to verify newly arisen predictions, in a recursive manner. For
present purposes, a model is the recreation of a natural system’s
key behavior that facilitates its understanding. “Understanding”
is sought, not through some privileged scale of analysis, but
within the abstract level of the essential collective variables and
their coordination dynamics, regardless of scale or material
substrate (Kelso et al., 1987; Schöner and Kelso, 1988b).

Quite a few modeling frameworks have been applied to
social systems, including agent-based models (e.g., Axelrod,
1997; Gilbert and Terna, 2000; Bonabeau, 2002; Schweitzer,
2007), cellular automata (e.g., Hegselmann, 1998; Batty, 2007),
Lotka-Volterra (e.g., Matsuda et al., 1992; Castellano et al.,
2009), stochastic diffusion (e.g., Arató, 2003; López-Pintado,
2008; Kimura et al., 2010), Bayesian (e.g., Yang et al., 2011),
Markov (e.g., Singer and Spilerman, 1976; Gintis, 2013), signal
flow graphs and block diagrams (Liu and Ma, 2018), recurrent
networks (Irsoy and Cardie, 2014), and, central to this review, the
HKB model (after Haken et al., 1985; see also Schöner and Kelso,
1988b; Kelso, 1995; Tognoli et al., 2018a), itself based on the
concepts of synergetics (Haken, 1977) and the mathematical tools
of non-linearly coupled non-linear oscillators. One of the key
strengths of the HKB model (and its numerous extensions) is its
possession of intrinsic dynamics (Kelso, 1995, Ch 6). That is, the
system of equations is formalized from two sides: one supplying
the intrinsic dynamics of the unit (what it does when left alone
to itself), and the other – whose significance social scientists
will recognize – reflecting constraints imposed by relation(s)
with other units. Intrinsic dispositions and social influences are
complementary aspects of social interaction, without which an
agent would be carried along by the ebbs and flows of whatever
jolts it encounters (see also Friston, 2011 and Kostrubiec et al.,
2012 for related views).

Mathematical models, when combined with theoretical
concepts, have the power to accomplish an important aim
for research that aspires to characterize cross-scale relations:
they permit widely different phenomena to fall under common
scrutiny. Numerous examples in the history of science speak
to the colossal payoff that follows successful integration across
scales. Newton’s famous unification of the laws that govern the
fall of the apple and the motion of celestial bodies comes to mind.
Deterministic chaos and quantum mechanics contain many more
examples, although it must be said that “emergent phenomena”
exist as well, i.e., where the whole is not only greater than the
sum of its parts, but different too (Anderson, 1972; Haken, 1977;
Laughlin and Pines, 2000).

How then is one to approach the daunting diversity of
dynamical behaviors that is encountered across scales of
observation? Our paradigm involves collective variables and

non-linear oscillators on the mathematical side, rhythmic finger
movements as basic observational units at the behavioral level
(Kelso, 1981, 1984; Haken et al., 1985), and of course, neural
oscillations at the neural level (see Schöner and Kelso, 1988b;
Glass, 2001; Tognoli and Kelso, 2014b). Oscillations might be
considered as the “ground zero” of open dynamical systems, their
most elemental form. First, temporal symmetries of limit cycles
(the mathematical structure for oscillations) allow for fruitful
mathematical simplifications. Second, oscillations are pervasive
in nature and obvious in their simplest form at the inception
of complex organisms: spontaneous oscillations are found in
neural and motor activity prenatally (Robertson, 1993; Khazipov
and Luhmann, 2006) and destined to endure, albeit in more
complex form, throughout the life of living systems (Turrigiano
et al., 1994; Gal et al., 2010; Marom, 2010). Evidence for the
primordial role of oscillations in human behavior also comes with
the occurrence (possibly unmasking) of repetitive movements in
several developmental and aging disorders (Brown, 2003; Abbott
et al., 2017). There are clear signs that oscillations are exploited
for subcortical control (Taga et al., 1991; Grillner et al., 1998;
Stewart, 1999; Righetti et al., 2005) and similar hypotheses have
been proposed for the cortical level (Edelman and Mountcastle,
1978; Kelso and Tuller, 1984; Yuste et al., 2005; Buzsáki, 2010;
Tognoli and Kelso, 2014b). The primacy of oscillations for the
regulation and control of living systems has been articulated
in the early works of Iberall, Yates, Morowitz, and others. For
example, Homeokinetic theory (e.g., Soodak and Iberall, 1978;
Yates, 1982) addresses the conditions for persistence, autonomy
and self-organization in biological systems from a physical
perspective (irreversible thermodynamics). A fundamental tenet
is that energy flow from a source to a sink will lead to at least
one cycle in the system (Morowitz, 1968). In the homeokinetic
view, control is effected by means of coupled ensembles of limit
cycle oscillatory processes. Limit cycle oscillations represent the
only temporal stability for non-conservative, non-linear systems,
that is, they are capable of making up for naturally occurring
dissipative losses. Loose coupling of limit-cycle processes exists
at all scales. Among their attractive features are their self-
sustaining properties, their ability to operate independently
of initial conditions, their stability in the face of moderate
perturbations, and, perhaps most important the properties
of mutual entrainment and synchronization (Minorsky, 1962;
Kelso et al., 1981; Winfree, 2001). Furthermore, elaboration
of arbitrarily more complex dynamics can be obtained from
oscillatory functions, as suggested by the work of pioneer
mathematicians like Joseph Fourier, showing some bridges
between oscillations and ordinarily irregular dynamics. On both
physical and mathematical grounds, therefore, it follows that
a path from simple oscillatory dynamics to more complex
dynamical behavior (typically observed across multiple scales in
biological systems) may be possible.

In the following, we will present briefly our protracted efforts
to build more complex dynamics from the paradigm initiated by
Kelso and colleagues (see also Avitabile et al., 2016). Before that,
we describe briefly the experimental paradigm, analysis strategy,
theory and models that constitute the mathematical building
blocks of our approach to understanding social coordination. The
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idea is to show how we grow our modeling paradigm toward
increasingly more life-like situations and to identify where the
edges of future advances may lie.

EXPERIMENTAL PARADIGM

A minimal experimental paradigm for social coordination
dynamics has two people exchanging information by virtue
of their senses and effectors as shown in Figure 1, forming
a figure eight that has maximal symmetry. In our canonical
experiments (Tognoli et al., 2007; Oullier et al., 2008; Tognoli,
2008; Tognoli and Kelso, 2015), action is generated by the index
finger (often depicted by a phase angle of the finger relative to
the joint) and perception is mainly through vision (though both
details are certainly amenable to other arrangements within the
sensorimotor repertoire of our human subjects, see e.g., Schmidt
et al., 1990). This choice does not ignore the fact that plenty of
social behaviors (conversations, emotions, dance, jamming, etc.),
at first seem to carry much greater sociocultural significance. In
the pure tradition of physics, stripping away complications is a
strategy to draw out simple controllable pieces of the system and
set them in motion in ways that are tractable for mathematical
models and their experimental counterparts (see also Kelso,
1995; Stewart, 1999; Nowak, 2004). Our work seeks laws of
coordination (subject to proper empirical verifications whenever
feasible) that transcend the specific choice of effectors (sweat
gland, vocal tract, facial, limb muscles etc.) or sensory pathways
in order to draw general mathematical foundations. We start with
the simplest dynamics that can be experimentally manipulated
and understood theoretically.

With the simple paradigm of two people moving their fingers
back and forth in view of one another, we are able to obtain
continuous state variables describing the trajectory of each
participant’s effector at the behavioral level, their coordination
dynamics (viz. the relative phase between the two finger
movements, see “Order parameter” below; Tognoli et al., 2007;

Oullier et al., 2008; Tognoli, 2008; see also Schmidt et al., 1990,
2011; Richardson et al., 2007; Schmidt and Richardson, 2008;
Marsh et al., 2009; Janata et al., 2012; Reddish et al., 2013; Fine
and Amazeen, 2014; Fusaroli et al., 2014; Keller et al., 2014;
Tschacher et al., 2014; de Poel, 2016; Moreau et al., 2016; for
a variety of related approaches). Further, when expanding this
work, information can be gained about concomitant activities in
the brain (Tognoli et al., 2007; Jantzen et al., 2008; Naeem et al.,
2012; see also Hari and Kujala, 2009; Dumas et al., 2011; Sänger
et al., 2011; Konvalinka and Roepstorff, 2012; Pfeiffer et al., 2013;
Babiloni and Astolfi, 2014; Cacioppo et al., 2014; Hirata et al.,
2014; D’Ausilio et al., 2015; Koike et al., 2015; Zhou et al., 2016;
Kawasaki et al., 2018; Mu et al., 2018; Pezzulo et al., 2019), and in
emotional subsystems (e.g., Zhang et al., 2016; see also Anders
et al., 2011; Balconi and Vanutelli, 2017; Reindl et al., 2018).
Objective measures of brain and behavior offer tight systems
of constraint that connect experiments and experimentally
validated models; their continuous nature serves well a modeling
framework that uses collective variables/order parameters at the
coordinative level and coupled oscillators as components. Finally,
such collections of neurobehavioral oscillations aptly embed the
multiscale and reciprocal nature of self-organizing processes that
play out in social systems (Coey et al., 2012).

ORDER PARAMETER: CONNECTING
MODELS AND EXPERIMENTS

A key concept of Coordination Dynamics – following along
the lines of Synergetics (Haken, 1977) – is the collective
variable or order parameter which has been demonstrated to
cut across different kinds of parts and processes (and across
levels) thereby dissolving traditional (and somewhat arbitrary)
divisions (e.g., between “cognitive” and “motor”) and enabling
a novel, dynamic framework for understanding collective/social
behavior (Kelso, 1995, 2009a,b, 2012; Tognoli, 2008; Coey et al.,
2012; Richardson et al., 2014; Tognoli et al., 2018a; see also

FIGURE 1 | Schematic of the experimental paradigm of social coordination dynamics in which two participants simultaneously perceive and produce behavior in
view of each other. More specifically, in our canonical experiment, subjects move their fingers in continuous fashion while at the same time observing their partner
doing the same. The paradigm’s simultaneity of dyadic perception and action – bidirectional coupling – is geared toward observing self-organizing processes.
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Macrae and Miles, 2012). In Coordination Dynamics, the order
parameter tracks the relation between parts of a system in time
(when they come to work together and when they go apart) – that
is, the dynamics of their coordination in contrast to the dynamics
of state variables characterizing the individual component parts.
We therefore resort to the relative phase (the difference φ

between the phase of each oscillator φ1 and φ2), as the collective
variable specified in the equations (Figure 2A) and empirically
scrutinized in experimental and modeling data (Fuchs and Kelso,
1994, 2009, 2018; Kelso, 1995, 2009a; Lagarde et al., 2006; Kelso
and Tognoli, 2007; Tognoli and Kelso, 2009; Fuchs, 2014). From
the standpoint of component rhythmic behavior, the HKB model
was built from phase-coupled oscillators and accordingly, the
theory indicates synchrony or synchronous tendencies as target
phenomena (Haken, 2013; see also Strogatz and Stewart, 1993;
Bennett et al., 2002; Pikovsky et al., 2002).

Starting in the limit case of strongly coupled systems
such as two entrained gears that are so perfectly fit to each
other that there isn’t room for either phase trajectory to
deviate from the other, the resulting relative phase is constant
(Figure 2B, yellow). It is obvious that such a strong and
immutable coupling cannot harbor the adaptation that is the
hallmark of intelligent living systems, including instabilities,
phase transitions and metastability (Kelso, 1995, 2001, 2010,
2012). Complex systems having the necessary propensity for
adaptation and reorganization especially entail the latter feature
(Figure 2B, magenta, green), that is, parts and coalitions of
parts alternate between cooperative tendencies (parts transiently
binding, manifested by transiently horizontal epochs, or dwells,
of the relative phase) and release from them (phase wrapping;
Kelso, 1991). In the other limit when coupling vanishes to zero,
the resulting uncoupled system typically manifests a flat diagonal
trajectory of its relative phase, reflecting the mere incidence
of their respective intrinsic phase dynamics (Figure 2B, blue).
Stable trajectories (Figure 2B, yellow) are found in regimes with
attractors (Figure 2A, for small values of δω, see right bracket);
metastable trajectories in regimes sans attractors (Figure 2A, for
larger values of δω past a critical threshold, see left bracket; and
weak coupling, not shown).

CLASSICAL EXPERIMENTAL FINDINGS
ON SOCIAL COORDINATION

Under the simple paradigm presented in section “Experimental
Paradigm” and with the analysis tools of section “Order
Parameter: Connecting Models and Experiments,” we review
a number of experimental results supporting the claim that
coordination dynamics at multiple scales is metastable, i.e.,
intermingled dwells and escape in the relative phase exist
(relative phase trajectories in Figure 3). We also found what
appears to be persistently stable relative phases (not shown,
see Tognoli et al., 2007; Kelso et al., 2009; Dumas et al.,
2014 for examples), which either pertain to genuine phase
locking (dynamical regime with attractors) or metastable dwells
(sans-attractor) whose characteristic time scale exceeds the
window size. Findings of metastability span dyadic social

coordination (Tognoli et al., 2007; Oullier et al., 2008; Tognoli,
2008; Figure 3A); experiments with a “Human Dynamic Clamp”
in which one member of the dyad is a computational model
of a surrogate social partner governed by the HKB equations
(Figure 3B, Kelso et al., 2009); multiagent social coordination
(Figure 3C; Zhang et al., 2018, 2020); and, outside our paradigm
but hinting at the phenomenon’s generality, the collective flashing
of fireflies (Figure 3D; Tognoli et al., 2018b) that we found not to
be fully synchronized stricto sensu (recalling that synchronization
requires attractors). As predicted from theory, when parts have
extensive symmetries in their intrinsic dynamics (small δω,
Figure 2A), the attracting tendencies (Figures 3A–C: histograms
of the relative phase) have concentrations at inphase (both
oscillator trajectories rise and then fall in step) and antiphase (one
oscillator rises when the other falls), befitting the extended HKB
model as a general model of behavioral and neural coordination
(Kelso, 1991; Kelso and Haken, 1995). These observations are
also consistent with HKB model predictions (Kelso et al., 1987;
Kelso, 2008). For instance, coordination can be weakened by
faster dynamics (Kelso et al., 2009), weaker coupling imposed
by one participant (as in the “parametrizable” human dynamic
clamp: Kelso et al., 2009), or greater diversity of prior dispositions
(Zhang et al., 2018, 2020).

In a parallel body of work, we examined the coordination
dynamics of brain activity upon which social behavior is
predicated, in particular in the domain of electrophysiology. Here
again and at several scales, we found evidence of synchronization
tendencies or metastability (Tognoli and Kelso, 2009, 2014b).
The hypothesis that synchrony (as distinct from synchronization
tendencies, see below) underlies the binding of local oscillatory
processes has taken root in neuroscience (e.g., Gray, 1994; von
der Malsburg, 1995; Singer, 1999; Bressler and Kelso, 2001;
Varela et al., 2001; Bressler and Tognoli, 2006; Uhlhaas et al.,
2009; Buzsáki, 2010; van Wijk et al., 2012; Harris and Gordon,
2015), with the caveat that due to the inherently dipolar nature
of electromagnetic fields, electrophysiological data at all scales
are replete with spurious inphase and antiphase coordination
(Freeman, 1980; Nunez et al., 1997; Nolte et al., 2004; Pascual-
Marqui, 2007; Tognoli and Kelso, 2009; Van de Steen et al.,
2019). Therefore, empirical evidence needs to be heeded carefully
before rendering definitive interpretations of remote synchrony
between neural ensembles. Initially setting aside inphase and
antiphase (due to the fact that they contain both true and
spurious synchronization), we were able to discover transient
synchronization patterns (see, e.g., Figure 4 from Tognoli and
Kelso, 2009). In the context of our empirical quest to discriminate
stability from metastability, synchrony was suggestive of stable
states and state transitions–thereby seeming to point to attractors
and bifurcations as governing brain dynamics. We however
found that a discontinuous spatiotemporal organization was
not definitive proof of attractor-based states and transitions in
brain dynamics. It is also entirely compatible with the alignment
and misalignment of phases across scales that is the hallmark
of metastability (e.g., see Figure 5 from Tognoli and Kelso,
2014b). Moreover, relative phase trajectories, with faint dwells
and limited periods of common frequencies, point toward weak
coupling. The latter is consistent with the idea that human
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FIGURE 2 | Two representations of the relative phase as an order parameter connecting models and experiments. (A) shows the phase portrait of φ in the
“extended” HKB model (Kelso et al., 1990) for various values of a diversity parameter δω. This graph carries regimes of coordination with attractors in the front of the
figure (for modest diversity δω, shown; also when coupling is strong, not shown) and those without attractors (large diversity of the parts, shown in the back of the
figure; and/or weak coupling, not shown). Attractors exist when the phase portrait (a function describing the rate of change of the relative phase as a function of
itself) has values at dφ

dt = 0 (i.e., the coordination does not change over time) and a converging flow (filled black dots attracting the flow as indicated by the arrows).
Stable regimes reflect a sustained cooperation among the system’s parts, but this stability also leads to inflexibility (see Kelso and Tognoli, 2007 for more details). In
(B), four sample (unwrapped) relative phase evolutions over time illustrate stable coordination (yellow) where the order parameter φ persists at the same value (ad
infinitum in models); metastability (magenta, green) with their characteristic dwells (quasi horizontal epochs, attracting tendencies near inphase, i.e., 0 rad. and
antiphase, i.e., π rad. modulo 2π) and escape (wrapping); and uncoupled behavior (blue), whose relative phase grows continually with time (it approaches a linear
function when the probability distribution of individual phases lacks remarkable joint phase ratios).

brains are subject to the coordinative demands of many local
populations that trade among each other due to ubiquitous
weak coupling. Definitive evidence in favor of either dynamics
with or sans attractors remains tentative, and its resolution
likely resides in perturbation approaches to brain dynamics.
Furthermore, because of the pervasive ambiguity of spurious
inphase and antiphase in the EEG and the evasiveness of non-
inphase dwells from lower scales (Tognoli and Kelso, 2009), it
remains difficult to offer definitive evidence of bistable tendencies
in brain electrophysiological patterns, and test this specific
prediction from the HKB model. Phase transitions, however, have
been established and have suggested bistable tendencies in MEG
(Kelso et al., 1991, 1992; Fuchs et al., 1992, 2000b) and fMRI

dynamics, starting with Meyer-Lindenberg et al. (2002) (see also
Fox et al., 2005; Tognoli and Kelso, 2014b).

A CHRONOLOGY OF THE HKB MODEL’S
AUGMENTATIONS

The HKB system of equations was initially developed to
model a non-linear, self-organizing phenomenon discovered
in human movement coordination (Kelso, 1981, 1984). When
simultaneously set in motion, two homologous body parts, for
instance left and right hand, may be stabilized in either of
two patterns, inphase or antiphase (suggestive of attractors).
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FIGURE 3 | Behavioral coordination in human dyads (A), human interaction with a Human Dynamic Clamp (B), ensemble of people (C) and to hint at generality, in
fireflies flashing [white circles, (D) the thick brown trace indicates the collective behavior of their large colony]. Relative phase trajectories from (A–C) are chosen to
illustrate an alternation of dwells and escapes that is typical of metastability. Attracting tendencies are found toward inphase and antiphase [see histograms in (A–C),
with count identified with the symbol #, showing relative phase distribution for the most strongly coupled conditions in their respective paradigms, see original
references for details and for examples of weaker organization].

As movement frequency was increased, however, there was an
abrupt switch wherein one pattern lost stability and gave way
to the other (here antiphase to inphase). In dynamical system
parlance, this switching behavior can be described as an order-
to-order phase transition, corresponding mathematically to a
bifurcation. The HKB model was built to capture bistability,
bifurcation and hysteresis (the finding of different critical
frequencies when approaching the bifurcation with decreasing
or increasing movement frequencies). Those three elements are
characteristic of many complex non-linear systems. Within a
multiscale paradigm, it is natural to ask whether governing laws
retain their validity at proximal scales (Gell-Mann, 1988; Jirsa and
Haken, 1997; Kelso et al., 1999). Our group started to ask whether
the HKB equations governing the coordination between two
hands of the same person applied when we scale up one level: two
hands, one each from two different individuals. Thus, we forayed
into social coordination dynamics (Tognoli et al., 2007, 2018a,b;
Oullier et al., 2008; Tognoli, 2008; Kelso et al., 2009, 2013;
Kelso, 2012; Dumas et al., 2014, 2018; Kostrubiec et al., 2015;
Tognoli and Kelso, 2015; Nordham et al., 2018; Zhang et al., 2018,
2019). Social coordination dynamics complemented the same
question previously asked at the level of the individual: the hand-
owners’ neuro-muscular system studied with neurophysiological
tools, MEG, fMRI, and EEG (e.g., Tuller and Kelso, 1989; Kelso
et al., 1992, 1998; Wallenstein et al., 1995; Jirsa et al., 1998;
Mayville et al., 1999, 2002; Fuchs et al., 2000a,b; Jantzen et al.,
2004, 2009; Oullier et al., 2004; Jantzen and Kelso, 2007; Kelso and

Tognoli, 2007; Tognoli and Kelso, 2009, 2014b, 2015; De Luca
et al., 2010; Banerjee et al., 2012; and many others). Since a sizable
body of experimental work had supported HKB’s relevance
both in theoretically predicted and de novo phenomena (section
“Classical Experimental Findings on Social Coordination”), we
have adopted HKB as the root model in our social neuroscience
research program.

Above, we justified the use of simple behavioral paradigms
that were the key to HKB’s initial development. In the following,
we demonstrate several advances toward further generalization
in the context of social coordination dynamics. Though by
no means inclusive1, Figure 4 presents six stages of the HKB
framework. The original equations (Figure 4, eq. 1; Haken et al.,
1985) describe (at the oscillator level on the left and collective
level on the right) two non-linearly coupled non-linear oscillators
x and y with intrinsic frequency � (eigenfrequency), that are
bound by a coupling function with notable coupling strength
constants a and b. The existence of both coupling terms, one
with period φ and the second with period 2φ, are responsible
for the bistability of both inphase and antiphase, and the b/a

1For example, other developments not considered here include learning,
recruitment of new degrees of freedom, parametric stabilization, multifrequency
coordination, trajectory formation, stabilization of unstable systems, intentional
switching, etc. Most of these aspects have been developed within single subject
situations and have yet to be systematically explored in social contexts, our focus
here. They do, quite obviously, provide a reservoir for future work in social
coordination dynamics.
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FIGURE 4 | Augmentations of the HKB model toward increasing life-like relevance. (1) The first equation is spelled out at the oscillator level on the left (specifying the
position, velocity and acceleration of oscillators x and y, with notable parameter � carrying the intrinsic frequency, see “Introduction” for motivation); and at a
collective level on the right (specifying the rate of change of x and y’s relative phase φ. The coupling strength parameters a and b are responsible for the bistability of
inphase and antiphase. (2) A symmetry breaking term δω (Kelso et al., 1990) gives rise to metastability. (3) A modification to the oscillators’ dynamics supplies
regimes with discrete behavior -excursion from rest- and continuous cyclical behavior in a single formalism (Jirsa and Kelso, 2005), whose topology is controlled by
three parameters ρ, θ, and τ. Transitions between regimes are autonomously followed in a human-machine interaction (Dumas et al., 2014). (4) The intrinsic
dynamics of the oscillators � is coupled with adaptation rate ε for partners to adapt their more stable behavioral dispositions as they interact (Nordham et al., 2018).
(5) A bias parameter 9 is introduced to direct the coordination to pull human-machine dyads away from their spontaneous attractors with strength c (Dumas et al.,
2014). (6) A scalable multiagent system of equations is built upon empirical data (Zhang et al., 2019) that carries the first and second order coupling term just like the
original HKB model from eq. 1, under coupling matrices a and b. See references in text.

ratio controls the “depth” of each attractor basin. In the case
of eq. 1, �x = �y: the two oscillators have identical intrinsic
dynamics, a sensible approximation given the model’s origin with
two homologous body parts.

In nature and especially in complex biological and social
systems, it is seldom the case that coordination exclusively
concerns perfectly matching pieces of machinery: many
components ought to work across the divide of different intrinsic
dispositions (a child and a father pacing together on a beach;
brain areas generating beta and mu oscillations. . .). The second

equation from Figure 4, eq. 2; Kelso et al. (1990) breaks symmetry
in the intrinsic behavior of the oscillators, letting �x differ from
�y. At the collective level (Kelso et al., 1990; for equations at
the component level see Fuchs et al., 1996), this extended HKB
model results in a new term δω whose existence has two main
effects: it shifts the attractors away from inphase and antiphase
coordination and it shrinks the basin of attraction until the
weaker antiphase, followed by the stronger inphase, eventually
vanish, thereby unlocking a metastable regime that retains
attracting tendencies (effective pooling of collective effort), but
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has lost its fixed points stricto sensu (see also Figure 2A). Such
metastable regimes are important for their enhanced agility to
continually disband coordination patterns and create new ones
(Kelso, 1991, 1995; Kelso and Tognoli, 2007).

Obviously from common experience, at some level,
functionally adapted systems do not continuously spin the
wheel of their dynamics ceaselessly. Numerous processes retain
cyclical characteristics under entrainment with the environment
or even intrinsically (Glass and MacKey, 1988; Strogatz and
Stewart, 1993; Winfree, 2001; Tognoli and Kelso, 2014b; and
references in Introduction). But rest is also a characteristic
biological behavior; and goal-directed agents, for instance
people or brain networks (Attwell and Laughlin, 2001; Kramer
and McLaughlin, 2001), tend to set in motion only briefly
under intent, perhaps to manage energy constraints (Attwell and
Laughlin, 2001). This propensity to switch from cyclical to resting
behavior was built into the Excitator model (Figure 4, eq. 3, from
Dumas et al., 2014, modified after Jirsa and Kelso, 2005), inspired
from the explicitly discrete nature of neuronal excitability
(and human movement coordination, Kelso et al., 1979). Its
right-hand side (the coupling term) is identical to eqs. 1–2
but its left-hand side has terms that, under parametric control
of a separatrix, part the flows of the coordination dynamics
into discrete and continuous domains. HKB’s augmentation
to discrete dynamics is a building block for many diachronic
social behaviors such as turn-taking in talks or mere conspecific
observation (e.g., Dumas et al., 2010, 2014; Kawasaki et al., 2013;
Tognoli and Kelso, 2015; Pérez et al., 2017) and is intimately
linked to delayed coordination and the emergence of roles
amongst social participants (Dumas et al., 2014).

Thus far, individual characteristic behavior in isolation has
been left unchanged by interaction with others. Now, it is well-
recognized in sociology and neuroscience that parts (e.g., people,
brain areas) do in fact change (see also Newell et al., 2008), and
specifically according to their history of interaction with other
parts. This is a truism of adaptation. Taking inspiration from
Righetti et al. (2006)’s work on frequency learning in oscillators,
Dumas et al. (2014) created an adaptive “Human Dynamic
Clamp” based on earlier research on Virtual Partner Interaction
(Kelso et al., 2009). In this work, Dumas et al. (2014) used a
human to broaden the HKB model’s behavioral repertoire: by
making its intrinsic frequency adapt to a human partner’s input, a
virtual partner was conditioned to track a slowly evolving range of
movements that a human would produce in its “view.” This work
opened the way to social adaptation in our mathematical models.
It was the first incursion into broader behavioral repertoires for
HKB-based surrogate social partners, who grew new capabilities
by virtue of their interaction with humans.

In the Dumas et al. (2014) work, however, a relaxation term
returns the oscillator to its characteristic frequency preference.
Adaptation has one more sweeping phenomenology to hand over
to the model and it concerns what happens after, not during
the interaction. In the paradigm of dyadic social coordination,
Oullier et al. (2008) discerned an increased spectral overlap after
episodes of social coordination (“social memory”). Additionally,
Tognoli (2008) found the persistence of stable relative phase past
the period when visual information exchange secures the binding

of both oscillatory trajectories. This aftereffect was further studied
by Nordham et al. (2018), who teased apart three factors
modulating the strength of social memory: coordinative stability,
coupling strength (stronger aftereffects for more stable and more
strongly coupled trials) and initial frequency differences (stronger
aftereffects in trials with smaller initial differences). It turned out
that all three factors arise from a common source. In the modeling
section of the same paper, Nordham et al. (2018) showed that a
universe of experimental observations in interactional behavior
(e.g., strong aftereffect in both partners, in one or in none;
multiple precursor conditions before and during interaction that
influenced behavior post-interaction) could be accommodated
by a single modification of the model. Each oscillator’s intrinsic
frequency ceased to be a constant. Instead, it became an
equation that conjugated self ’s and partner’s dynamics, weighted
by an idiosyncratic parameter ε – the individual propensity
to let one’s self be attracted (or sometimes repelled) by the
other (Figure 4, eq. 4). In this adaptive HKB model, social
memory deploys all of its forms out of a combination of three
parameters: frequency adaptation, coupling strength and initial
frequency difference.

Now let’s consider the phase pattern at which social
coordination happens. While experimental data demonstrate that
effortless coordination between two people occurs at or near
inphase and antiphase (Section “Classical Experimental Findings
on Social Coordination” and Schmidt et al., 1990; Richardson
et al., 2007; Marsh et al., 2009; Fine et al., 2015; though see
Avitabile et al., 2016 for nuanced theoretical and empirical
insights), there is plenty of skillful interpersonal coordination
that ought to happen against the grain of “natural” tendencies,
e.g., in orchestra playing (Walton et al., 2015) or in the
performance of skillful joint actions (Duarte et al., 2012; Issartel
et al., 2017). An experimental line of research on learning had
shown the remodeling of attractive states/tendencies as they are
subjected to practice (Schöner and Kelso, 1988b; Zanone and
Kelso, 1992, 1997; Kelso and Zanone, 2002; Kostrubiec et al.,
2012, 2015). Change in the attractor landscape was modeled by
Schöner and Kelso (1988a) as a task requirement (“informational
forcing”) that tuned the locus of the attractors. Considering that
conspecifics are a crucial part of the environment (MacMahon
et al., 1978; Dunbar and Shultz, 2007; Barsalou, 2008; Adolphs,
2009), Dumas et al. (2014) expanded the additional forcing
term from Schöner and Kelso (1988a) into a Virtual Partner
parameter to lure humans into collective behaviors that would
a priori be unstable for human dyads to perform. To do so,
the Virtual Partner’s mathematical model was augmented with
a biasing term that attracted the collective dynamics to a target
phase 9 with strength C (Figure 4, eq. 5). Incorporating this
feature into the Human Dynamic Clamp, Kostrubiec et al. (2015)
demonstrated that spontaneously unstable patterns of phase
coordination (e.g., at 90◦) could be coproduced by a human
and a Virtual Partner, the latter set with a strong bias to teach
that pattern to the human. Some degree of learning was also
corroborated, and the system was nicknamed “Virtual Teacher.”
This model augmentation ventures into social contexts where
the participants’ roles are markedly different: a computationally
forged bias (representing the timescale of attracting structures)
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allows transfer of coordinative patterns between participants,
characteristic of social learning.

All the models exposed above pertain to dyadic situations.
Early on in Coordination Dynamics, the question of multiagent
models had been addressed by Schöner et al. (1990) and Jeka
et al. (1993) in the context of “quadrupedal” coordination
patterns of people’s upper and lower limbs in which the
(collective) state variables of the system constitute 3 relative
phases. But proposals to scalable n-dimensional HKB systems
remained to be achieved. Zhang et al. (2018) reasoned that useful
foundations rested with empirical data at the intermediate scale
(somewhat bigger than two to make room for groupings within
groupings, but smaller than the experimentally unattainable
infinity; and importantly, tractable for a detailed analysis of phase
coordination patterns). To constrain the model with empirical
data (and with the underlying goal of integrating across levels,
see “Introduction”), Zhang et al. (2018) set up the perceptual-
motor coupling of eight people whose movements caused taps
on a touchpad and who saw everyone’s taps as flickering patterns
on spatially situated LED arrays (Figure 3C). The subsequent
model development explored a variety of frameworks before
settling on a hybrid system of HKB and Kuramoto equations
(Zhang et al., 2019; Figure 4, eq. 6; including a coupling term
with connectivity matrix aij fully equivalent to the Kuramoto
model and another term with connectivity matrix bij resembling
the second order coupling term from HKB, see eqs. 1,2,5).
Development of the model built on useful functional symmetries
carefully crafted in the experimental setup. The combination
of extended HKB and Kuramoto fulfilled all the empirical
constraints provided by Zhang et al. (2018) across multiple
levels of description. Importantly, the Kuramoto model alone
was insufficient because it did not uphold co-expressed inphase
and antiphase patterns that are central features of HKB and
that the eight agent experiment had uncovered. With this
scalable system now made relevant by experimental data on
human multiagent coordination, an opportunity exists to relate
coordination dynamics across multiple scales, and especially
across levels of description spanning the neural, behavioral
and social [for an interesting related approach that also uses
HKB coupling, see the ‘sheep herding’ paradigm of Nalepka and
colleagues (Nalepka et al., 2017, 2019)].

CONCLUSION AND OUTLOOK

To complement many approaches that focus on a unique
level of description of social behavior and to gain insight
into the relationship between scales, we asked whether the
multitudinous processes associated with social behavior abide to
general principles. In section “Classical Experimental Findings
on Social Coordination” of this review, we presented a series
of experimental snapshots taken from two levels (brain and
behavior), all pointing to spatiotemporal metastability as a
common organizing principle. Metastability arises from weak
coupling (permissive of flexible binding) and diversity (tendency
of the parts to unbind and act independently) – the tension
between the two opens up a universe of complex coordinative

patterns besides phase-locking. Metastability is especially well
understood in its simpler forms near the border of the bifurcation
from stable phase-locking (Kelso, 1991, 2012; Zhang et al.,
2018). Furthermore, metastability probably remains in effect
throughout more complex coordination patterns, even as we
may fail to identify and quantify its more elusive forms (Tognoli
and Kelso, 2014a; see also Zhang et al., 2020 for methodological
advances using computational algebraic topology).

Recognizing that evolutionarily speaking, rhythm is a
powerful way to put people in tune with one another (whether
it be to dance, to compete, to make war, or to worship),
we have taken oscillatory dynamics as the workhorse of
our research paradigm. Yet, oscillatory behavior is all but
its terminal end game. In section “A Chronology of the
HKB Model’s Augmentations,” we laid out the state of our
progress to bring the above experimental insights of social
coordination into an evolving modeling framework: starting
from a pair of symmetrical non-linearly coupled non-linear
oscillators (Figure 4, eq. 1), crossing the crucial step of
broken symmetry that unleashes metastability (eq. 2), and
augmenting for discreteness (eq. 3), frequency adaptation (eq.
4), intentionally directed phase patterning (eq. 5), and finally
scaling for multiple interacting agents (eq. 6) as a leap into a
multiscale framework. These augmentations progressively evolve
a repertoire of coordinative behaviors with increasing realism:
elaborating on the intrinsic dynamics, coupling and within- and
across-scale composition in a self-consistent manner. They echo
numerous calls for models that reach beyond the original HKB
model (Jirsa et al., 1998; Beek et al., 2002; Newell et al., 2008; Kelso
et al., 2013; Avitabile et al., 2016; de Poel, 2016; Słowiński et al.,
2018, 2020) and lay some foundation for generative approaches
to the complexity of intrinsic and social dynamics that our
interdisciplinary group continues to pursue.

Grounded in the dynamics of sensorimotor loops that
couple perception and action between two or more individuals
(Figure 1), more profound sociocognitive concepts quickly
emerge. As posited in the introduction, an essential characteristic
of the present modeling framework is that it approaches social
behavioral dynamics from two standpoints: one for the intrinsic
dynamics of the self and one for the coupling to the partners,
their socialness. The equations governing the evolution of self-
behavior (Figure 4, left hand-side of leftmost column) are
dynamical mechanisms that intertwine self and others via the
interaction (right hand-side of same). However, for the self to
remain distinct from, yet informed by social partners, there
needs to be a separation of time scales at which self-disposition
and input from others influence individual behavior. Our model
of social memory (Figure 4, eq. 4), contains distinct time
scales and coupling for the moment-to-moment coordination
of behavior (Figure 4, eq. 4, parameters a and 2b, purple
color), and for the influence that the other(s) exert(s) more
permanently on self-dispositions (Figure 4, eq. 4, parameter
epsilon, red). If it is a key asset of biological adaptation to
modify one’s internal state (Maturana, 1970), then our work
highlights how neurobehavioral symmetries at play in social
interaction contribute to shaping human behavior (see also
Dumas et al., 2012), a well-recognized concept in sociology,
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developmental psychology and learning science (Thelen and
Smith, 1994; Mercer, 2011; Sheets-Johnstone, 2017).

From the intricacies of self and others (above) immediately
follows the question of agency (Kelso, 2000, 2016; De Jaegher
and Froese, 2009; Buhrmann and Di Paolo, 2017; Solfo et al.,
2019). In a line of the model, we demonstrated how to stabilize
initially unstable phase patterns using the equations for directed
coordination (Figure 4, eq. 5; Dumas et al., 2014; Kostrubiec
et al., 2015), which was transformed into an agentic learning
tool in human machine interaction. On the subjective side, Kelso
(2016) has theorized that a developmental phase transition to
agency occurs when infants realize the impact of their action on
the world. Kelso and Fuchs (2016) have developed a model of
this phase transition. The question of agency reaches an apex
of complexity when multiple intentionalities are conflated into
a collective outcome. In our study of the Human Dynamic
Clamp, we have shown that the model is able to tune various
aspects of its coupling strength to modify the rate at which it
converges to its “intention” and therefore gain or lose agency
to a competitive human partner whose temporal dynamics is
probably more constrained than the model’s (Kelso et al., 2009;
Dumas et al., 2014). A study of human brain (Dumas et al.,
2020) suggests that the subjective sense of agency arising within
such human-machine interactions has its root in the neural
dynamics entrained by the movements from self and other,
whose convergence occurs in the right parietal cortex. This
set of results not only highlights the key role of right parietal
areas in social coordination, but also points toward a link
between sensorimotor neuromarkers and affective dimensions
of human social cognition (see also Zhang et al., 2016), in
agreement with paleocognitive accounts of the right hemisphere
as an evolutionary neuroanatomical basis from predatory threat
avoidance to social processing (Forrester and Todd, 2018). It is
hoped that the present work may eventually speak to higher level
processes such as the mentalizing versus simulation debate in
social cognition (Gallagher, 2008; Frith and Frith, 2012; Sperduti
et al., 2014; Alcalá-López et al., 2019).

A multiscale framework sufficiently mature to encompass
sensory, cognitive and motor abilities will further allow one
to explore the effect of traits and pathologies on coordinative
competencies. We showed that the model cross-validates with
experimental studies when parametric manipulations predictably
induce phase transitions (i.e., a logic distinct from curve-fitting).
The social coordination dynamics framework may overcome the
curse (for the scientist, since functionally, it is a blessing) of
behavioral “degeneracy” [equivalence of behavioral coordinative
(dis)abilities arising under distinct individual sensorimotor
organizations] by dissecting neurobehavioral roots of social

behavior in conditions such as autism or Parkinson’s Disease (see
also Lagarde, 2013; Dodel et al., 2020 for related views). Specific
experiments across traits and conditions, guided by modeling
insights, also power neurobehavioral diagnostic tools with great
specificity (e.g., Baillin et al., 2019).

Our most recent innovation with multiple agents
complementing the prior dyadic formalism (Figure 4, eq. 6;
Zhang et al., 2019) has provided a decisive stepping-stone for the
multiscale framework that has long been envisioned. By marrying
models of coordination based on statistical mechanics (the
Kuramoto model, Kuramoto, 1984) and non-linear dynamics
(extended HKB, Kelso et al., 1990), the Zhang et al. (2019) model
from eq. 6 provides an experimentally validated framework
where coordinative structures can exist within other coordinative
structures – the ground zero for vertical integration across scales.
From a complex systems perspective, this is a much-needed
innovation because external control elements (the parameters
that scientists tune and set) can now be incorporated by layering
systems within systems, with the immediate consequence that
the loose ends previously left in the hands of scientists can be
returned to self-organizing principles and advance increasingly
autonomous architectures recapitulating social behavior across
scales. A neurocomputational model of social behavior (Dumas
et al., 2012; Tognoli et al., 2018a) is but one of them. The
development of this scalable, empirically validated framework
also allows one to examine multiscale coordinative structures
and study how they arise from simple (but no simpler)
interaction between individuals. In particular, by introducing
more “space” (degrees of freedom), this framework generalizes
the impact of metastability, a mechanism originally discovered
in dyadic interaction, to a system level: it creates spatiotemporal
metastability, allowing a large-scale system to adopt very many
different configurations in a sequential, recurrent manner. In
other words, metastable coordination dynamics endows a system
with an ability to generate complex, yet organized, spatiotemporal
patterns – the sign of a true complex system.
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The enactive theory of perception hypothesizes that perceptual access to objects
depends on the mastery of sensorimotor contingencies, that is, on the know-how of
the regular ways in which changes in sensations depend on changes in movements.
This hypothesis can be extended into the social domain: perception of other minds
is constituted by mastery of self-other contingencies, that is, by the know-how of the
regular ways in which changes in others’ movements depend on changes in one’s
movements. We investigated this proposal using the perceptual crossing paradigm, in
which pairs of players are required to locate each other in an invisible one-dimensional
virtual space by using a minimal haptic interface. We recorded and analyzed the real-time
embodied social interaction of 10 pairs of adult participants. The results reveal a process
of implicit perceptual learning: on average, clarity of perceiving the other’s presence
increased over trials and then stabilized. However, a clearer perception of the other was
not associated with correctness of recognition as such, but with both players correctly
recognizing each other. Furthermore, the moments of correct mutual recognition tended
to happen within seconds. The fact that changes in social experience can only be
explained by the successful performance at the level of the dyad, and that this veridical
mutual perception tends toward synchronization, lead us to hypothesize that integration
of neural activity across both players played a role.

Keywords: embodied cognition, social cognition, enactive approach, virtual reality, agency detection, perceptual
awareness scale

INTRODUCTION

Imagine you are going on a romantic date at the cinema. Inside the movie theater you sit down
next to your date, but it is so dark that you cannot see each other, leaving you uncertain about
their presence. At some point during the movie you feel your date’s hand touching your hand, and
you start holding hands. Your experience of watching the movie is transformed, as it takes on a
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more distinctively social quality: ‘‘we’’ are sharing this experience
with each other. How can such embodied social interaction have
this profound effect on an individual’s perceptual experience?

This study aimed to investigate how a person’s real-time
tactile interaction with other people can make an irreducible
difference to how that person experiences their self, others,
and the world, an effect which has been referred to as
‘‘genuine intersubjectivity’’ (Froese, 2018; Froese and Krueger,
forthcoming). It builds on the key role of interpersonal
contingencies that emerge from the coupling of human bodies
Dumas et al., 2014). This aim and basis stand in sharp
contrast to what has been characterized as the ‘‘methodological
individualism’’ of traditional cognitive science (Boden, 2006),
which in its more extreme formulations has even taken an
isolated brain as the in-principle sufficient basis of all social
experience (Searle, 1990). Nevertheless, the notion of genuine
intersubjectivity is consistent with a small but growing number
of psychological and neuroscientific experiments as well as agent-
based simulation studies, which point to the constitutive role of
social interaction for social cognition (e.g., De Jaegher et al., 2010;
Schilbach et al., 2013; Candadai et al., 2019).

A particularly promising methodology for studying the
effects of real-time embodied social interaction is the so-called
‘‘perceptual crossing’’ paradigm, which was originally proposed
by Lenay and colleagues (Lenay et al., 2006; Auvray et al., 2009).
Pairs of participants are connected to an invisible 1D virtual
space using a minimal haptic computer interface, and their task
is to locate the other person’s avatar based on the patterns
of interaction while avoiding distractor objects (see Figure 1).
This paradigm has inspired several experimental variations and
different applications (for a review, see Auvray and Rohde, 2012;
Deschamps et al., 2016; Zapata-Fonseca et al., 2018; Barone et al.,
2020). Since the first studies, there have been discussions of
participants’ anecdotal reports of their social encounters (Lenay,
2010; Auvray and Rohde, 2012). However, to investigate genuine
intersubjectivity more experimentally, such studies must also
include an explicit assessment of participants’ lived experience.

An important step in this direction was provided by a
variation of the perceptual crossing paradigm by Froese et al.
(2014a), in which participants were asked to rate the clarity
of their perception of the other’s presence. They found that a
participant’s perceptual clarity was a joint achievement: it was not
associated with a participant’s correct identification of the other
per se, but rather with bidirectional interactions that permitted
both participants to successfully recognize each other. This
conclusion was further supported by subsequent explorations of
the same dataset (Froese et al., 2014b; Zapata-Fonseca et al., 2016;
Kojima et al., 2017). This was the first empirical proof of the
concept of genuine intersubjectivity.

However, given that this was an isolated experiment, it
remained to be seen whether it could be replicated. This has
now been accomplished by Hermans et al. (2020), as well
as by the present study. Hermans et al. (2020) implemented
a shorter variation of Froese et al.’s (2014a) perceptual
crossing paradigm as part of a longitudinal population study
of adolescents. Importantly, despite this reduction in overall
interaction time, as well as differences in the target population

FIGURE 1 | Experimental setup of the perceptual crossing paradigm. (A)
The physical setup. The two participants can only engage with each other via
a haptic human-computer interface that reduces their scope for bodily
interaction to a minimum of horizontal left to right movement and tactile
sensation. Each player’s interface consists of two parts: (1) a trackball that
controls the displacement of their “avatar” in an invisible 1D virtual
environment; and (2) a hand-held haptic feedback device that vibrates at a
constant frequency for as long as the avatar overlaps another virtual object
and remains off otherwise. (B) The virtual setup. Players are embodied as
minimal avatars on an invisible line that wraps around after 600 units of
space. Each avatar consists of a binary contact sensor and a body object.
Unbeknownst to the players a “shadow” object is attached to each avatar
body at a fixed distance of 150 units. There are also two static objects, one
for each player. All objects are four units long and can therefore only be
distinguished interactively in terms of their different affordances for
engagement.

and in the assessment of participant’s experience, they also
found that subjective experience was highest specifically in trials
when both participants were jointly correct in detecting each
other’s presence.

Hypotheses
In the present study, we replicated Froese et al.’s experimental
setup and tested several hypotheses related to genuine
intersubjectivity. This concept is best approached by drawing on
the theoretical resources of the phenomenological tradition in
philosophy, especially its work on the phenomenology of direct
social perception (Gallagher, 2008; Krueger, 2012), and of the
enactive approach to cognitive science, especially the enactive
theory of perception (Noë, 2012) and its extension to social
perception (De Jaegher, 2009; McGann and De Jaegher, 2009). In
essence, this theory holds that object perception consists in the
skillful regulation of sensorimotor interaction, which involves
knowing how sensations of the object would change concerning
possible movements of one’s body, and which provides direct
access to the object of perception. An individual’s mastery of
these dependencies of sensations on bodily movements, that
is, of so-called sensorimotor contingencies, entails a better
perceptual grasp of the perceived object.
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The same idea of sensorimotor contingencies can also be
applied to the perception of another person. It is known that
the motor system is involved in social cognition, which is often
interpreted as simulation or mirroring (Rizzolatti and Sinigaglia,
2016), but can also be considered as enactive perception in a
social context (Gallagher, 2009; but see Gallese, 2017). More
specifically, in line with sensorimotor theory (O’Regan et al.,
2005), it has been proposed that social perception consists in the
skillful co-regulation of social interaction (De Jaegher et al., 2010;
Froese and Di Paolo, 2011), which involves both participants
knowing how sensations caused by the other’s bodily movements
would change concerning their possible bodily movements, and
the mastery of these ‘‘self-other contingencies’’ thereby provides
access to the other person (McGann and De Jaegher, 2009).

According to this enactive theory, there is a crucial
difference between social perception and object perception
in terms of their respective conditions of successful
perceptual access: both depend on skillful regulation of
interaction, but in the case of perceiving another person
as another person this access additionally depends on a
complementary skillful response by the other person. If
the other does not respond appropriately, the perceptual
situation would be more akin to that of object perception,
for example of perceiving the other’s physical body. This
theory, therefore, predicts that the basis of social perception
goes beyond the individual perceiver to include another
perceiver. However, it is not yet entirely clear what this inter-
personal basis of social perception means for the perceiver’s
experience. At least two possibilities present themselves,
which we will refer to as weak and strong forms of genuine
intersubjectivity, respectively:

(1) Weak genuine intersubjectivity: This possibility accepts that
the basis of social perception can be distributed across
two persons, such that one person’s perception of the
other person is partly constituted by their ongoing social
interaction. However, it remains conservative about the
boundaries of consciousness, because it still maintains
that each person’s experience remains the property of
only that individual. This implies that there are two
independent, non-overlapping experiences; each person’s
social perception can be shaped by the other’s movements,
but without ever constituting a single, jointly sharedmoment
of experience.

(2) Strong genuine intersubjectivity: This possibility also accepts
that the basis of social perception can be distributed across
two persons, but it is more liberal about the boundaries
of consciousness. It rejects the claim that two interacting
persons must always have two independent experiences
and instead accepts the possibility that an interactively
extended basis can also give rise to one jointly unfolding
experience, for instance of mutually perceiving each other.
This implies that this single, jointly shared experience is
better characterized as a moment of co-presence that is
grasped from each perceiver’s specific point of view.

The possibility of weak genuine intersubjectivity implies
that two people in interaction can have their experience

shaped by that ongoing interaction at different times. The
possibility of strong genuine intersubjectivity, on the other
hand, implies tighter inter-personal integration, which fits
well with growing evidence that there is a synchronization
of neural activity across brains during social interaction,
including in the faster frequency bands, and that this
is the basis for inter-personal neuronal integration that
has implications for different aspects of social cognition
(Valencia and Froese, 2020).

More specifically, Froese (2018) has suggested extending
Varela’s (1999) neuro-phenomenological analysis of
present-time consciousness to the social domain. The idea
that genuine intersubjectivity requires interpersonal integration
at the most fundamental level of temporality resonates with
research in the phenomenology of consciousness (Rodemeyer,
2010), and complements it with a scientific methodology.
Varela highlights that the conscious moment of ‘‘now’’ is not an
instant but has a duration of 1–3 s. He argues that this duration
results from the amount of time it takes for neural activity
in an individual’s brain to become transiently integrated via
long-range synchronization.

Accordingly, an attractive hypothesis of how two people could
experience that ‘‘we’’ are sharing one and the same ‘‘now,’’ is that
their co-regulated social interaction caused their neural activity
to become synchronized. We did not directly investigate neural
activity in the current experiment, but if this hypothesis is on
the right track, then we would expect the time scale of 3 s to be
relevant for mutual veridical perception.

We set out to investigate this theory of social perception and
the possibilities of weak and strong genuine intersubjectivity in
terms of the following hypotheses:

(1) We hypothesized that participants’ capacity to correctly
recognize the other will increase over trials, as they learn to
redeploy their existing skill of embodied social interaction
via the haptic computer interface.

(2) We hypothesized that clarity of the other’s perceived
presence will increase over trials, as perceptual learning will
improve access to the other person.

(3) We hypothesized that increased clarity of the other’s
presence will not be explained by the correctness of an
individual perceiver’s recognition of the other person, but
by the correctness of both perceivers’ recognition of each
other, as the shift from object perception to social perception
involves a shift from regulation to co-regulation that offers a
shared opportunity of recognition to both participants.

(4) We hypothesized that the moments of recognition in trials
where both participants correctly recognize each other will
tend to be synchronized, specifically in the time scale of 3 s, as
a reflection of the shift from individual action to joint action.

(5) We hypothesized that the synchronization of moments of
recognition will correlate with the clarity of the perception
of the other person, specifically in the time scale of 3 s, as a
reflection of the shift from two individual experiences to one
intersubjectively shared experience.

Hypotheses 1 and 2 are intended to demonstrate, in
behavioral and experiential terms respectively, that an embodied
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skill of perceiving others is being (re-)acquired throughout
the experiment. Hypothesis 3 is aimed at supporting the
concept of weak genuine intersubjectivity, i.e., the idea that
co-regulated interpersonal interaction makes an irreducible
difference to individual experience. Hypothesis 4 and 5 are aimed
at supporting the concept of strong genuine intersubjectivity,
i.e., that there is a single joint action giving rise to one
shared moment of veridical mutual recognition that ‘‘we’’ are
now experiencing, based on the assumption that this fusion
of individual streams of experiencing will require integration
of neural activity across both participants in the time scale
of seconds.

MATERIALS AND METHODS

We employed a version of the perceptual crossing experiment
that was designed to capture subjective reports of participants’
perceptual awareness of the other’s presence to investigate its
sensorimotor basis (Froese et al., 2014a,b; Kojima et al., 2017).

Experimental Equipment
In the perceptual crossing experiment, two participants are
seated at separate desks such that they cannot perceive each other
visually; they also wear noise-canceling headphones to prevent
mutual auditory perception (Figure 1A). Each participant can
establish contact with her partner only via a simple human-
computer interface consisting of two components: (1) a trackball
for making horizontal movements; and (2) a hand-located
vibration motor that is either on or off. The trackball is operated
with the dominant hand and it controls the motions of an avatar
located in an invisible circular 1D virtual space (Figure 1B). The
motor vibrates as long as the avatar overlaps with another virtual
object in this space. Each participant can encounter three objects:
(i) the other’s avatar; (ii) a moving object that ‘‘shadows’’ the
other’s avatar by following the same trajectory at a distance; and
(iii) a static object. Regardless of the object type, the vibratory
feedback is only on (and off otherwise).

Experimental Procedure
Participants were told to work as a team and were asked to come
up with a team name, with which they would be ranked against
other teams participating in the study. They were instructed to
navigate through the invisible shared space to find each other.
They were asked to signal with a click (only once per trial)
when they became aware of interacting with the other player; for
each click correctly identifying their partner the team would gain
1 point, for each wrong click they would lose 1 point. However,
no feedback about the correctness of clicks was provided during
the experiment. Participants were first individually familiarized
with the human-computer interface. Then each pair was tested
for 20 trials, consisting of 60 s each (due to errors the last
five trials and the last trial of teams 1 and 6, respectively, were
not recorded). This is the first time the perceptual crossing
experiment has been run for 20 trials; Froese et al. (2014a)
had employed 15 trials, whereas Hermans et al. (2020) used
only six trials. The aim of using 20 trials was to see if there

would be a change in results if participants have more time
to interact.

After each trial, the experience of the players was evaluated
through questionnaires based on a version of the Perceptual
Awareness Scale (PAS), which in its original formulation was
used for visual perception (Ramsøy and Overgaard, 2004), but
was adapted by Froese et al. (2014a) for social perception. After
each trial in which a participant clicked, his or her awareness
of the other’s presence at the moment of the click was assessed
with values from one to four corresponding to ‘‘no experience,’’
‘‘ambiguous experience,’’ ‘‘almost clear experience,’’ and ‘‘clear
experience,’’ respectively.

The target of each click was categorized as one of the
three objects or as unknown. Target assignment was first done
automatically based on calculated distances at the time of the
click, following (Froese et al., 2014a). This was followed by trial-
by-trial visual inspection of plots of the movement trajectories by
TF and LZF (see Supplementary Trial Data). Any discrepancies
in the target assignment were resolved by TF and LZF in
discussion with IL.

Participants
Twenty adults took part in the perceptual crossing experiment,
ages ranged between 18 and 47 years old (median of age = 28),
and there were 6 women and 14 men (for details, see
Appendix of the Supplementary Statistical Information).
Participants were recruited from acquaintances at UNAM
in Mexico City. Only healthy volunteers were considered;
individuals with neurological, psychiatric, or movement
disorders (clinically diagnosed) were excluded. Participation was
voluntary and all participants gave their informed consent.
Ten teams were created as pairs of volunteers became
available. Three teams were composed of strangers, while
participants in other teams had some history of interaction
from before and some were friends. Some participants
were familiar with perceptual crossing from the literature,
but none had previous experience of participating in such
experiments. Data collection took place between April and
May 2018.

Statistical Analyses
We specified a statistical model that allowed us to simultaneously
examine the relations among the following variables:
(a) individual success and (b) joint success in recognizing
the other player, (c) the PAS-responses, (d) the inter-click
delay (dichotomized, with a value of 1 in case that both players
clicked within the same timeframe of 3 s, and 0 otherwise)
and (e) the trial number, by which we modeled a learning
process for individual successes and PAS-responses across
trials. The effects were specified as depicted in Figure 2, by
including (binary or ordinal) probit regression submodels for
the endogenous variables (individual success, joint success,
and PAS-responses); the learning process was modeled
through piece-wise regression, with first a learning stage
allowing improvement, and subsequently, a consolidation
stage where the individual is assumed to operate at the same
level. The model is hierarchical (i.e., it includes random
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FIGURE 2 | Relations among observed variables at the level of the team
(joint recognition, inter-click delay), trial (trial number), and individual
participant [individual recognition, Perceptual Awareness Scale (PAS)
response], as modeled in the statistical analysis. Dotted arrows indicate that
for those relations no direct effect was found.

effects) as it takes into account the nested structure of
the data (with both individuals responding to each trial,
and 20 trials for each team) and was fitted using a fully
Bayesian approach.

All data can be found in the Supplementary Data Table,
while further details of the analysis (together with a complete
description of the results) can be found in the Supplementary
Statistical Information.

RESULTS

In total, we recorded 194 trials, for a possibility of
194× 2 = 388 clicks and PAS-responses. A click was produced in
311 of these 388 cases (i.e., 80%). Of these 311 clicks, 225 (72%)
were correct clicks, responding to the other’s avatar. In 79 (41%)
of the 194 trials, players produced jointly correct clicks. In 48
(25%) of the 194 trials, both players clicked but either or both
gave an incorrect click. There were 307 PAS-responses (four
clicks did not receive a PAS-response).

Overall, the frequencies for the four PAS-response categories,
ordered from ‘‘no experience’’ to ‘‘clear experience,’’ are 20 (6%
out of 307), 91 (30%), 100 (33%), and 96 (31%), respectively.
For the 85 PAS-responses associated with an incorrect click,
the frequencies are 6 (7%), 31 (37%), 34 (40%), 14 (16%),
respectively. Responses conditional upon a (65) correct click
in non-jointly successful trials were: 6 (9%), 30 (46%), 16
(25%), and 13 (20%), while responses conditional upon a
(157) correct click in jointly successful trials were: 8 (5%), 30
(19%), 50 (32%), and 69 (44%).

We summarize here the main findings from the
detailed statistical analysis included as Supplementary
Statistical Information, focusing on the hypotheses listed
in the introduction:

(1) We used a piecewise regression model for the individual
learning process of correctly recognizing the other player,
with a learning stage and a consolidation stage. On average,
learning takes place between trial 1 and trial 3.2 [95%-high

posterior density interval = (1.7, 4.9)]; however, there are
large differences, with individuals who apparently do not
enter in a learning process and others for whom learning
takes place until half the experiment.

(2) Concerning the learning process on experiential clarity, the
breakpoint that separates the learning and consolidation
stage is situated, on average, at trial 5.1 [95%-HPDI = (1.1,
9.1)], but again with a relatively large variance1.

(3) The results do not show evidence of an effect of individual
success in recognizing the other on the PAS-responses [with
an estimated effect on the probit scale of β = −0.16; 95%-
HPDI = (−0.55, 0.20)], whereas joint success does lead to
higher PAS-values [β = 0.69; 95%-HPDI = (0.31, 1.06)].

(4) A short inter-click delay, of less than 3 s, goes with a higher
probability of individual success [with an estimated effect on
the probit scale of β = 0.70, 95%-HPDI = (0.16, 1.29)] as
well as a higher probability of joint success in recognizing
the other [β = 1.01, 95%-HPDI = (0.40, 1.59)].

(5) There is no clear evidence of a direct association between
short inter-click delays and PAS-responses [β = 0.14,
95%-HPDI = (−0.28, 0.54)]. Note, however, that there
is an indirect effect given that short inter-click delays
are associated with higher probabilities of joint successful
recognition (see the previous point), which in turn leads to
higher PAS-responses (see Point 3).

DISCUSSION

These results support genuine intersubjectivity, although
evidence for strong genuine intersubjectivity remains indirect.

First, on average, participants’ perceptual experience of the
other’s presence became clearer during the experiment. This
change in experience tended to stabilize within six trials, and
our study thereby supports Hermans et al.’s (2020) decision to
run a shorter experiment of six trials. However, it is noteworthy
that we did not find compelling evidence that, on average,
participants improved their capacity to click correctly. Some
improved quickly, others were slow learners, and some never
improved even though we had extended the number of trials
to 20 trials. Future work could investigate the reasons for this
diversity in learning outcomes; presumably, the recognition task
is facilitated if participants have a history of close interaction, and
there may also be an influence of individuals’ age and sex, which
are factors that we did not take into consideration in the current
analysis. Yet the fact that clarity of social presence increased,
and did so independently of individuals’ success at objectively
recognizing the other, also suggests that an explanation of this
phenomenological change should look beyond individuals.

Second, indeed, we found compelling evidence for genuine
intersubjectivity: an individual’s increased perceptual clarity of
the other’s presence could only be explained by taking into
account task performance at the level of the dyad, and not at the
level of the individuals. In other words, an individual’s correct

1As explained in the Supplementary Statistical Information (and due to the small
sample size), this and the previous result must be interpreted with caution, as the
associated parameter estimates have wide credibility intervals.
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FIGURE 3 | Estimated distribution of inter-click delays for joint-success trials
and non-joint-success trials (i.e., where either one or both players produced a
click that did not correctly identify the other). The null hypothesis (based on
independent uniform distributions of both players’ clicks) is represented by a
thin gray line. We graphed the estimated density function separately for both
conditions: joint-success trials (upper figure) and non-joint-success trials
(lower figure). To allow a better comparison, we show (by a thin gray curve)
the estimated density function of the other condition in both figures.
Furthermore, the vertical lines connecting the density with the abscissa
represent the observed values (79 inter-click intervals for joint success; 48 for
non-joint success). Shorter inter-click intervals are more likely than longer
intervals. Importantly, comparing joint-success to non-joint-success trials,
inter-click intervals tend to be even shorter, with for example the estimated
probability that an interval is below 3 s being equal to 0.25 and 0.14,
respectively.

recognition of the other was necessary but not sufficient to
explain the changed quality of perceptual experience; the other’s
involvement, as measured in terms of their correct recognition of
the self, was also necessary.

It is reassuring that we managed to replicate this dependence
of perceptual experience on the interaction process using a
comprehensive statistical model. This key finding is in tension
with the traditional view of perception as a brain-based process
of furnishing mental representations inside of the individual.
Instead, it fits better with the enactive view that the basis of
perceptual experience extends into sensorimotor interaction,
which in the case of social perception also includes a relationship
with another subject. Future work could try to uncover these

FIGURE 4 | Graphical representation of the relationship between individuals’
responses. Responses were associated with the PAS, individuals’ correctly
recognizing the other player (i.e., correct or incorrect click), and the dyads’
inter-click delay in trials where both members of the dyad produced a click.
The thin vertical gray lines connect both responses in a dyad that correspond
to the same trial and projects the corresponding points to the horizontal axis
to show the corresponding inter-click delay.

distinctive movement patterns. Based on past analyses, we
can expect increases in interdependence as measured by, for
example, turn-taking, cross-correlations, and transfer entropy in
sensorimotor dynamics (Kojima et al., 2017).

Third, we found indications of the possibility of
interpersonally extended experience of veridical mutual
recognition (strong genuine intersubjectivity). As revealed
by Figure 3, comparing jointly to non-jointly correct clicks,
inter-click intervals tended to be shorter, with the estimated
probability that an interval is below 3 s being equal to 0.25 and
0.14, respectively. Also, there was an indirect effect of inter-click
intervals within 3 s on increased clarity of social presence, given
that those intervals are associated with a higher probability
of joint success, which is associated with higher PAS ratings.
This tendency of jointly correct 3-s inter-click intervals to be
associated with higher PAS ratings can also be seen in Figure 4;
future studies with larger sample sizes may still uncover a
direct effect.

On the other hand, perhaps we did not develop our
hypotheses carefully enough. In contrast to the representational
approach to perception, the enactive approach has emphasized
that perceptual experience is constituted by certain kinds of
organism-environment interaction; hence, the experience is not
an entity that is somehow separate from that interaction. Or,
more strongly, the perceptual experience is identical with the
sensorimotor interaction (Myin and Zahnoun, 2018), or at least
not something added to the process (Froese and Taguchi, 2019).
Accordingly, the fact that the effect on the clarity of social
perception is specifically mediated by jointly correct recognition
is consistent with another intriguing possibility: the social quality
of experience is constituted by their social interaction. This
would also account for the puzzling finding that the residual
correlation between PAS-responses of both individuals in a dyad
is close to zero, which implies that the other effects included
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in the model (the learning process, individual and joint success
in recognizing the other, and the inter-click delay) may fully
account for this correlation.

Overall, this is a promising line of investigation for future
work, and it should be possible to further clarify the basis and
extent of genuine intersubjectivity by increasing the sample size
and by applying a hyperscanning approach to measure neural
activity of both participants.
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INTRODUCTION

Low-level descriptions of interaction dynamics have been canonically approached by cognitive
neuroscience through a representation-oriented and inference-based perspective, leading to a stable
paradigmatic plateau, that no longer allows further construction of a completely coherent semiotic
framework capable of accounting for currently unobserved characteristics of social cognition,
which is forcibly situated and mostly occurs in interaction. Social contexts are saturated with
information that remains invisibilized because of the use of mutually incommensurable conceptual
metaphors throughout contemporary scientific discursive practices, despite the embodied turn
led by 4E Cognition. A new turn toward realist ontology and epistemology is thus rendered as
necessary to inform the gaps within cognitive neuroscience and ground its currently unfulfilled
interdisciplinarity. Examples are drawn from research on language to make the case for
each argument.

Trending cognitive neuroscience performs low-level descriptions of individual or group
interactions by the use of state of the art techniques and methodologies. These observations can
be defined as being close to the material niveau of the structure and functioning of our organism as
a biological entity. Conscious processes like states of emotion, perception or belief formation –all of
which motivate human behavior– transcend the reach of this scope, nonetheless. Thus, the general
claims about these epistemic constructs, as a whole, should be more qualified.

For instance, psyscholinguistics used to be quite English based and postulated general
principles of which later turned to be proven that they were not replicable with other languages.
Psychophysical cues in language processing need to be redefined epistemologically from a new
materialistic perspective, in order to account for group learning and social transmission of
knowledge. Theory of embodiment has provided the starting point for such a cultural approach
of cognition, as it has been summarized by Storch and Tschacher (2014): “The social environment
affects the embodied mind” (“Die soziale Umwelt beeinflusst den verkörperten Geist”).

KNOWING KNOWLEDGE

Cognitive Canon
Traditional cognitive theory is based mainly around symbolic manipulation, a process that consists
of an analysis of incoming information that is fed into a processor, a unit that produces an outgoing
result. Operations that mediate that process behave according to syntactic rules, through which this
processor finds a semantic meaning.

This point of view, used as a model in linguistic research, has been widely spread, generating
as a by-product its usage as a knowledge model of the human body in a generalized fashion (e.g.,
sensory information considered as input data), regarding ontogenic development and interaction.
As has been ascertained so far (Barsalou, 1999; Meteyard et al., 2012; Urrutia and de Vega,
2012), physiology that supports language processing in human beings resists itself to be reduced
to the notion of a mere processor; this is a major challenge for the development of artificial
intelligence, deep learning and brain-to-computer interfaces. The canonic focus of symbolism, in
its analysis, on the processor in regards to its structure –assuming entities are alike at an internal
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level–, has downplayed the phenomenal content created by the
relation of an entity with their rather external counterpart.

Completely detached and exclusively extrospective
perspectives have been rendered banal since the emergence
of situated and intersubjective based theories, such as 4E-
Cognition (Newen, 2018), particularly regarding sensorimotor
coupling with sociocultural contexts, which are saturated
with unobserved characteristics of interaction, that need to be
accounted for within a mechanistic framework (De Jaegher and
Di Paolo, 2012; Rojas-Líbano and Parada, 2020).

A promising avenue –within research on the relevance of
both sensory-motor information (Wilson, 2002; Gallese, 2007;
Shapiro, 2011) and the experiential context of their process
of perception– has been opened by the corpus of theories
of embodied, embedded, extended and enactive cognition
(Varela et al., 2017), which challenged the assumption that
nervous systems evolved for abstract thought (in terms of mere
throughput processing) and rather did for the adaptive control of
action (Semin and Smith, 2007); therefore, conceptual structure
ought to be grounded in an experiential foundation specific to
the sensory-motor system. However, as Eliasmith (2003) points
out, research insight is still intertwined with metaphors specific
for researchers’ methodologies at the best, and I would argue
that, at the worst, it usually remains at the level of object-
oriented ontologies.

4E Cognition Explanations as

Incommensurable Conceptual Metaphors
Philosophical bias, in the context of contemporary cognitive
neuroscience, can be explained as the fundamental assumptions
made between ontology (what is), epistemology (what can be
known) and practical norms (how science should be practice
regarding operative/operational concepts such as causality,
probability and complexity, while following ideals like objectivity,
reliability, validity, coherence, transparency and rationality).
As Andersen et al. (2019) state, these “(. . . ) count as biases
because they skew the development of hypotheses, the design of
experiments, the evaluation of evidence, and the interpretation
of results in specific directions,” although “Sometimes these
assumptions are chosen deliberately and explicitly by the
scientist, and used as auxiliary premises for theoretical purposes.”

Furthermore, as Craver (2014) points out: “Not all of the facts
in an ontic explanation are salient in a given explanatory context,
and for the purposes of communication, it is often necessary to
abstract, idealize, and fudge to represent and communicate which
ontic structures cause, constitute, or otherwise are responsible for
such phenomena.”

It follows that mutually incommensurable (Kuhn, 1962;
Feyerabend, 1970; Popper, 1996) conceptual metaphors
(Lakoff and Johnson, 1980), although intrinsic to a phase
of paradigmatic stability in scientific cycles of knowledge
production, are also symptomatic of a lack of a completely
coherent semiotic framework (Proni, 2015) that could account
for currently unobserved characteristics of interaction, which
saturate social contexts, remaining invisibilized because of these
discursive practices: “(. . . ) The linguistic entities that are called

“explanations” are statements reporting the actual explanation.
Explanations, in this (ontic) view, are fully objective and (. . . ) no
epistemically relativized (. . . )” (Salmon, 1989).

Models of cognition that have been informed by the
4E-Cognition (Wilson, 2002; Glenberg and Kaschak, 2003)
epistemologies have failed regarding the conveyance of higher
cognitive states and, even more so, social shared meaning
and individual/group learning. Indeed, Zlatev (2007) has said
regarding embodiment that “There are, however, three major
unresolved issues within the current embodied turn in the
sciences of the mind” and at least six within the language sciences
(Ostarek and Huettig, 2019). The first was mentioned in passing
already: there is not one but many different meanings behind
the term embodiment, both between and within fields, and the
corresponding theories are in general not compatible (Ziemke,
2003). There is no uniform concept of representation within
“embodied cognition.”

The central issue with the purely symbolic perspective has
thus not been resolved through the embodied turn, as already
put forward by Brette (2019): representing is not some kind of
register or data structure that we use, but something we do, as
“Items, memory, data, structure, etc. can do nothing relevant
except influence process flow, and those influences can, in
principle, always be built directly into the process organization”
(Erdin and Bickhard, 2018).

IS A SCIENCE OF SOCIAL COGNITION

CONCEIVABLE?

Perspectivalness
Social cognition demands the exploration of concepts like
interiority and intersubjectivity, which have been held in distance
from the possibility of being studied in an interactive way
and primarily regarded as a mere contextual descriptors for
individual mechanisms. Indeed, Frith (2008) has expressed that
“mainly third-person aspects of social-cognitive processes have
been considered” so far, even though, as Krakauer et al. (2017)
have pointed out: “many have argued for the importance of
second-person, participatory capabilities.” They have gone as far
as to claim that “Insofar as the goal of a neuroscience research
question is to explain some behavior, be it a phenomenon form
vision, communication, motor control, navigation, language,
memory, or decision making, the behavioral research must be
considered, for the most part, epistemologically prior.”

De Jaegher et al. (2010) had already argued that “the role of
interactive and individual elements in social cognition must be
systematically re-evaluated” although they concede, “that social
cognition may occur in the absence of interaction.”

To probe the access to others’ intentions requires escaping an
essentialist and universalizing model of theory of mind. Linguists
hold that a child cannot proficiently learn to speak without this
capacity (Robbins and Rumsey, 2008). Pauen (2012) suggests
that knowing this “perspectivalness” directly enhances the ability
to take the second-person perspective, which would essentially
allow for epistemic replication to take place. Goldman’s (2006)
simulation theory had already posited as the central problem

Frontiers in Human Neuroscience | www.frontiersin.org 2 September 2020 | Volume 14 | Article 337174

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Araneda Hinrichs (New) Realist Social Cognition

of imagining another mind’s subjective experience the actual
capacity for proper categorization of contextual information.

Agency
An analogous historical case to take into consideration is
Dual Inheritance Theory (also known as gene-culture co-
evolution), which effectively broadened the scope of what
ought to be considered fit for description regarding the
interplay of human physiology and cognition. Nonetheless,
following the complexity in the notion of agency –as
they put it: “Control is delegated to a system of poorly
understood internal drives and rewards that direct the
activity of the individual” (Cavalli-Sforza and Feldman,
1981)—DIT was limited to treating subjects simply as
self-interested machines.

Nowadays, it is possible to account for several of the biases
that undergo social learning and knowledge transmission, and
thus attempt to quantify the chance over time of aspects of
cognition within a mechanistic framework. This allows us to
focus, for instance, on usage frequencies [i.e., regularizations
(Reali and Griffiths, 2010)] of the “more richly structured”
(Lieberman et al., 2007) aspects of language and to inquire if
models of neutral selection can account for these behaviors.
This could inform theories of cognition across all levels of
information-processing systems (Marr, 1982; Pylyshyn, 1984), a
prevailing need for which, according to Newberry et al. (2017)
there is a consensus among several disciplines (i.e., neuroscience,
artificial intelligence, linguistics, philosophy, psychology
and anthropology).

Even if one were to continue tackling dimensions that involve
representational content, there is an emerging claim within
cognitive science of language that semantic composition is the
primary structural selection factor over syntactic processing
(Blank et al., 2016) and that there is a need for realistic models
of what may have selected for their representations (Hauser et al.,
2014).

POSITIVITY AND POSSIBILITIES OF

REALISM

The epistemic question of how knowledge is being generated and
how this is influencing the research results thus arises. Lende
and Downey (2012) propose a holistic approach to improve onto
this practice: by further strengthening the way we examine the
relationship between recollection of objective data on changes
in brain activity and the engagement of culture and individuals
simultaneously. So called neuroanthropology places the brain at
the center of discussions about human nature, following that “the
nervous system is our most cultural organ.” It emphasizes the
interaction between the sociocultural milieu and its contingent
sensory environment at the material level (i.e., in terms of
brain percepts). Anthropology has long made the effort to posit
the exploration of Self and Otherness within the scope of the
cognitive sciences. Likewise, topics such as the representational
requirements of cognition in their relation to the dynamic,

circular and distributed causal structure of the brain have not
been studied through second-person perspective or ethnographic
methods yet, but have been limited to be described by the use of
questionnaires at the most.

Within a world of causality, Mead (1962) concisely referred to
affordances (Gibson, 1977) by commenting on their potentiality:
“The chair invites us to sit down.” Thus, they contribute to the
emergence of meaning, since the response to the aforementioned
invitation does not depend on cognitive representations alone
but they come into play “through particular actions and
projects of the subjective selves of the sentient entities” (Keane,
2013). These are central concepts of current robotics, artificial
intelligence and information architecture upon which the
ethnographic method has to shed some light; this possibility
needs to be acknowledged for scientific advancement.

The conveyance of New Realism entails this legitimization.
As we have learned specifically from linguistics and more
broadly from 4E-Cognition that all structure is social in two
ways: it exists through construction and acquires meaning
through interpretation. Szwedek (2011) referred to “the ultimate
source domain” –the physical– that needs to be cross-ontically
mapped before any further higher cognitive metaphorization
occurs, as “(. . . ) before any entity can be assigned structure
or orientation, it must be objectified first.” It follows that we
should learn that explorations on social cognition stemming from
discursive practices are not entirely materially unobservable and
are actually filled with relevant information –social cognitive
affordances– which current working metaphors are not able
to represent.

CONTINGENT COGNITIVE

CONSTELLATIONS

We have described the issue of interaction dynamics having been
approached to the point of conceptual saturation by cognitive
neuroscience, by mainly making use of representation-oriented
and inference-based perspectives. The point of overflow has
been reached: current working metaphors within contemporary
scientific discursive practices, even though informed through 4E
Cognition, no longer address the contingency of sociocultural
interaction. Nonetheless, embodiment and situationism
themselves pointed toward information pervasively present
throughout social contexts which still remains invisibilized and
thus requires an ontic and epistemic turn to be accounted for.

Following De Lauretis (2004), who referred to theory as
being invested in figuring out the now—i.e., the enigma of
the world and argued in favor of theoretical inquiry by
stating that “(. . . ) thinking, however abstract, originates in an
embodied subjectivity, at once over determined and permeable
to contingent events,” this invitation to a new turn toward
realism is the attempt to gain specific insight into a contingent
social cognition by way of observing the possible ways sensory
constellations actually function and how these create thoroughly
different but rich representations of the physical (Fluegge, 2003).
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As there cannot be a single way of creating knowledge,
only such a broad, socioculturally-founded yet materially
based perspective will perhaps allow us to fill in the
missing elements.
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This paper addresses how impairments in prediction in young adults with autism
spectrum disorder (ASD) relate to their behavior during collaboration. To assess it, we
developed a task where participants play in collaboration with a synthetic agent to
maximize their score. The agent’s behavior changes during the different phases of the
game, requiring participants to model the agent’s sensorimotor contingencies to play
collaboratively. Our results (n = 30, 15 per group) show differences between autistic and
neurotypical individuals in their behavioral adaptation to the other partner. Contrarily,
there are no differences in the self-reports of that collaboration.

Keywords: autism, prediction, collaboration, sensorimotor contingencies, neurodiversity

INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental disorder whose main impact falls in two
domains: persistent deficits in social communication and restricted, repetitive patterns of behavior
or interest (DSM-5 American Psychiatric Association, 2013). ASD has been linked to a deficit in
prediction abilities and to the fact that feedback is more prominent compared to feed-forward
anticipatory control (Schmitz et al., 2003; Sinha et al., 2014; Wang et al., 2014).

Recent research (Sinha et al., 2014) suggests that a prediction deficit present since early
development (Prediction Impairment in Autism, PIA hypothesis, in Sinha et al., 2014) could
cause the diversity of expression of the autism syndrome. This theory divides the prediction
difficulties among insistence on sameness, sensory hypersensitivities, interacting with dynamic
objects, theory of mind, and islands of proficiency. Insistence on sameness represents repetitive
actions and thoughts, inflexible adherence to routines, resistance to change, and ritualized patterns
of verbal or non-verbal behavior. Sensory hypersensitivities refer to the sensory abnormalities
(like hypersensitivity to bright light) experienced by individuals in the spectrum, however, these
abnormalities are not caused by abnormally enhanced sensation. Individuals in the autism
spectrum also have difficulties with theory of mind (that is, inferring mental states to others and
ascribing causes to observations about a person through the connection of previous with current
behavior), which can cause deficit-adjusting behavior to suit different social situations. Finally, they
can exhibit enhanced abilities in strongly rule-based domains (known as islands of proficiency).
These domains, like mathematics, musical performance, or calendar calculations, are strongly
rule-based, which minimizes uncertainty.

Individuals with ASD show attenuated top-down prior expectations, which leads them to rely
more on bottom-up sensory signals. They thus experience hypersensitivity, enhanced perception
and sensation, and sensory overload (Mitchell and Ropar, 2004). Consequently, this dependence
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on perceptual evidence merged with impairments in
contextualizing sensory evidence impedes understanding actions,
and predicting social intentions. Nevertheless, individuals with
ASD do not show difficulties in perceiving social stimuli,
but rather in using them to update internal models of social
interaction, what leads to impairments in social abilities (South
et al., 2012; D’Cruz et al., 2013; Robic et al., 2015).

The so-called social symptoms encompass deficits in social
interaction and communication. These poor “social-specific”
priors compromise their interaction with others, as ASD
individuals have difficulties in coping with the uncertainty
that comes with social behaviors (Chambon et al., 2017).
Acting together with another partner requires considering
and integrating both one’s own and the partner’s next
action. This planning of cooperative actions, although less
studied, is also considered an aspect of sensorimotor control
(Sebanz et al., 2006).

Sensorimotor integration can be defined as the brain process
allowing response to specific demands of the environment by
executing voluntary motor behavior (Machado et al., 2010).
Planning and executing a simple movement require sensory
feedback, to effectively coordinate movement while acting. Thus,
sensorimotor approaches consider perception and action as a
united process. This interaction between action and perception
must be highlighted in sensorimotor approaches, as they are not
seen as separate processes. On the contrary, actions are conferred
an integral function for perception to explain cognitive functions.

To consider an anticipatory effect as reflecting prospective
sensorimotor control, an action has to differ depending on the
subsequent one (Rosenbaum et al., 2013; Ansuini et al., 2015).
Sensorimotor contingencies (SMCs) can be seen technically as
forward models that predict the expected sensory changes given
a certain set of movements. Knowledge of SMCs allows an
agent to simulate potential outcomes of behavioral alternatives.
Impairments in sensorimotor integration could lead to ineffective
use of sensory feedback in, for example, movement correction. As
a result, the individual could face difficulties in coordination and
sensory reactivity.

The main brain areas associated with sensorimotor integration
are the cerebellum (Paulin, 1993; Glickstein, 1998) and the basal
ganglia (Nagy et al., 2006; Chukoskie et al., 2013). It is not
surprising, therefore, the significant differences found in these
specific areas of autistic patients. For example, previous research
showed a lower number of Purkinje cells in the cerebellum
(Bauman and Kemper, 2005; Amaral et al., 2008) and a decreased
volume in the basal ganglia (Estes et al., 2011) in ASD individuals
as compared to typically developed ones.

The cerebellum is suggested to control the anticipatory and
predictive adjustments of motor programs (Koziol et al., 2012).
Its pathways link sensory signals to motor areas in the brain
(Glickstein, 1998), which have a pivotal role in controlling and
coordinating movement (Paulin, 1993). Research on autism has
provided ample evidence that the cerebellum is among the most
frequently disrupted brain regions in ASD (Palmen et al., 2004;
Courchesne et al., 2005), with persistent differences in volume
emerging since the first 2 years of life (Hashimoto et al., 1995;
Stanfield et al., 2008). Studies suggest that ASD is characterized

by alterations of the brain’s inference on the causes of socially
relevant signals, and this lack of ability to predict actions of other
individuals stems from cerebellar dysfunctions (Schmitz et al.,
2003; Sinha et al., 2014; Wang et al., 2014).

The basal ganglia play a functional role in sensory integration
and motor control (Nagy et al., 2006). This area, reciprocally
connected to the cerebellum (Chukoskie et al., 2013), has
previously been claimed to be different in individuals with
autism. For example, it has a lower volume than typical brains
(Estes et al., 2011), and one of its areas, the striatum, shows larger
functional connectivity in individuals with autism (Di Martino
et al., 2011). Previous research has shown weak connectivity
between sensory and motor brain areas in individuals with autism
(Oldehinkel et al., 2019). These findings are consistent with the
sensory symptoms (such as hypersensitivity) experienced in ASD.
They are also in line with work showing out of sync interactions
between visual and motor regions in individuals in the spectrum.

The aforementioned alterations in sensory input and motor
execution could play a pivotal role in autism. The available
evidence seems to suggest that autism shows widespread
disturbances in sensorimotor behavior (Haswell et al., 2009;
Rinehart and Mcginley, 2010; Cook et al., 2013; Gowen and
Hamilton, 2013; Thompson et al., 2017). Along similar lines,
self-reports about sensorimotor behavior coming from people
in the spectrum provide further evidence on sensory alteration
and over-responsivity (Kern et al., 2006; Ben-Sasson et al., 2009;
Tavassoli et al., 2014).

Some examples of sensorimotor alterations in ASD comprise
impaired motor processing and higher detection of unattended
changes compared to neurotypical individuals. There is support
presenting these impairments in movement and sensory
responsivity not as a peripheral feature of autism, but as a
fundamental cause of the social and communicative impairments
seen in the condition (Leary and Hill, 1996; Hilton et al., 2007;
Reynolds et al., 2011; Matsushima and Kato, 2013). Sensorimotor
difficulties in autism are associated with the development
and maintenance of social impairments characteristic of the
disorder. Integrating sensory information from the environment
is required to plan and execute movement effectively, to,
altogether, carry on proper social reciprocity.

The relation between sensorimotor impairments and social
deficits in autism suggests impairments in the coupling of
perceptual and social cues. More specifically, ASD individuals
may encounter difficulties using the sensorimotor contingencies
exhibited by another agent to predict the agent’s behavior. Thus,
this work focuses on the evaluation of the coupling of perceptual
and social cues based on sensorimotor interaction and the ability
to predict another agent’s behavior. More specifically, we aim
to assess how predictive abilities affect collaborative interaction
and how they differ between ASD and Typically Developed
(TD) individuals.

To do so, we devised a predictive game task where
participants collaborate with a synthetic agent that displays
different behavioral patterns expressed through sensorimotor
contingencies. The proposed task is an adaptation of the game
of Pong, where players in collaboration with a synthetic agent
need to intercept a falling target (see the following section for
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more information). To succeed in this task, players need to
identify and learn the social characteristics of the agent. Doing
so will allow them to use this information during the interaction,
and to later adapt more efficiently when the task becomes
uncertain. As the agent’s behavior is based on sensorimotor
information, we hypothesize that ASD individuals will show
deficits in successful social predictive/anticipatory skills. To
assess the differences in prediction between ASD and TD players,
we look at aspects of adaptive collaborative skills by analyzing
the interaction of the players with the AI agent of the game, how
the interaction evolves during the task, and how it relates to the
participants’ understanding of the other agent’s characteristics.
More specifically, we study partner monitoring and how it affects
the covered space and look at the mutual influence between the
player and the AI-controlled agent.

We hypothesize that:

• Participants in the autism spectrum will show slower and
less adaptation to the other agent than neurotypical ones.
• Participants in the autism spectrum will show

less adaptation to the other agent when the task
becomes more uncertain.
• Participants in the autism spectrum will show more

variable behavior than neurotypicals.

THE SCENARIO

The Task
The purpose of the current study is to evaluate how goal-oriented
coordination between partners could be achieved through
sensorimotor adaptation. To do so, we designed a collaborative
multiplayer version of the game of Pong: a computer version of a
2D tennis where two players try to intercept falling targets from
the top before they hit the ground by moving their paddles at the
bottom of the screen. The paddles move on the same horizontal
line and can push each other but cannot switch sides. In this
game, one player is AI-controlled, and the other is a human.
Figure 1 represents an example of the proposed scenario.

For this task, we considered a collaborative team task like
playing tennis doubles, where each player should cover a
maximal part of their field so that all targets return to the
opponent’s side. Targets sometimes fall in the middle part of
the field, thus in a zone where both players could intercept
the target. The location of the target was randomly selected
from a uniform distribution of possible angles, and the pace
of the target drop was uniform across all trials. The velocity
of the artificial player was controlled and the same across
all trials and the velocity of the participant depended on
their motion on the trackpad. A player can be characterized
by the area they cover and intervene, given the target’s
direction. Typically, in a game of two, the area covered by
each player is half of the playable area. However, more active
players may sometimes overpass their area to try and catch
ambiguous targets directed toward the middle area. Collisions
with the other agent were penalized by subtracting a point, and
participants were informed about the penalty before beginning

FIGURE 1 | Example of a trial during the task. Targets fall from the top of the
screen and players need to intercept them before they hit the ground. The
player on the left (blue) is controlled by a human and the one on the right
(green) is the synthetic agent. This example represents interaction with the
“Middle” agent.

the task. To evaluate whether the synthetic agent’s behavior and
predictability can influence the humans’ behavior, we varied the
playing styles of the agent.

The AI-controlled player differs in the way it approaches the
target and the area in which it will intervene, resulting in three
different agents: “Wider,” “Narrower,” and “Middle.” A “Middle”
agent will try to intercept any targets that fall within its half of
the space and has a 0.5 probability of intercepting an ambiguous
target that falls in the middle. A “Wider” agent will try to intercept
the target and overpass its area to try and catch a target even if
the target’s position is not ambiguous. In contrast, a “Narrower”
agent would try to intercept the target without overpassing its
area; in fact, it would cover a space that is smaller than half of
the overall space. The next section explains in more detail how
the agent’s behavior is obtained.

The Point of Social Subjective Equality
To measure the collaboration between the human player and the
AI player, we introduce the Point of Social Subjective Equality
(PSSE). The PSSE can be computed for every two players and
all possible target trajectories. This measurement is an analytical
measure of collaboration (i.e., social affordance gradient) that
defines the probability of going for the target depending on
the target’s position (Figure 2, left). Therefore, the PSSE is the
point where each player has the same probability of going to
intercept the target (Figure 2, right) and is an extension of
the Point of Subjective Equality (PSE) (Stoloff et al., 2011) to
a socially collaborative task. PSE represents the point where
there is an equal probability of using any of the two hands to
reach a target (presented from left to right circularly in front
of the participant). Thus, the Point of Social Subjective Equality
indicates how a player is relying or not on the partner, invading
or not the partner’s area of the field while intercepting targets
in the horizontal range. In short, it is the point where a player
has an equal probability of intercepting the target or letting their
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FIGURE 2 | The left image represents the probability to go for the target
depending on the player’s relative distance to the target. The right image
depicts the Point of Social Subjective Equality (PSSE). Here, the green line
represents the AI agent (in this case, the “Middle” one) and the black line, a
simulated perfectly matched participant. The red dashed line represents the
moment when both agents have the same probability of going for the target.
The x-axis represents the relative distance of the agent from the target; the
y-axis, the probability it has to go for the target.

partner intercept it. To calculate it, we first calculate the relative
distance from the player to the target (Eq. 1), that is, the difference
between one player to the target and the other player to the target.
After that, we fit a sigmoid function with the distance to the target
(rel_dist), a constant factor (k), and a bias value (b) representing
the behavior of each of the agents (Eq. 2). We estimated the
parameters of the PSSE (k, bias, and rel_dist) by running a logistic
regression using sklearn1. To our knowledge, this is the first time
such a direct behavioral measure of collaboration is introduced.

rel_dist =
(
∣∣pt − pp2

∣∣− ∣∣pt − pp1
∣∣)

w
(1)

Representation of the relative distance (rel_dist). pt represents
the position of the target, pp2 represents the position
of the other agent, pp1 represents the position of the
participant, and w represents the width of the (game) screen.

PSSE =
1

1+ e−(k × rel_dist+b)
(2)

Representation of the Point of Social Subjective Equality
(PSSE). b represents each partner’s bias, rel_dist is the
relative distance from the target, and k is a constant
factor (k = 20).

Based on the PSSE, two complementary partners would
intercept the target with the same probability (P = 0.5, Figure 2,
right), whereas any shift would indicate a lack of balance between
the partners. As mentioned previously, participants play with
three different AI agents, and we modulated their behavior based
on this shift of the interception point. Our three proposed
agents, namely “Middle” (M), “Wider” (W), and “Narrower”
(N), have therefore different probabilities of intercepting the
target. More specifically, the “Middle” agent has a 0.5 probability
of going for an ambiguous target (when the target falls in

1https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.
LogisticRegression.html

the center of the arena). A “Wider” agent is more prone to
invade the space of the participant; therefore, the curve of the
probability to intercept the target based on the target’s location
would fall toward the left part of the space. In contrast, the
“Narrower” agent is more prone to stay in its half of the space
and allow the participant to enter the AI agent’s space to catch
the target. Consequently, the curve would fall toward the right
part of the space. Thus, if we split the playable area into two
equally sized sides, one for the participant and the other for
the synthetic agent, a “Middle” agent would cover only its 50%
of the space, while the “Wider” would cover more than 50%
and the “Narrower,” less. Figure 3 provides an example of the
representation of the curve for each AI agent. The agents were
programmed to catch the target following a pre-defined strategy
(M, W, or N). Consequently, if a participant decided to leave
the target to the artificial agent, the agent’s behavior would
depend on the predefined strategy and therefore the position
of the target and the relative positions of the two players.
Thus, there would be cases where the ball would be intercepted
by the artificial agent and others where it would be missed,
however, the PSSE sigmoid function would not be affected by the
movement of the human player. The coefficient and the intercept
of this curve will allow us to assess participants’ adaptation to
the other agent.

MATERIALS AND METHODS

Participants
The ASD participants recruited for the study had previously
been diagnosed as autistic, meeting the DSM-5 criteria for
level 1 of autism (“Requiring support;” American Psychiatric
Association, 2013) (N = 15, one female, age: 18.67 ± 2.4). This
criterion comprises difficulties in initiating social interactions
and switching between activities. This group was recruited in
the Educa Friends center2, an educational support service part
of the Friends Foundation, focused on providing support to

2https://fundaciofriends.org/es/servicios/educafriends/

FIGURE 3 | Representation of the curve of the probability to intercept the
target based on the target’s location for each of the three proposed agents.
From left to right: the curve of the “Middle” agent lies in the middle as both the
synthetic agent and the human player have the same probability of
intercepting the target. In contrast, the curve of the “Wider” synthetic agent is
slightly skewed toward the left, as this agent will enter the space of the human
participant. In contrast, the “Narrower” agent’s curve is skewed toward the
right; this agent has a higher probability of staying toward its half of the space
and allowing the human participant to intercept the target.
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high-level functioning ASD individuals. All participants had a
normal or corrected-to-normal vision and were not color blind.
Participants were matched for handedness (all of them were
right-handed) and almost matched for age (same mean, different
standard deviation) and gender (only one female more in the
TD group). The typically developed participants were recruited
in a high school of Barcelona and the campus of the Polytechnic
University of Catalunya, and their age matched those with ASD
(N = 15, two females, age: 18.38 ± 1.06). Written informed
consent was obtained for all participants (for the ones under the
age of 18, parental written informed consent was obtained too).
The study was approved by the local ethical committee (Parc
de Salut del Mar).

Apparatus
Participants sat at a viewing distance of (approximately) 50 cm
from a 27-inch monitor that operated at a resolution of
1,920 × 1,080. The monitor was part of an All-in-One desktop
computer connected to a touchpad and a keyboard. The task was
generated using Python and the PyGame library, and participants
controlled their avatar using the touchpad. There was no auditory
feedback during the task. Figure 4 depicts the setup used.

Experimental Procedure
All participants were provided with an information sheet that
contained the explanation of the task and a consent form they
had to sign before beginning the experiment. For the underaged
participants, information sheets and consent forms were given
to both participants and their parents/legal tutors. Before the
main task, participants filled in a small questionnaire with
demographics and the frequency of playing video games. As
mentioned earlier, the task is a Pong adaptation, and the goal is
to intercept falling targets. The task was performed in a computer
using a touchpad and consisted of three main phases. In “Phase

FIGURE 4 | Representation of the setup used in the task. Participants sit in
front of a computer screen where the game was displayed. Participants
controlled the motion of their avatar using a touchpad.

1,” participants played alone for one block. In all phases, each
block consisted of 150 trials. The number of trials was decided
after running a pilot study with other participants (excluded
from this sample), both in the spectrum and neurotypical. To
our understanding, 150 trials are enough to cover the probability
distribution for each participant, as players do not really cover
all the horizontal range of the screen. According to the design
of the task, both players go for the target within their field
and only need to decide whether to go or not when the target
falls in the middle. Thus, the focus is on the center of the
distribution, narrowing the range of interest by requiring fewer
samples to build a probability distribution for each participant.
In “Phase 2,” participants played for one block with each of the
three AI players (in total three blocks), and finally, in “Phase
3,” participants played for one block with all agents. The order
of the three AI players in “Phase 2” was randomized and for
each type of the three AIs. “Phase 3” was used to assess the
social predictive abilities of the participants, as they had to
interact with a random agent in every trial (counterbalanced
so there were 50 trials with each agent). Each of the three
agents was depicted in a different color (Neutral, blue; Wider,
green; and Shy, White). Color choices were made arbitrarily.
Players’ positions were initialized to the center of their side
at the beginning of each trial. Participants were instructed to
avoid hitting the other agent and were penalized with one point
less if they did.

In this study, we used behavioral data, questionnaires, and
interviews as instruments to collect information about the
participants’ behavior and perception of the task. Between each
of the blocks, participants had to answer questions in a tablet.
The questions involved perceived collaboration and predictability
of the target and the other agent and engagement. To answer,
participants had to rate each of them on a Likert scale from 1 to 5.
At the end of the task, we carried out a semi-structured interview
to assess the perceived differences between agents, followed by a
debriefing session. Figure 5 represents the experimental protocol.
In total, the whole experiment took around 30 min and was
conducted in Spanish or Catalan, depending on the preferred
language of the participant.

Data Collection
To evaluate the behavioral and perceptual differences between the
two groups, we collected data gathered from the logs of the game
(behavioral), questionnaires, and short interviews (perceptual).
More specifically, from the logs of the game, we obtained
in a trial-by-trial basis the performance (one point if either
the participant or artificial player intercepted the target), the
identifier of the artificial player (M, W, N), and the position of the
player, target, and agent. The last three positions (the positions
of both agents during the last three time frames in the trial)
allowed us to obtain the PSSE measure (by analyzing their
relative distance when one of them intercepted the target), as
explained in Eq. 1.

The between blocks questionnaire allowed us to assess
participants’ perception of the task and the artificial agent. In
all blocks, participants evaluated task engagement and target
predictability. In “Phase 2” and “Phase 3,” where the artificial
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FIGURE 5 | Representation of the experimental protocol. First, participants are introduced to the task and fill in a short questionnaire. The task comprises three
phases, which contain one, three, and one blocks (of 150 trials per block), respectively. In “Phase 1,” participants play alone. In “Phase 2,” participants randomly play
with each of the AI agents for one block (three blocks in total). In “Phase 3,” participants are presented with a random agent in each trial (50 trials per agent).
Self-reports on perceived collaboration, engagement, and agents’ and target predictability are presented between phases/blocks. Finally, participants fill in a short
questionnaire and undergo an interview and debriefing.

player was introduced, participants also evaluated the agent’s
predictability and collaboration. All items were reported on a
5-point Likert scale. At the end of the experiment, participants
were also asked to report if they thought the other player
was a human or a computer, adding “I do not know” as a
possible answer.

Finally, the short-structured interview at the end of the
experiment allowed us to assess with further detail participants’
perception of the task and the other agents. More specifically,
we asked participants to report on the overall perceived difficulty
of the task and report on how they perceived the other player.
Here, participants could describe the other player and if they have
identified any differences between the blocks. Furthermore, we
asked participants to assess the difficulty of “Phase 3” of the task
(in each trial, participants played with a random AI) and report if
they followed any strategy.

RESULTS

The following results have been analyzed in Python, using the
following libraries: NumPy, JSON, math, scipy, and sklearn. In
order to choose the statistical tests used in this analysis, we
ran normality tests in the variables. The intercepts of the PSSEs
during “Phase 2” had a normal distribution, so parametric tests
were used (One-Way ANOVA, in this case). The mean squared
errors in “Phase 2” did not show a normal distribution, so
non-parametric tests were used (Mann-Whitney U).

Behavioral Results
We defined performance as the ratio of caught targets out of
the 150 of each phase. A Mann Whitney U test (U = 892448.0,
p = 0.433) showed that there were no significant differences
between the two groups (ASD: median: 1.0, MAD: 0; TD:
median: 1.0, MAD: 0) in performance during “Phase 1” (when
participants played alone). Thus, possible differences in “Phase
2” and “Phase 3” should not be related to their performance
when playing alone.

Participants in the Autism Spectrum
Showed More Variable Behavior Than
Neurotypicals
To assess participants’ adaptation to the artificial player, we
calculated the Point of Social Subjective Equality (PSSE). First,
we look at the two groups’ behavior in “Phase 2,” where we
take into account all trials with each agent per block. To
analyze the differences between groups and agents, we calculated
the differences between the coefficients among groups for the
same agent, and among agents for the same group. There
were no differences between agents in their coefficients in none
of the groups (Figure 6). In terms of intercepts, there were
significant differences between agents in both the ASD [One-way
ANOVA (6,749) = 5.68, p = 0.007] and TD group [One-way
ANOVA (6,749) = 10.83, p < 0.001]. More specifically, an
independent samples t-test showed differences in the ASD group
were between the Middle and Narrow agents [t(4,499) = −2.11,
p = 0.04] and the Narrow and Wider agents [t(4,499) = 3.46,
p = 0.002]; and in the TD between the Middle and Narrow agents
[t(4,499) = −5.17, p < 0.001] and the Narrow and Wider agents
[t(4,499) = 4.01, p < 0.001].

The lack of significant difference between slopes could
mean that, generally, both groups adapted in a similar way.
Nevertheless, as we can see in Figure 6, participants in the
ASD group showed a higher probability of going (∼0.25) with
a relative distance larger than 0. This means that they had more
tendency to go toward the target than the TD group (which
probability at that time was around 0.07), even when they should
not. The differences in intercept represent the adaptation of each
group to the specific agent they were playing with. In the next
sections, we will quantify the variability of each group and their
behavioral changes with respect to the other agent.

To assess the variability among participants in each group, we
calculated the mean squared error between each participant and
the general mean. To do so, we first calculated the general mean
of the coefficients extracted from the data points obtained in all
trials in all blocks from “Phase 2” in both groups. From that,
we calculated the average of those data points and obtained a
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TD

ASD

FIGURE 6 | PSSE intersections from the TD and ASD groups (top and orange and bottom and blue, respectively). From left to right: the PSSE curve of the AI agent
(depicted in green) and that of the participants, depicted in orange (TD) and blue (ASD), when playing with a “Middle” (N), “Wider” (A), and “Narrower” (S) agent
respectively. The bright colors represent standard deviation, while the darker and thicker line represents the mean.

representative mean squared error per group (ASD: 0.08 ± 0.08;
TD: 0.001 ± 0.001). A Mann Whitney U test was used to
analyze the differences between groups against the general mean
(U = 9.0, p < 0.001). Moreover, when assessing the variability
inside of each group (that is, the variability compared to the
mean of their group), the difference is even higher (U = 0,
p < 0.001). The U equal to zero signifies that all the mean squared
errors in the ASD group are greater compared to all the ones
in the TD group.

Participants in the Autism Spectrum
Showed Slower Adaptation to the
Artificial Agent Than Neurotypical Ones
To further understand the two groups’ adaptation, we then
looked at a possible evolution in time of the PSSE, and more
specifically, whether early (50 first trials) and late (50 last trials)
trials differed between the groups in “Phase 2.” To do so, we
analyzed the shift in PSSE for each of the agents. We used the
“Middle” agent as a baseline and subtracted from it the shift
for the “Wider” and “Narrower” agents. Like this, we could
calculate how much the participants’ behavior changed when
encountering the “Wider” and “Narrower” agents. As we can
observe in Figure 7, we found statistically significant differences
between the two groups for the “Wider” agent in the early trials
(U = 65.0, p = 0.042) but not the late trials. We did not find
any statistically significant differences between groups for the
“Narrower” agent in both early and late trials.

Participants in the Autism Spectrum
Showed Less Adaptation to the Other
Agent When the Task Became More
Uncertain
During “Phase 2” we have shown that healthy subjects acquired
an ad hoc behavioral strategy (i.e., PSSE shift) from the
interaction with each individual agent and that the adaptation

process was more pronounced in healthy subjects compared
to control. During “Phase 3” we aim at assessing whether this
strategy can be correctly retrieved when the subjects interact
with each agent in a randomized order. We hypothesized that
the ASD group will be less able to retrieve a correct strategy,
potentially due to the reduced ability to form an internal model
of the partner. To do so, for every subject we compute the PSSE
associated to each agent during “Phase 2.”

In “Phase 2,” participants played for one block with each
of the three AI agents. In contrast, in “Phase 3,” participants
encountered a random AI player in each trial for one block.
As mentioned earlier, the characteristic that distinguishes the
agents’ behavior is the color, and if players have not made the
color association with the agent’s behavior, “Phase 3” becomes
more uncertain. Here, we wanted to assess how much the players’
behavior in “Phase 3” matches that of “Phase 2” when playing
with the same agent during each of the blocks. To do so, we ran
a logistic regression using participants’ behavior during “Phase
2” as our “training data,” and compared against their behavior
during Phase 3, which was used as “testing data.” PSSE for
each agent is described by a logistic function with constant k
and intercept i. We further group the trials from “Phase 3”
according to the agent type and extract, similarly to “Phase 2,”
the probability of the subject to go for the target or to let the
partner go (p = 1 and p = 0, respectively). Finally, we compute
for every agent how accurately the parameters of the PSSEs from
“Phase 2” describe the behavior (i.e., probability of going for
the target) observed in “Phase 3.” The rationale is that high
accuracy of the model from “Phase 2” in describing the behavior
of “Phase 3” would confirm the hypothesis that a behavioral
strategy tight to each individual agent has been learned and can
be correctly retrieved.

In the left panel of Figure 8, we show the mean accuracy
matrix for the control group and the ASD group. This is obtained
by computing for every subject the accuracy of each PSSE agent
model (predicted) in describing the data of each agent during
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FIGURE 7 | Differences between groups in the difference in shift per agent (compared to the “Middle” one). The upper plots represent early (0–50) trials and the
lower plots, late (100–150) trials. Blue represents the ASD group; orange, the TD; and the red line represents the median.

FIGURE 8 | Matrix representing the relationship between Phase 2 (actual) and
Phase 3 (predicted) behavior. The blue matrix represents the group in the
autistic spectrum, while the orange one represents data from the neurotypical
group.

“Phase 3.” This generates a set of 3 × 3 matrices that are further
averaged for each group. This result suggests that the participants
in the neurotypical group (right, orange) behaved in the same way

in both phases, with a mean accuracy score of 0.97). However,
the participants in the ASD group (left, blue) did worse in
properly matching their behavior to the one in the previous phase
(mean accuracy score of 0.74). A Mann Whitney-U test showed
significant differences between the accuracy for both groups in
matching Phases 2 and 3 behavior (U = 0, p = 0.03). These results
could suggest that participants in the TD group developed a
model of the other player during “Phase 2” that they later used to
adapt their behavior in “Phase 3”; participants in the ASD group
failed to do so.

No Differences in Perception of the Task
Between Groups, Only by Perceiving the
Other Agent as Human or Synthetic
As previously mentioned, participants had to answer a short
questionnaire between blocks. More specifically, participants
evaluated target predictability, engagement (in all blocks), as well
as agent predictability and collaboration (in the blocks where the
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FIGURE 9 | Differences between agents and groups in perceived agent predictability, target predictability, engagement, and collaboration. Blue represents the
results for the “Narrower” agent; orange, for the “Middle” agent; and green, from the “Wider” one. Red lines represent means.

AI agent was introduced). There were no significant differences
in engagement or target predictability between “Phase 1” and
the rest of the task. In “Phase 2,” participants rated each agent
at the end of each respective block (Figure 9). Results suggest
no statistically significant differences between groups in any of
the dimensions. Nonetheless, participants in the ASD group
seemed to feel more engaged with the task than the neurotypical
group. Additionally, we observe higher variability in the ASD
group when evaluating target predictability. In contrast, the
TD group evaluated the target’s predictability similarly in all
three blocks. Regarding collaboration, both groups reported the
“Middle” agent as the most collaborative one. Finally, we could
observe differences in the perceived agent predictability, where
the “Narrower” agent was perceived as less predictable by the
ASD group than the TD one.

Finally, at the end of “Phase 3,” participants reported if they
were interacting with a human or a computer. There were no
significant differences between the ASD and TD groups as to how
many participants thought they were playing with a human or a
computer. Interestingly, if we divide participants into two new
groups (those that thought the other agent was a human and
those who thought it was a computer), we observe differences
in perceived collaboration (Figure 10). Participants that thought
the other agent was a human perceived it as significantly
more collaborative (Human: median 4.0, MAD: 0.0; Synthetic:
median: 3.0, MAD: 1.0; Mann-Whitney U: 37.0, p = 0.01). More
specifically, when comparing among agents (by assessing the
answers during Phase 2, where participants provided self-reports

FIGURE 10 | Differences in perceived collaboration between the participants
that perceived the AI agent as synthetic or as a human player. The white dot
represents the median.

for each of the agents separately), the agent that was perceived
as more collaborative was the “Middle” (Human: median 5.0,
MAD: 0; Computer: median: 3.0, MAD: 2.0; Mann-Whitney U:
33.0, p = 0.009), followed by the “Wider” (Human: median 4.0,
MAD: 1.0; Computer: median: 3.0, MAD: 1.0; Mann-Whitney
U: 43.0, p = 0.04) and the “Narrower” (Human: median 4.0,
MAD: 1.0; Computer: median: 3.0, MAD: 2.0; Mann-Whitney U:
43.5, p = 0.04).
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Participants in the ASD Group Focused
on Movement to Describe the Other
Agent
After the last questionnaire in “Phase 3,” participants underwent
a short structured interview, which lasted ∼10 min. First,
participants were asked to report the difficulty of the task and
how well they performed. We later asked them to comment
and describe the other agent they interacted with. In the case
where participants reported differences between the agents, we
also asked them to provide a short description for each agent.
When participants described the agent(s) they interacted with,
we identified the following common features: movement (how
fast/slow the agent was perceived), field use (how much of
the field the agent was using), color (the color of the agent),
and collaboration (how collaborative the agent was perceived).
Figure 11 depicts the frequency of use of these characteristics
to differentiate between the agents (sometimes, more than
one per subject). In the ASD group, the most commented
characteristic was the agents’ movements (53%), followed by their
field use (33%), perceived collaboration (13%), and color (6%).
In the TD group, the frequency of use of the characteristics
is more homogeneous. Here the most frequent characteristics
are collaboration and field use (38%) followed by color and
movement (30%). Moreover, one participant in the TD group
differentiated between the agents by their perceived performance.

The two groups mainly differed in the type of characteristics
they used to describe the other agent. Participants in the ASD
used more personality-related terms to describe the behavior
of the other agent (“it’s Narrower,” “it’s more selfish”) than
neurotypical participants, who used a more performance-related
vocabulary (“it was playing well,” “it was taking my targets”).
When asked about “Phase 3,” in which they played with a
random AI agent in each trial, participants in the ASD group

FIGURE 11 | Frequency of characteristics commented about during the
interviews. Blue represents collaboration-related characteristics; purple,
color-related ones; green represents characteristics related to field use; and
orange, characteristics related to movement. The sum of the frequencies
inside each group surpasses 100% because some subjects highlighted more
than one characteristic.

communicated an added difficulty caused by larger uncertainty.
Some reported not knowing if the other agent would go or not
for the target; others reported that the task required more focus
(“You never know what can happen or how will the other player
react. You had to be more focused”). Only one subject reported
a relationship between the agent’s color and its behavior and
using it to decide to go or not for the target. In contrast, in
the TD group, more participants reported using color to identify
the agent and act accordingly. For both groups, “Phase 3” was
perceived as more complicated and confusing than the others.

DISCUSSION AND CONCLUSION

The main purpose of this study was to evaluate the ability
to predict another agent’s behavior based on sensorimotor
interaction and how these predictive abilities affect collaborative
interaction and differ between ASD and Typically Developed
(TD) individuals. We created a task where participants had to
learn the behavioral characteristics (as exhibited by sensorimotor
contingencies) of a synthetic agent and collaborate with the agent
to maximize reward. Each player controlled an avatar, and the
goal was to intercept falling targets. To assess collaboration, we
developed the Point of Social Subjective Equality (PSSE) that
calculates the probability of a player of going for the target given
the target’s position. Finally, we examined possible perceptual
differences regarding the task between the two groups.

Discussion on Differences in Behavior
As we observe larger individual differences between participants
in the autism spectrum (compared to neurotypicals), we
hypothesized that participants in the autism spectrum would
show more variable behavior than neurotypicals during the task.
Our analysis of the differences in variability between the ASD and
TD groups suggests that, indeed, the ASD group showed larger
variability compared to the TD individuals.

Social impairments associated with sensorimotor difficulties
are a characteristic of the disorder, and we assumed that ASD
individuals would encounter difficulties in predicting the AI
player’s behavior. Thus, we hypothesized that participants in the
autism spectrum would show slower and less adaptation to the
other agent than neurotypical ones. To assess this, we analyzed
the differences between groups in adaptation to the other agent
during Phase 2, and we showed differences in adaptation between
groups in early trials but not in late ones, showing differences in
adaptation timing. Our results show differences in the behavior
of neurotypical and ASD individuals when playing with the three
different synthetic agents. We observe the ability to converge
to a complementary PSSE in the case of the control group.
However, we do not observe the same with the ASD participants.
Furthermore, we assessed the online adaptation to the artificial
player by looking at the differences in errors between early and
late trials among groups. Our results seem to reflect a more
accurate adaptation in the neurotypical group than in the ASD.

Finally, as ASD individuals seem to find difficulties when a
task is uncertain, we postulated that they would fail to predict
the behavior of the AI agent correctly and, therefore, adapt less
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to the AI agent compared to the typically developed group. By
comparing the participants’ behavior with each agent in “Phase
2” and “Phase 3,” we can assess whether they applied previously
acquired information from the sensorimotor contingencies of
the AI agent (“Phase 2”) to a more uncertain task (“Phase 3”)
and predict the agent’s behavior. Our results suggest differences
in the prediction of the agent’s behavior. More specifically,
TD individuals were able to develop a better model of the
artificial player in “Phase 2” and apply that information to
adapt their behavior in “Phase 3,” while participants in the ASD
failed to do so.

These results suggest that neurotypical individuals can adapt
their behavior according to the AI player and converge to an
optimal game strategy by observing the sensorimotor patterns
of their partner. In contrast, ASD patients seem to lack this
ability, suggesting an impairment of socSMCs, possibly due to
their lower predictive skills (Schmitz et al., 2003; Sinha et al., 2014;
Wang et al., 2014).

Discussion on Differences in Perception
To understand possible perceptual differences between the
two groups, we looked at the questionnaires provided to the
participants after the completion of each block, and the short
structured interview at the end of the task. Participants at the end
of each block reported how they evaluated the task, the target,
and the other player in terms of engagement, predictability,
and collaboration. Although we did not find any statistical
significance in any of the items, participants in the ASD group
seemed to perceive the task as overall more engaging than the
TD group. Participants in the TD group perceived the task as
less engaging when interacting with the “Wider” agent. When
evaluating the agent’s predictability, the “Narrower” agent was
perceived as less predictable by the ASD group compared to
the TD. Playing with the different agents did not seem to affect
target predictability in the TD group. However, we observe higher
variability in the reported target predictability in the ASD group
when playing with the “Narrower” and “Middle” agents. In terms
of collaboration, both groups rated the “Middle” agent as more
collaborative than the “Narrower” and “Wider.” Despite a lack of
significance, our results provide possible insights on perceptual
differences regarding the tasks’ characteristics with respect to the
agent’s behavior. However, more data needs to be collected.

At the end of the task, we asked participants to report whether
they thought they interacted with another human or a computer.
We found no significant differences between the two groups.
The agent was perceived as significantly more collaborative by
participants that thought they were playing with a human instead
of a computer. More specifically, the “Middle” agent was rated
50% more collaborative when participants thought it was another
human. Indeed, according to Turing’s test (Turing, 1950), the
behavior of a machine can be confused with that of a human.

Finally, the short-structured interview allowed us to assess
further the perceived differences of the agents between the
ASD and TD groups. The main differences arise from the
characteristics used to describe the agents. Participants in the
ASD group mainly commented on the agents’ movements,
followed by their field use. The agents’ color was the

characteristic less commented about. In contrast, the TD group
differentiated between the agents by almost equally exploiting
all three characteristics. The focus on movement as the main
differentiating characteristic is something to be expected from
the ASD group, as individuals in the spectrum tend to focus
on moving objects. Moreover, the fact that almost no subject in
the ASD group commented on the agents’ color as a significant
trait could support the idea of the lack of model generation. If
the agent’s color was a characteristic that could help participants
predict its behavior, it would be unnecessary to consider it if no
model was being created.

GENERAL DISCUSSION

The contributions of this study are two-fold. On the one hand,
we formulated and introduced the Point of Social Subjective
Equality (PSSE), a concept that allowed us to model the behavior
of both humans and artificial agents in a collaborative task.
By observing the PSSE, we quantified the degree of behavioral
adaptation and how it can be modulated based on the variation of
sensorimotor contingencies of the synthetic agent. On the other
hand, this study demonstrated how collaborative behavior could
implicitly emerge and be modulated through the observation of
sensorimotor patterns of the partner.

Our behavioral analysis showed lower and slower adaptation
to the artificial player by the ASD group. Similar results were
found in Lieder et al. (2019), where participants in the autistic
spectrum showed lower and slower adaptability in the task
than their neurotypical counterparts. However, previous studies
examining sensorimotor planning in individuals with ASD have
yielded conflicting results. Some studies indicate an impairment
in prospective control in ASD (Hughes, 1996; Scharoun and
Bryden, 2016). In contrast, other studies showed no significant
differences (Hamilton et al., 2007; van Swieten et al., 2010).

The larger variability in behavioral results of the ASD group is
also present in the self-reported data. Nevertheless, the perceived
predictability and collaboration during the task showed no
differences between groups in these measures. Interestingly, the
differences in the behavioral data but not in the self-reports raise
the question of self-awareness. Could that be due to a lack of
metacognition or due to a coping mechanism? Unfortunately, our
current data do not allow us to answer this question, and further
studies need to be conducted.

CONCLUSION AND FURTHER STEPS

In conclusion, this study adds to the literature possible ways
of measuring collaboration through sensorimotor contingencies,
and how this collaboration is impaired in individuals with
ASD. While this study provides a preliminary insight, several
limitations need to be discussed. First, further studies with
larger sample sizes are needed to better control for individual
differences. Furthermore, it is important to note that our study
lacks female participants, as the main general users of the ASD
center we collaborated with were males. This is in line with
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the larger occurrence of autism in male individuals compared
to female ones. Despite these limitations, this study proposes
a simple (and non-invasive) method to evaluate the predictive
abilities of individuals in the autism spectrum. To do so, more
data would be needed, as the main limitation of this study is the
weakness of its statistical power.

Possible uses of this application would go in the line of an
environment where the user could train their social abilities in
a controlled and adaptive way. The system could be used to
improve the abilities of non-neurotypical people by training their
predictive skills. Like this, individuals in the spectrum could not
only train their tracking of moving objects and predict their
trajectories but also train their reading and understanding of
non-verbal cues. The task offers the possibility of merging these
two types of prediction (related to objects and social interaction),
in a game-like manner.

To the moment, the PSSE has not been contrasted with any
kind of diagnostic tool for ASD. In the future, a validation of the
PSSE measurement in comparison with a screening tool could
allow for a stronger claim on distinguishing between these two
groups. However, at this point, we do not claim that it can be
either a diagnostic tool or a tool to be able to distinguish between
the two groups, but we highlight the possibility.
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Contemporary research in human-machine symbiosis has mainly concentrated on

enhancing relevant sensory, perceptual, and motor capacities, assuming short-term and

nearly momentary interaction sessions. Still, human-machine confluence encompasses

an inherent temporal dimension that is typically overlooked. The present work shifts the

focus on the temporal and long-lasting aspects of symbiotic human-robot interaction

(sHRI). We explore the integration of three time-aware modules, each one focusing on

a diverse part of the sHRI timeline. Specifically, the Episodic Memory considers past

experiences, the Generative TimeModels estimate the progress of ongoing activities, and

the Daisy Planner devices plans for the timely accomplishment of goals. The integrated

system is employed to coordinate the activities of a multi-agent team. Accordingly,

the proposed system (i) predicts human preferences based on past experience, (ii)

estimates performance profile and task completion time, by monitoring human activity,

and (iii) dynamically adapts multi-agent activity plans to changes in expectation and

Human-Robot Interaction (HRI) performance. The system is deployed and extensively

assessed in real-world and simulated environments. The obtained results suggest that

building upon the unfolding and the temporal properties of team tasks can significantly

enhance the fluency of sHRI.

Keywords: human robot interaction (HRI), artificial time perception, eterogeneous multi-agent planning,

autonomous systems, collaborative task execution

1. INTRODUCTION

Fluent, symbiotic Human-Robot Interaction (sHRI) is an important, yet challenging problem in
robotics research as evidenced by the increasing number of published works (Rosenthal et al., 2010;
Fernando et al., 2014; Liu et al., 2016; Riccio et al., 2016) and review papers (Coradeschi and Loutfi,
2008; Green et al., 2008; Carrillo and Topp, 2016; Tsarouchi et al., 2016). Despite the significant
resources devoted in sHRI, the majority of existing systems consider mainly the spatial aspects of
the world without encapsulating the concept of the time dimension. As a result, contemporary
research has largely concentrated on enhancing robotic sensory, perceptual, and motor capacities,
assuming short-term and nearly momentary interaction between agents (Das et al., 2015; Baraglia
et al., 2016; Devin and Alami, 2016; Churamani et al., 2017). Still, human-machine confluence
encompasses inherent temporal aspects that are often considered only implicitly in robotic
applications, with clear negative effects regarding the integration of artificial agents into human
environments. In example, robotic agents face difficulties in distinguishing between the entities
involved in different past events or implement reasoning on past event sequencing, cannot feel
rush or adapt to human temporal expectations and cannot effectively plan not only how, but also
when tasks should be accomplished (Wilcox et al., 2012). Our recent work has addressed artificial
temporal cognition, with a focus on human-like time representations and duration processing
mechanisms for robots (Maniadakis et al., 2009, 2011; Maniadakis and Trahanias, 2012, 2015).
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Interestingly, besides the fact that several cognitive
architectures have considered for robotic systems over the
last years (Langley et al., 2009; Rajan and Saffiotti, 2017;
Kotseruba and Tsotsos, 2018), the notion of time is often
represented rather implicitly in the knowledge base, without a
clear view on the past, the present and the future of the robot
life. For example, environment state changes are typically stored
in a flat atemporal domain, being unable to distinguish between
yesterday and a month before. The present work introduces
a new cognitive framework that clearly separates between the
well known notions of “past,” “present,” and “future,” which are
widely adopted by humans in their daily activities.

More specifically, three important phases of human-robot
interaction can be easily identified in which time has a major
role. These regard (i) the representation and memorization of
past experiences on a temporally rich domain to facilitate time-
informed reasoning in forthcoming sessions, (ii) the perception
of the temporal features of evolving real-world procedures
to support action coordination with other agents in the
environment, and (iii) the planning of actions to facilitate timely
accomplishment of goals given the temporal constraints and the
dynamic unfolding of multi-agent collaboration. Targeting the
implementation of time-aware robotic cognitive systems, we have
developed computational modules addressing complementary
cognitive skills along the past, present and future disciplines
mentioned above (Maniadakis et al., 2016b, 2017; Sigalas et al.,
2017a,b; Hourdakis and Trahanias, 2018).

In this paper we present the implementation of a composite
sHRI system, that comprises the aforementioned time-aware
cognitive modules. The composite system (a) exploits past
experiences to reason about current human needs, (b) monitors
and analyzes the ongoing human activity to infer the completion
time of human tasks and the user’s performance profile on the
task, and (c) plans synergistic robot activities properly adapted
to the human profile and the progress of the task in order to
accurately satisfy human expectations. The paper summarizes
the integration of the time-aware cognitive modules emphasizing
mostly on their interactions and the beneficial features they bring
to the composite system.

To demonstrate the validity of the proposed approach, the
composite system is deployed in the real world and is assessed
in a complex multi-agent interaction scenario that involves two
robots and a human. A series of experiments with real humans
showed that complementary to the embodiment of cognitive
systems (i.e., link robot actions to body characteristics), the
“entiment” of robotic cognition to the temporal context of sHRI
(i.e., take into account when things happened or should happen)
facilitates the coordination of robot behavior with the dynamic
unfolding of the sHRI scenario. Overall, the use of time-informed
robotic cognition facilitates the seamless integration of artificial
agents in the real world, enhancing their ability to respond more
accurately, flexibly, and robustly, in full accordance to the human
expectations and needs.

The rest of the paper is organized as follows. Section
2 outlines related wok on the subject of time cognition,
including issues of memory, temporal predictions and time-
informed planning. Section 3 outlines the proposed interaction

scenario that is employed in the current work, while section 4
provides details on the implementation of the composite system
and the individual components. Section 5 presents a detailed
experimental evaluation of the system in a set of human-centered
experiments, while section 6 concludes the paper and discusses
further research directions on the subject.

2. LITERATURE REVIEW

Over the years, a number of cognitive robotic architectures have
considered the implementation of high-level cognitive functions
taking into account temporal information, such as the constraints
on the timing of tasks (Alami et al., 1998). For example, the
deliberation for the completion of multiple and diverse robot
tasks can be implemented based on six types of robot functions,
namely planning, acting, observing, monitoring, goal-reasoning,
and learning (Ingrand and Ghallab, 2017), where the need for
timing robot activities has been also considered.

The broader field of human robot interaction has been
significantly facilitated by the integration of modules which
provide robust solutions on well-studied problems in the
field of robotics. For example, Lemaignan et al. (2017)
proposed a practical implementation for social human-
robot interaction combining geometric reasoning, situation
assessment, knowledge acquisition, and representation of
multiple agents, for human-aware task planning. Churamani
et al. (2017) built a human-robot interaction module to engage
personalized conversations in order to teach robots to recognize
different objects. Devin and Alami (2016) developed a framework
which allows robots to estimate other agents’ mental states e.g.,
goals, plans and actions and take them into account when
executing human-robot shared plans. Das et al. (2015) proposed
another framework for human-robot interaction based on the
level of visual focus of attention. The latter was implemented on
a Robovie-R3 robotic platform in order to interact with visitors
in a museum. Adam et al. (2016) implemented a framework for
physical, emotional and verbal human-robot interaction on a
NAO robot.

Nevertheless, in these works the temporal dimension of
human-robot interaction has not been adequately considered,
since the focus of the relevant implementations was on the
spatial aspects of task completion. As a result, the implemented
systems are unable to develop a wider conception of the timeline
linking the past, the present, and the future. The present work
contributes to fill this gap by proposing an integrated system that
directly considers the temporal characteristics of sHRI in order
to realize long-term, timely and fluent cooperation of humans
and robots. Previous works related to the components of the
composite system are reviewed below.

2.1. Knowledge Representation and
Reasoning
Robotic systems that naturally interact with humans for long
periods should be equipped with the ability to efficiently store
and manage past memories, as well as with the ability to exploit
past experiences to predict future outcomes. Still, the temporal
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aspects of a robotic memory system have not yet been adequately
examined, with most systems using flat, non-timed memories to
assimilate past experiences. Accordingly, events that occurred at
different past moments can be hardly distinguished, which results
in poor performance in sHRI scenarios.

A common issue when encoding past events regards the
management of the stored information, given the constantly
increasing storage space over time.Memory forgetting (or decay),
is a biologically inspired memory mechanism (Hardt et al., 2013)
which may cope with this issue. The Decay Theory (Altmann and
Gray, 2000) dictates that information stored in memory tends to
“fade out” and/or eventually be forgotten as time passes. Prior
attempts to computationally implement memory forgetting (Ho
et al., 2009; Biswas and Murray, 2015) fail to dynamically adapt
to variations in task requirements and, thus, are not suitable to
support long-term sHRI. A dynamic memory system is proposed
by the Time-Based Resource-Sharing (TBRS) theory (Barrouillet
et al., 2004), which combines decay and interference theories
and, thus, allows information to be “refreshed” as well. Still,
recent TBRS implementations (Oberauer and Lewandowsky,
2008, 2011), exhibit rather low memory performance in terms
of recall accuracy. Moreover, Adaptive Resonance Theory
networks (Carpenter and Grossberg, 1987) are also used
to encode memories. However, current implementations fail
to effectively model a human-inspired long-term robotic
memory, either because of limitations on the perceived
information (Tscherepanow et al., 2012), or on the information
retrieval and refreshing (Taylor et al., 2009) or, even, because of
absence of forgetting mechanisms (Leconte et al., 2016).

Evidently, the exploitation of the stored information in order
to infer or predict the state(s) of the interaction would greatly
facilitate sHRI (Maniadakis et al., 2007). Yet, only recently there
have been some works researching memory-based inferencing.
For example, Hidden Markov Models (HMMs) are used in order
to infer actions consisting of a sequence of “intentions” (Kelley
et al., 2008). However, the need of previously modeled and
task-dependent actions, limits the employment of the system
in complex real-world setups. This obstacle is alleviated in
some of contemporary works, such as Nuxoll and Laird (2012)
and Petit et al. (2016). The former refers to the employment
of the Soar cognitive architecture in order to exploit episodic
memories and enhance the cognitive capabilities of artificial
systems, while, the latter, uses a-posteriori reasoning to store and
manage previously acquired knowledge. However, both of these
works face severe limitations regarding the constantly increasing
storage requirements, negatively affecting performance in long-
term HRI.

To address the aforementioned issues, we have implemented
a time-aware episodic memory module (Sigalas et al., 2017a,b)
for autonomous artificial agents, which enables memory storage
and management, as well as sHRI state prediction and inference.
As thoroughly described in section 4.1, symbolic information
is stored in a temporally rich domain, which encodes the
involved entities and the relation between them. Each entity is
characterized by an importance factor which dictates its life-
cycle and, thus, determines whether to keep or erase the related
information. Separate HMMs are generated and trained on

demand in order to categorize the stored information, query the
memory about past events, infer “hidden” information about an
episode’s attributes and predict future actions.

2.2. Temporal Information During Action
Observation
Time perception, i.e., the ability to perceive the temporal
properties of an ongoing activity, is a field that remains
relatively unexplored in artificial cognitive systems. This can be
attributed to the fact that such investigations often require task
dependent and contextual data, which are difficult to obtain.
Recently, however, temporal information has been increasingly
used for action recognition, which indicates that there is a
strong correlation between low-level behaviors and temporal
properties. For example, local spatio-temporal features (Laptev,
2005) have been showcased to have increased discriminative
power (Wang et al., 2009), since strong variations in the data
(such as characteristic shifts in motion and space), can be
captured more accurately in the spatio-temporal domain. In
this context, various descriptors and feature detectors have been
proposed. In Laptev (2005), temporal information is attained
by convolving a spatio-temporal function with a Gaussian
kernel, while in Scovanner et al. (2007), a 3D SIFT descriptor
is proposed, which extends SIFT to the time-domain. Dollàr
et al. proposed the Cuboid detector, which applies Gabor filters
along the temporal dimension. Temporal structure for activity
recognition has also been investigated using graphical models,
including spatio-temporal graphs (Lin et al., 2009) and semi-
latent topic models (Wang and Mori, 2009). In contrast to the
aforementioned works, which examine the temporal structure
of an activity, in the current work we measure its duration. As
we demonstrate the use of this information can lead to robust
descriptors for the human activity.

To facilitate temporal predictions by mere observation, we
have introduced Generative Time Models (GTMs) (Hourdakis
and Trahanias, 2018) that can accurately predict the duration
of an unfolding activity. i.e., observation models that provide
in real-time estimations of temporal quantities that characterize
the activity. This concept, that is predicting the time-related
properties of an activity, is novel to robotics and with great
potential. Information provided by the GTMs can be employed
by different disciplines including human-robot interaction, scene
perception, robot planning, and process modeling. In the current
work, GTMs are employed to implement the observation models
that allow the robot to predict the duration and completion-time
of an activity performed by a human agent.

2.3. Time-Informed Planning of
Collaborative Activities
Several works have considered the notion of time in planning
solo robot behavior in the form of action sequences, frequently
with the use of PDDL that uses first-order predicates to describe
plan transitions (Cashmore et al., 2015), or NDDL that considers
a “timeline” representation to describe sequences of temporal
conditions and desired values for given state variables (Py et al.,
2010), and is adopted by the EUROPA Planning Library (Rajan

Frontiers in Robotics and AI | www.frontiersin.org 3 November 2020 | Volume 7 | Article 503452193

https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Maniadakis et al. Time-Aware Multi-Agent Symbiosis

et al., 2007; Barreiro et al., 2012) and its subsequent advancement
that considers the description of hierarchical plans (Antonelli
et al., 2001). Opportunistic planning provides an alternative view
for scheduling long-horizon action sequences (Cashmore et al.,
2018). The use of hierarchical plans is additionally considered
in Stock et al. (2015), focusing on the unification of sub-plans
to improve implementation efficiency. Moreover, the high-level
Timeline-based Representation Framework provides a structured
library for managing operational modes and the synchronization
among events (Cesta et al., 2009), or with the use of the
forward search temporal planner POPF (Cashmore et al., 2014).
Extensions of this framework has been used among other in
industrial human-robot collaboration (Pellegrinelli et al., 2017;
Umbrico et al., 2017) to ensure controllability.

To implement tasks involving multi-agent collaboration,
planning algorithms often rely on constraints which
provide ordering between the independently implemented
activities (Morris et al., 2001; Shah et al., 2007; Smith et al., 2007;
Morris, 2014). Existing approaches explore the controllability of
alternative strategies, to identify plans that successfully schedule
the required activities in a way that satisfies constraints until
the final completion of the goal (Cimatti et al., 2016). Despite
their success in coordinating pairs of interacting agents, relevant
works suffer in terms of scalability because they assume a
significant amount of resources to be devoted to the formulation
of the full plan.

Interestingly, relevant works consider the use of time in
full isolation, without the ability to blend time with other
quantities for the time-inclusive multi-criteria evaluation of
plans. For example, time-labeled Petri-nets have been used
to accomplish fluent resource management and turn-taking
in human-robot collaboration focusing mainly on dyadic
teams (Chao and Thomaz, 2016). In a different work time has
been sequentially combined with space to minimize annoyance
among participating agents (Gombolay et al., 2013). Other
works follow a similar tie-isolated formulation, representing
agent interaction as a multi-criteria optimization problem. The
objective function is derived from the preference values of
participating agents and the temporal relations between entities
are mapped on the constraints of the problem (Wilcox et al.,
2013). More recent works follow basically the same formulation,
representing time in the set of constraints that confine available
solutions (Gombolay et al., 2017). Besides the fact that criteria
such as the workload and the user preferences can be addressed
with these approaches, time is largely kept separate form other
quantities, thus not used for the formulation of time-informed
multi-criteria objectives. Moreover, the works mentioned above
do not consider predictive estimates on the performance of
interacting agents and the expected release of constraints
among tasks.

Recently, decentralized approaches are used for multi-
robot coordination, which work on the basis of auctions. For
example, Melvin et al. (2007) considers scenarios in which tasks
have to be completed within a specified time window, but
without allowing overlapping between time windows. Modern
approaches are targeting this issue with particularly successful
results in simulation environments (Nunes et al., 2012; Nunes

and Gini, 2015). In other similar problems the routing of
working parts is assigned to the most suitable transportation
agent through an auction-based mechanism associated to a
multi-objective function (Carpanzano et al., 2016). However, the
relevant approaches assume auctions to proceed on an agent-
centered point of view which does not consider the capacities
and special skills of other team members. Therefore, it is hard to
maximize the usability of all members for the benefit of the team
(i.e., it might be beneficial for the team if the second optimal agent
undertakes a given task).

To address the issues mentioned above, we have recently
introduced the Daisy Planner (DP) (Maniadakis et al.,
2016a,b), a new scheme of time-informed planning, which
relies on the daisy representation of tasks and adopts time-
inclusive multi-criteria ranking of alternative plans. DP
operates under the assumption of pursuing immediate, locally
optimal assignment of tasks to agents. This is in contrast
to previous works on scheduling multi-agent interaction
that typically prepare long plans of agents’ activities for
all future moments (Gombolay et al., 2013; Hunsberger,
2014; Cimatti et al., 2016), under the risk of frequent re-
scheduling, due to external disturbances that may render
current plans inapplicable. In such cases, re-scheduling
may take up to a few tenths of seconds (Pellegrinelli et al.,
2017). DP effectively operates as a lightweight process which
minimizes the chances for re-planning in the case of unexpected
events (Isaacson et al., 2019).

3. MULTI-AGENT INTERACTION
SCENARIO

Without loss of generality, and for the sake of brevity, the
adopted scenario considers the case of three agents: a human
and two robots (a humanoid and a robotic arm). We note,
however, that the proposed methodology is readily applicable to
the case of more than three cooperating agents. In this section, we
summarize the scenario that will be used as a motivating example
for the rest of the paper (see Figure 1). The scenario assumes that
the three agents cooperate for the timely delivery of breakfast to
the human.

In particular, to predict the breakfast preferences of the human
at a given day, the system exploits past sHRI sessions. After
querying the episodic memory based on the current date (i.e.,
day of week, month, and season), the weather conditions and the
user’s mood and health, themost likely breakfast menu is inferred
and forwarded to the planner that synchronizes the activities
of involved agents. The collaboration scenario assumes agents
to undertake the tasks they are more efficient to implement.
Therefore, the human undertakes table cleaning for the breakfast
to be served, given his superior performance for the task in
comparison to the two robots. At the same time, the humanoid
robot gets the responsibility to fetch the breakfast to the table.
We use a bowl carefully mounted on humanoid’s chest to support
the transfer of breakfast items. This is accomplished with the help
of the robotic arm, which places the appropriate number of items
in the humanoid’s bowl.
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FIGURE 1 | The human-robot-robot “breakfast preparation” collaborative evaluation scenario.

The number of breakfast items is dynamically determined
according to the progress of table cleaning by the human. The
collaboration of the two robots aims at getting and fetching the
maximum number of items, after considering the performance
profile of the human and additionally that the breakfast should
be delivered with the minimum possible delay. As a result,
a fast performing, dedicated human that is willing to finish
breakfast as soon as possible may be served a minimal breakfast
menu, while a very relaxed person will, on the contrary, enjoy
a full breakfast menu. The above described breakfast delivery
scenario facilitates the grounded assessment of the integrated
time-informed system which accomplishes the fluent and timely
synchronization of the robots with human activities.

3.1. Task Requirements and System
Modules
The implementation of the above described scenario assumes the
integrated performance of modules targeting diverse parts of the
sHRI timeline. More specifically, to capitalize on the information
gained from past sHRI sessions, the composite system must
be able to (a) maintain a temporally-rich representation of
past HRI events being easily searched using temporal criteria,
which enables focusing on the past time periods of interest and
(b) accurately infer or predict the state of the HRI, based on
past experiences.

Beyond associating relevant past experience to the current
situation, fluent HRI requires real-time monitoring of human
activities. Our implementation achieves this (a) by developing
accurate predictions on the completion of human actions with
few training iterations and minimal prior information about
the performed activity, and (b) by estimating human efficiency
toward the real-time profiling of the interacting human.

Following the above, it is important to effectively proceed
to the accomplishment of the joint goal, by coordinating the
activities of team members. To this end, the multi-agent action
planner is necessary to (a) maximally exploit the individual
skills that each one of the heterogeneous participating agents
brings into the team, and (b) implement plans that are flexibly

and proactively adapted to the expectations of the user and the
dynamic temporal characteristics of the collaborative scenario.

4. TIME-INFORMED MULTI-AGENT
INTERACTION IMPLEMENTATION

Figure 2 depicts the sHRI composite system, designed according
to the previously delineated requirements, featuring the
interconnections of the individual time-aware cognitive
modules. The implemented modules are involved in distinct
aspects of the sHRI process extracting complementary pieces
of temporal information. As evident in Figure 2, the Episodic
Memory builds on past experiences to make predictions of the
human agents’ needs and preferences. The relevant predictions
are fed to DP which guides and coordinates agents’ activities
toward the implementation of the mutual goal, adequately
synchronized with the evolution of real-world events. The
GTM module effectively monitors the progress of human task
implementation to predict remaining time and user efficiency,
which are used by the DP to successfully steer and refine
the cooperative plans. The extracted temporal features are
additionally encoded to memory for future reference. The above
described continuous interplay of Episodic Memory, GTM, and
DP results into a composite system with a context and human
personality driven performance that accomplishes to effectively
map robot services to the needs of the individual humans.

The proposed approach implicitly addresses issues regarding
the commitment of the agents to their common goal
(Castelfranchi, 1995). This comes from the central coordination
of the team by the planner, which eliminates motivational,
instrumental, and common ground uncertainty as they are
described in Michael and Pacherie (2015). In that sense, every
member of the team holds normative expectation from the
others, which are crucial for the successful accomplishment of
the common goal (Castro et al., 2019). However besides the
coordination of the team by the planner, currently, there is no
means to explicitly communicate expectations or obligations
among partners, an information that might be crucial for the
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FIGURE 2 | Abstract representation of the proposed sHRI system.

human to understand that things are under control and the task
progresses as expected. This is something that will be considered
in the future versions of the system.

4.1. Past–Encoding of Elapsed HRI
Sessions
Development of an episodic memory module, able to effectively
encode past episodes on a temporally rich domain, may
significantly facilitate sHRI by exploiting past experiences to infer
current human needs. Specifically, the episodic memory serves
to store, manage and symbolically represent user memories, in
a manner which, on one hand enables storing of large numbers
of entities and, on the other hand, facilitates fast and efficient
search. Typically, memory stores andmanages all of the perceived
information. However, for the task at hand, we focus on the users’
breakfast preferences, storing, and exploiting only breakfast-
related entities along with their temporal (e.g., date of occurrence,
duration of activity, etc.) or other (user mood and health, weather
conditions, etc.) information.

Turning to the usability of episodic memory, robotic systems
should ideally adapt their activities in accordance to user
needs. To this end, exploitation of elapsed sHRI episodes
may significantly facilitate the inference of user preferences
at the given context. Valuable information stored in memory
may regard the configuration of past breakfast menus (i.e.,
combinations of breakfast items) in association with the
evolution of relevant attributes, e.g., human mood and health, on
a daily basis.

4.1.1. Episodic Memory Design
As described in our previous works (Sigalas et al., 2017a,b),
episodes are stored in memory in the form of connected multi-
graphs (Figure 3A), where the nodes represent the episode
entities (i.e., Scenario, Event, Action, Actor, Object, or Feature)
and the edges represent the links (bi-directional parent-child
relationships) among entities, during the unfolding of the
episode. Each link of the multi-graphs is assigned an importance
factor which affects the entity’s lifecycle and varies according to
the ongoing task, i.e., entities which are more “relevant” to the
task are considered more important than other “irrelevant” ones.
Importance is represented by a damped sine wave (i.e., decays
over time), as shown in Figure 3B. The latter is mathematically
formulated as:

I(t) = e−λt cos (ωt). (1)

where λ is the amplitude decay constant, ω is the angular
frequency and t represents the lifetime of the entity (t = 0 at
the first occurrence of the said entity).

The information stored in memory is evaluated and updated
periodically (at the positive peaks of the importance sinusoidal)
where it can be either refreshed, merged with an overlapping
entity, or forgotten, as summarized below.

• Refresh: Each time an entity is perceived or considered by the
system, its importance timeline is set to t = 0, which indicates
that it is refreshed as a memory-entity, and its importance
starts decaying again following Equation (1).
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FIGURE 3 | (A) Connected Episodic Multi-graph. (B) Exemplar importance function.

• Merging: Repeated instances of the same entity (e.g., a person
seen twice) are merged together. This is feasible due to
the multigraph nature of the memory, allowing for multiple
“incoming” and “outgoing” links, as illustrated in Figure 3A.
The multigraph provides efficient memory indexing and thus
facilitates fast response on memory recall queries. The given
representation allows for queries of the type “what happens
every morning” or “what happens every time user JD is sick,”
and thus facilitates statistical analysis on human behavior
and preferences.

• Forgetting: The efficient management of memory assumes
a forgetting mechanism to filter out “noise,” which means
to discard entities being of low importance for the stored
episodes. Whenever an entity’s importance drops below the
so called “forgetting threshold,” the entity is deleted from the
memory together with all adjacent (incoming and outgoing)
association links with other entities. Forgetting is an iterative
process, in the sense that, erasing an entity affects also its
children, which, if left with no incoming links (i.e., have no
other “parent” than the erased one), will be erased as well.

4.1.2. Probabilistic Inference
In order to exploit the stored information and make predictions
about user needs and preferences, we employ a Hidden Markov
Model (HMM) inference schema (Sigalas et al., 2017a). By
querying the memory, it is possible to retrieve information about
past episodes, properly filtered by selection criteria. These criteria

vary depending on the task at hand and the required inference;
e.g., “what does JD eats for breakfast during weekdays,” or “what
did JD say when the phone rang yesterday morning.”

Separate HMMs are developed on the fly—and on demand—
to exploit the time-stamped data retrieved from memory. The
recalled past episodes along with the selected attributes, are used
to train the HMM (estimate its parameters) and infer scenario-
relevant information. Training is accomplished by employing
the forward-backward algorithm (Rabiner, 1989), a two-step
iterative process that uses observations to predict the model state,
which is subsequently used to update the model parameters.
Similarly, in order to make a history-based inference of a user’s
preference, the HMM exploits the observed episode attributes
to predict the upcoming state, based on the currently estimated
model parameters. To facilitate training, a feature selection
mechanism (for the current implementation we use the Boruta
algorithm; Kursa et al., 2010) is periodically employed, in order
to select the most relevant—to the query—features and, thus,
increase inference accuracy.

HMMs are perfectly suited for the task at hand, because
they provide a very flexible generalization of sequence profiles
allowing for inputs of varying length. Moreover, they efficiently
encapsulate the hierarchical structure of real world episodes while
they are also incrementally trained, allowing for fast operation
during the online scenario unfolding.

By exploiting stored information in combination with the
HMM-based inference, the Episodic Memory module manages
to: (a) estimate the HRI state, e.g., agent actions in relation to the
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objects in the scene, (b) infer hidden HRI information, e.g., user’s
intentions, and (c) identify abnormal unfolding, e.g., emergency
events or unexpected situations. In the scenario considered in
the present work, the HMM is used to predict the breakfast
preferences of the user, which are further fed to the planner in
order to effectively guide the scenario unfolding.

4.1.3. Episodic Memory Enhancement
The Episodic Memory module was further enhanced toward
the direction of increasing the performance of the HMM-based
inference mechanism, in terms of both the efficiency (i.e., high
inference/prediction accuracy) and effectiveness (i.e., robust and
fast HMM training and inferencing). To this end, we extended
the inference by: (a) not discarding the HMM after usage and (b)
periodically train each HMM, instead of updating it only when
queried. Initially, a feature selection mechanism [the Boruta
algorithm (Kursa et al., 2010) as already mentioned above] is
employed to select the most relevant -to the task- features, which
are then used to incrementally train the HMM.

4.1.4. Episodic Memory Key Strengths
The above presentation dictates that, in comparison to previous
relevant works, the Episodic Memory module bears important
features:

• Encodes episodes as symbolic information on a temporally
rich domain.

• Dynamically manages (e.g., merges or forgets) the stored
episode details, based on their temporally decaying
importance.

• Provides accurate inference about the current or future state(s)
of the HRI, based on the personalized preferences, as derived
from the stored information.

4.1.5. Episodic Memory Interface
The episodic memory is the representation of user’s past
experiences. It is directly interfaced with the Daisy Planner either
for storing new information, or for inferencing the current of
future state(s) of the unfolding scenario. The interface and the
capacities that the memory module brings to the system, are
summarized below.

Input. The memory accepts two types of input from DP.
(a) Whenever an action is accomplished, the planner feeds
memory with the relevant information; i.e., involved entities
and their characteristics, general information about the current
day and so forth; (b) DP sends requests about the ongoing or
forthcoming states of the HRI. These requests are formulated
as plain database queries, stating the predicted value(s) and the
accompanying constraints.

Output. The output of the inference mechanism depends
strongly on the incoming query. Based on a given request and
constraints, the HMM is updated accordingly and the most likely
response is fed to the planner.

Role. As evident, the episodic memory module serves two
purposes: Storing and managing of past episodes, using a time-
aware symbolic representation and estimating the current or

future state(s) of the ongoing scenario, based on the time-
stamped information and the corresponding (temporal or
other) constraints.

4.2. Present—Temporal Features of
Perceived Human Activity
Temporal information, i.e., activity duration, allows robotic
systems to plan their actions ahead, and hence allocate effort and
resources to tasks that are time-constrained or critical. In human
cognition, such perception models are widely used (Zakay, 1989),
despite the fact that our time-perception is subjective, and
dependent on the implicit sense-of-time feeling that stems from
our sensorimotor pathways (Zakay and Block, 1996). In contrast
to that, robots and artificial systems may potentially perform this
task more consistently, by observing and analyzing the statistical
properties of the observed behaviors (Bakker et al., 2003).
Recently, we have demonstrated how such duration estimates can
be obtained using a model based method to derive the progress of
the activity (Hourdakis and Trahanias, 2013), called Generative
Time Models (GTMs) (Hourdakis and Trahanias, 2018).

4.2.1. GTM Design
For the current implementation, GTMs are used to observe,
analyze and subsequently predict the temporal properties of
the human’s activity (see Figure 4). This is accomplished by
segmenting and decomposing the observed activity based on the
human’s motions. For the example of wiping the table, where we
have repeating oscillatory motions, the primitives are described
by their amplitude and period. To obtain the primitives, a GTM
segments the signal obtained by tracking the human hand, by
looking for local extrema at small 1t intervals and stores their
starting ts and ending te times. To evaluate the local extrema it
looks into the derivative of the signal, which at a point of a peak
has a zero-crossing at the peak maximum.

To identify peak signal positions, the algorithm smooths the
signal’s first derivative, by convolving it with a Gaussian kernel,
and then stores the indices of the zero-crossings on the smoothed
derivative. For each index, a prominence value is calculated,
which indicates whether there has been a significant change in
the motion direction vector. The algorithm returns the n largest
peaks whose prominence exceeds a certain threshold value.

The current work focuses mainly on the table wiping task,
using a GTM to extract the oscillatory motions that the human
produces, and associate them with the task progress (Figure 4).
However, the GTM concept can easily generalize, because
it uses a modular architecture, with the activity and agent
components kept separate. Consequently, components from a
GTM formulation can be re-used to other tasks. To create
robust temporal predictors, a GTM analyzes an activity using
two observation models: (1) task progress, and (2) control. The
first estimates the progress of the task, i.e., how much of the
activity has been completed. The latter, identifies and records
information about the observed motions that appear during the
activity. For each motion, it records (i) the effect it has on the
task progress, i.e., how much of the task is completed each time
the motion is executed, (ii) the duration of each motion, and (iii)
how frequently it appears during the activity. A GTM uses this
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FIGURE 4 | A GTM observing a human, while cleaning a table. The model extracts the low-level behavioral primitives of the human and associates them with the

quantified task progress (small top-right plot). For the “wipe the table” activity, task progress is calculated by measuring the percent of the table surface that has been

wiped by the sponge.

information to predict the probability of a motion occurring, i.e.,
how many times each motion is expected to appear in the future
in the course of this activity, and how it will affect its progress.

To accomplish this, a GTM builds behavioral profiles based on
motion primitives that are observed, and uses them to infer future
task progression in respect to the human performance. To create
its temporal predictors, the GTM employs the observed primitive
models. For each primitive observed, the model segments the
overall motion, and uses those segmentation intervals in order
to infer how the task progresses in each interval. To make the
predictions, the model follows a finite mixture approach, in
which a belief is formed about the probable primitive models that
will be observed by the model.

Having segmented and described each primitive that is
observed, a GTM approximates the activity progress O in future
time-steps, using a finite mixture model. To estimate O we sum
the expected progress to the task by each observed primitive,
weighted by the primitive’s probability, as shown in Equation (2):

O(t) =

k
∑

i=1

p(i)φi (2)

where p(i) are the weight factors, that satisfy p(i) ≥ 0, for all

integers i ∈ 1, k, and
∑k

i=1 p(i) = 1, while φi =

∫ t
0 fM(i)

(t)dt
provides the overall contribution of the primitive i to the task
progress, with fM(i)

(t) being the function that describes how each
primitive contributes to the task progress at a certain point in
time. A GTM uses Equation (2) to predict future states for the
activity progress, i.e., the expected change for the task progress
is calculated using the probability of observing the primitive,
and how much the latter contributes for the task completion.
Using Equation (2), one can derive useful information about the

observed activity. Given the weight factor p(i), ∀i ∈ 1, k for all
primitives one can estimate, using Equation (2), how the task

progress will change from t to tk =
∑k

i=1

(

p(i)di
)

:

O(t + tk) = O(t)+

k
∑

i=1

(

p(i)

∫ t+di

t
fM(i)

(t)dt

)

(3)

Equation (3) provides an estimate of the activity progress forward
in time, using the fM(i)

as basis functions. Based on Equation (3),
robust predictions on the duration of an activity can be obtained.
For the current implementation, the model is used to provide
estimates that can infer how long a human agent will require in
order to finish the table wiping task. Amore detailed presentation
of the above model can be found in Hourdakis and Trahanias
(2018).

4.2.2. GTM Enhancement
For the current implementation, GTMs were extended to
estimate the efficiency of the agents when performing a task, i.e.,
the extent to which the actions performed are productive toward
finishing the activity. To this end, efficiency is relevant to self-
learning, and measures the quality of task execution for a given
activity. To accomplish this, we measure for each primitive the
fraction of the percent of the activity it completes against its
duration (Equation 4).

eh =
Prt

Prd
(4)

where Prt indicates the percent of the task that has progressed
due to a primitive, and Prd the duration of that primitive. Both
quantities are readily available and computed using the GTM
mathematics, as described in Hourdakis and Trahanias (2018).
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Efficiency values are estimated online while the human activity
progress, and they are sent to the planner for further processing
and timely adaptation of the multi-agent collaboration strategy.

4.2.3. Key Strengths
GTMs can make accurate predictions online, making them an
ideal candidate to process the immediate planning context of an
interaction session. Their key strengths are summarized below:

• Provide robust predictions with few training iterations.
• Use a modular architecture, with segregated Control and

Activity observation components, which allows the concept of
GTMs to generalize across tasks.

• Can extract additional metrics, such as efficiency, which are
useful for planning.

4.2.4. GTM Interface
GTMs provide a module that profiles and predicts the
future performance indicators of a human. Below we outline
the module’s input, output conventions and role in the
composite system.

Input. Input in the GTM is in the form of visual images,
obtained by a camera. For the current experiment, the camera
is mounted approximately 2 m above the table, in order to
observe the table wiping task. At initialization, the human marks
the rectangle containing its hand, which is used by the GTM
for tracking.

Output. Using the raw camera images and tracker input, the
GTM identifies the primitives of the human, and estimates two
measures: (1) the expected duration of the experiment, and (2)
the human’s efficiency. This information is subsequently sent to
the planner.

Role. The role of the GTM is to extract and estimate a
temporal profile of the human participating in an interaction
session. This profile is used to predict future task states, and
temporal parameters regarding the human’s performance.

4.3. Future—Plan Robot Behaviors in
Coordination With Human Activities
The fluent coordination of multi-agent activities plays a crucial
role in the joint accomplishment of goals. We have recently
introduced (Maniadakis et al., 2016a,b), a time-informed planner
that attributes tasks to agents in a step-by-step manner,
accomplishing the effective coordination of multiple agents (see
also, Isaacson et al., 2019). The planner assumes the daisy-like
representation of the composite behavior and is thus termed
Daisy Planner (DP). In particular, each task consisting of an
action sequence is represented as a petal of the composite
daisy graph. Constraints link actions among tasks that can be
implemented in parallel, to indicate that the completion of a
certain action is a prerequisite for the action of the other task
to commence.

The planer is designed as a lightweight immediate optimal
planning module, particularly appropriate for dynamic multi-
agent environments where unexpected events (e.g., a phone
ring, or the drop of human performance) may increase the
implementation time of tasks and trim off team productivity. The

DP avoids searching extended solutions of complex agent-task
assignments that span over the future timeline, in order to flexibly
and with low-cost adapt to unpredicted circumstances. The local
view of the planner makes processing particularly light-weight,
because it does not synthesize and does not compare complex
future scenarios as it is the case with previous works (Wilcox
et al., 2013; Gombolay et al., 2017), which additionally suffer from
the need of resource-expensive rescheduling when unexpected
events occur.

The planner functions under the assumption of task
assignment to agents based on their availability. In order to
find the best petal fit for a given non-busy agent, DP considers
the capacities of all team members and builds upon the skills
that the current agent brings into the team, trying to make
it maximally useful for the team and the given interactive
scenario. This is different to existing approaches based on
Timed Petri Nets (Chao and Thomaz, 2016) in which agents
are pre-assigned the sets of actions they are implementing.
The planner effectively combines time with other quantitative
measures that outline key features of task implementation, such
as efficiency, robustness, even fatigue, and like/dislike for the
case of humans, in order to construct composite time-inclusive
criteria for ranking alternative multi-agent plans. This is in
contrast to other works that include time as a constraint that
confines the search of viable solutions (Gombolay et al., 2017).

4.3.1. DP Design
The setup of the DP assumes the identification of tasks that
have to be fully implemented by a single agent. For example,
to implement the task “pour oil in salad,” the very same agent
must grasp the oil bottle, move it above the salad, pour the oil
and put the bottle back on the table. Therefore, “pour oil in
salad” is represented as a petal of the composite daisy-represented
scenario. Each task/petal consists of a sequence of actions that
start and end at the rest state.

To initialize DP, the duration and quality of implementation
for all possible action-agent pairs is provided to the planner.
Duration information is obtained by summarizing previous trials
and has the form of (min, max) experienced time. The quality
of implementation is set by the experimenter, e.g., the humanoid
is declared with poor quality to grasp and manipulate complex
objects, but high quality to navigate. Using this information, the
DP successfully matches tasks with the skills of individual agents,
being able to construct particularly productive teams, which may
flexibly consist of heterogeneous agents.

The planner employs the fuzzy number representation
of time to facilitate the processing of temporal information
(Maniadakis and Surmann, 1999). Following the well-known
representation of fuzzy numbers in trapezoidal form with
the quadruplet (p,m, n, q), a fuzzy duration in the form
“approximately a to b moments” is represented with the
fuzzy trapezoidal number (0.9a, a, b, 1.1b). In the current
work, parameters a and b correspond to the minimum and
maximum experienced implementation times, as discussed
above. The use of fuzzy calculus (Dubois and Prade, 1988)
provides the means to effectively associate the temporal
properties of individual actions, predict delays of alternative
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FIGURE 5 | Exemplar cases of plan constraints, depicted in red. (A) Illustrates the case of two constraints used to prioritize the actions of petals implemented in

parallel. (B) Illustrates the case of two constraints on E2. As soon as F3 is reached, the planner releases the constraint G3 → E2, to comply with temporal constraints

(i.e., avoid the delay of breakfast delivery).

planning scenarios and enable corrective measures to be
taken in order to enforce the coordination of the individual
activities (Maniadakis and Trahanias, 2016a). Moreover, it
facilitates the comparison of agents’ utility on different tasks
(by combining implementation time and effectiveness), therefore
enabling the use of optimization criteria for the locally optimal
attribution of tasks to agents. In particular, each non-busy agent is
assigned a new task in a way that maximizes agent’s utility for the
team, given the current, short-term view of team performance.
Full implementation and assessment details of DP have been
presented in Maniadakis et al. (2016a,b), and are not repeated
here and re not listed here for the clarity of presentation.

In short, the immediate optimal planning approach followed
by the DP, aims at naturalistic, smooth and low anxiety
collaboration among the participants rather than generating
globally-optimized minimum-time behaviors. This is particularly
the case in most human daily collaborative tasks where
participants share jobs based on expertise, tiredness, etc.

4.3.2. DP Enhancement
The current article elaborates on the management of constraints
which prioritize action execution between tasks that may
implement in parallel but constrain each other. In particular,
the present work considers the time each constraint is expected
to release in order to make more informative decisions when
attributing agents to tasks.

For example, consider the case shown Figure 5A, where two
constraints (shown in red) determine the ordering of action
execution between agents working on different tasks. The first
constraint (top red arrow) specifies that the humanoid robot
must have completed its way to the robotic arm, before the latter
starts placing the fruits in the humanoid’s bowl. The second
constraint (bottom red arrow) specifies that the fruit should be

in the bowl before the humanoid departs to deliver breakfast to
the human.

To effectively manage time resources, the planner needs
to know when the humanoid is expected to arrive close
to the robotic arm. The planner knows that navigation was
initiated, for example, 34 s ago and the whole navigation
takes approximately 50–60 s, represented by the fuzzy number
quadruplet (45, 50, 60, 66). Therefore, the remaining time for
humanoid’s navigation is thr,n = (45, 50, 60, 66) − 34 =

(11, 16, 26, 32). At the same time, the time needed by the
robotic arm for grasping the fruits is known from previous
trials to be tar,g = (10.8, 12, 20, 22) and for picking the fruits
tar,p = (2.7, 3, 4, 4.4). Thus, the total time needed by the
arm to prepare fruit placement is tar,g+p = (13.5, 15, 24, 26.4).
The difference1 between thr,n and tar,g+p according to the LR-
calculus, results to the fuzzy number (−15.4,−8, 11, 18.5) which
reflects the predicted desynchronization of the two agents. The
defuzzification of this interval (implemented by the classic graded
mean integration representation; Khadar et al., 2013) results into
1.516 s, indicating that robotic arm is not yet delayed, but should
soon proactively initiate fruit grasping to avoid introducing
idle time in humanoid’s schedule. It is noted that the forward
looking, proactive release of constraints based on the real-time
monitoring of scenario unfolding is a new feature that has not
been addressed by previous works.

Moreover, in the current work DP is enhanced to develop
personalized sHRI that exploits real-time human temporal
profiling, thus introducing an additional new feature to the state
of the art. To slightly complicate the scenario considered in the
present study, we assume that a high performing human might

1The subtraction of fuzzy numbers is as follows: (a1, a2, a3, a4)− (b1, b2, b3 , b4) =

(a1 − b4, a2 − b3, a3 − b2, a4 − b1).
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probably be in a high arousal state, he/she highly dislike delays,
and would only be satisfied with the delivery of the breakfast
immediately after table cleaning. In contrast, a low performing
person may be in a low arousal state and most likely would
thoughtlessly accept small delays in the order of a few seconds,
with the benefit of having more fruits delivered. The above builds
on the well studied link of emotional state and time perception,
which shortly claims that time seems to fly when we are in a high
arousal state, and to drag on when we are bored (Droit-Volet and
Meck, 2007).

Following the scenario, human efficiency eh ∈ [0, 1], defined
in Equation (4), is an important parameter for determining the
number of breakfast items to be served to the human. To explain
this further, we consider a second example focused on multi-
agent collaboration (see Figure 5B). We assume that the planner
is informed of the estimated remaining time for the human to
complete the cleaning task th,cl and his current level of efficiency
eh. The robotic arm has just added an item in humanoid’s bowl
and the planner is ready to decide whether there is enough time
for the arm to add one more item in the bowl, or, the humanoid
should start navigation toward the human, to avoid delay. The
planner knows by experience that the total time required by
the arm to grasp, pick and place an item in humanoid’s bowl is
tar,g+p+p and additionally that the time needed by the humanoid
to deliver breakfast to the human is thr,d. The sign of the
defuzzified difference between the total robot synergy time and
the human time scaled by his/her efficiency is used to decide task
allocation as described below:

robotT = tar,g+p+p + thr,d;

humanT =
1

0.5+eh
th,cl;

if defuz(robotT − humanT) < 0 then
Arm adds a new item in humanoid’s bowl;

else

Humanoid delivers breakfast to human;
end

Clearly th,cl and eh can drastically affect planner decisions.
This is not only because decision making assimilates the latest
estimate of human completion time th,cl, but additionally because
efficiency values eh are used to scale the human available time.
In particular, eh values close to one reduce further the human
available time humanT, to stress the assumption that a highly
efficient human in high arousal does not accept delay in breakfast
delivery. On the other hand, eh values close to zero have
an opposite effect increasing the available time humanT, thus
indicating that relaxed humans would tolerate a short delay
under the benefit of having a richer breakfast.

Noticeably, besides the fact that previous works have also
considered user efficiency in multi-agent interaction (Gombolay
et al., 2017), the real-time assimilation of the relevant information
to adapt team performance is an aspect that has not been
addressed so far by existing works, but is greatly and inherently

facilitated by the immediate planning approaches adopted
by the DP.

It is noted that even if the planner decides the immediate
depart of the humanoid, it may often be the case that active
constraints inhibit the humanoid’s navigation. This might be
because not all three items are yet placed in the humanoid’s bowl.
This is particularly the case depicted in Figure 5B. However,
given that the humanoid should preferably depart to avoid delay,
the planner has the option to release all the constraints inhibiting
the humanoid’s departure, making the robot free and ready to go.

4.3.3. Key Strengths
In comparison to previous relevant works, the Daisy Planner:

• Implements plans that are flexibly and directly adapted to the
dynamic unfolding of the collaborative scenario, which due to
the immediate planning approach adopted, avoids re-planning
of multi-agent activities.

• Operates as a lightweight process that effectively scales to
handle large multi-agent teams, because the complexity of
short-term task attribution increases linearly with the number
of agents.

• Exploits the predicted temporal features derived from the
real-time monitoring of agents’ activities in order to enhance
coordination between team members and more accurately
meet the expectations of users.

4.3.4. DP Interface
The planner is the eye to the future for the composite system.
It is directly interfaced with the Episodic Memory and GTM
to develop and maintain a dynamic third-person perspective
on user expectations. The interface and the capacities that the
planner brings to the system, are summarized below.

Input. The planner sends queries to the memory to get
back inferred estimates of the human preferences which are
interpreted as the goal that the composite team has to achieve.
To adequately orchestrate interaction, the planner is informed
about the progress of action execution by the individual
agents and the efficiency of human on the action he/she is
currently implementing.

Output. The planner tracks the implementation of tasks
by the individual agents and requests the timely execution of
the relevant actions to enhance coordination. Additionally, it
informs thememory about the evolution and the implementation
details of the composite scenario (which agent implemented each
task, when the implementation started and how long it took),
which are stored for future reference.

Role. The DP actively guides the participating robots to
map their activities on human expectations and times. It is
implemented as a lightweight procedure that (i) composes
effective multi-agent teams consisting of heterogeneous
members, (ii) exploits information on the human behavioral
profile to develop assumptions about his/her temporal
expectations and accordingly adapt the performance of
robotic agents, (ii) enforces the timely interaction among agents
considering the inter-dependencies between the individual
activities, (iii) provides to the system a third person perspective
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on how humans perceive the notion of time, and (iv) flexibly
adapts robot activities to the performance of the other
team members (e.g., robots may speed up to catch up a fast
performing human).

5. EXPERIMENTAL RESULTS

The proposed approach has been implemented and validated
in a realistic scenario that regards the interaction of three
agents, i.e., one human and two robots, as summarized in
section 3. In the current work two robots are used, namely
the Kinova JACO six-joint robotic arm manipulator and the
Softbank Robotics NAO humanoid, which contribute to the
robot team complementary skills for serving the human. The
details of technical implementations and the experimental
setup are described below, followed by the real-world and the
quantitative assessment of specific modules and the composite
system as a whole.

5.1. Enabling Robotic Skills
To implement the scenario discussed throughout the paper in the
real world, a variety of robotic modules have been implemented
to facilitate task accomplishment by the individual agents and
guarantee the success of the synergistic multi-agent performance.

5.1.1. NAO Mapping and Localization
Initially, a 2D-map of the environment is created utilizing a
planar-LIDAR mounted on the NAO robot’s head and the leg
odometry with the ROS mapping package2. This map is a
typical occupancy grid highlighting where obstacles are located.
Subsequently, the robot can localize itself in the map with a
particle filter fusing in real-time the laser scan readings and
the leg odometry. This is done with the Adaptive Monte Carlo
Localization ROS package3.

5.1.2. NAO Path and Step Planning
Having defined a goal where the robot should navigate to, a
plan is generated with the move_base ROS package4. First, a
global planner based on the Dijkstra algorithm is employed to
search for an optimal, obstacle free trajectory. This trajectory
is fed to a local planner, in our case the Timed-Elastic-
Band (TEB) planner (Rösmann et al., 2013) to compute the
motion-parameters which are necessary for the robot to follow
the prescribed trajectory. This local planner directly considers
obstacles that can unexpectedly appear (i.e., someone passing
in front of the robot) and the robot’s kinematic constraints.
The obtained desired velocities are then transformed to desired
footstep locations with our custom ROS humanoid robot
step planner.

5.1.3. NAO Walk Engine
Subsequently, the desired step locations are fed to the
walking engine that computes in real-time the walking
pattern (Piperakis et al., 2014) and tracks that pattern

2ROS OpenSlam Gmapping http://wiki.ros.org/gmapping
3ROS Adaptive Monte Carlo localization, https://github.com/ros-planning/

navigation
4ROS move_base http://wiki.ros.org/move_base

using onboard proprioceptive sensing such as the IMU,
joint encoder, and pressure measurements (Piperakis and
Trahanias, 2016; Piperakis et al., 2018) and/or external odometry
measurements (Piperakis et al., 2019a,b) along with the current
contact status (Piperakis et al., 2019c), to achieve fast and
dynamically stable locomotion. The latter is vital to the success
of the task since the humanoid carries a significant weight
(mounted LIDAR and bowl with items) and still manages stable
omnidirectional walk. The same module is also responsible for
maintaining NAO’s balance during fruit filling.

5.1.4. Jaco Motion Planning
For the Jaco arm, safe and accurate pick and place actions
for the end-effector are learned through an offline imitation
process as proposed in Koskinopoulou and Trahanias (2016)
and Koskinopoulou et al. (2016). Those actions are executed via
inverse kinematics in order to pick all requested breakfast items
and place them in the bowl carried by the NAO robot.

5.1.5. Jaco Object Detection
The actions are triggered by visual detection of the corresponding
items with an RGBD camera based on their color information
with the cmvision_3d ROS package5. First, a detected utensil
is picked by JACO and afterwards is placed when the bowl
is detected.

5.2. Experimental Setup
To examine the performance of the system in the real-world,
twenty volunteer FORTH employees have been recruited to
interact with the robots, following the scenario summarized in
section 3. In particular, the cohort for the sHRI study consisted
of 14 men and 6 women with an average age of 34.5 ± 4.6 years
(range, 27–45 years).

Significant variations have been observed in the times spend
by the users to implement the table cleaning task. In this context,
the time spent by a user is directly correlated to his/her efficiency
for the task (see Equation 4) estimated for each participant.
Table 1 summarizes task completion times per participating
agent for each run with a different user. Clearly, in all cases the
NAO-JACO pair has accomplished to successfully and timely
deliver the fruits menu to the human. In most cases the robots
complete their tasks prior to the human, as evidenced by the
comparison of the last and third-to-last columns.

To classify the experiment participants based on their
performance, we use a k-means clustering approach to identify
participants with similar behavioral characteristics. In particular,
for each participant, the table cleaning time and their average
efficiency are provided as input to the k-means algorithm.
Multiple clustering arrangements have been explored, assuming
two, three, four, and five clusters. The three-clusters arrangement
is observed to group human behavioral features with sufficiently
low classification cost (see Figure 6A). The efficiency distribution
of each group is additionally depicted in Figure 6B, along with
the relevant means.

The three clusters are assigned the labels Inattentive, Normal,
and Dedicated as an implicit but representative description of the

5ROS cmvision_3d https://github.com/OSUrobotics/cmvision_3d
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TABLE 1 | Real-User experiment data.

NAO to Place Place Place NAO to Table

JACO 1st fruit 2nd fruit 3rd fruit human cleaning

User Start End Start End Start End Start End Start End Start End

U1 1 55 1 66 67 108 109 150 152 190 1 185

U2 1 52 1 64 65 100 101 139 141 183 1 182

U3 1 52 1 65 66 105 106 141 143 182 1 191

U4 1 51 1 63 64 101 102 139 141 181 1 188

U5 1 57 1 74 75 111 112 152 154 192 1 194

U6 1 54 1 71 72 107 108 153 155 190 1 178

U7 1 55 1 66 67 105 – – 107 145 1 155

U8 1 52 1 64 65 109 – – 110 152 1 146

U9 1 48 1 59 60 104 – – 105 142 1 168

U10 1 49 1 64 65 102 – – 104 144 1 171

U11 1 51 1 67 68 107 – – 108 149 1 147

U12 1 55 1 68 69 108 – – 110 150 1 163

U13 1 47 1 61 62 101 – – 103 142 1 161

U15 2 53 2 68 69 112 – – 113 153 1 157

U15 1 53 1 65 66 110 – – 111 155 1 152

U16 1 55 1 65 – – – – 67 115 1 121

U17 2 54 2 62 – – – – 65 117 1 134

U18 1 51 1 61 – – – – 63 112 1 129

U19 1 53 1 64 – – – – 67 118 1 123

U20 1 48 1 60 – – – – 63 110 1 127

FIGURE 6 | (A) Human’s behavior classification. (B) Normal distributions of each group’s efficiency.

different human behavioral profiles observed. The grouping of
human participants into Inattentive, Normal, and Dedicated is
reflected in Table 1 presentation and has been further adopted
in the present work as a means to provide a more informative
analysis on the evaluation of the system in human-robot
interaction as presented below in section 5.3.

In addition to real-user experimentation and in order to
explore the performance of the composite system in a broad
range of situations and user profiles, a simulation environment
has been implemented, which facilitates rigorous quantitative
assessment of the proposed time-aware sHRI approach. To

adequately assess the flexibility of the proposed solution, we
simulate human agents assuming the same three types of user
profiles, namely, Inattentive, Normal, andDedicated, as they have
been observed in the real-world experiments. The details of the
underlying experimental procedure are given in section 5.4.

5.3. Real User Evaluation
5.3.1. Memory-Based Inference
The scenario assumes the inference of the breakfast preferences
of the human, based on past experiences. To this end, the system
capitalizes on the probabilistic inference capacity of the episodic
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FIGURE 7 | (A) Feature importance according to Boruta feature selection algorithm. Features with red color are characterized as non-important and are rejected,

whereas features with green color are characterized as important and are accepted. Inference accuracy w.r.t. prediction days and (B) number of attributes, (C)

training period.

memory module to predict the user’s breakfast choice, after
considering the menu combinations he/she had in the past. The
foreseen breakfast menu is fed to the planner which guides the
two robots in fetching breakfast items and delivering them to the
collaborating human, at the right time.

A data collection procedure has been adopted to provide
the ground truth for assessing the performance of the episodic
memory inferencing. In particular, we asked the 20 participants
to provide their breakfast preferences, i.e., a selection of three
fruits among six available fruit options (20 possible triplets), for
35 consecutive days. Additional information was also provided,
i.e., current date, weather conditions, scenario location, user’s
clothing, state of arousal, fatigue, health, and mood, summing up
to 8 attributes. We divided the dataset into two parts: the first
25 days are stored in memory as past experiences in the form of
multi-graph episodes, while the last 10 serve as the test set for
system predictions.

The data considered as “past experiences” are used for training
the HMM inference engine. Specifically, in order to infer the user
preferences for the ith day (i > 25) the memory is queried to
obtain insight on the relevant breakfast menus the user had in
the previous 1, . . . , i − 1 days. This information is used to train
an HMM, which is employed to predict user’s breakfast choices
on the ith day. The actual user choice at the given day is used as
ground truth for assessing the success of breakfast predictions.

The inferencing mechanism has been evaluated against
multiple configuration setups. In particular, we assessed
the effectiveness of the HMM-based inferencing by making
predictions of the users’ breakfast menu preferences for a
period of 1–10 days ahead (i.e., days 26–35). For performance
enhancement we used only those attributes which are statistically
significant to the system. In particular, Figure 7A illustrates the
importance of the observed features, as computed by the Boruta
feature selection algorithm. Important features, denoted with
green color, are accepted to be used for state inferencing, whereas
non-important features, illustrated with red color, are rejected.

In order to assess the performance of the inference
mechanism, we conducted two sets of experiments with (i)
varying input configurations of the four important attributes,
namely date, weather conditions and user’s mood and health,

and with (ii) varying HMM training configurations using the
most recent 10, 15, 20, or 25 days of training “history”
(Figures 7B,C, respectively). In the first case, the HMM has
been trained using 25 days of “history” and the corresponding
combination of attributes, while in the second case the whole set
of important attributes has been used for training, along with the
corresponding “history.”

Regarding the first set of experiments, Figure 7B

demonstrates how the different attributes, i.e., the HMM
observations, affect system performance. As observed, not all
attributes have the same effect on the accuracy of the inference
mechanism, as also implied by the relevant importance.
For example “Weather Conditions” and “User’s Health” play a
minimal role, in contrast to the “User’s Mood” which significantly
improved inference performance. On the other hand, Figure 7C
highlights the impact of the training period, i.e., number of past
days (“history”) used for the HMM training, on the inference
accuracy. Clearly, performance is improved as the number of past
days included in the training increases, i.e., more information is
provided to the HMM.

In short, the proposed inference mechanism, has made
highly accurate breakfast menu predictions, compatible with
the personalized preferences of the individual users. Naturally,
prediction accuracy decays as the looking ahead period, i.e., the
period for which the mechanism is required to make predictions,
extends to the future. Nevertheless, inference accuracy remained
above 90% for the first 4 days, while managing to provide with
adequately accurate prediction (above 80%) for a period of up
to 7 days.

5.3.2. Duration Prediction
GTMs are used to predict the duration for the table cleaning task
implemented by a human. For this reason, we deploy a GTM
that is able to estimate accurately the time required for a human
to finish the task. The experimental setup consists of a room,
containing a table. A logitech HD camera is mounted at 2 m
above the floor, in order to have visibility of the whole surface.

To detect the progress for the wiping the table activity, we
determine a table region that designates the area to be wiped.
In addition, the task observation module employs the output of
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the tracking module (i.e., location of the sponge), in order to
identify what percent of the extracted plane has been wiped. To
accomplish this, we use a hitmap as a matrix with dimensions
equal to the table’s width and length. As the sponge wipes the
table, the matrix cells, whose rows and columns correspond to
the {x, y} coordinates of the sponge’s position, are being updated
from 0 to b (a scalar value), in order to indicate that the surface
in these coordinates has been wiped. The value b ranges from [0
to 10] indicating the strength of the sponge while cleaning. In
our experiments, b is set to 6 to match the used sponge strength.
The sum of thematrix cells, divided by the product of the matrix’s
rows, columns and value b, provides the percentage of the surface
being wiped. The value b is used to reflect the fact that when
wiping a surface, one usually wipes the same area more than
once. Therefore, while wiping -and updating the table matrix-
one should only consider a region of the table clean if it has been
wiped over b times.

To analyze the human activity we observe the wiping motions
by tracking the center of the sponge, using the color based
tracking framework proposed in Henriques et al. (2012). We
then calculate the motion vector changes in each wiping segment,
and use them to identify new primitive movements. These
primitives are labeled according to the effect they have on the task
progress, and used as predictors for the activity. Hence, having
obtained the task progress, GTMs employ information from the
observed primitives to detect the intervals that correspond to

TABLE 2 | Average duration estimates, ground truth duration, and error measured

during the wipe the table experiment, for the Inattentive, Normal and Dedicated

user profiles.

User profile Av. Predicted time Av. Gr. truth Error [sec]

Inattentive 177.3 186.2 8.9

Normal 149.2 143.8 5.4

Dedicated 136.9 128.6 8.3

each primitive. Frequently occurring intervals within the activity,
are used as predictors for the task progress. In Table 2, we
illustrate the averaged results obtained from the three different
user groups.

As can be verified by the obtained results, duration predictions
are robust since they fall below 10% of the overall activity
duration for all three user groups. Therefore, they can support
the implemented scenarios.

5.3.3. Evaluation of DP-Driven sHRI
The current section focuses on the evaluation of the Daisy
Planner module, used to coordinate the activities of the agents
involved in the timely breakfast delivery scenario. The behavior
to be implemented by the three agents is separated into five
tasks represented by five distinct petals on a Daisy Plan, as
shown in Figure 8. The tasks are further split into actions
as tabulated in Table 3. For all three agents, the same table
shows the (min, max) times of action execution -as previously
mentioned in section 4.3—and the corresponding efficacy level
represented by the numbers 1 (lowest), 3, 5, 7, 9 (highest).
Efficacy values are defined by the experimenter, prior to the actual
experimentation. The manual setup of the planner rises some
scalability issues when addressing incrementally more complex
collaborative problems, since the skills of the individual agents
and how they fit to the domain tasks have to be explicitly defined.
Still, this is largely unavoidable and to the best of our knowledge,
there is no multi-agent collaboration method that assumes minor
input from the experimenter. On the other side, the current
approach relies on common knowledge about the application
and the separation of the composite behavior into tasks. Thus,
the DP setup can be rather straightforwardly implemented since
it does not assume sophisticated or difficult to obtain prior
knowledge. For example, it has been very easy to employ DP
for the coordination of two similar (Maniadakis et al., 2016b),
or heterogeneous robots (Maniadakis et al., 2016a) in different
application domains.

As discussed above, 20 different users have been involved in
the real-world experimentation with the JACO and NAO robots,

FIGURE 8 | The daisy representation of the tasks involved in the timely breakfast delivery scenario. Constraints among actions are depicted in red.
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TABLE 3 | Agents’ time and error level for each action.

Action Action Human NAO JACO

Code Name Time Efficacy Time Efficacy Time Efficacy

A1 Message: “Clean the table” [1,2] 9 [1,2] 9 [1,2] 9

A2 Wipe the table [122,197] 9 NaN 1 NaN 1

A3 Message: “Thank you” [1,2] 9 [1,2] 9 [1,2] 9

A4 -Rest [1,2] 9 [1,2] 9 [2,3] 9

B1 Move to fruit shelf [3,5] 9 [42,57] 7 NaN 1

B2 Wait bowl filling [14,93] 9 [14,93] 7 [14,93] 9

B3 Move to the table [3,6] 9 [33,48] 7 NaN 1

B4 Deliver breakfast [1,3] 9 [13,25] 7 [11,15] 9

B5 -Rest [1,2] 9 [1,2] 9 [2,3] 9

C1 Grasp fruit1 [1,3] 9 [38,56] 3 [11,15] 7

C2 Pick fruit1 [1,2] 9 [11,15] 5 [6,8] 9

C3 Place fruit1 in bowl [2,4] 9 [42,73] 3 [12,19] 9

C4 -Rest [1,2] 9 [1,2] 9 [2,3] 9

D1 Grasp fruit2 [1,3] 9 [38,56] 3 [11,15] 7

D2 Pick fruit2 [1,2] 9 [11,15] 5 [6,8] 9

D3 Place fruit2 in bowl [2,4] 9 [42,73] 3 [12,19] 9

D4 -Rest [1,2] 9 [1,2] 9 [2,3] 9

E1 Grasp fruit3 [1,3] 9 [38,56] 3 [11,15] 7

E2 Pick fruit3 [1,2] 9 [11,15] 5 [6,8] 9

E3 Place fruit3 in bowl [2,4] 9 [42,73] 3 [12,19] 9

E4 -Rest [1,2] 9 [1,2] 9 [2,3] 9

in order to assess the capacity of the composite time-informed
system to support sHRI. For each user, DP is fed with the three
breakfast items he will most likely be interested in at the given
day, as they are predicted by the episodic memory inferencing.
Accordingly, in the actual DP plan, fruit-1, fruit-2, and fruit-3
are substituted by the actual fruits to be served, i.e., kiwi, orange,
banana, and so on. Moreover, the GTM-based estimate of human
completion time and human efficiency on the table cleaning task
is used as real-time input into the planner in order to actively
adapt synchronization of the three agents.

Graphical representations of task and action execution in
different experimental sessions—one for each human profile—
are depicted in Figure 9. In particular, Figure 9A summarizes
interaction with user 4 of Table 1, who exhibits inattentive
performance. As shown in the figure, the JACO robotic arm
grasps and holds the first fruit (actions C1, C2), waiting the
humanoid to arrive in a reachable area. As soon as the humanoid
stops navigation (action B1), it waits for fruit filling, taking
care of balancing issues (action B2). The robotic arm places
the fruit it already holds in the bowl (action C3) and rests
(action C4) waiting further instructions by the planner. The slow
performance of the inattentive user provides enough time for
JACO to add two more fruits in the humanoid’s bowl (actions
D1–D4 and E1–E4). As soon as all fruits are placed in the transfer
bowl, NAO navigates toward the human (action B3), to deliver
breakfast fruits (action B4) and rest (action B5). Almost the same
time, the human completes cleaning (action A2), he gets fruits
(action A3), and he is ready to enjoy breakfast (action A4).

Human-robot interaction in the case of user 11 who exhibits
a normal performance profile is summarized in Figure 9B. The
procedure followed is similar to the one summarized above, but
now there is time for two fruits to be added in the bowl (actions
C1–C4, andD1–D4). The humanoid robot delivers the fruits with
a short delay of 2 s. The unfolding of multi-agent collaboration
for the given user can be visualized in high resolution at https://
youtu.be/1v4r0Xj8SF8.

Finally, Figure 9C summarizes the case of user 16 of Table 1,
with an Dedicated performance profile. The high efficiency of
this particular user is identified by the GTM, which informs
accordingly the DP. The latter foresees that there is enough time
for only one fruit to be added in the humanoid’s bowl by the
robotic arm (actions C1–C4). Immediately after that and in order
to avoid delivery delay, the humanoid is instructed to navigate to
human (action B3). The fruits are delivered on time and the user
is ready to enjoy breakfast.

5.3.4. User Satisfaction
To obtain insight on the users’ view on the experiment we used
a post-trial questionnaire consisting of five Likert statements
assessed in the scale “strongly disagree,” “weakly disagree,”
“neutral,” “weakly agree,” and “strongly agree.” More specifically,
the following five Likert statements are examined to reveal
user satisfaction:

Q1—User satisfaction: “The robots have delivered the right
breakfast.”
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FIGURE 9 | Indicative time distribution of individual tasks for breakfast serving. (A) Inattentive group, (B) Normal group, and (C) Dedicated group. Rest actions, of

approximately 1 s, are marked with dots.

TABLE 4 | Overview of the responses provided by participants in Q1–Q5.

Response Q1 Q2 Q3 Q4 Q5

Strongly disagree 0 0 0 0 0

Weakly disagree 0 0 2 0 0

Neutral 3 4 5 3 2

Weakly agree 9 6 9 11 4

Strongly agree 8 10 4 6 14

Q2—User satisfaction: “The robots have delivered breakfast
at the right time.”
Q3—Human oriented performance: “The implementation of
robot tasks was adapted to my performance.”
Q4—Performance expectancy: “Robots performed better
than expected.”
Q5—Attitude toward using technology: “Time informed
interaction is crucial for domestic robot applications.”

Immediately after the experiment participants are informed
that the current study is focused on time-aware multi-
agent interaction. Then, they are asked to provide their
individual opinions on the success of the system by filling
out the aforementioned questionnaire. The aggregated results
of participant responses on each question are summarized in
Table 4. Clearly the participants expressed a positive opinion
on the success of the experiment and the performance of the
composite system.

A one-way MANOVA revealed a significant multivariate
main effect for the type of participants, Wilks’ λ = 0.354, F

(4,15) = 6.82, p < 0.002. This has been further confirmed by

examining MANOVA nova separately for each participant type.
In particular, statistically significant effects have been revealed
for Inattentive Wilks’λ = 0.253, F (4,15) = 11.063, p < 0.0002, for
Normal Wilks’ λ = 0.233, F (4, 15) = 12.315, p < 0.0001 and for
Dedicated Wilks’ λ = 0.356, F (4,15) = 6.756, p < 0.002. The above
indicate that the answers provided by participants to Q1–Q5 are
affected by their own performance on the task.

The comparative study of the answers’ means revealed
significant statistical difference in the satisfaction of the
Dedicated and Inattentive groups, while none of them was
significantly different in comparison to the Normal group. In
particular, the comparison showed that the system makes the
Dedicated users more satisfied than the Inattentive ones, which
is due to the current parameterization of the system targeting
the minimization of robot delivery delay. The latter, i.e., the
robots’ task execution speed, is the factor which mostly affects
the overall user experience, and is yet another strong indicator of
the significance of “time” in sHRI sessions.

5.4. Quantitative Assessment
To proceed in the detailed quantitative assessment of the system,
we have implemented a simulation environment which assumes
simulated humans to interact with the two robots. We explore
system performance in a broad range of situations and user
profiles, by assuming three sets of 200 simulated users, each in
accordance to the Inattentive (L), Normal (N), and Dedicated
(A) profiles. In particular, to obtain GTM functionality within the
simulated environment we use the recorded table cleaning data
from real-users as they are classified in the three user profiles. To
develop more “simulated” users, each data set is scaled by α%,
with α randomly specified in the range [−10, 10]. Thus, for each
simulation run, a real human data set is randomly selected from
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the corresponding group L, N, or A and scaled to represent the
simulated human behavior.

In close association to the unfolding of the scenario in the
real world, the experiment assumes the GTM to provide DP with
estimates of the hypothetical human table-cleaning duration.
Subsequently, the planner attributes tasks to the agents involved
in the scenario. The agents implement their tasks as indicated by
the user profile and the parameters of the given run. In order
to satisfy temporal constraints, the generated plans are adapted
online incorporating the latest GTM estimates of the human
cleaning behavior. The scenario completes with the delivery of
the breakfast menu to the simulated human.

The completion times for the table cleaning and breakfast
delivery tasks (by the human and the NAO robot, respectively)
for the 200 simulated runs are depicted in Figure 10A. The
three plots correspond to the L, N, A user profiles assumed in
the simulation runs. It is noted that NAO’s duration is strongly
biased by the number of fruit items to be served to the human.
More specifically, each time JACO grasps a fruit to be added
in NAO’s bowl it needs approximately 35 s. This explains the
quantization of NAO’s completion time in approximately 188 s
when delivering three fruits, 146 s when delivering two fruits, and
113 s when delivering only one fruit. According to the results,
in the case of the inattentive participant three items are usually
served (92% three items, 8% two items). In the case of the normal
human behavior two fruits are typically delivered (83% two items,
17% one item). Finally, in the case of dedicated participants only
one item is commonly served (98% one item, 2% two items). This
is because of the strict time constraints and the need to complete
fruit delivery prior to the completion of the table cleaning task by
the human.

Overall, according to Figure 10A, in the case of normal
and inattentive users, both humans and robots have similar
completion times. In 65.0% of the runs in the case of inattentive
user the robot is slightly delayed in comparison to the human.
As later explained (see Figure 10B) the relevant delays are very
short. The same is also true in 72.5% of the runs in the case of
normal human behavior. This is because the robots give priority
on fetching more fruits undertaking the risk of a very short
delay in the delivery of the breakfast. Turning to the case of the
dedicated human profile, the robots generally complete their task
much earlier than the human, as assumed by the rather strict
request to deliver breakfast prior to table cleaning. In only 4 out
of the 200 runs the robot is delayed in comparison to the human.
A close look on the unfolding of the 4 mentioned runs shows that
delays are introduced due to the occasionally very fast navigation
of NAO close to JACO which makes the planner believe there
is enough time for placing two breakfast items in NAO’s bowl,
which actually proves that is not the case.

Figure 10 summarizes the behaviors described above.
As indicated by the relevant Gaussian distributions the
implement environment.

5.4.1. Performance Metrics
To obtain insight on system’s performance in association to the
objective of fluent sHRI, the obtained results are quantitatively

assessed using three metrics namely inter-module synchronicity,
HRI synchronicity, and human idle time.

A. Inter-module Synchronicity. A key measure for assessing
the effectiveness of the proposed framework regards its ability
to exploit the time available for robot action, as it is predicted
by the GTM. In the examined scenario this regards spending
the predicted available time for fetching and transferring the
maximum number of fruits to the human.

We introduce the inter-module synchronicity metric eim−sync

which aims to reveal the temporal coupling of system modules
by contrasting the expected time of tasks implementation to the
actual time spent. The metric is defined as follows:

exim−sync = 1− E

{

|t
x
H,p −max

(

t
x
H , t

x
N

)

|

max
(

t
x
H , t

x
N

)

}

(5)

where x ∈ {L,N,A}, txH,p is the early prediction of human

completion time and t
x
N , t

x
H ∈ R

200 are the actual completion
times of NAO robot and human agent, respectively, for the total
of 200 simulation runs.

The obtained results are summarized in Table 5 (Cols. 2-
3). The high accuracy and low uncertainty values observed
for all three human profiles are explained by the largely
accurate predictions by the GTM module and the inherent
flexibility of the collaboration plans developed by DP, which
are sufficiently adapted to the actual implementation and the
temporal characteristics of multi-agent synergistic performance.

B. HRI Synchronicity. The current metric focuses on the
synchronicity of the composite artificial system with the real
world. In particular, the metric describes how well human and
robotic activities are synchronized, that is what is the average time
that one side has to wait for the other. Synchronicity, ehri−sync, is
defined as follows:

e
x
hri−sync = t

x
N − t

x
H (6)

where symbols are as above. As witnessed by the HRI
synchronicity values shown in Table 5 (Cols.4-5), the robotic
agents are effectively synchronized with the ongoing procedures
of the external environment. According to the same table, the less
accurate synchronization is observed in the case of the dedicated
user profile, which clearly indicates that, for the given profile,
the system prefers to complete earlier the robotic task in order
to minimize the risk of a possible human waiting. For the other
two profiles, the robotic agents are quite accurately synchronized
to humans.

The relevant observations are also reflected to the particularly
low idle time of dedicated humans, which increases in the case of
the Normal and Inattentive profiles (second plot of the figure).

C.Human Idle Time. To enhance human experience in sHRI
sessions, the implemented system should ideally minimize the
human waiting time and thus improve the responsiveness of the
composite system to human requests. Similar to Hoffman (2013),
we use the Idle Time metric to assess system performance. In
particular, the human idle time ex

h−idle
is defined as follows:

e
x
h−idle = max

(

t
x
H , t

x
N

)

− t
x
H (7)
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FIGURE 10 | (A) Actual times for Human-agent (lines) and NAO robot (dotted-lines) over 200 runs for the three groups. (B) Gaussian distributions of actual times for

Human-agent (lines) and NAO robot (dotted-lines) over 200 runs for the three groups. Green, purple, and red lines indicate the Inattentive, Normal, and Dedicated

group, respectively.
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TABLE 5 | Performance metrics evaluation.

Inter-module synchronicity HRI synchronicity Human idle time

User profile µ(eim−sync)(%) σ
2(eim−sync)(%) µ(ehri−sync) σ

2(ehri−sync) µ(eh−idle) σ (eh−idle)

Inattentive 98.3 0.07 2.4 126.34 5.7 31.7711

Normal 96.8 0.12 −1.9 174.72 6.3 32.1652

Dedicated 94.1 0.04 −14.8 52.38 0.3 5.5752

where symbols are as above. As shown in Table 5 (Cols.6-7) in
the case of inattentive and normal user profiles, there is a short
human waiting which averages to 5.7 s in the former case and 6.3
s in the latter. However, in the context of human daily activities,
durations in the range of few second are typically considered very
small and do not annoy humans. In the case of the dedicated
user profile, the robotic tasks typically complete earlier than the
human. The only 4 out of 200 cases that robots get delayed result
into the average of 0.3 s human idle time, which is particularly
low and satisfactory for humans.

6. CONCLUSIONS

The long-term symbiotic interaction between humans and robots
has tremendous potential as the robots bond with people, and can
significantly affect humans’ daily activities. Despite the increasing
research endeavors devoted to human-robot synergies, we still
know little about building systems that function smoothly and
effectively within the context of prolonged companionships.

The integration of “sense of time” into a robotic system is
at the core of a fluent sHRI, since it traverses almost every
aspect of the relevant interactions. In this work, we examined
the role of time focusing on three major disciplines of human-
robot interaction: (i) past episode storage and experience-based
inferring, (ii) activity duration prediction and human efficiency
estimation, (iii) multi-agent coordination for synergetic action
planning. The integrated performance of the relevant modules
(i) implements time-inclusive criteria to match (assign) tasks
to agents, coordinating heterogeneous agents to perform as
an effective team, (ii) combines user information referring

to different temporal granularities by blending the long-term,
memory-inferred user preferences with the short-term, real-
time predicted user expectations, (iii) monitors the dynamic

scenario progress in real time to support the situated adaptation

of multi-agent interaction, thus being particularly useful in

sHRI scenarios.
Each module (past/episodic memory, present/Generative

Time Models, future/daisy planner) benefits from the use of

time-informed symbolic representation of past sHRI episodes
facilitates highly accurate predictions about future scenario

unfoldings. Our ongoing and future work focuses on the

advancement of the individual modules in the directions shortly
summarized below:

• Episodic Memory. The analysis of past data may provide
significant insight into the needs and preferences of the

individual users. In this direction we are currently considering
mechanisms to exploit real-time robot experiences that
are stored in memory, through off-line (e.g., night-time)
training and dynamic querying mechanisms that recall or
infer information about the users to provide accurate and
personalized predictions. At the same time, research endeavors
aim to improve the efficiency of the episodic memory module
itself, either by fully automating the lifecycle—i.e., update,
merge or forget with respect to the importance factor—of each
stored memory, or by integrating the capacity to represent
and exploit higher level concepts, such as the knowledge or
behavioral expertise of different users.

• Generative Time Model. Given that accurate estimates of the
duration of human actions greatly facilitates fluency in HRI,
the current work puts forward the association of the temporal
primitives of actions with the task progress. A GTM is
employed to analyze human performance and provide robust
estimates about the temporal aspects of the observed activity.
Future work will extend the framework to discrete primitives,
in order to provide a holistic methodology on temporal
predictions and will consider comparative productivity
measurements with emphasis on fatigue detection.

• Daisy Planner. The orchestration of team members
considering their individual skills and limitations has
been beneficial for sHRI applications. Our future work
focuses on the temporal interruption of task implementation
to enable the adaption of robot behavior to urgent un-
predicted circumstances. Early work in this direction
has showed that to sufficiently address this issue, the
DP must distinguish between tasks (petals) which, when
interrupted, can be resumed from where they left off,
and tasks which, when interrupted, must be carried
out completely from the beginning. Another promising
direction regards the implementation of a hierarchical daisy
representation of tasks, thus extending the span of human-
robot interaction from the range of minutes to the range
of hours, including also the ability to merge tasks similar
to Stock et al. (2015).

Beyond improvements on the three core modules, future work
regards the exploitation of existing computational models of
human time perception (Maniadakis and Trahanias, 2012,
2016b), the time-informed kinesthetic teaching of robots
(Koskinopoulou et al., 2018, 2019), and how sense of time
interacts with emotions, a rather unexplored direction that has
the potential to significantly improve sHRI (Maniadakis et al.,
2017).
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Moreover, it is of particular importance to explore the
usability of the system in HRI setups that involve more agents
(both robots and humans). Along this line, planned experiments
will mainly focus on teams with dynamic synthesis (i.e., humans
may freely enter or leave the team) and more complex, natural
interaction setups with non-fully scripted scenario evolution.
Overall, we envision robotic systems that greatly capitalize on
temporal cognition to seamlessly integrate into the heavily time-
structured human societies.
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Recently, social neurosciences have been interested in the investigation of neurophysiological 
responses related to the experience of positive emotions, such as gratitude, during social 
interactions. Specifically, the aim of the present research was to investigate whether 
gratitude related to gift exchange could favor cooperative behavior and bond construction, 
by improving behavioral and autonomic responsivity. At this regard, the autonomic 
synchronization and behavioral performance of 16 friends coupled in dyads were recorded 
during a joint attentional task. Gift exchange could be occurred either at the beginning or 
in the middle of the task. For the recording of simultaneous autonomic activity [heart rate 
(HR) and skin conductance level (SCL)], a hyperscanning biofeedback paradigm was 
used. Intra-subjective analysis showed an increase in behavioral [accuracy (ACC)] and 
autonomic responses (HR and SCL) when the gift exchange took place at the beginning 
of the task rather than in the middle. Moreover, inter-subjective analysis revealed an 
increase in behavioral performance and greater autonomic synchronization of HR index. 
The present research, therefore, shows how gratitude and trust experienced following 
gift exchange can modify participants’ reactions by creating a shared cognition and the 
adoption of joint strategies.

Keywords: gratitude, heart rate, skin conductance level, biofeedback, hyperscanning

INTRODUCTION

The act of giving or receiving something can be  considered as a moment of interpersonal 
exchange that leads to the development of important links that strengthen social relations 
(Mick and Demoss, 1990; Mick and Faure, 1998). Specifically, positive emotions experienced 
during gift exchange, such as gratitude, turn out to be  important in the construction of 
social ties, improving subjective well-being and prosocial behavior by strengthening interpersonal 
relationships (McCullough and Tsang, 2004; Penner et  al., 2005; Algoe et  al., 2008; Froh 
et  al., 2008; Lambert et  al., 2010). In particular, the moment of gift exchange, as an act of 
social interaction, involves the individuals by influencing and modeling their behaviors 
(Golland et  al., 2015), thanks to those basic mechanisms that allow to perceive, imitate, 

216

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.574983&domain=pdf&date_stamp=2021--24
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.574983
https://creativecommons.org/licenses/by/4.0/
mailto:giulia.fronda@unicatt.it
https://doi.org/10.3389/fpsyg.2021.574983
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.574983/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.574983/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.574983/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.574983/full


Balconi and Fronda Autonomic Synchrony During Gratitude

Frontiers in Psychology | www.frontiersin.org 2 February 2021 | Volume 12 | Article 574983

and understand others’ feelings, actions, and intentions 
(Niedenthal, 2007; Balconi and Bortolotti, 2012, 2013; Balconi 
and Canavesio, 2014). As demonstrated by previous studies, 
indeed, when these mirroring mechanisms happen in  
interacting individuals, an implicit behavioral, neural, and 
psychophysiological activity attunement occurs (Richardson 
et  al., 2007; Konvalinka et  al., 2010, 2011; Dumas et  al., 
2011; Müller and Lindenberger, 2011; Hasson et  al., 2012; 
Giuliano et  al., 2015), leading neuroscientists to consider 
inter-agent actors as a single complex system (Balconi and 
Pagani, 2015; Chung et al., 2015; Balconi and Vanutelli, 2017a). 
Specifically, the body synchronization that is experienced 
between the inter-agents may be due to the sharing of positive 
emotional experiences during gift exchange (Chauhan et  al., 
2008; Balconi and Canavesio, 2013). Emotions, indeed, improve 
behavioral, cognitive, and affective individuals’ synchronization 
representing the basis of prosocial behavior (Balconi et  al., 
2011; Balconi and Bortolotti, 2012; Vanutelli et al., 2016, 2017; 
Balconi and Vanutelli, 2017a).

An innovative paradigm, called hyperscanning, has been 
proposed to explore the synchronization that occurs between 
the interacting individuals during joint actions (Vanutelli et al., 
2016, 2017; Balconi and Vanutelli, 2017b; Balconi et al., 2018). 
According to this recent paradigm, the focus is, therefore, 
on the recording of individuals’ neurophysiological activity 
during various interpersonal dynamics (Schilbach et al., 2010). 
As demonstrated by some studies, indeed, the neural and 
autonomic responses of two interacting individuals can show 
a strong synchronization during a significant interpersonal 
exchange (Levenson and Ruef, 1992). Specifically, simultaneous 
neural activity can be  recorded through the use of different 
techniques, such as electroencephalography (EEG; Koike et al., 
2015; Balconi and Vanutelli 2017a), and neuroimaging 
techniques, such as functional near-infrared spectroscopy 
(fNIRS), which permit to observe hemodynamic activity changes 
in specific brain regions (Balconi and Vanutelli, 2017a). On 
the other hand, peripheral activity can be  recorded through 
the use of biofeedback (Mirgorodsky et al., 2013). In particular, 
as consistently shown by previous work on autonomic 
attunement (Balconi and Vanutelli, 2017a; Vanutelli et  al., 
2017, 2018), the measurement of peripheral synchrony permits 
to evaluate the physiological synchronization (PS), defined as 
the covariation of autonomous measurements between dyads 
or interacting groups (Butler, 2011), by analyzing their changes 
throughout the task.

The PS index, therefore, can be used to define the intensity 
of the interaction between the inter-agent individuals (Hatfield 
et  al., 1994). Moreover, the peripheral activity, considered as 
a response implemented by the sympathetic nervous system 
(SNS) to identify “fight-or-flight” responses, can provide 
information on individuals’ emotional state (Diamond and 
Otter-Henderson, 2007). It turned out to be  correlated to 
some important social, emotional, and empathic processes 
(Levenson and Ruef, 1992; Adolphs, 2003) and it gives 
information related to individuals’ synchrony (Chaspari et  al., 
2015). For these reasons, autonomic synchronization was 
observed above all in cooperative behaviors (Vanutelli et al., 2016; 

Balconi and Vanutelli, 2017a) in significant relational ties, such 
as parent-child interaction (Barrett, 2006) and in the patient-
therapist relationship (Marci et  al., 2007). Specifically, 
information on individuals’ emotional activation (Diamond 
and Otter-Henderson, 2007; Boucsein, 2012) and the quality 
of social interactions (Guastello et  al., 2006) were provided 
by electrodermal activity (EDA), or skin conductance level 
(SCL), that is, a representative index of skin conductivity 
changes. In addition to EDA, the cardiovascular activity also 
provides information on the individual’s emotional activation. 
In fact, it increases mainly while experiencing highly positive 
or negative emotions, such as happiness, joy, fear, sadness, 
and anger (Levenson, 1992; Sinha et  al., 1992), and varies 
according to emotional closeness (Konvalinka et  al., 2011).

These indices, therefore, can provide information related to 
the emotional synchronization between two individuals involved 
in social exchange, as revealed in previous studies that observed 
a higher autonomic activity [increased arousal, SCL, and heart 
rate (HR)] during social interactions, such as cooperative 
conditions (Balconi and Bortolotti, 2012). Furthermore, it was 
shown that the emotional attunement between inter-agents that 
is experienced during cooperative behaviors leads individuals 
to improve their behavioral performance through the releasing 
of dopamine in the prefrontal brain regions. Such release 
produces an improvement in cognitive performance on a wide 
range of tasks involving the use of attention and working 
memory (Gray, 2004; Isen, 2009; Nadler et  al., 2010).

The aim of this study was, therefore, to explore the peripheral 
activity synchronization between two individuals, using a 
hyperscanning technique based on biofeedback, during the 
performance of a task that involved a gift exchange (consisting 
of a material or experiential gift) at the beginning or in the 
middle of the performance of a cognitive task consisting of 
three blocks in which was asked to recognize, among others, 
a target stimulus. Specifically, we  hypothesized that the 
performance of joint action, involving the establishment of 
cooperative behavior, would lead to an increase in individuals’ 
peripheral synchronization and behavioral performance. In this 
regard, an attentive task was devised that required pairs of 
subjects to cooperate by synchronizing their responses. In 
particular, the main aim of the present work was to investigate 
whether the participants’ behavioral performance and peripheral 
activity improved following the gift exchange. Secondly, we aimed 
at verifying if the specific moment of gift exchange (at the 
beginning or in the middle of the task) had specific effects on 
individuals’ peripheral activity and behavioral responses. Thirdly, 
we  hypothesized that the moment of gift exchange, involving 
the sharing of positive emotions, such as gratitude, could 
strengthen individuals’ behavioral performance and autonomic 
synchronization. Specifically, we expected this effect to be higher 
in the first condition in which the gift exchange took place at 
the beginning of the task. Finally, we  expected to find different 
effects in the autonomic activity of the donor compared to 
that of the receiver before and after the gift exchange, in terms 
of a higher emotional engagement and a higher arousal for 
the donor than receiver (Flynn and Brockner, 2003; 
Duclos and Barasch, 2014).
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MATERIALS AND METHODS

Participants
Sixteen pairs of subjects (N  =  32, M  =  23.34; SD  =  1.23) 
involved in a friendship relationship were recruited to carry 
out the experiment, using the following exclusion criteria: 
normal or correct-normal visual acuity and absence of 
neurological or psychiatric pathologies, verified by specific 
measurements. Two dyads were excluded due to the low quality 
of autonomic signal. The dyads took part in the study after 
signing the informed consent. The research was conducted 
according to the Helsinki Declaration and was approved by 
the local ethics committee of the Department of Psychology 
of the Catholic University of Milan.

Procedure
To carry out the experiment, the subjects were seated in a 
dark room at a 60  cm from a computer.

Specifically, the subjects were asked to carry out a 
computerized task that involved a gift exchange at the beginning 
or in the middle of the task, which had to be  donated by 
one of the subjects of the dyad (donor) to his partner 
(receiver). For seven couples, the gift exchange occurred 
before the beginning of the first part (after block 1); for 
the other seven pairs, it occurred at the end of the second 
block. Two different procedures were used: the first involved 
the performance of a basic condition (block 1), the gift 

exchange, and the execution of the other two task blocks 
(blocks 2 and 3), and the second provided for the unwinding 
of blocks 1 and 2, the gift exchange, and the carrying out 
of the block 3. Therefore, at the beginning or in the middle 
of the task (concerning the two procedural orders), they 
were asked to exchange a gift, which could be  a material 
or experiential object (objects or tickets to visit a museum 
or a concert). Before the execution of blocks 2 and 3, after 
recording a basic condition of 120  s, the participants were 
asked to perform a familiarization activity with the activity 
(block 1; Figure  1).

Specifically, the execution of the three blocks required the 
participants to cooperate during the development of a selective 
attention task modified by a previous computerized version 
(Balconi and Pagani, 2015; Balconi and Vanutelli, 2016; 
Vanutelli et  al., 2016, 2017; Balconi et  al., 2018, 2019a,b, 
2020; Balconi and Fronda, 2020). The task required subjects 
to memorize a target stimulus (triangle or circle and green 
or blue) that they should have subsequently recognized among 
others by pressing the right or left key of the computer 
keyboard. Specifically, the stimulus appeared on the screen 
for 500 milliseconds (ms) with an inter-stimulus interval (ISI) 
of 300  ms and an inter-trial interval (ITI) of 5,000  ms. The 
task required the subjects to recognize the target stimulus 
by synchronizing the speed and accuracy (ACC), understood 
as the percentage of the correct responses concerning the 
recognition of the target stimulus, of their responses with 

FIGURE 1 | Experimental procedure. Two different procedures were performed: order 1 composed by block 1 (a control condition), gift exchange, and blocks 2 
and 3; and order 2 composed by block 1, block 2, gift exchange, and block 3. Blocks 1, 2, and 3 involve a cooperative task which consisted of a game of selective 
attention.
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the support of some feedback indicating the individuals’ 
cooperation level represented by two arrows pointing upward, 
indicating a level of cooperation over 75%. Then, the subjects 
were asked to temporarily associate their reaction times (RTs) 
to increase their perception and psychological condition of 
cooperation and joint task. At the end of the task, both 
participants were given a questionnaire in order to investigate 
the perception of the partner (his/her friend) and the level 
of couple tuning during the performance of the first and 
second task blocks. The questionnaire consisted of the following 
items: “What was the perception of your workmate in the 
first phase of the game?,” “What was the perception of your 
workmate in the second phase of the game?,” “What was 
the perception of your collaboration and degree of gratitude 
in the first phase of the game?,” and “What was the perception 
of your collaboration and the degree of gratitude in the 
second phase of the game?.” Participants could respond to 
items by assigning a Likert-scale score from 1 (perception 
of non-synchronicity/non-cooperation) to 3 (perception of 
synchrony and cooperation).

Autonomic Measures Recording and 
Analysis
The autonomic activity was recorded using two Expert2000 
portable Biofeedback systems with a MULTI radio module 
(Schuhfried GmbH, Mödling, Austria) that allow to measure 
the level and response of SCL in μS and HR in beats per 
minute (bpm). The SCL value was recorded with an EDA1 
gold electrode using current measurement at a sampling 
frequency of 2 kiloHertz (kHz). The use of alternating voltage 
prevents polarization. The measurement resolution for the SCL 
calculation is 12  nanosecond (ns) with a sampling frequency 
of 20 Hertz (Hz). HR was measured by the infrared absorption 
principle with a sampling frequency of 500 Hz. The parameter 
range was 30–200  bpm. Furthermore, the mobility of the 
non-dominant hand was monitored with an accelerometer in 
meter/square second (m/s2) integrated into the sending unit 
to ensure that the recordings were not compromised by hand 
movements. Trials with motor artifacts have been removed 
from the analyses.

DATA ANALYSIS

Questionnaire Responses
For the answers to the questionnaire, a preliminary analysis 
was conducted. Specifically, two mixed model ANOVAs with 
Block (pre vs. post) and Role (donor vs. receiver) as a repeated 
factor, and Condition as between-subjects factor (Cond: order 
1 vs. order 2) were applied to questionnaire scores.

ANOVA results showed a significant effect for Block 
(F[1,97] = 22.56; p < 0.0001; η2 = 0.90), with a greater perception 
of tuning after (M  =  3.0; SD  =  0.07) than before (M  =  1.04; 
SD  =  0.05) gift exchange. With regard to the perception of 
cooperation, instead, ANOVA showed a significant effect for 
Block (F[1,97]  =  34; p  <  0.0001; η2  =  0.94), with a greater 

perception of cooperation later (M = 2.99; DS = 0.06) compared 
to before (M  =  1.34; SD  =  0.03) gift exchange.

Behavioral and Autonomic Data Analyses
Three main orders of analyses were performed: (1) Repeated 
measures ANOVAs on the modulation of the dependent 
variables (ACC, RTs, SCL, and HR) for the subjects throughout 
the task were conducted (A – intra-subjective analysis); (2) 
inter-subjects correlational indices were performed (B – inter-
subjective analysis) to compute the synchronization values 
within each couple for each autonomic measure; and (3) 
repeated measures ANOVAs on such indices to assess 
differences in synchrony strength across the experimental 
conditions. For all the ANOVA tests, the degrees of freedom 
were corrected using Greenhouse-Geisser epsilon where 
appropriate, with the level of significance set at 0.05. Also, 
post-hoc comparisons (contrast analyses) were applied to the 
data. Bonferroni test was applied for multiple comparisons. 
In addition, the normality of the data distribution was 
preliminary tested (kurtosis and asymmetry tests). The 
normality assumption of the distribution was supported by 
these preliminary tests.

(A) Intra-Subjective Analysis
Behavioral Results
Accuracy and RTs scores were obtained for each subject using 
E-prime software during the three blocks. Specifically, for the 
analysis of ACC, the percentage of correct answers on the 
total answers was considered, while RTs were calculated starting 
from the presentation of the stimulus.

Before the pre-gift training condition, after the 120-s reference 
record, the subjects were provided a familiarization task. 
Specifically, two mixed-model ANOVAs were applied to ACC 
and RT with Blocks (1baseline vs. 2 vs. 3) as a repeated factor 
and Condition (Cond: order 1 vs. order 2) and Role (Role: 
donor vs. receiver) as between-subjects factor.

For ACC, ANOVA revealed a significant effect for Cond 
(F[1,60] = 12.34; p < 0.001; η2 = 0.38), with better performance 
for order 1 than order 2; Block (F[2,97]  =  9.77; p  <  0.001; 
η2  =  0.32) and Cond × Block (F[2,97]  =  12.98; p  <  0.001; 
η2  =  0.37). In particular, as shown by post-hoc comparisons 
applied to interaction effects, order 1 revealed a higher ACC 
in block 2 (F[1,31]  =  9.32; p  <  0.001; η2  =  0.31) and in 
block 3 more than block 1 (F[1,31]  =  8.87; p  <  0.001; 
η2  =  0.29).

Moreover, block 3 differed from block 2 (F[1,31]  =  8.50; 
p  <  0.001; η2  =  0.29) with higher ACC. In contrast, order 2 
showed higher ACC only in block 3 more than block 1 
(F[1,31] = 9.08; p < 0.001; η2 = 0.30) and block 2 (F[1,31] = 9.16; 
p  <  0.001; η2  =  0.32; Figure  2A).

No significant effects were found for RTs.

Autonomic Measures
About SCL, Cond × Block interaction effect was significant 
(F[2,97]  =  7.94, p  <  0.001, η2  =  0.29). Specifically, as revealed 
by post-hoc comparisons, there was an increase of SCL for 
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order 1 more than order 2 in block 2 and block 3 (respectively, 
F[1,31]  =  9.56, p  <  0.01, η2  =  0.33; F[1,31]  =  8.99, p  <  0.01, 
η2 = 0.29). In addition, in order 1, block 2 and block 3 differed 
from block 1 with increased SCL (F[1,31]  =  8.55, p  <  0.01, 
η2  =  0.28), whereas the differences in order 2 were found 
only between block 1 and block 3 (respectively, F[1,31] = 8.90, 
p  <  0.01, η2  =  0.29; F[1,31]  =  9.56, p  <  0.01, η2  =  0.32; 
Figure  3A).

About HR, Cond × Block interaction effect was significant 
(F[2,97]  =  9.33, p  <  0.001, η2  =  0.35). Specifically, as revealed 
by post-hoc comparisons, there was an increase of HR for 
order 1 more than order 2 in block 2 and block 3 (respectively, 
F[1,31]  =  12.09, p  <  0.01, η2  =  0.36; F[1,31]  =  9.09, 

p  <  0.01, η2  =  0.31). In addition, in order 1, block 2 and 
block 3 differed from block 1 with increased HR (respectively, 
F[1,31]  =  10.06, p  <  0.01, η2  =  0.37; F[1,31]  =  9.50, p  <  0.01, 
η2  =  0.34; Figure  3B).

(B) Inter-Subjective Analyses
Calculation of Correlational Indices
The synchronization indices were calculated by correlational 
coefficients (Pearson coefficients) applied to the data for each 
behavioral (ACC and RTs) and autonomic index (SCL and 
HR; Hernandez et  al., 2014).

According to these indices, the subsequent step of analysis 
was finalized to test the statistical significance of independent 

A B

FIGURE 2 | (A) Increase in accuracy for order 1 in blocks 2 and 3 more than block 1 and in block 3 more than block 2. For order 2, instead, the figure shows an 
increase of accuracy in block 3 more than blocks 1 and 2. (B) Increase of inter-subjective accuracy (r values) for order 1 more than order 2 in block 2 and block 3. 
Moreover, for order 1, the figure shows an increase of inter-subjective accuracy (r values) in block 3 more than block 1. In addition, higher synchronicity was 
observed in order 1 for block 3 more than block 2.

A B

FIGURE 3 | (A) Increase in individuals’ skin conductance level (SCL) for order 1 in block 2 and block 3 more than order 2. Moreover, the figure shows for order 1 
an increase of SCL in blocks 2 and 3 more than block 1; while, for order 2, an increase of SCL in block 3 more than block 1. (B) For heart rate (HR), the figure 
shows an increase of HR for order 1 more than order 2 in block 2 and block 3. Specifically, for order 1, the figure shows an increase of HR in blocks 2 and 3 more 
than block 1.
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factor Blocks (1baseline vs. 2 vs. 3) and Condition (Cond: 
order 1 vs. order 2) on these correlational indices for each 
couple by using repeated measures ANOVAs.

Behavioral Measures
For ACC, ANOVA showed a significant Cond × Block interaction 
effect (F[2,97] = 8.89, p < 0.01, η2 = 0.29). Specifically, pairwise 
post-hoc comparisons revealed a significant higher 
synchronization (higher r values) for order 1 more than order 
2  in block 2 and block 3 (respectively, F[1,13] = 9.11, p < 0.01, 
η2  =  0.32; F[1,13]  =  8.44, p  <  0.01, η2  =  0.30). In addition 
higher synchronicity was observed in order 1 for block 3 more 
than block 1 (F[1,13]  =  6.34, p  <  0.01, η2  =  0.26) and block 
2 (F[1,13]  =  6.89, p  <  0.01, η2  =  0.27; Figure  2B).

No significant effect was found for RTs.

Autonomic Measures
For what concerns SCL coefficient data, no significant differences 
in synchrony were found for the main or interaction effects.

In contrast, significant main effect for Condition × Block 
was found for HR (F[1,15]  =  8.87, p  <  0.01, η2  =  0.29), which 
showed increased HR synchrony for order 1 more than order 
2  in block 2 (F[1,13]  =  6.34, p  <  0.01, η2  =  0.26) and block 
3 (F[1,13]  =  6.34, p  <  0.01, η2  =  0.26). In addition in order 
1, increased synchrony was found more in block 2 
(F[1,13] = 6.34, p < 0.01, η2 = 0.26) and block 3 (F[1,13] = 7.09, 
p < 0.01, η2 = 0.27) than block 1, whereas in order 2, increased 
synchronicity was found only for block 3 compared to block 
1 (F[1,13]  =  6.34, p  <  0.01, η2  =  0.26; Figure  4).

DISCUSSION

The present research has analyzed a joint action dynamic 
through the application of a multimethodological paradigm 
requiring the recording of participants’ autonomic responses 
and behavioral performance during a cooperative activity 
involved a beginning or middle gift exchange. In addition to 
previous studies (Balconi et  al., 2019a,b, 2020; Balconi and 
Fronda, 2020) aimed at detecting central indices (EEG or 
hemodynamic activity), which allow obtaining different 
information on different cognitive processes (Herrmann et  al., 
2003, 2008), the measurement of autonomic activity can 
be  considered as a potential biological marker of emotions 
(Tupak et al., 2014), which allows to better define the interaction 
between peripheral and central systems (Furmark et  al., 1997; 
Lang et  al., 2000). Data were analyzed both at the individual 
(intra-subject) and at the dyadic level (inter-subject) to calculate 
PS and before and after gift exchange. Indeed, we hypothesized 
that sharing a gift could be accompanied by a positive emotional 
engagement that could influence both the behavioral and the 
physiological responses.

The analyses allowed to highlight some main results. (1) 
An improvement of both behavioral and autonomic 
responsivity has emerged in order 1, when gift donation 
came earlier, compared to a delayed exchange. A similar 
pattern emerged also at the inter-personal level, with increased 
physiological synchronization after the early gift. (2) The 
modulation of such effects by block variable was observed. 
In detail, both at the individual and the joint level, the 
advantage of order 1 was maximized over the blocks in 

FIGURE 4 | Increased HR subjects’ synchrony (r values) for order 1 more than order 2 in block 2 and block 3. Moreover, for order 1, the figure shows an increase 
in HR synchrony in blocks 2 and 3 more than block 1 and in order 2, an increase of HR subjects’ synchrony was found block 3 more than block 1.

221

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Balconi and Fronda Autonomic Synchrony During Gratitude

Frontiers in Psychology | www.frontiersin.org 7 February 2021 | Volume 12 | Article 574983

favor of the last block. (3) Both cardiovascular (HR) and 
electrodermal (SCL) indices proved to be effective in detecting 
participants’ individual and joint responses. However, HR 
was more sensitive to such dynamics, especially at the 
interpersonal level. Finally, (4) although condition and blocks 
were able to modulate participants’ responses during the 
task, the specific role adopted (donor or receiver) was 
not influential.

Beginning with the first point (1), an earlier gift exchange 
was associated with increased accuracy and higher autonomic 
responses in detecting the attentional targets both at the 
individual level and the interpersonal level. Such result can 
be  interpreted by referring to the construct of gratitude. In 
fact, giving and receiving a gift within an interpersonal interaction 
is associated with a positive feedback loop which leads to 
emotional sharing (Aknin et  al., 2011). Previous research, 
indeed, already underlined the influence of gratitude and 
positive emotions in strengthening cooperative behavior (Rumble 
et  al., 2010). Such greater tuning was also explicitly attested 
by the participants through the self-report questionnaire. 
According to previous research, these emotional states can 
be  the consequence of sharing a pleasant experience, which 
increases the feeling of being part of a whole and the sense 
of interpersonal cohesion (Balconi and Pagani, 2015; Chung 
et  al., 2015; Vanutelli et  al., 2017). Moreover, such result is 
of particular importance since this kind of interpersonal attuning 
makes the implementation of prosocial behaviors more likely 
(Ruby and Decety, 2004; Spinella, 2005; Balconi et  al., 2011; 
Balconi and Bortolotti, 2012) and represents a social glue 
thanks to a reciprocity mechanism (Balconi and Lucchiari, 2006; 
Balconi and Pozzoli, 2007).

However, to better understand our results, it is also important 
to consider trust mechanisms. Indeed, although both order 1 
and order 2 involve gift exchange, order 1 could have facilitated 
bond construction, emotional sharing, and cooperation, since 
it immediately allowed participants to increase their trust based 
on initial gift exchange. Previous research underlined how 
the experience of trust is highly influenced by mood and 
emotions (Jones and George, 1998). Accordingly, we  believe 
that an interaction based on trust since its beginning could 
be  more efficient in engaging participants in a cooperative 
activity. Such result finds support in previous research that 
showed a relation between bond construction, cooperation, 
and interpersonal coordination, even in studies with unrelated 
participants (Chung et  al., 2015; Balconi and Vanutelli, 2016; 
Vanutelli et al., 2017; Balconi et al., 2018). For example, research 
on autonomic synchrony showed that the covariation between 
couples’ physiological indices can reveal insights about the 
quality of their interaction representing a key marker of social 
engagement (Vanutelli et  al., 2017).

This hypothesis is also corroborated by the second result 
(2). Indeed, the advantage of an earlier gift, shown by significant 
effects founded across the three blocks is potentially relevant 
to suppose a trend with an increased synchronization during 
the task and over the time. Even if order 2 displays an increasing 
synchronization over blocks, order 1 has a more definite 
distribution of both behavioral and autonomic responses, which 

can be  appreciated especially between blocks 2 and 3. Indeed, 
in order 1, the gift is donated after the first block. Thus, there 
is sufficient time for the participants to develop dyadic strategies 
that become refined and improved in the last block. Contrarily, 
in order 2, the gift is donated between blocks 2 and 3, in a 
way that the effect of positive emotions cannot be  translated 
into consolidated joint strategies both at behavioral and autonomic 
levels, as shown for order 1.

For what concerns this last point, it is important to underline 
the functional role of the autonomic responses (3). At the 
individual level, both SCL and HR proved to be  sensitive to 
gift exchange modulation. However, referring to PS, a systematic 
synchronization emerged only for HR correlational indices. 
Interestingly, although SCL can be  interpreted in relation to 
emotional arousal (Sohn et  al., 2004), an increase in HR 
indices has been reported when experiencing highly positive 
emotional states (Ekman et  al., 1983; Levenson, 1992; Sinha 
et  al., 1992). Also, the covariation of such indices within an 
interpersonal relationship can be an index of emotional closeness 
(Konvalinka et  al., 2010) and trust. Moreover, the degree of 
HR synchrony could predict participants’ expectations about 
the moves of their partners (Mitkidis et  al., 2015). Since SCL 
is generally interpreted as an emotional-arousal related measure 
(Picard et  al., 2016), the simple increasing of arousal is not 
enough to support a synchronous response by the members 
of the dyad.

Finally, the role played by the two members of the dyad 
(donor or receiver) did not have any significant effects in 
modulating participants’ responses. Thus, we could assume that 
both the act of giving and receiving a gift can similarly contribute 
to creating stronger cooperative ties, underlining how the 
implementation of prosocial behaviors can represent a social 
reward, even without a material return (Vanutelli et  al., 2016). 
However, the absence of significant differences based on the 
role may be  due to the familiarity and previous friendship 
between donor and receiver.

CONCLUSION

To conclude, the present study showed how gratitude and 
trust elicited within a gift donation protocol can modify 
the individuals’ behavioral and autonomic responses. The 
moment of gift exchange can actually influence the creation 
of a positive emotional feedback loop and the perception 
of trust. When the gift is donated early, participants have 
the possibility to build a safe interpersonal space to develop 
a shared cognition, which provide an increase of performance, 
autonomic responses, and synchrony. This hypothesis is 
supported by the fact that this pattern proved to follow an 
exponential path, which reaches its maximum strength in 
the last experimental block, and by the specific autonomic 
index involved.

We believe that our paradigm is innovative and that it 
could be  shared among scholars and applied to different real-
life contexts where trust can be  improved to provide a better 
emotional experience, such as the organizational, the educational, 
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and the clinical framework. Some further developments may 
be  proposed: The integration of neurophysiological and 
neuroimaging measurements would allow obtaining information 
on the neural individuals’ synchronization and the integration 
of psychometric measures would allow evaluating some 
personalities traits; the comparison between dyad of subjects 
with and without previous friendship to better explore the 
effect of familiarity in distinguishing the role effect. Finally, 
the role of gender in cooperation and trust could be  explored.
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INTRODUCTION

Imitation is ubiquitous: human adults imitate, human infants, preschoolers, and adolescents
all imitate, some animals too imitate. Moreover, imitation may be automatic, spontaneous, or
deliberate and humans may specifically select their imitation models as well as the imitated target
feature or object. Finally, language, gestures, motor patterns, and high-level behaviors can all be
imitated at varying degrees of detail and in a variety of modulating contexts. These are some major
aspects of the study of the broad class of cognitive processes called imitation, whether and how
it has evolved and its relation to empathy, mind-reading, language, culture, and social learning in
general (Hurley and Chater, 2005; Heyes et al., 2009; Jones, 2009, Shea, 2009; Claidière and Sperber,
2010; Gerrans, 2013; Hodges, 2014). Because of this ubiquity, imitation is sometimes used with
diversified or more restricted meanings, such as mimicry and emulation (van Baaren et al., 2009;
Whiten et al., 2009), and research efforts often center on the neural and behavioral organization
that allows imitation to happen (Brass and Heyes, 2005).

We are focusing on the relation of imitation with association, as a basic mechanism of behavioral
emergence, and with communication, as the general function of imitation (communication need
not be thought as purely linguistic, though1). Our goal is to discuss the nexus of the three concepts
(imitation, association, communicative function) and to propose a plausible view of the initial steps
taken by evolution in the development of general social and communicative behavior. Thus, we
propose an incremental process of generative and selective imitation starting from proto-imitation
that replicates external signals without associating with target objects or functionality, and
proceeding to proto-association that relates to higher-order imitation and attributes “meaning”
or function to external signals. We are therefore discussing a model that allows proto-imitation
outside explicit communication but may allow emergence of communication in the medium or
long term ontogenetically. The idea is to separate response imitation from response association to
external meaning so as to make room both for species that can imitate but not associate meaning
and for disabled humans that cannot associate well or even proto-imitate well. Thus, we regard and
model association as a generic functional concept, initially Hebbian at the neural level (“what fires
together, wires together”), but more intricate at higher levels (Cooper et al., 2013).

In what follows, we present in order the proto-imitation concept and model, the predictions
about its function in regular configurations or in cognitively extreme cases, the basic meaning
association model and, lastly, further behavioral high-level predictions at organism level. We have
verified computationally some of the predictions elsewhere and all of them match actual evidence
obtained experimentally. We conclude with further thoughts about the proposed model.

1Imitation at any level has always a communicative value, in the sense that what is imitated really is or is expected to be

functional in the environment, where function can be anything from immediate survival to social bond construction to

human language learning. Like any other behavioral shaping mechanism, however, imitation may in the end fail to perform

as expected.
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SELECTIVE IMITATION

We are adopting the view that the ontegenetic development
at the neural level follows the same principles as Darwinian
evolution at the population level (Edelman, 1987) and that any
novel responses should be generated internally and selected
within the environment rather than be directly “instructed” by
it. Thus, an organism can express a number of intrinsically
encoded responses that can be produced spontaneously or
automatically or unintentionally (cf. Heyes, 2011 and “reflex
practicing and conditioning,” Piaget, 1947/2001) rather than
computed rationally from the top to down (Gergely et al., 2002)
and these can correspond loosely to real sensory or neural
patterns such as vocal parameters. We call these responses
“eigen-frequencies” or “eigen-responses,” on the one hand as
an engineering term that shows a value that can excite the
organism to produce a response, and on the other hand with
an eye to a coupled neural oscillators or an entrainment
implementation (Buzsáki, 2006; Ansermin et al., 2016). These
responses can be modeled as dependent on a recognition or
excitation threshold (T) and have accordingly varying degrees
of affinity to a given signal. The response to an external signal
is the eigenresponse with the highest affinity. At each step, new
diversified eigenresponses emerge proportionally to the affinity
of the previous ones. The highest matching responses reproduce
massively, while the lowest ones vanish and are replaced by
newly generated random eigenresponses. An exploration factor
(E) is also necessary, which is the rate of random eigenresponse
replacement independently of affinity. The overall affinity to an
external signal is the average affinity of all the responses, thus it is
internally generated and not externally imposed/designed/taught
in any way. The internal evaluation through affinity makes the
model selective rather than instructive, but we would gladly count
shaping within a constant environment as indirect teaching. The
affinity measure expresses how “well” an organism recognizes and
can reproduce (imitate) a signal andmay therefore serve as a basis
for subsequent emergence of communication, when meaning is
introduced to the interaction with the environment. The actual
speed of imitation/learning and self-organization outcome in a
given environment depend on both the organism’s eigenresponse
repertoire and setup and on the dynamics of stimulation by the
environment. Figure 1 presents a general functional architecture
that can support our model and how it makes sense from an
evolution standpoint.

BEHAVIORAL EXTREMES

Our model uses a number of cognitive parameters that have a
“normal” range that we expect to have been tuned by biological
evolution. We can predict that extreme setups will still be
residually present in a population of organisms and will lead
to extreme results that correspond to either behavioral deficits
or exceptional performance. More specifically, if the set of
eigenresponses is too small, the organism may not be able to
imitate and develop the whole set of responses necessary for
efficient long-term survival. Such an organism may appear as
cognitively impaired and slow in learning or incapable of it.

FIGURE 1 | Functional organization of the imitation system. (1) Affinity. A

signal Si is initially perceived as a sensory pattern by a perceptual neural

component Pi that elicits an originally random motor response Mj, whose

output can also be perceived by the same system. If responses that have a

communicative value are selected by the environment (like for example a

phonetic response from Mi matching the phonetic input Si, such as an “a”

pronounced by self being perceived as an “a” pronounced by another) or if

there appear Pi’s that happen to match Si and Mi output, then evolution will

favor the emergence of the pathways of the type Pi-Mi, where the output of Mi

is perceived by Pi as the closest to Si among all Mj. The pathway will show as

higher population mass with larger total activation volume and diversity within

the population, thus corresponding to our model of a “highly reproducing

eigen-response.” (2) Self-organization. None of Pi, Mi are born as invariants.

All of them are subject to continuous reorganization, where Pi strives to better

discriminate and assimilate (the closest) Si, Mi strives to co-stabilize with Pi,

etc. Moreover, there will be lateral interactions between Pi’s and between Mi’s

because in principle Pi’s overlap neurally to a degree, and so do Mi’s. Thus, it

takes some self-organization effort for each of them to stabilize to a discrete

functional role in the system interfering the least with the other components.

Again, with all these in place, evolution will favor the emergence of initial

(“innate”) structures that can self-organize correctly and with little effort given

consistent stimulation. Exploration is the process by which Pi’s and Mi’s

change intrinsically. (3) Higher-level association. External signals are not just

reproduced by the motor system, but they also refer to external objects (Si

refers to Ri). Association of Si’s with Ri’s will again pass through the organism’s

perceptual system (via a similar system as the previous level, but abstractly

shown in the figure), so that either of them can finally trigger the same

response Mi. We note that this is a minimal mirroring property, but insufficient

to produce “intention understanding” or anything cognitively more advanced.

Structurally (meaning) association is a process parallel to the previous ones

and the correct associations could emerge independently of whether the

proper Pi-Mi pathways have been built. But they are much easier to emerge

when these pathways are in place, because then the Si-Pi-Mi route may guide

narrowing the scope of reference to the correct Ri. (4) Representations.

There is no such thing in this organization, because neither perceptual nor

motor systems represent anything real. However, when an organism learns to

act consistently on external input, it acts as if representations were present

(but, we are aware that for some thinkers systematic consistency and an AS-IF

representation IS a true representation; we accept this as valid common

ground for communication between “computationalists” and “connectionists,”

but see discussion by Chemero, 2009). (5) Comments. This model is similar

to the proposal of Pickering and Garrod (2014) for language, except that unlike

it there is selection instead of explicit forward modeling of Mi and that the

overall functionality lies at the very primitive level, below the fully-fledged

{semantics, syntax, phonology} configuration. Self-organization may be

regarded as “intrinsic,” as proposed by Triesch (2013).

Similar results are predicted when the recognition thresholds (T)
are too low, in which case spontaneous response matching will
be rare to start with. A final complication is when the response
exploration factor (E) is too low and the proper response cannot

Frontiers in Psychology | www.frontiersin.org 2 August 2021 | Volume 12 | Article 560653226

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Tzafestas First Selectively Imitate, Then Associate

be reached or when, inversely, the factor is too high and the
responses have a hard time stabilizing, because overwhelmingly
many new responses are constantly appearing. A teacher could
elicit the proper responses to be learnt, however, by using
specialized and/or personalized schemes that teach progressively
intermediate responses that are closer to the spontaneous
response of the subject or with the aid of special social interaction
schemes, such as games between “fast” and “slow” learners,
where the former act spontaneously as additional teachers to the
latter. A series of simple computational experiments have verified
these predictions [Tzafestas, 2008, Tzafestas, (in preparation)].
Our predictions and results indicate that generative, non-
goal-directed, proto-imitation may contribute to a number of
phenomena involving successful social learning, as regularly
expected, or social learning deficits, such as isolation of a slow
learner that cannot learn all the necessary responses. In the
context of communication, such a mechanism may precede
the emergence of actual communicative function, rather than
communication being the end to which imitation is the means.

ASSOCIATION AND FUNCTION

Next, the passage to true meaning association can be envisaged
where originally meaningless matching responses are associated
to external objects and dynamic associations are built and
maintained (Catmur et al., 2009; Waxman and Gelman, 2009;
García et al., 2014; Heyes, 20152; Sturdy and Nicoladis, 2017;
Catmur and Heyes, 2019). The external references need not be
pointed at or directly taught, although this might happen and can
speed up learning (Eckerman and Stein, 1990; Ingersoll, 2010).
Still, associations can be built spontaneously and reinforced in
presence of multiple references in the environment, because
statistically the correct reference for a given signal/response
will be encountered much more frequently than other random
references. We expect on average moderately rich environments
in terms of wealth of stimuli to facilitate learning but cluttered
ones to overstimulate and act as obstacles. Another prediction
that was verified computationally (cf. above) is the emergence of
multiple associations, in the sense of many responses associated
with the same external reference, hence the basis for bilingualism
andmultilingualism. There are a number of additional intricacies
concerning association. First, association has to be two-ways,
from responses to references and from references to responses.
Such associations can be developed either intrinsically in a
Hebbian way and/or with the help of a reward-like contingency
mechanism (Heyes, 2012; Cooper et al., 2013). In any case, how
this could be implemented neurally would need to be worked out.
Second, we need to carefully think the volume of associations
that can be made. Birds, for example, can make a rather small

2Heyes (2001, 2012, 2015) and Cooper et al. (2013) insist on the non-goal-

directedness of imitation and on the sufficiency of fundamental association

mechanisms (more intricate than Hebb-like) to solve the correspondence problem

(Brass and Heyes, 2005), i.e., the matching of (sensory) stimulus to (motor)

response. This is what we think that happens at the level of our response imitation

level. Hence at all levels there are associative processes continuously at play, and

the lower level processes enable the higher level ones that only receive consistent

input when the lower levels have achieved relatively stabilized dynamics.

number of associations, while the repertoire of a healthy human
is comparatively enormous. Is big capacity a prerequisite for
successful communication (for example, the capacity of the
human vocal tract is indeed very big) or is it a drawback (because
exploring a larger domain is harder)? It is also thinkable that
reward/contingency mechanisms could be in the end necessary
to learn a large set of responses or more complex responses,
while purely Hebbian mechanisms could work for smaller sets
or simpler responses.

OTHER PREDICTED BEHAVIORAL
CONSEQUENCES

We can study accordingly extremes and deficits taken with
the meaning/function association mechanism. First, reference
salience is expected to be inversely proportional to the number
of objects perceived in the environment and this can have drastic
effects since extremely low salience would negatively affect the
speed and ease of association and even block it altogether.
Put otherwise, a subject that perceives too many things in
the environment will be constantly distracted and hence slow
or unable to learn, at least without special and personalized
teaching. Such over-stimulation is thought sometimes to be the
case in the autistic spectrum deficits (Remington and Fairney,
2017). Other predictions can be made as well. Bilinguals will
be slower in learning concurrently their two first languages,
but faster to learn the third. Because they are consistently
stimulated twice as much and in a more complex manner than
monolinguals, salience deficits will have less impact. Complete
language replacement will be also hard, especially in the case of
subjects with limited communicative repertoires.

All those predictions suggest that communicative and
association deficits may sometimes arise even though
the underlying imitation mechanism remains intact. We
reiterate the case of the autistic spectrum disorders where
social and communication deficits do not always go
hand in hand with imitation problems and abnormalities
(Leighton et al., 2008).

DISCUSSION

A number of assorted remarks can be made related to these
ideas. First, association could be insufficient, but is it necessary
in the first place? How else could meaning or function be
assigned to external references provided the raw response
imitation level exists? The alternative could be any top-down
mechanism (Meltzoff and Prinz, 2002), such as innately given
meanings waiting to be assigned (although again, some sort
of limited association-like mechanism should be present for
that) or an innate modular structure, refined at every step.
We cannot rule out the possibility that some instances of
such mechanisms exist in the human brain, however, as many
authors argue, we think it is unlikely that they make the
rule (Catmur et al., 2009; Jones, 2009; Froese and Leavens,
2014). Second, because we are interested in the behavioral
predictions of our view, we are bypassing the sensorimotor
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correspondence problem and we assume that it is solved at
the response imitation level in a basic associationist way. This
would be an additional indication that selective mechanisms and
especially association mechanisms appear at many places in the
neural hierarchy.

Overall, we claim that a selective generative response
imitation mechanism coupled with a higher level response
association mechanism is capable of predicting many of the

behavioral phenomena related to imitation in general, and
especially a lot of abnormalities and deficits encountered
in humans.
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In cognitive science, Theory of Mind (ToM) is the mental faculty of assessing intentions

and beliefs of others and requires, in part, to distinguish incoming sensorimotor (SM)

signals and, accordingly, attribute these to either the self-model, the model of the

other, or one pertaining to the external world, including inanimate objects. To gain

an understanding of this mechanism, we perform a computational analysis of SM

interactions in a dual-arm robotic setup. Our main contribution is that, under the common

fate principle, a correlation analysis of the velocities of visual pivots is shown to be

sufficient to characterize "the self" (including proximo-distal arm-joint dependencies)

and to assess motor to sensory influences, and "the other" by computing clusters in

the correlation dependency graph. A correlational analysis, however, is not sufficient

to assess the non-symmetric/directed dependencies required to infer autonomy, the

ability of entities to move by themselves. We subsequently validate 3 measures that

can potentially quantify a metric for autonomy: Granger causality (GC), transfer entropy

(TE), as well as a novel “Acceleration Transfer” (AT) measure, which is an instantaneous

measure that computes the estimated instantaneous transfer of acceleration between

visual features, from which one can compute a directed SM graph. Subsequently,

autonomy is characterized by the sink nodes in this directed graph. This study results

show that although TE can capture the directional dependencies, a rectified subtraction

operation denoted, in this study, as AT is both sufficient and computationally cheaper.

Keywords: theory of mind, cognitive development, autonomy, attention, agency, sensorimotor learning,

developmental psychology, computational cognition

1. INTRODUCTION

We are just beginning to uncover the mysteries of how the brain makes sense of the surrounding
world and learns to perform social interactions during development. Babies are very sensitive
to motion and use it to organize visual scenes into higher-order structures and seem to rely on
instantaneous, immediate motion co-occurrences (Gelman, 2003; Luo et al., 2009). Babies learn to
recognize themselves and other agents (Gelman, 2003) and develop a notion of autonomous entities
that can actively function by themselves (like persons or animals), or need to be actuated by others
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(like objects and toys). That is to say, babies learn to distinguish
animate from inanimate entities early on Luo et al. (2009) and
Opfer and Gelman (2011) (thus we can also say that babies learn
to assess whether an entity is autonomous or not). In addition,
there is evidence that the brains of vertebrates have ancient
neural mechanisms susceptible to the detection of animacy, as
they call it in Mascalzoni et al. (2010) study. Learning these
distinctions is a basic prerequisite of how babies acquire social
cognition (Baillargeon et al., 2015), which is closely tied to the
acquisition of a Theory of Mind (ToM), that is, learning to
assess and predict beliefs, intentions, and goals of others. Recent
developments in AI (based on Bayesian probabilistic inference
Baker et al., 2011 andDeep Learning Rabinowitz et al., 2018) have
attempted to address the challenge of learning to acquire a ToM,
that is assessing and predicting the beliefs, intentions and goals
of other agents (refer to also Freire et al., 2018, 2019 for a control
theoretic perspective). ToM can be assessed at many levels,
but a reliable ultimate test should be able to answer questions
about states of the environment of the agent (including other
agents), as in Nematzadeh et al. (2018), in which neural models
augmented with external memory structures are evaluated in
question answering. Indeed, the underlying question is whether
cognitive mechanisms underlying action and perception in the
physical world can somehow be generalized to the social setting,
involving beliefs and intentions of other agents (Arsiwalla et al.,
2016, 2017a,b; Verschure, 2016). The long-term goal of this
research agenda is to provide a computational basis for how
ToM abilities could arise from low-level sensorimotor (SM)
interactions, that is, bottom-up from agent interaction behaviors
(Freire et al., 2018, 2019). In this sense, we differ frommulti-agent
approaches like (Marsella et al., 2004), where beliefs are symbols
added as logical facts and inference is performed through rule
systems.We also distinguish this minimal correlational/temporal
low-level SM approach from learning complex parameterized
neural nets like (Rabinowitz et al., 2018). Presumably, in a later
phase of learning and development, and via building up from
the bottom up interactions, ToM abilities may be refined via
top-down optimization of social behavior and cooperation.

Acquiring ToM abilities requires labeling and clustering the
SM data stream of the interaction of the agent in terms of which
visual features belong to its own body, which ones belong to other
entities, which ones can be controlled by its actuators, and which
ones can be controlled by themselves or are passive and need
others to move. The problem of deciphering self from others in
robotics and AI has been addressed by several computational
models in studies such as Brody et al. (2017), Thomas et al.
(2017), Sánchez-Fibla et al. (2017b), Rybkin et al. (2018), and
Pertsch et al. (2018). We approach the labeling problem from the
perspective of identifying what are the minimal requirements to
distinguish self, other, and autonomous or passive entities from
visual feedback alone. Under the Gestalt principle of common
fate: “what moves together, clusters together,” we show that
a simple correlational analysis of visual pivots’ velocities, can
suffice to distinguish “self ” and “other” (refer to sections 2.4, 3.1).
This happens in the long term, as in the short term, the different
parts of the same body may not move together as they may be
actuated by different joints moving in different directions.

We subsequently introduce an Acceleration Transfer (AT)
measure (Sections 2.6, 3.2) targeting the extraction of directional
dependencies between visual pivots for the detection of
autonomy defined as the capacity of entities to move themselves.
Pairwise directional dependencies cannot be captured by
correlation analysis. Addressing the detection of autonomy or
animacy (as named by Mascalzoni et al., 2010 and widely
addressed by the Developmental Psychology literature Luo et al.,
2009; Opfer and Gelman, 2011; Baillargeon et al., 2015) can be
considered a novelty and a contribution from a computational
modeling perspective (refer to section 2.7). To the best of our
knowledge, we are not aware of any other research that state
what are the minimal computational requirements for detecting
autonomy, which we postulate could be the AT among visual
motion pivots (our SIPs). Acceleration is directly linked to force
(through Newton’s 2nd law), and it reflects shorter events in
time, compared to velocity. In addition, there are connections
to studies providing neurophysiological evidence of acceleration
responsive neurons as in Schlack et al. (2007).

The underlying principle of AT measure to detect autonomy
is that inanimate entities can only receive acceleration and can
never create it by themselves; so, passive entities can accelerate
but only through others. It would seem like we are not strictly
required to look at pairwise dependencies, but the acceleration
of an inanimate object may have been caused by another entity
several steps before; so, we need to assess the dependencies of all
pairwise interactions. To make fewer assumptions, we face the
autonomy identification problem without relying on haptics or
filtering by the proximity of visual pivots. Thus, we switch to an
alternative underlying principle: inanimate objects will always be
a sink in the directional graph of pairwise interactions defined
in section 2.8. The so-called, SM graph can be computed from
the AT and other standard measures, such as Granger causality
(GC) or transfer entropy, although we show that AT has some
advantages as discussed in section 3.3. We evaluate and validate
both the velocity correlation and AT analysis (with the estimation
of directed SM graphs) in a bi-manual, multi-agent, the ball
sliding task (freely available1, refer to Figure 1 and section 2.2
for details).

2. METHODS

We define the components that are going to constitute
the sensory space and the motor actuators via a simulated
environment that will emulate a newborn in the presence of
passive objects and another agent. We will describe which
sensory and motor signals we will consider and we will build
a methodology to address how one can minimally extract, and
make sense, the SM stream of data. The particularity of this
method is that we address this problem solely from the visual
modality. But we do not follow a typical deep learning approach
(Mnih et al., 2015), instead, we identify the minimal elements

1The simulation can be downloaded from https://github.com/santmarti/

PythonRobot2DSim. A video TwoArmSetup.mp4 is also available under the folder

videos in the same github repository. Notebooks for the generation of figures of

the paper will also be made available.
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FIGURE 1 | Sally-Anne robot setup. (A) Two 3DOF robotic arms face each other and, in the middle, an object is constrained to move in a horizontal axis and cannot

be seen when under the boxes (indicated by the green and red squares). The agents perceive the sensory interest points (SIPs) s0, ..., s6 placed in the arms and

object. Agents also receive tactile feedback when contacts occur (indicated as red circles). We also annotate the different motors (m0,m1,m2 for the lower arm and

m3,m4,m5 for the upper arm) placed in each join. The haptic signal of every SIP (that we denote hi ) is simulated and computed from proximity to the real contact point

(which may be between SIPs). The hi intensity is depicted with a red circle centered at the corresponding SIP position. (B) Sensorimotor time series in a moment of

contact of SIPs s1 and s6. The haptic signal h1 (green dashed line) increases suddenly at the moment of contact (at 40 time steps). At this point the velocity of the

object increases as well.

from which we can start reasoning about visual motion cues,
through visual pivots reminiscent of the biological motion (BM)
pivot dots (which are in turn related to social cognition (Pavlova,
2011).

2.1. Notation
The visual modality is reduced to a set of relevant sensory interest
points (SIPs), as we formalize in this study based on Sánchez-
Fibla et al. (2019). Reducing the visual input to a set of SIPs does
not seem to be a limiting assumption, as humans and animals, in
general, have the ability to understand and recognize action from
the observation of a few dots attached to relevant parts of a body
inmotion, also called BM. BM is also related to social cognition as
patients with deficits in social interaction are also compromised
in visual body motion processing (Pavlova, 2011).

A SIP is attached to a relevant feature of the visual field
(i.e., the end point effector, at the junction between two arm
links, at the corner of a square object, etc.). Refer for example
the prototypical SIPs that we chose for this setup in Figure 1.
SIPs can be computed from a stream of images via different
methods (including deep learning techniques), but a method that
would provide direct mapping is the so-called Scale Invariant
Feature Transform (SIFT) points, which provides local feature
pivot points (Lowe, 1999).

A sensory state s consists of a set of SIPs: s = {s0, · · · , si, · · · }
each si being {pi = {xi, yi}, hi} where pi corresponds to its 2D
Cartesian coordinates and hi a real value haptic signal normalized
from 0 to 1. The changing signal information for each SIP can be
extracted from the temporal SM data: 1si = {Evi = {vxi , v

y
i }, Eai =

{axi , a
y
i },1hi}

Where Evi and Eai denotes the velocity and acceleration vector
of si, respectively. We are going to assume that vectors are

normalized, || Evi|| ∈ [0..1], || Eai|| ∈ [0..1]. 1hi is the haptic
signal change. In continuation we will consider and refer to
time series of positional information of SIPS (x, y coordinates),
velocities of SIPs (Ev velocity vector with vx, vy components and
magnitude ||Ev||), and accelerations (Ea acceleration vector with
ax, ay components and magnitude ||Ea||).

The motor apparatus of a newborn includes over 650 skeletal
muscle actuators. We restrict this study to a small number of
actuators. A motor state m = {m0, ...,mn−1} corresponds to the
angles of every jointmi ∈ [0...2π]. The motor space is denoted by
M. A delta motor state 1m = {1m0, ...,1mn−1} is the velocities
of each joint, n being the total number of DOFs.

2.2. Implementation of the Sally-Anne
Paradigm
The so-called Sally-Anne setup is a robotics implementation
(depicted in Figure 1A) inspired from the psychological
experiment with the same name, designed to probe attribution of
beliefs and was first studied in relation to autism (Baron-Cohen
et al., 1985) (although the result stating that autistic subjects
fail at the “Sally-Anne test” is still under debate Tager-Flusberg,
2007). Let us briefly summarize the experiment. The participant
is presented with two boxes and an object and an imaginary
character, Sally, places the object in box A and leaves the room.
Another imaginary character, Anne, puts the object in the other
box B. Sally comes back and the participant is asked, in which
box will Sally look for the object? The test is passed if box A is
chosen, as, although we know that the object is in box B, Sally
cannot know it because she did not see Anne transferring the
object to the other box. This paradigm thus probes the ability of
the participant to model belief states of the other.
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This setup here, inspired by the Sally-Anne experiment, is
a synthetic computational implementation of the Sally-Anne
paradigm. It consists of two agents (two robot arms), an object
and two colored boxes or areas that only occlude the entities
underneath (refer to Figure 1A). The two-arm robots face each
other so that there is a region in the space where both interact,
thereby affecting each other’s actions. Depending on the current
state, each agent can move freely, interact with the object alone,
interact with the other agent, or interact with the other agent
using the object. The object is a sliding ball that is constrained to
move in an horizontal line between the two boxes. Each entity in
the setup has associated sensory points (attached to joints in the
robot arms and the object). In total, seven SIPs are considered:
three in each arm of the robots and one in the object. End effector
SIPs are denoted by sleft = s0 and sright = s3. A SIP is added at the
object: sobj = s6 at the center. Each agent perceives the totality of
the visual cues of the scene (all SIPs, from s0 to s6, the object) and
their haptic signals. Each robot arm has three joints that can be
actuated independently by each agent.

The haptic signals in this setup are simulated and are
computed considering their distance to the closest contact point
(in Figure 1A haptic signals are represented by red circles
centered at its SIP). The haptic signal h0 seems to increase
inconsistently, but, as shown in Figure 1A, h0 is faint on
initiation of contact and increases slowly because it gets closer to
the contact point between the two shapes (rectangle and circle).
On the other hand, h1 is closer to the real contact point so it
increases rapidly, as shown in Figure 1B.

2.3. Data Generation
Sensorimotor data is generated from a mixture of behaviors:
motor babbling and goal-directed movements targeting the
object. Motor babbling assigns random velocities to the motor
joints of the arms (1mi for i ∈ 0, 1, 2 for the bottom agent
and i ∈ 3, 4, 5 for the top one) at different moments. We need
independent motor babbling to not cause an artificial correlation
between the agents due to the synchronous randomly generated
behavior. We sustain, for different time steps, the assigned
motor torque to each joint mi. We need to sustain the torque
applied to generate a consistent movement with a consistent
effect during a certain time. Because of the characteristics of the
setup, we needed to set certain rules on top of the independent
random signals sent to the motor joints to generate a rich and
representative dataset. For example, when the object reached an
end-point under one of the two boxes, the object was reset in the
middle again, and the two arms were positioned at their initial
positions. As an example, in Figure 1B, we show the time series
of s1 and s6 SIPs before and during an object contact.

Generating the behavior of agents in this way, we acquire a
dataset of all SIP data streams (position, velocities, accelerations,
and haptic contacts) and we are thus ready to apply the
corresponding statistical tools to determine the nature of
every SIP.

2.4. Correlational Analysis
We start by presenting a minimal method to assess which
elements of the visual sensory scene correspond to the self

and the rest (other entities, objects, or other agents). We
do so by a correlational analysis of the different streams of
data from the generated dataset. The Pearson’s correlation (or
simply correlation) coefficient accounts for the linear relationship
between a set of points with (x, y) coordinates. In general, these
coordinates are the outcome of two random variables. In this
case, we look at the correlation between SIP measures, like x
coordinates, velocities, accelerations, and we also consider their
haptic feedback values. The correlation between two random
variables X and Y is then defined by:

ρX,Y = corr(X,Y) =
cov(X,Y)

σXσY
=

E[(X − µX)(Y − µY )]

σXσY

where µX ,µY are the respective variable means and σX , σY are
the SD or variances. Correlation is undefined when either one of
the variances is 0 (division by zero). This happens, for example,
when one variable is a constant value. This can happen in this
case when looking for correlations of the end-point of an arm s0
and the object s6, in the case where the object remains static and
untouched.

We aim to stick with the simplest methods possible to extract
self/other/object characteristics from SM data. But, of course,
correlation comes with its limitations. First, Pearson’s correlation
captures the amount of linear relationship between two variables
and can have some trouble in detecting dependencies that are not
strictly linear, like the ones between motor signalsmi and sensory
point coordinates of SIPs si. Second, correlation does not allow us
to infer temporal or causal relationships between sensory events.
A correlational analysis does not provide directional information
as the Pearson correlation coefficient is symmetric: corr(X,Y) =
corr(Y ,X).

2.5. Temporal Dependencies
In the context of correlational analysis, the one obtained by
computing corr(X,Y), from data time series extracted from
SIPs, the temporal structure of data is completely discarded.
The sampled values of variables X and Y have no temporal
relationship and they are only inspected in pairs at the same time
point t. There aremany ways of considering temporal (and order)
information. The main principle used when doing this is to assess
what a second-time series adds to the prediction of another one.
What is the added prediction value of time series x0..n to time
series y0..n? Consider the sample at time t, yt . How the samples
xt−i help to predict yt in addition to yt−i.

Let x0...n and y0...n be stationary time series. x0...n is said to
Granger cause y0...n if it has an added value in the prediction of
y0...n. If values of x0...t−1 add explanatory power to yt (in addition
to y0...t−1), x0...n is said to Granger cause y0...n.

Granger causality is based on a linear correlation test between
past and current values, implemented with a statistical t-test.
We based all our previous analysis on correlations, which only
capture linear relationships, and these were sufficient to extract
the proximo-distal and motor to sensory relations. It seems
a perfectly logical approach to use GC to capture directional
relationships.
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Transfer Entropy (Vicente et al., 2011) can deal with non-
linear relationships, and many indicate that it is more suitable
for quantifying causality (Razak and Jensen, 2014). TE comes
with its drawbacks: taking into account just a small-time history,
necessary for its computation, it becomes inefficient to compute
and demands a lot of data to have maximum exposure to all
history combinations.

Both measures, GC and TE, have an additional parameter
which is the lag or history time steps that the computation takes
into consideration. The lag is an additional parameter that in the
case of TE is problematic as it demands an increasing exponential
number of samples to be accurate (as the history increases).

Granger causality and TE are based on distribution of the
sampled data, and we need a measure to operate on a trial-
by-trial basis. Thus, we cannot ensure stationarity of the time
series when dealing with isolated trials. Refer to Figure 5 for
example, in which we show a single approach and contact
trial of one arm and the object. Although we can make linear
piece-wise relations (using the modulus/magnitude of velocity
and acceleration vectors), the effect detection mechanism that
we are looking for is not linear as a whole. When two SIPs
enter in contact, there is first an anti-coupling followed by a
progressive coupling after contact (we explain this in more detail
in continuation).

2.6. Acceleration Transfer Measure
To overcome some of the drawbacks of GC and TE (as discussed
in previous section 2.5) which also hold for other measures,
such as Copula-Based measure (Junker et al., 2019), we define
an alternative instantaneous AT measure. By instantaneous and
not temporally dependant we mean that the AT measure does
not have a lag/history parameter because it can be computed at
a single time step. The AT measure is computed according to
an instantaneous positive subtraction of accelerations between
two SIPs. Its computation follows the intuition that if a SIP is
losing acceleration it can be because it is being transferred to
another SIP. As Newton’s law states (F = m.a), acceleration is
proportional to force, meaning that AT can be seen as a form of
force transferred or being applied to.

Consider a0...t...ni , a0...t...nj to be the sampled accelerations of

SIPs i and j from time step 0 to n. Then, the AT transfer from
SIP i to j at time t will simply be the subtraction of accelerations
at time t: T(ati , a

t
j ) = atj − ati . We could then consider the AT

between the two SIPs Av0(ai, aj) to be the sum over all the time

stepsAv0(ai, aj) =
∑t

k=0 T(a
k
i , a

k
j ). We are going to considerAv0

to be the simplest version 0 of the measure. We are then going
to add three filters that will target the AT events that we want
and will constitute versions 1, 2, and 3. The final AT measure will
contain all filters and will be considered version 4.

• Version 1. We are going to filter the instantaneous transfer
by the minimum of the two signal values, that is, the transfer
cannot be bigger than the minimum of the two signals. The
intuition behind this filter is that if signals are very different in
magnitude we should be careful not to allow a too big transfer
also because the signals may not be related.

T(aki , a
k
j ) =

{

min{akj − aki ,min{|aki |, |a
k
j |}} if akj − aki > 0

max{akj − aki ,−min{|aki |, |a
k
j |}} otherwise

• Version 2. If one signal is close or equal to 0, then, the
instantaneous transfer is also set to 0. This filter can be
enforced by adding a multiplying factor to the instantaneous
transfer T(aki , a

k
j ) = (akj − aki ) ∗min{1, |aki ||a

k
j |}

• Version 3. Signals should have opposite signs. We consider
only transfers in which one signal is losing acceleration while
the other is gaining it. This is because we are interested in
collisions and moments of energy exchange. We enforce this
filter with the following inequality that needs a small epsilon
(i.e., ǫ = 0.01) to filter out signals of the same sign:

T(aki , a
k
j ) =

{

akj − aki if |aki | + |akj | ≥ |aki + akj | + ǫ

0 otherwise

The AT measure that we use (version 4) includes all filters. We
analyze the effects of the three filters in the Results section 3.2
applied to different synthetic generated signals.

The AT measure can be refined further using filters of visual
proximity or haptic signals from SIPs hi, with the additional
assumptions that there can not be a transfer of acceleration
between two SIPs that are not touching or that are not in
close visual proximity of each other. We prefer to address the
more general setting by limiting the number of underlying
assumptions, and focusing on showing the viability of this
measure as a computationally cheaper and sufficient alternative
rather than a specific implementation. Haptic signals as well
as visual proximity are neverthesless strong canditates for
additional assumptions in developmental settings and can be the
basis of further research.

2.7. Detecting Autonomy
We define the autonomy (of an entity) as the ability to
move by itself. In the setup that we present, two autonomous
entities constitute the lower (with associated SIPs s0, s1, s2) and
upper (associated SIPs s3, s4, s5) arms and both are controlled
by independent motor signals (m0,m1,m2, and m3,m4,m5

respectively). The object and its associated SIP s6 is a passive
entity, non-autonomous, it cannot move by itself but at certain
moments it can appear to be moving without any contact
(in a low friction environment for example). Thus, the main
characterizing property of a passive entity is that it never starts
moving without a previous contact, in other words, it never
accelerates by itself: an active entity must inject kinetic energy
into it. To assess autonomy we need to go beyond correlation and
distinguish which SIPs would be dead-ends in the path of directed
relations.

2.8. The Sensorimotor Graph
Sensorimotor graphs can be constructed in different ways. For
instance, in the context of the Distributed Adaptive Control
(DAC) (Duff et al., 2011), a directed-graph network stores a
compacted version of past sequences of experiences. In the graph,
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nodes are SM couplets including the reward of the experience
of the agent and edges are reinforced when experiences have
co-occurred. Other approaches consider SM graphs as memory
structures: Toussaint (2006) presents a similar SM directed-graph
network approach.

In this study, we consider a SM graph of a different kind.
The visual features accessed through the so-called Sensory
Interest Point data (SIP coordinates, velocities, accelerations,
haptic signals) are considered random variables, and the graph
corresponds to the dependencies between these variables. Nodes
of the graph are SIP-related variables and edges are extracted
dependencies between them (correlations for instance). Indeed,
the matrix of pairwise correlations can be binarized using
a threshold, thus obtaining an adjacency matrix defining an
undirected graph as correlation is symmetric. Using AT, we
can produce an asymmetric matrix thus leading to a directed
graph. The same is true for any other measure like GC and TE.
From their matrices of pairwise dependencies (that we explain in
section 3.3), one can extract a directed SM graph.

The directed SM graph can be the fingerprint of autonomy
as an inanimate entity should not be capable of transferring
acceleration to other entities; thus a non-Autonomous entity
will always appear as the sink of a directed SM graph. An
inanimate/non autonomous/passive entity is characterized as
being the end node in the directed SM graph of the SIP AT
measure. There might be rare occasions where this assumption
is violated, such as in the case of a billiard ball, where we transfer
acceleration to the white ball, which in turn transfers acceleration
to other balls, but always losing energy, never gaining it.

3. RESULTS

In the current section we present numerical results obtained
from the SM data set that we extracted from the Sally and
Anne setup (explained in section 2.3). We first present a

descriptive interpretation of the correlation analysis of the
Sensory Interest Point (SIP) interactions (refer to section 3.1
as seen previously in Sánchez-Fibla et al. (2017b). From the
correlation limitations described, we provide results (section 3.2)
of the newly introduced ATmeasure (Methods section 2.6) along
with a comparison of the measure with GC and TE measures.
The SM Graphs are alternative ways of visualizing the pairwise
interactions between SIPs according to the different measures
considered.

3.1. Correlational Analysis
We found that patterns of correlations arise between velocities of
SIPs (Figure 2A). A signature of the proximo-distal organization
of the arm of each agent is present. The closer the two joints
are, the greater their correlation is: corr(vx0, v

x
1) is less than

corr(vx1, v
x
2) for the bottom agent and corr(vx3, v

x
4) is less than

corr(vx4, v
x
5). This inter agent correlation (proximo-distal) pattern

is nearly identical between the two agents. Both include the
same chessboard pattern as observed in Figure 2A top-left and
bottom-right (excluding v6 row and column which corresponds
to the SIP in the object). By matching their own joint velocity
correlation pattern with the one observed from another agent,
this could provide a first level of mirroring between agents, where
each one is able to match its kinematic structure with that of the
other.

We also observed a correlation of the object velocity vx6
with both arms having different intensities following the same
proximo-distal pattern under different conditions: (i) when not
in contact (Figure 2B), (ii) when in contact with the lower
arm (Figure 2C), (iii) when in contact with the upper arm
(Figure 2D), and (iv) when in contact with either one arm or the
other (Figure 2E). This pattern may also provide a second level
of mirroring, where agents can discover that similar movements
of the other provide similar effects on the objects, paving the way
to a notion of shared affordances, useful for joint action planning.

FIGURE 2 | Velocity correlation matrices of SIPs.. (A) Velocity correlation matrix of all the SIPs generated from 50,000 random SM interactions. (B) Correlation

between SIP velocities, object velocity vx6 and arms vx0, ..., v
x
5, when there is no contact (no haptic signal active). (C) Correlation between object and arms SIP velocities

when there is contact between the lower arm and the object. (D) Correlation between object and arms SIP velocities when there is contact between the upper arm

and the object. (E) Correlation object and arms SIP velocities when there is contact between the object and either arm.
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FIGURE 3 | Motor and sensory correlations. (A) Correlations matrix between motor activation (m0...m5 signals) and SIP velocities v0, ...,v6, generated from 50,000

random SM interactions. (B) Correlation column of all motor activations with the object SIP velocity vx6 for SM data when there is no contact (no haptic signals active)

(C) Correlation of motors with object SIP velocity when there is contact between the lower (bottom) arm and the object. (D) Correlation of motors with object SIP

velocity when there is contact between the upper arm and the object. (E) Correlation between motor and object SIP when there is contact between the object and

either arm. (F–H) All data points and linear fit for m2 and SIP velocities vx0, v
x
1, v

x
2. The r-values correspond to the equivalent correlation matrix color values.

We found motor signals to be correlated with velocities of
SIPs (Figure 3A). The bottom joint of the bottom agent (m2) is
strongly negatively correlated with the x velocity components of
sensory points s0, s1, and s2, because this joint moves the whole
arm. The same happens with the top agent. This matrix can assess
controllability characteristics and potentially restricts the forward
model to be learned for the relevant SIP signals: i.e., the agents
could filter out SIPs that are not correlated to its available motor
signals.

The object x velocity component vx6 does not appear to
correlate with any motor signals (Figure 3A) because, in this
study, we consider the totality of the interaction (with and
without contact). For this reason, in Figure 2 we distinguish the
different conditions with regard to haptic signals: (i) when no
contact is made (Figure 3B), (ii) when contact with the lower
arm is made (Figure 3C), (iii) when contact with the upper arm
is made (Figure 3D), and (iv) when contact with either arm is
made (Figure 3E). This motor to object correlation (when in
contact with each arm) is reminiscent of the notion of affordance
(Sánchez-Fibla et al., 2011), as it characterizes the effect of a
motor action into a movement characteristic of the object.

In addition, the correlations change sign in the x coordinate
for the top and bottom arms. This is because the arms are
initialized to different positions and one has a tendency to touch
the object in one direction and the other in the opposite one.

Summarizing the correlational velocity analysis captures well
the principle of ‘"what moves together clusters together” on the
long term and is capable of distinguishing self/other (proximo-
distal relations) and motor to sensory dependencies.

3.2. Acceleration Transfer
We present results of the AT measure introduced in section
2.6, which computes an integration in time of instantaneous
acceleration transfers, that is a subtraction of accelerations at
a given time step plus a series of filters explained in section
2.6. We plot in Figure 4 an evaluation of all versions of the AT
measure (columns) for different generated signals (rows), which
all include a small normally distributed noise. In the first row,
we plot two signals that include a Gaussian of opposite signs.
The physical interpretation of these signals could be the end-
point of an arm making contact with the object. The object
would then gain acceleration (y signal in the figure) and the end-
point of the arm would lose it (x signal). These signals can be
considered a crude approximation of AT from an animate object
to an inanimate object (refer to Figure 5 explained below). In
the second row, we add some lag to one of the signals emulating
some sort of compliance or delayed actuation. We observe that
the transfer starts to fade away with a greater lag. In the third
row, we plot two Gaussians of the same sign. A possible physical
interpretation is that two SIPs are hit by a third one providing
energy to both. It makes sense to filter out this situation as it
does not correspond to an exchange of acceleration (done by the
filter introduced in Version 3). The fourth row shows a variation
of the previous situation where there is a lag between the two
same signed signals. Fifth row depicts two random signals of the
same sign. The last row of Figure 4 reveals a weakness of the
AT measure as it may detect continuous false-positive transfers
from random signals of opposite signs. These random oscillations
are not typical of the minimal jerk movement trajectories of
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FIGURE 4 | Acceleration Transfer (AT) measure versions evaluated on different synthetic generated signals. The rows correspond to different generated signals: 1) two

Gaussians of opposite signs, 2) two Gaussians of opposite signs with a lag, 3) two Gaussians of the same sign, 4) two Gaussians of the same sign with a lag, 5)

random smoothed signals, 6) random smoothed signals of opposite signs. The columns correspond to the different versions of the AT (refer to text for further details):

V0) signal subtraction, V1) filter by minimum value, V2) filter by closeness to 0, V3) filter by value sign, and V4) all Filters included. In the legend at each row, we show

the AT value, the Granger Causality (GC) p-value, and transfer entropy (TE) for each signal. A GC p < 0.05 means x signal Granger causes y. TE is in bits.

human behavior or the ones that one can program in a robot
arm.

We continue with a prototypical example of an arm
approaching and making contact with the object. Figure 5 shows
an example of the AT measure and how it captures the transfer
of acceleration from the lower arm (SIP s0) to the object (SIP s6).
At the moment of contact, SIPs from the arm (acceleration time
series a0) and the object (acceleration a6) anti-correlate, giving
rise to the moment of acceleration transfer, and then synchronize
just afterward, both tending to 0 after the force of the initial
contact is exhausted and they continue to move at a constant
velocity. AT is 0 in this last part because of the filter applied in
version 3 that discards transfers of the same sign. AT is 0 before
contact and at the end because of the filter applied at version 2

that sets to 0 the transfer if one of the two signals is close to 0.
The different version filters of the AT measure are explained in
section 2.6.

We also computed the pairwise AT measure (defined in
section 2.6) between all acceleration ai signals. The results
are shown as a matrix in Figure 6A. The matrix is computed
from 200 repetitions of a random moving arm (with sustained
movements for a random number of steps) and the other arm
performing a goal-directed approach to the object. Each trial,
the arm that moves is chosen randomly with a 0.5 probability.
The AT measure with its filters (refer to section 2.6) becomes
very specific, and it is able to catch the events we are interested
in, which are the object interactions. AT does not detect any
interactions between the arms SIPs.
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FIGURE 5 | Acceleration Transfer measure. We plot an example of the AT measure (shaded area in red) due to a contact of the lower arm (sensory point s0, with

corresponding acceleration ax0 ) with the object (sensory point s6, with corresponding acceleration ax6 ). At the beginning of the contact, the arm loses acceleration

rapidly which is transferred to the object. After some time steps (after time step 10), both start to couple and synchronize.

FIGURE 6 | Acceleration Transfer results (A) Matrix of pairwise AT measure values between all SIPs for all SM interaction data. (B) Directed graph of SIP accelerations

ax0, ...,a
x
6, generated from 200 repetitions of sensorimotor interactions. The edge colors show the correlation strength between the nodes (extracted from the velocity

correlation analysis, refer to section 3.1), while the arrows show the direction of AT (refer to section 3.2). Only arrows with a significant AT are plotted. Take note that

the node ax6 is the only terminal node, as it can not accelerate by itself and depends on the AT from other SIPs.

When the AT is applied to the SM data, that is gathered
with motor babbling, it usually happens that two SIPs
accelerate and decelerate synchronously, and, thus, AT detects
lots of false positives. In addition, if random movements
are not sustained in time (jerky movements), the AT
measure detects lots of false positive transfers as predicted
by the random synthetic signals analysis of the last row
in Figure 4.

The results are also shown in Figure 6B as a directed
graph: the strength of the arrows comes from the previous
correlation results (as AT detects no specificity between arms).
The direction of the arrows comes from the AT measure. No
arrows are plotted for inter-arm relations as AT is not able
to capture them. The object appears as the end node (the
sink) of the directed graph, proving that it always receives
acceleration and never produces it: the signature for a measure
of autonomy.

3.3. Granger Causality and TE
As discussed in section 2.5, GC requires stationarity, i.e., the
mean and variance of each time series do not change over
time), and that it can be adequately described by a linear
model. We did the Dickey-Fuller test to check for stationary,
and it affirmed that all signals (motor activation, velocities,
accelerations) are stationary, but not all are linear, especially
velocities and accelerations (as both have x and y components).
Although GC itself is a linear measure, other non linear versions
of causality have also been introduced (Marinazzo et al., 2008).
Like standard (linear) GC, non-linear Granger measures are also
potentially prone to overfitting and finding false positives. The
kernel-based non-linear GC measure in a study by Marinazzo
et al. (2008) argues that it solves these two issues and may
potentially be a useful measure for this analysis. Similarly,
quantum probability methods have been used for cognitive
modeling, making extensive use of techniques similar to the

Frontiers in Human Neuroscience | www.frontiersin.org 9 September 2021 | Volume 15 | Article 560657238

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Demirel et al. Distinguishing Self, Other, and Autonomy

FIGURE 7 | Alternative measures: GC and TE. (A) Matrix of pairwise GC measure values among all SIPs for all SM interaction data. The matrix is computed

considering the proportion of GC tests passed (refer to text for further details, section 3.3). (B) Matrix of pairwise TE measure values among all SIPs for all SM data.

kernel-based GC method (see Pothos and Busemeyer, 2013 for
a general overview). However, besides the linear/non linear
issue, GC also has another problem, that it is inadequate for
situations where there are instantaneous effects, as is the case for
our experiment here. This is further elaborated on pages 207–
208 by Peters et al. (2017): “Knowing that a system contains
instantaneous effects may suggest modifying GC by regressing
not only on the past, but adding the current value, possibly
leading to wrong bidirectional casual influences.” This is in line
with our observations.

With respect to TE (Vicente et al., 2011), it is advantageous
when the model assumption of GC does not hold, for example,
analysis of non linear signals. Thus, it makes sense as a logical
next step from GC; however, TE still requires a lot of data and
is not suitable for real-time inference. There are suggestions for
significantly faster measures of TE based on permutation entropy
(Bandt and Pompe, 2002). Although this method may improve
over TE, it is not immediately clear whether it can outperform
the AT measure, as it requires performing permutation analysis
and comparison which is computationally expensive.

Two different sets of experiments were carried out to compare
AT, Granger Causality (GC) and TE. In the following paragraphs,
the results of the comparison experiments using the acceleration
values of the SIPs are summarized2. In the first set of experiments,
both GC and TE values were calculated on the generated signals
explained in section 3.2. In the second set of experiments, all
three measures were treated as binary classifiers of directional
causality, and their performance tested on the experimental setup
described in section 2.2 with increasingly more complex arm
policy combinations.

Figure 4 summarizes the results of the first set of experiments,
comparing the results of each measure for each signal set. For
the first four signals, GC returns a p-value below 0, indicating x
is Granger causing y, while for the last two signals GC did not
find an effect. TE measure did not find an effect for the first and

2For GC we used the “statsmodels” Python module and for Transfer Entropy the

Python interface to the Java Information Dynamics Toolkit.

third signals, where the signals are not lagged, but does find a
small entropy transfer for the lagged second and fourth signals
regardless of the signal signs. TE finds strong effects in the last
two signals, where the signals are random noises. The last version
of the proposed AT measure only finds an effect on signals with
opposite signs, Signal 1, 2, and 6, effect size decreasing with the
lag amount.

Before executing the second set of experiments, we tested
GC and TE on the experimental setup explained in Section 2.2
using a random policy for both arms. In Figure 7 we plot the
GC and Transfer Entropy matrices of all pairwise acceleration
signals. Both are computed from the same SM data as in Figure 6

extracted from 200 repetitions of a combined random behavior
(as discussed in previous section 3.2). The GC matrix that we
call, in this study, GCmat (Figure 7A) is computed considering
the proportion of passed GC tests (whenever GC(axi , a

x
j ) returned

a p < 0.05). Part of the pattern present in the last column of
the AT matrix is maintained in the GC matrix. Also the within
arm dependencies are well captured, but we are not interested
on those as they are already captured by the correlation analysis.
In addition, we can also look at the directional dependencies by
comparingGCmat(axi , a

x
j ) toGC

mat(axj , a
x
i ), but here again, we got

inconsistent results. TE matrix (Figure 7B) consistently gives a
higher transfer in the direction from the arms to the object, with
strong effects for the inter-arm dependencies.

Only considering the case with two random policy arms did
not give enough information to make a fair comparison between
the measures, leading to the second set of experiments. To assess
the performance and limitations of eachmeasure, seven scenarios
with increasingly complex policy combinations were prepared:

• Scenario 1: Constant push and static
• Scenario 2: Staggered push and static
• Scenario 3: Random push and static
• Scenario 4: Random and static
• Scenario 5: Random and constant push
• Scenario 6: Random push and constant push
• Scenario 7: Random and random

Frontiers in Human Neuroscience | www.frontiersin.org 10 September 2021 | Volume 15 | Article 560657239

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Demirel et al. Distinguishing Self, Other, and Autonomy

The constant push policy consists of the arm pushing toward the
ball with a constant motor activation, while the staggered push
policy consists of the arm either moving with a constant motor
activation or no motor activation with 0.5 probability each. The
random push policy means the arm moves with variable motor
activations sampled from a uniform distribution between 0 and
1. The random policy is the arm moving with motor activations
sampled from a uniform distribution between –1 and 1. The
static policy means that the motors are not activated at all and
the arm does not move by itself. These policy combinations,
although not exhaustive, represent a variety of different scenarios
an agent can face in this setting. Haptic signals are used as
the ground truth to determine which arms push the ball in
each trial. Each scenario was executed for 100 trials, with the
policies alternating between the arms each trial. The reports
of each measure between the six SIPs of the arms and the
SIP of the object were recorded and compared to the ground
truth. As the accuracy score does not take into account false
positives, and the previous set of experiments on the synthetic
signals show that all the measures tend to report false positives
in random signals, the F1 scores are used for the assessment.
The F1 scores of the measures for each scenario are presented
in Table 1.

The F1 scores in Table 1 show that GC fails to correctly
identify the direction of the causal relationships, especially with
complex policies, reliably. This result is in line with expectations,
as the setting pushes the limitations of the GCmeasure, explained
at the beginning of the current section. TE and the AT measure
successfully capture the directional causal relationships between
the SIPs of the arms and the ball. AT keeping a stable performance
across the first four scenarios where one arm is static, while the
TE has decreased performance as the policy of the pushing arm
gets more complex. Both measures have decreased performance
in Scenarios 5 and 7, the only two scenarios where the arm that is
not pushing the ball can have positive and negative acceleration
and thus lead the measures to false positives as shown in the last
signal in Figure 4.

In conclusion, correlational analysis of the SIPs can be used
to characterize the self vs. the other and capture proximo-distal
arm-joint dependencies and motor-sensory influences but is not
sufficient to infer autonomy. TE, and the novel AT measure, but
not GC, can reliably capture directional causalities between SIPs
in this setting.

TABLE 1 | F1 scores of Acceleration Transfer (AT), Granger Causality (GC), and

Transfer Entropy (TE) measures on seven mixed policy scenarios.

Scenario

1

Scenario

2

Scenario

3

Scenario

4

Scenario

5

Scenario

6

Scenario

7

AT F1

Score

0.91 0.91 0.9 0.89 0.78 0.91 0.77

GC F1

Score

0.67 0.41 0.16 0.27 0.56 0.21 0.17

TE F1

Score

0.91 0.84 0.48 0.8 0.68 0.82 0.69

4. DISCUSSION

We discuss, in this study, theminimal requirements for self/other
distinction that lead to simpler methods in comparison with
the approaches that require a multitude of parameters (such
as deep recurrent neural networks Rabinowitz et al., 2018)
or rely on the predictive coding hypothesis which requires a
forward model to operate (Fairhurst et al., 2019). The typical
approach to address the problem of self vs. other distinctions is
based on the mismatch of the predicted perceptual state (given
the precedent executed action) and the actual perceived state.
A smaller mismatch of the (feedforward) prediction with the
actually perceived state (feedback) would imply an increased
degree of agency as stated by the Comparator Model (Wolpert
and Flanagan, 2001; Farrer and Frith, 2002; Fairhurst et al.,
2019).

We argue for the assumption that the ideal time for the
distinction of self and other in early development to occur is
prior to the acquisition of forward models, to be able to focus
the learning and reduce the input dimensionality of the forward
models to be learned. Following this assumption, we address the
self and other distinction with the simplest method possible, a
simple correlational analysis of visual movement features and in
the absence of a forward model (Wolpert and Flanagan, 2001),
or one could say that it is a forward model of purely visual
features (as the introduced sensory to sensory predictions Maffei
et al., 2017) and in a preliminary stage of learning to control.
This preliminary learning phase is important as it can guide and
reduce the dimensionality of the inputs to the more complex
forwardmodels (includingmotor signals) that subsequently need
to be learned.

To clarify this simple mechanism, let us consider the following
thought experiment. When playing a video game for the first
time, we face a completely novel situation in which a forward
model is not available. However, we can quickly discern which
entities we are in control of by pressing buttons randomly,
and we can direct attention to the immediate surroundings
of those entities and reduce the state space dimensionality
of the learning. In addition, imagine after having learned to
control a character, we invert the SM mapping (pressing right
makes the agent go left and vice-versa). The forward model
that was acquired now makes wrong predictions (and needs
to be relearned) but the feeling of self and other remained
intact and has not been disrupted. Our approach, in this study,
builds on Sánchez-Fibla et al. (2017b) and addresses exactly this
preliminary stage.

We test this via a statistical and information theoretical
analysis of the SM data stream (as performed in Hoffmann,
2014). The results show that the self/other distinction can be
addressed solely by a correlational analysis of motor signals and
their sensory effects (channeled through the motion, velocities
and accelerations of the previously mentioned SIPs) prior to
the construction of a forward model. For assessing autonomy,
we need to go beyond correlation and perform a causality
analysis to be able to extract directional dependencies. A rectified
subtraction of feature accelerations, denoted in this study as AT, is
shown to be sufficient to extract directional dependencies and as a
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cheaper alternative to more computationally expensive measures
such as TE.

Autonomous motion alone is not the only information
that infants use to assess agent/object autonomy as they
check for autonomous control over the actions of entities’
(Baillargeon et al., 2015). Considering the latter, there is
a need to build forward models and the aforementioned
Comparator Model applied to the assessment of control of
other entities could be an explanation behind figuring out
autonomy in its final phase. But before that, building a
hierarchical structure of visual motion cues based on velocity
correlations and AT may be a prerequisite step, as we have
shown. From a neurophysiologycal perspective, there is evidence
that there are neurons (in the brain MT area of the Macaque
monkey) that are tuned to acceleration changes (Schlack et al.,
2007).

5. CONCLUSIONS

From early development, self and other distinctions are
fundamental to the focus the learning (reduce state space
dimensionality) of forward model acquisition. From a
computational perspective, discriminating between self and
other features from visual feedback is often addressed through
models (Brody et al., 2017; Sánchez-Fibla et al., 2017b; Thomas
et al., 2017; Pertsch et al., 2018; Rybkin et al., 2018), which either
require a multitude of parameters (deep learning approaches
like Rabinowitz et al., 2018) or rely on the predictive coding
hypothesis, requiring a forward model to be able to check the
matching between current and predicted states (Fairhurst et al.,
2019). In this study, we have approached this problem from a
principled perspective, identifying minimum requirements to
solve the problem of deciphering which features of the visual
scene correspond to the self and which of them correspond
to other entities in the scene, via a correlation analysis of
velocity signals, that we have found to be sufficient. Thus,
self/other distinctions could be identified with minimal and
simpler methods, prior to the acquisition of the forward
models and could guide and reduce the dimensionality of their
inputs.

We do not work with images directly. Elements of the
visual scene are interpreted via the SIPs, visual features (that
we introduced in Sánchez-Fibla et al., 2017a, reminiscent
of BM pivots that can be computed by computer vision
methods like SIFT features). SIPs can be characterized
as belonging to oneself thanks to the high motor to
sensory correlations. Furthermore, from the full correlation
matrix, proximo-distal joints can be characterized and also
other entities with similar correlation patterns with their
proximo-distal structures.

We go beyond the distinction of self and other by defining
autonomy as the ability to move by oneself (animacy), and we
discuss how we can detect it from visual SM interactions, a
problem that has not been addressed yet, to our knowledge,
from a computational perspective. For detecting autonomy,
correlation comes with its limitations: it only captures linear

relationships and does not allow us to infer directed/causal
dependencies. To surpass this limitation, we looked at measures,
such as GC, Copula-Based (Junker et al., 2019) and TE (Vicente
et al., 2011), but we concluded that they were unable to capture
directional dependencies on a trial-by-trial basis. Instead, they
work better on distribution of sampled SM data. We grounded
dependency assessment on a simpler principle of energy transfer
between entities (energy in terms of acceleration). For this
purpose, we developed a novel ATmeasure, that is not temporally
dependent, and computed the estimated instantaneous transfer
of acceleration (note, as we have discussed, that instantaneous
effects pose problems for standard measures, such as GC)
between two moving entities (in our case SIPs). The proposed
AT measure works under the principle that an inanimate entity
is always the sink in the directed SM graph of transfers and
produces better results than the standard causality algorithms,
but further research might compare other causal inference
approaches (as discussed in section 3.3). AT would be a very
natural way to interpret interactions between visual pivots as
acceleration is proportional to force via Newton’s 2nd law.
In addition, neurophysiology findings back this hypothesis
with proof of the existence of neurons with responses that
are tuned to acceleration and deceleration (Schlack et al.,
2007).

We have identified the minimal principles that we hypothesize
are at play when making sense of embodied SM visual
experiences, and we make a concrete proposal of what is the
minimal level at which (causal) directional reasoning is needed
to understand visual motion pivot interactions [as discussed in
the challenges exposed in Pezzulo et al. (2011)]. Beyond the
self/other distinction, which we have shown can be assessed
by a correlational analysis of velocities (without the need for
directional reasoning), we show that for the assessment of
autonomy, directional inferences need to be utilized. We also
hypothesize that these findings, grounded on developmental
psychology, could also be transferred to developmental robotics
(Cangelosi and Schlesinger, 2015). We also argue that transfer
learning, that is the generalization of acquired knowledge
from one task to another cannot be achieved without this
fundamental step, by annotating the SM memory of the agent
with “who did what and when.” As proof of concept, we
refer to the results obtained in the article by Demirel and
Sánchez-Fibla (2019), where a reinforcement learning agent
speeds up its learning by having access to the features it controls
from its perceptual state. In this sense, approaches based on
cognitive architectures will require this information in SM
memory. Up until now, this has been lacking in the proposed
architectures (refer to the mentioned DAC framework Duff et al.,
2011 and the SM graph structures introduced in Toussaint,
2006).
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The aim of this review is to highlight the idea of grounding social cognition in
sensorimotor interactions shared across agents. We discuss an action-oriented
account that emerges from a broader interpretation of the concept of sensorimotor
contingencies. We suggest that dynamic informational and sensorimotor coupling
across agents can mediate the deployment of action-effect contingencies in social
contexts. We propose this concept of socializing sensorimotor contingencies (socSMCs)
as a shared framework of analysis for processes within and across brains and bodies,
and their physical and social environments. In doing so, we integrate insights from
different fields, including neuroscience, psychology, and research on human–robot
interaction. We review studies on dynamic embodied interaction and highlight empirical
findings that suggest an important role of sensorimotor and informational entrainment
in social contexts. Furthermore, we discuss links to closely related concepts, such
as enactivism, models of coordination dynamics and others, and clarify differences
to approaches that focus on mentalizing and high-level cognitive representations.
Moreover, we consider conceptual implications of rethinking cognition as social
sensorimotor coupling. The insight that social cognitive phenomena like joint attention,
mutual trust or empathy rely heavily on the informational and sensorimotor coupling
between agents may provide novel remedies for people with disturbed social cognition
and for situations of disturbed social interaction. Furthermore, our proposal has potential
applications in the field of human–robot interaction where socSMCs principles might
lead to more natural and intuitive interfaces for human users.

Keywords: sensorimotor contingencies, coupling, prediction, human–robot interaction, coordination dynamics,
joint action, autism spectrum disorder

INTRODUCTION: GROUNDING COGNITION IN ACTION

In recent years, a ‘pragmatic turn’ has been emerging in the cognitive sciences, i.e., a conceptual
move away from the classical representation-centered framework toward a paradigm that
emphasizes the close relation between cognition and action (for review, see Engel et al., 2013b,
2016). Although such an action-oriented paradigm has been supported by many proponents over
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the years (e.g., Varela et al., 1991; Clark, 1997; Noë, 2004),
it has only recently begun to show conspicuous impact in
the cognitive sciences (see Engel, 2010; Menary, 2010; Engel
et al., 2013b; Durt et al., 2017). The basic notion is that
cognition should not be conceived as the capacity of compiling
world-models, which then provide a detached database for
independent thinking, planning, and problem solving (Schilbach
et al., 2013). Rather, it is emphasized that cognitive processes
are so closely intertwined with a body in action that cognition
is best understood as enactive, as a form of situated practice
rather than disembodied mentalizing (Varela et al., 1991; Noë,
2004; Engel, 2010). Cognition, in this view, is grounded in
a pre-rational being-in-the-world based on sensorimotor skills
for real-life situations, and core aspects of cognition, such as
sensing, perceiving or understanding, become inseparable from
doing (Varela et al., 1991; Clark, 1997; O’Regan and Noë, 2001;
Noë, 2004). This agrees with phenomenological claims about
intricate links between our different senses and the body’s role in
thinking (Merleau-Ponty, 1962, 1963), modern anthropological
studies of the process of knowledge-making (Myers and Dumit,
2011; Myers, 2015) and recent calls to look beyond analytic
ways of knowing (De Jaegher, 2019). Inspired by pragmatist
and phenomenological traditions, numerous recent authors have
explored the implications of defining cognition as embodied
action (Varela et al., 1991; Clark, 1997; Noë, 2004; Pfeifer and
Bongard, 2006; Engel, 2010; Menary, 2010; Sheets-Johnstone,
2011; Engel et al., 2013b).

Immediate precursor to the concept proposed in this article,
the ‘sensorimotor contingency theory’ (SMCT) by O’Regan and
Noë (2001) centers on the notion that perception and cognition
can only be understood by considering their inherent action-
relatedness. In this framework, sensorimotor contingencies
(SMCs) are defined as acquired law-like relations between
movements and associated changes in sensory inputs that are
continuously probed and refined as we orient in the world
(O’Regan and Noë, 2001). The formation of SMCs shows
to be highly relevant in cognition (O’Regan and Noë, 2001;
Engel et al., 2013b; Maye and Engel, 2013). SMCs are acquired
through the agent’s actions, and are deemed constitutive for
perceptual processes. For instance, according to the SMCT
seeing cannot be understood as computation on internal visual
representations. Rather, seeing corresponds to engagement in
visual exploratory activity, and consists in sets of skills that
are mediated by knowledge in the form of SMCs. This active
nature of perception has been emphasized by other approaches
as well. However, the concept of SMCT is more radical: it
considers action a necessary prerequisite for perception, not
just as an output capacity that supports, or interacts with,
perceptual processing. Of note, this account does not postulate
a unidirectional impact of motor systems on perception but,
rather, is compatible with the notion of dynamic sensorimotor
interactions in reentrant processing loops (Engel, 2010). There
is increasing evidence from work in neuroscience, psychology
and robotics supporting the SMCT perspective (e.g., Frith
et al., 2000; Maravita and Iriki, 2004; Gallese and Lakoff, 2005;
Schubotz, 2007). For instance, neuronal response properties
in sensory brain regions strongly depend on action context

(Gallant et al., 1998), perceptual scene segmentation is facilitated
by the active use of the objects (Bergström et al., 2011), and
processes like attention and decision-making have been shown
to be strongly related to activity of motor regions (Moore
et al., 2003; Donner et al., 2009). Thus, SMCs have been
proposed as a framework to define object concepts and action
plans, suggesting that the mastery of sensorimotor contingencies
facilitates goal-oriented behavior (Maye and Engel, 2011, 2012;
Engel et al., 2013b; Högman et al., 2013). This implies that
SMCs can be relevant over variable time scales beyond the
correlation between movements and the immediate changes
in sensory inputs, which are the focus of the original SMCT
(O’Regan and Noë, 2001).

In keeping with this pragmatic turn, the concept discussed
here suggests an action-oriented framework for social cognition
in biological and artificial agents. Our proposal is to ground even
complex modes of social interaction in the continuous dynamic
coupling between agents and their environments. Successful
social interaction, thus, does not come about exclusively through
the theories that a detached observer holds about the intentions,
beliefs and personalities of other agents (Carruthers and Smith,
1996) but – as we will argue – to a substantial extent via the
formation and management of shared rhythms and patterns
at the level of embodied sensorimotor dynamics. As will be
discussed in greater detail below, our proposal is related to and
inspired by other action-oriented concepts of social cognition
that have emphasized the relevance of coordination dynamics
(Tognoli and Kelso, 2014), of socially salient movement patterns
(Lindblom and Ziemke, 2006), motor mimicry (Wang and
Hamilton, 2012) and joint embodied action (Sebanz et al.,
2006). Notably, earlier proponents of an enactive view of social
cognition have suggested that even complex types of social
interactions may be grounded in basic sensorimotor patterns
that enable the dynamic coupling of agents (De Jaegher et al.,
2010, 2017). Supporting this view, evidence is available that
interactive sensorimotor dynamics provide substantial clues to
social understanding (Di Paolo and De Jaegher, 2012), give rise to
high-level processes such as shared intentionality (Sebanz et al.,
2006) and empathy (De Waal and Preston, 2017), and are highly
relevant for interpersonal affiliation, trust and prosocial behavior
(Keller et al., 2014).

In the concept proposed here, the notion of SMCs is
substantially broadened beyond its original scope (O’Regan and
Noë, 2001) to include the learning and deployment of action-
effect predictions on longer time-scales and more complex levels
of processing. Previously, we have suggested that SMCs can be
deployed, for instance, to acquire object concepts and to achieve
prediction and action planning (Maye and Engel, 2011, 2013).
Here, we propose that the relevance of SMCs is not limited
to cognitive processing of the individual, but extends into the
effective interactions between agents in social context. Since in
our view these socially shared contingencies are constitutive for
social cognition, the influence of others cannot be discarded
when seeking to explain individual cognition or behavior:
individual and collective processes become irreducibly linked.
In the following, we use ‘socializing sensorimotor contingencies
(socSMCs)’ as a shorthand for the proposal to ground the
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development and instantiation of social cognition in shared
action-effect contingencies.

UNPACKING THE socSMCs CONCEPT

The socSMCs concept moves away from the classical notion
that presumptive higher levels of cognition (e.g., self-recognition,
perspective-taking, planning, complex reasoning) might differ
fundamentally from presumed basic levels of sensorimotor
processing (such as perception, multisensory integration, or
motor coordination). This aligns well with the notion that both
domains of cognition rely on common neural architectures
and computational principles (Keller and Mrsic-Flogel, 2018),
and evidence that brain regions embodying complex cognitive
functions do not differ in principle from modules involved
in more basic functions (Douglas and Martin, 2004). Where
classical cognitivism might ask, ‘How would we understand the
world, other than by generating models about it?,’ the socSMCs
concept acknowledges the role of abstract reasoning, but puts
equal emphasis on collective sense-making processes that arise
only in relation to our physical and social environments.
Thus, the socSMCs concept suggests in principle shared
neural mechanisms for all our ways of engaging with our
environment, and views structures and activities outside of our
central nervous system as essential for our cognitive abilities
(Clark and Chalmers, 1998).

A key assumption in the concept of socSMCs is that agents
deploy learned action-effect contingencies in social contexts to
anticipate outcomes of their own and others’ actions (Brown and
Brüne, 2012): I am the initiator of change in the (social) world,
and change in the world can be directed at me. Such action-effect
contingencies closely relate to the more basic framework of SMCs
described above where, e.g., stable perception of the world comes
about because we actively learn patterns of correlations between
our actions (eye movements) and the ensuing effects (changes in
the retinal inputs). We propose that agents’ ability to anticipate
and coordinate with others at linguistic and abstract levels may
derive from their learning of motivated and embodied action in
the world. In other words: how we orient in social contexts is
very much an extension of how our body orients in the world.
This includes social entrainment, defined by the sensorimotor or
informational coupling between agents, and social engagement,
i.e., the experience of connectedness or relatedness to other
agents. The socSMCs concept predicts that both are grounded
in the acquisition and deployment of action-effect contingencies.
Further, we assume that both the experience of social engagement
and our participation in social entrainment are situated within
particular physiological, cultural and environmental contexts,
within which they emerge and onto which they also feed back.

Another central assumption in the socSMCs concept is that
social interaction can best be conceptualized in terms of dynamic
coupling at different scales (Hasson et al., 2012; Engel et al.,
2013a; Keller et al., 2014; Hasson and Frith, 2016; Kelso, 2019).
We propose to differentiate three levels of complexity of social
coupling, reflecting different stages across which interactions are

established in a multi-agent system (Figure 1). We term these
‘check SMCs,’ ‘sync SMCs,’ and ‘unite SMCs,’ respectively, to
denote that they may correspond to distinct stages, or modes, of
social entrainment. These levels are best conceived as points on
a continuum, with potential co-occurrence of modes of relating.
Across these different levels of socially deployed SMCs, coupling
is established over an increasing set of degrees of freedom of the
interacting multi-agent system. At the first level, check SMCs
involve unidirectional coupling, one agent predicting another
agent’s actions or the interaction between several other agents.
Behaviorally, this may lead, e.g., to entrainment of one agent
to a group of other agents. At the next level, sync SMCs
enable bidirectional coupling, with both agents mutually sharing,
attending to and predicting each other’s sensorimotor actions.
This reciprocity may then lead to genuine interactions and
mutual entrainment of behavior, facilitating cooperation, joint
attention, turn-taking, and shared action goals. At the third level,
we suggest unite SMCs as a hypothetical coupling mode that may
promote group-related, multidirectional coupling. Unite SMCs
might be characterized by the emergence of interaction patterns
that cannot fully be explained by the pairwise interactions
among the group members, and attain a certain amount of
autonomy over them (see also De Jaegher et al., 2017). For
brain networks, there is evidence to suggest the occurrence of
such higher-order coupling modes. Thus, it has been shown that
cortical activity contains correlation patterns involving spikes
from three or four neurons more often than predicted from
pairwise correlations, and that such higher-order patterns relate
to information encoding and behavior (Montani et al., 2009;
Shimazaki et al., 2012). We hypothesize that similar higher-order
dynamics might occur for social coupling modes. Such group
dynamics may play a key role in group mental states, shared
habits, and group affect. At this level, the emergent macroscopic
pattern of multi-agent coupling may be stable enough to provide
a new source of entrainment for individual agents, beyond the
impact of pairwise interactions, as has been observed, e.g., in
studies on collective dance improvisation (Himberg et al., 2018).

We suggest that these types of SMCs may take effect
over different temporal and spatial ranges, depending on the
setting and the mechanisms involved in the interaction. In
this context, it may be useful to distinguish between ‘proximal’
and ‘distal’ interactions (Figure 2; cf. Pezzulo et al., 2019).
While proximal interactions involve direct physical contact
and sensorimotor coupling, distal interactions promote social
entrainment by information flow between agents without direct
physical coupling. Both proximal and distal social coupling
abound in everyday life. Real-world scenarios involving proximal
interactions with direct sensorimotor coupling include, for
instance: greeting habits, like a handshake or a hug, where
mutual dynamic entrainment is highly relevant for signaling the
quality of a social relation; joint lifting or carrying of heavy
objects that cannot be handled by one person alone, e.g., when
moving a household; or dancing together as a couple, where
sensorimotor coupling creates the synergy and togetherness
enjoyed by the dancers. Examples for distal SMCs in social
context include: social mimicry, i.e., an involuntary tendency
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FIGURE 1 | Three hypothesized levels of SMCs in social interaction: (Top)
Check SMCs may be mediated by unidirectional coupling between two
agents (left) or from one person to other interacting agents (right). (Middle)
Sync SMCs involve reciprocal coupling between two or more agents.
(Bottom) Unite SMCs are conceived as emergent higher-order correlation
patterns in the group dynamics.

to imitate or synchronize with postures and gestures of a
conversation partner; team sports, ranging from synchronized
swimming to coordinated group dynamics in volleyball or
soccer; performance of musical ensembles engaged in joint
improvisation, or the informational coupling between conductor
and orchestra through embodied movement cues. Of note, distal
interactions based solely on informational coupling can also take
effect in fully virtual settings such as, e.g., in online gaming or
in a video conference, provided that the agents can engage in
meaningful action-effect contingencies.

The socSMCs concept treats individuals engaged in an
interaction as one system. It therefore requires methods suited
for the analysis of complex systems, since they may best
capture the reciprocal adaptation that underlies coordination
and communication (Fusaroli and Tylén, 2016; Gallotti et al.,
2016). To this end, we suggest that measures used to quantify
coupling within brains (for review, see Engel et al., 2013a) could
prove equally useful to quantify the degree of coupling between
individuals and their environment. Dynamic functional coupling
is considered a key feature of neuronal activity, which exhibits
rich spatiotemporal patterning and strongly modulates cognitive
processing. Measures used to quantify functional coupling
in the brain include coherence, power envelope correlation,
information-theoretic measures or multivariate autoregressive
models (see, e.g., Engel et al., 2013a; Hutchison et al., 2013; Bastos

FIGURE 2 | Social interactions may involve proximal and distal types of
SMCs. (A) Proximal sensorimotor coupling through direct physical contact,
involving haptic sensing and kinesthesia. (B) Distal sensorimotor coupling
based on distance senses including vision and audition to feed
action-perception loops. Modified from Hasson et al. (2012).

and Schoffelen, 2015). Much of this coupling is intrinsically
generated, that is, not imposed by entrainment to an external
stimulus or movement, but emerging from the connections
within neuronal networks. There is clear evidence for two distinct
types of coupling modes, which seem to be based on different
coupling mechanisms (Siegel et al., 2012; Engel et al., 2013a).
One type arises from phase coupling of band-limited oscillatory
activity, whereas the other results from coupled aperiodic
fluctuations of power envelopes. These two coupling modes
(phase coupling vs. envelope coupling) differ in their dynamics,
their spatial distribution, the time scales over which they operate
and they likely support different functions (Engel et al., 2013a).
Envelope coupling might reflect co-activation of regions on
slower time scales and, thus, might facilitate the participation of
brain areas in an upcoming task. Phase coupling, in contrast,
represents coupling on faster time scales which presumably
generates highly specific dynamic links within networks defined
by envelope coupling. As part of the socSMCs concept, we
propose that these intrinsic coupling modes are complemented
by extrinsic coupling modes, i.e., coupling patterns that reflect
the interaction of the brain with the body and its environment,
including the social context (Figure 2; cf. Hasson et al., 2012;
Hasson and Frith, 2016; Pezzulo et al., 2019). We propose that
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such extrinsic coupling modes may play a key role in enabling
coordinated interaction of multiple brain systems with both body
and environment, and that they may be particularly relevant for
interaction with the social world. These extrinsic coupling modes
should not only become evident at the level of behaviors or
movement kinematics, but also give rise to inter-brain coupling
in settings where neural signals can be concurrently recorded
from two or more subjects (see section on ‘Extrinsic neural
coupling modes’ below).

In summary, we suggest the notion of coupling with varying
levels of complexity (check, sync and unite SMCs) and an
integrated perspective of intrinsic and extrinsic coupling modes
to be particularly helpful to understand social behavior. A key
prediction is that changes of social entrainment, i.e., proximal or
distal sensorimotor coupling, should be associated with changes
in social engagement, which may be quantified by subjective
ratings of the interaction quality or the degree of cooperation.
Thus, we expect that a modulation of social coupling modes,
in particular at the level of sync SMCs and unite SMCs,
should lead to changes in presumed high-level social cognitive
phenomena, such as mutual trust or empathy (Froese et al.,
2014; Keller et al., 2014; Llobera et al., 2016). To achieve
such a modulation, entrainment through shared perceptual and
sensorimotor rhythms is likely to be an important mechanism.
Conversely, fluctuations in social engagement might also lead to a
differently organized dynamics of intrinsic and extrinsic coupling
modes. Thus, for instance, the dynamics of sensorimotor
coordination of two individuals should be influenced by social-
cognitive factors such as shared intentionality or joint attention.
Furthermore, the socSMCs concept emphasizes the continuity
between low-level SMCs, which directly involve sensory and
motor areas, as well as basal ganglia and cerebellum, and socially
deployed action-effect contingencies. Thus, we hypothesize that
there may be a strong overlap regarding the brain networks
involved in both the former and the latter, as well as an interaction
between the intrinsic and extrinsic coupling modes subserving
the different types of SMCs. Moreover, with its focus on shared
perceptual and sensorimotor rhythms as a core part of the
architecture of social cognition, the socSMCs concept leads
to the hypothesis that disturbances of these coupling modes
may contribute to clinical deficits in social cognition, and that
interventions at this level may provide an important tool to
promote well-being at an interpersonal level.

RELATION TO OTHER CONCEPTS OF
SOCIAL INTERACTION

According to the socSMCs concept, social interaction strongly
depends on dynamic coupling between agents and their
environment, hence a deeper understanding of this interaction
dynamics promises to provide important insights into social
cognition. Our view shares aspects with the interactionist concept
of social cognition (Di Paolo and De Jaegher, 2012; Di Paolo
et al., 2018; De Jaegher, 2019) which proposes an extension of the
enactivist position to social and affective domains, emphasizing
that sense-making occurs in a participatory way and that core

aspects of cognition are inherently relational (De Jaegher and Di
Paolo, 2007; De Jaegher et al., 2010; see also Durt et al., 2017). The
proponents of this enactive view of social cognition emphasize
the relevance of self-other contingencies for the coordination
between agents in the interaction process (McGann and De
Jaegher, 2009). However, a difference to the socSMCs concept is
that a relation between social entrainment and intrinsic dynamics
of the agents, in particular intrinsic neural coupling modes,
is not considered. Furthermore, our concept agrees well with
the joint action model by Knoblich and Sebanz (2008), which
creates a close link between shared intentionality and joint action,
based on the consideration of scenarios with different levels
of complexity and flexibility of social interaction. However, the
aspect of dynamic coupling is not considered in this model which,
rather, focuses on the representation of perceived action in the
agents (Sebanz et al., 2006; Knoblich and Sebanz, 2008).

Relations also exist to the concept of ‘coordination dynamics,’
which originated from earlier ideas on self-organizing pattern
formation (Tognoli and Kelso, 2014; Tognoli et al., 2020).
Coordination dynamics applies dynamical systems theory to
biological networks, suggesting that a system is best described
by looking at the coupling of its parts via mutual information
exchange. An important distinction at the heart of this dynamical
view is between (1) coupling of system components with similar
dynamics, leading to formation of attractors or multistability;
and (2) coupling of system parts with dissimilar dynamics,
which prevents phase-locking and leads to metastability, i.e.,
integrative and segregative tendencies alternate in the interaction
dynamics. Tognoli and Kelso (2014) have suggested that these
two modes of coupling (multistable vs. metastable) might be
useful to describe social coordination. Metastability is particularly
interesting also because it represents a state of collective dynamics
where new information can be created (Tognoli and Kelso, 2014).
The application of this concept to the case of social interaction
has been shown to provide very useful tools for the analysis
of the interaction dynamics, such as coupled oscillator models
(Tognoli et al., 2020). Yet, the focus of this approach has so
far been on behavioral aspects of the coordination dynamics
and not primarily on the explanation of social cognition and
social perception.

Of note, the socSMCs concept differs from classical concepts
in social neuroscience. A major focus of work on the neural
foundations of social cognition has, in the past decades, been
on the capacity of the brain to mirror the actions of others,
thus enabling the simulation and representation of other agents’
mental states (Gallese and Goldman, 1998). One of the highly
interesting aspects of this approach is its strong emphasis on
the role of motor and premotor systems in social cognition.
Neuroimaging studies have identified brain areas and networks
that are activated during tasks involving mentalizing, empathy or
mirroring (Stanley and Adolphs, 2013). A relation between motor
control and social cognition is also suggested by work on motor
mimicry, an unconscious and spontaneous form of interpersonal
coordination, which is likely mediated by the mirror neuron
system (Wang and Hamilton, 2012). Along the same lines, De
Waal and Preston have proposed a perception-action model
of empathy, which postulates the emergence of empathy from
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basic sensorimotor processes and overlapping representations
for performing and observing actions (De Waal and Preston,
2017). Several approaches have suggested a key role for predictive
mechanisms in social cognition and also have explored their
relevance for disturbed social processing (Blakemore and Decety,
2001; Brown and Brüne, 2012; Sinha et al., 2014). Sokolov
et al. (2017) and Sokolov (2018) have highlighted the potential
relevance of cerebellar circuits for signaling of prediction errors
in social context. In contrast to the majority of the concepts
that have been developed in social neuroscience so far, the
socSMCs concept focuses on low-level sensorimotor interactions
leading to social entrainment and engagement and, vice versa,
the influence of social context on the development of basic
sensorimotor relations. Pezzulo et al. (2019) emphasize the role
of sensorimotor communication in social interaction scenarios
of different complexity but without any link to the concept of
sensorimotor contingencies. Hasson et al. (2012) and Hasson and
Frith (2016) have proposed that social interactions involve the
informational coupling of the perceptual system of one brain
to the motor system of another which can lead to behavioral
alignment, e.g., in verbal communication. However, these authors
do not explicitly consider the link between such an extrinsic
coupling to intrinsic coupling modes.

The socSMCs concept also differs from classical concepts in
social cognition research, in particular, from theory of mind-
based approaches. The concept of a theory of mind refers
to the idea that a person is aware of the existence of their
own subjective experience of the world, and the difference to
that of another person. As such, research into this direction
describes and promotes social interaction as mediated by theory-
theory or simulation-theory (Carruthers and Smith, 1996; Gallese
and Goldman, 1998), both of which invoke a meta-level of
social cognition, and a distancing from the ongoing moment-to-
moment interaction with other agents. In contrast, the socSMCs
concept emphasizes the role of more basic and immediate
processes of social sense-making, seeking to explain how abstract
or higher level insights and decisions come about and are
informed by bodily, dynamic and situational factors. This notion
also aligns well with evidence from developmental research,
suggesting that early in development, the social interaction
modes emphasized in the socSMCs concept have primacy and
are required to ground other, more explicit modes of social
cognition (Campos et al., 2000; Di Paolo and De Jaegher,
2012). Rather than foregrounding models that we hold about
others and our interactions with them, the socSMCs concept
promotes a picture in which agents co-create shared effects in
the world and, thus, understand sociality through the experience
of enacting ‘we-modes’ (Varela et al., 1991; De Jaegher and Di
Paolo, 2007; De Jaegher et al., 2017). It should be noted that
both ways of knowing matter: cognitive model-based prediction
and dynamic social coupling, both involve habitual as well
as creative components, mutually influence one another and
contribute to our flexible engagement with the world (see also
Pezzulo et al., 2019). Nonetheless, given the frequent lack of
intra- and interpersonal sensorimotor, and experientially lived
aspects of cognition in representational approaches, the socSMCs
concept is an invitation to keep abstract reasoning and embodied

relating at par, acknowledging that the two ways of understanding
rely on each other.

SOCIAL COORDINATION DYNAMICS

A major implication of the socSMCs concept is a shift in
terms of what should be considered as core mechanisms of
social cognition. How do we come to understand each other,
work on a task together, or settle a dispute? According to the
concept advocated here, for multiple agents to act together and
understand one another, they must first and foremost find a way
to coordinate their sensorimotor engagement with the world and
with one another.

The importance of sensorimotor coordination for joint action
is particularly evident in behaviors involving shared rhythms
such as the applause of an audience which can occur in
spontaneously emerging synchrony across many individuals.
The dynamics of social coordination has been studied, for
example, during rhythmic finger movements carried out by
dyads of participants with and without visual feedback regarding
their own and the other’s movements (Oullier et al., 2008;
Figure 3). In epochs with visual feedback, phase synchrony
emerged spontaneously between the finger movements, although
the participants had not received any particular instruction about
how to relate to the partner’s finger movements. Of note, the
effect of social entrainment persisted after periods of phase
synchronization when visual feedback was eliminated by closing
the eyes (Figure 3). This study provides a typical example for
what we have termed sync SMCs above (Figure 1). The authors
conclude that general features of coordination dynamics, such
as multistability and phase transitions, which are observed in
a broad variety of self-organizing dynamical systems, are also
highly relevant in social interaction. These conclusions are also
supported by recent work on joint rushing, i.e., the unconscious
increase in pace that can occur during synchronized rhythmic
activities (Wolf et al., 2019).

Further prime examples for social entrainment are provided
by the coordination dynamics among musicians during ensemble
performance (reviewed by Keller et al., 2014). In contrast to more
basic laboratory paradigms, entrainment in musical ensembles
requires coordination of complex movement sequences with
variable temporal patterning. It has been suggested that several
cognitive and sensorimotor capacities are required for successful
social coupling in such complex settings, including (i) temporal
adaptation, supported by mechanisms such as phase correction
and period correction; (ii) attention to both the results of
own actions, actions of the partners and the joint ensemble
output; and (iii) anticipation of action outcomes based on
highly precise temporal prediction capabilities (van der Steen
and Keller, 2013; Keller et al., 2014). These studies in musical
ensembles provide evidence for an impact of sensorimotor
coordination on social cohesion, cooperation and trust and,
overall, they provide a highly relevant case where synchronous
group entrainment can enhance social affiliation (D’Ausilio et al.,
2015). Similar conclusions have been reached in the study
of musical improvisation involving duets or larger ensembles
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FIGURE 3 | Coordination dynamics in social interaction. (A) Experimental setup. Participants were seated opposite to each other and instructed to move their index
finger up and down continuously, either with eyes open or eyes closed in separate periods. Importantly, no specific instructions about the coordination of the finger
movements were given. (B) (Top) Relative phase of the finger movements, indicating synchrony when participants had their eyes open and were viewing each other’s
movements. (Middle) Occurrence of relative phase lags of movements. With eyes open, zero phase lag dominated the distribution. (Bottom) With eyes open,
participants adopted the same movement frequency; of note, movement frequencies remained similar when participants closed their eyes again. Modified from
Oullier et al. (2008).

(Walton et al., 2018). Seeking to understand how musicians
communicate and engage socially in an under-determined
performance context, Walton et al. (2018) ascribe a central
role to shared temporal structure that provides the foundation
for performers to interpret and respond to the acts of their

partners. Such shared rhythms may provide the basis for what
we have termed unite SMCs and for more complex forms of
social expression.

It should be emphasized that coordination dynamics is, of
course, also relevant in non-rhythmic behaviors. Joint attention
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may serve as an example here (Sebanz et al., 2006). Joint
attention is an important feature of social interaction, consisting
in the capability of several agents to simultaneously direct their
attention toward the same object. The capacity for engaging in
joint attention is frequently taken to indicate the deployment
of theory of mind in the participating agents. However, the
prominence of sensorimotor components in establishing and
sustaining episodes of joint attention, e.g., eye and head
movements, pointing and vocalizations, suggests that the concept
of socSMCs may be well-placed to account for important
parts of joint attention without the need to invoke theory of
mind abilities (Maye et al., 2017). For example, exchanging
looks or alternating gaze direction between the partner and
the object of interest is a simple but powerful mechanism that
can establish the mutual awareness of being jointly engaged
in a perceptual episode. In addition to gaze perception, head
and body orientation may be used as well to infer the
target of attention. This view receives support from behavioral
studies in humans showing that providing the partners with
information about each other’s gaze can significantly enhance
performance in a collaborative search task (Wahn et al., 2015).
The socSMCs concept refutes the necessity of explicitly detecting
and representing the attentional state of an interaction partner.
Rather, it highlights the efficacy of the co-attender in modulating
the interaction between both partners and between them and
the attended object. This transforms the problem of detecting
a state into one of establishing a coupling. Jointly attending
agents are then organized through this coupling, offering them
opportunity windows of coordinated engagement (Fantasia et al.,
2014). Common foci of attention are not just passively shared;
rather, the co-attenders also shape them, extend them over time
by embedding them in task contexts and conventionalize them in
terms of canonical forms in the culture (Bruner, 1995).

Similar conclusions are suggested by developmental studies on
joint attention. Humans engage in reciprocal attention from as
early on as their first hour of life (Trevarthen, 2005; Reddy, 2008;
Reddy and Uithol, 2016). Studying vocalizations, movement and
gaze of infants interacting with their caregivers, key findings from
this field of research include that infants easily follow others’
gaze with their own (Hood et al., 1998; Moore and Corkum,
1998), respond meaningfully even to actions they themselves
cannot produce (i.e., their capacities go beyond spectatorial
mirroring) and joyfully enter into mutual responding with
others, with whom they co-create rhythms and narratives. These
developmental steps provide examples for the acquisition of
what we term check SMCs and sync SMCs (Figure 1). We
grow up in a field of social relations that offer opportunities
to participate in joint attention settings, leading us to acquire a
know-how about others as bearers of intentions (Reddy, 2003;
De Jaegher et al., 2010). Thus, joint attention may be seen
as an example for how sensorimotor coupling can lead to an
alignment of the agents at the perceptual-motor level as a basic
mechanism that contributes to mental alignment in joint action.
This may be a seen as preparatory stage for the development
of the capability to implicitly take another’s perspective in
cooperative situations and later to explicitly understand the
other’s perspective as such (Fuchs, 2013). We argue, furthermore,

that such basic sensorimotor coordination dynamics influences,
adapts and supports our more abstract ability to predict, read and
engage with other’s behavior and experience.

Indeed, one of the questions emerging from the socSMC
concept is whether subjective feelings of social engagement are
associated with motion synchronization between agents, i.e.,
whether the degree of social engagement can be predicted by
the strength of social entrainment. To study this hypothesis one
can imagine several scenarios, e.g., situations in which agents
synchronize their movements, act together to achieve common
goals, play music, or dance together. One study investigating
this influence used a three-dimensional mirror game, in which
agents had to synchronize their movements (Llobera et al.,
2016). Either one of the agents was leading or following, or
they jointly improvised without a designated leader and follower.
The analysis of motion data and of subjective ratings revealed
that the perceived sensation of synchrony could be predicted
by parameters of motor synchronization in this mirror game.
Especially the speed differences between the agents’ movements
were a good predictor for the subjective sensation of synchrony.

Several studies also used objective measures to quantify
social engagement, e.g., by the duration of co-confident motion
which corresponds to jitter-free, synchronous movements of
two interacting agents. Co-confident motion was first described
in a one-dimensional version of the mirror-game, a simple
joint improvisation task (Noy et al., 2011; Hart et al.,
2014; Gueugnon et al., 2016). Here, periods of co-confident
motion were associated with increased social engagement and,
thus, considered to indicate moments of togetherness. Even
physiological parameters such as increased heart rates were
shown to be associated with periods of co-confident motion
and, moreover, these periods showed correlated heart rates
between two improvising agents (Noy et al., 2015). We have
recently obtained similar evidence in a joint attention task, in
which two agents had to cooperate to determine the motion
direction of a visual object on a screen. We observed that
autonomic parameters related to heart rate variability could
reflect the subjective evaluation of performance in the task
(Maye et al., 2020). In other studies, personality traits such
as the attachment style (Bowlby, 1969) were used to predict
complexity and synchronization of motion in joint improvisation
(Feniger-Schaal et al., 2016, 2018).

IMPAIRED SOCIAL COUPLING

The concept advocated here also has implications for
understanding the basis of social cognition disorders. Impaired
communication plays a role in many areas of psychiatric
and psychotherapeutic practice, from temporary cases of
miscommunication to persistent deviations and impaired social
interactions. Communication deficits are a highly relevant
aspect in diverse psychiatric disorders, such as schizophrenia
and other psychotic disorders (Baltaxe and Simmons, 1995;
Fioravanti et al., 2005), depression (Pope et al., 1970) and,
in particular, neurodevelopmental disorders of the autism
spectrum type (Magiati et al., 2014; Tillmann et al., 2019). The
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socSMCs concept predicts that patients with social cognitive
deficits may suffer from deficits in mechanisms for interpersonal
sensorimotor entrainment.

Autism spectrum disorder (ASD) may serve as a specific
example for a condition with verbal as well as non-verbal
communicative deviations (Lai et al., 2014). First described
several decades ago in the context of schizophrenia as autistic
thinking (Bleuler, 1911), autism was later investigated by Kanner
(1943) and Asperger (1944) and underwent a considerable
paradigm shift with the introduction of the autism spectrum
(American Psychiatric Association, DSM V). Recently, ASD
has been investigated extensively in the fields of psychology,
psychiatry as well as clinical neuroscience (Happé and Frith,
2006; Frith and Frith, 2008; Wolfers et al., 2019). With symptoms
that range from social and communicative to sensory and motor
impairments, ASD’s etiology and pathophysiology are still not
fully understood and until today, only very few established
treatment options exist.

It has been argued that reduced social entrainment in ASD
may relate to impaired perception of affordances provided by
other persons’ behaviors (Hellendoorn, 2014). The Gibsonian
notion that behavior affords behavior (Gibson, 1986) resonates
well with the socSMCs concept proposed here, since it
emphasizes the emergence of affordances in joint action
and implies a coupling of perception-action loops supporting
the social interaction (Hellendoorn, 2014). An immediate
application of socSMCs principles to ASD suggests strategies for
enhancing social coupling at the sensorimotor level. Brezis et al.
(2017), for example, compared autistic and typically developing
participants’ behavior on the mirror game, an open-ended task
where two players take turns leading, following, and jointly
improvising motion using two handles set on parallel tracks.
They found that autistic participants had lower rates and shorter
duration of co-confident motion, in particular when they were
following. These differences remained even when controlling
for motor skills. Based on participants’ subjective reports, the
authors suggest attention, motivation, and reward-processing
as potential mediating factors, and propose to examine the
potential of specific training of sensorimotor coordination to
enhance patients’ social cognitive abilities. Along these lines, a
recent study has investigated the impact of a dance/movement
intervention on social cognition in ASD (Koehne et al., 2016).
The authors observed that training of movement imitation and
synchronization increased emotion inference in adults with ASD.

Another well-studied domain of impaired SMCs in ASD are
eye movements. Among the most frequently observed symptoms
in ASD, the avoidance of eye contact leads to a range of
consequences in social interaction. Studies on human social
development show that 2-year-old children with ASD tend to
show significantly less visual fixation time on faces, when a video
of an actress (acting as a care-giver) was presented (Jones et al.,
2008), indicating a very early impairment in a social adaptive
behavior that is regarded as evolutionarily vital for survival in
humans and shown to be relevant for newborns at very early
stages in development (Farroni et al., 2002). This early deficit
seems to persist into adulthood, as shown in an eye-tracking
study in adults using naturalistic social situations as stimuli

(Klin et al., 2002). Importantly, this deficit also causes a lack of
active perception in a critical time window in early development,
in which basic learning processes drive social and emotional
development, and may therefore be closely related to symptoms
such as the difficulty to recognize emotional expressions in
others (Eack et al., 2015). This difficulty is detrimental to any
kind of communication and reported frequently in ASD as one
of the most impairing symptoms. The case of gaze aversion
exemplifies how active visual perception is intricately linked to
both development and learning in social contexts as well as the
successful unfolding of communicative acts.

Complementing these behavioral studies, neurophysiological
evidence indicates that not only sensory (Robertson and Baron-
Cohen, 2017) and motor (LeBarton and Landa, 2019) processing
appears deviant in ASD, but also the interplay between these
domains. It has been shown in children with ASD that resting
state fMRI connectivity is reduced between visual and motor
systems (Nebel et al., 2016). The reduction of visual-motor
coupling was associated with symptom severity in terms of
more severe social deficits. The socSMCs concept implies that
social entrainment involves mechanisms for acquiring action-
effect contingencies in the social interaction and, thus, a critical
role of brain regions involved in prediction of sensory inputs
and action outcomes, such as prefrontal cortex, premotor cortex,
cingulate cortex, superior and middle temporal gyrus, basal
ganglia and the cerebellum (Schubotz, 2007; Brown and Brüne,
2012; van der Steen and Keller, 2013; Sokolov, 2018; Van
Overwalle et al., 2019). Accordingly, deficits in such predictive
mechanisms should have an impact on social entrainment.
Indeed, a key deficit in ASD seems to concern the ability to
form flexible predictions, leading to an impairment in processing
of new or unexpected sensory inputs (Gomot and Wicker,
2012) and aberrant movement planning in joint action contexts
(Gonzalez et al., 2013). Deficits in predictive mechanisms in
ASD have also been postulated by Sinha et al. (2014). According
to their proposal, an underlying deficit in predictive abilities
may account for many of the salient traits in ASD, including
sensory hypersensitivities, difficulties to interact with dynamic
objects, reduced motor anticipation, as well as difficulties in
anticipating the actions of other persons (Sinha et al., 2014).
At the neural level, this predictive impairment may relate to
alterations in structures involved in prediction like the basal
ganglia, anterior cingulate and cerebellum (Sinha et al., 2014;
Sokolov et al., 2017; Sokolov, 2018; Van Overwalle et al., 2019).
In particular, the cerebellum shows developmental alterations
in ASD, including strong expression of ASD susceptibility
genes, volume decreases and cellular abnormalities (Wang et al.,
2014). This agrees with a role of cerebellar circuits in outcome
prediction, signaling of prediction errors and perception of a
person’s motion and body language in social context (Sokolov
et al., 2017; Sokolov, 2018; Van Overwalle et al., 2019). Deficits
in sensorimotor entrainment in ASD have been examined by
Wang and Hamilton (2012) and Forbes et al. (2017), who studied
motor mimicry in social interaction. They observed that people
with ASD can still mimic, i.e., unconsciously copy the actions
of others, but do not use social cues like, e.g., gaze to control
what to mimic (Forbes et al., 2017). This provides support for the
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hypothesis proposed here, demonstrating mimicry as a socially
relevant coupling mode which influences engagement through
sensorimotor entrainment.

EXTRINSIC NEURAL COUPLING MODES

To explore the neural mechanisms involved in social interaction,
the concurrent observation of brain dynamics ongoing in two
(or more) people who communicate, work on a joint task,
or improvise together seems highly informative. In recent
years, the investigation of inter-brain coupling using so-called
hyperscanning methods based on simultaneous electro- or
magnetoencephalographic (EEG/MEG) recordings or functional
magnetic imaging (fMRI) scans of individuals engaged in a social
task has gained attention in social neuroscience (Montague et al.,
2002; Schippers et al., 2010; Hasson et al., 2012; Sänger et al.,
2013; for a recent review also see Czeszumski et al., 2020). These
approaches investigate the neural signatures of dynamic social
coordination, the temporal and spatial scales on which brains
interact and the correlates of behavioral coordination at the level
of brain-to-brain coupling. Hyperscanning paradigms employed
to investigate social interactions are manifold, including joint
musical performance (Lindenberger et al., 2009; Sänger et al.,
2013; Novembre et al., 2016), verbal communication (Liu
et al., 2017; Li et al., 2021), decision-making in economic
games (King-Casas et al., 2005; Krueger et al., 2007; Jahng
et al., 2017; Hu et al., 2018), and sensorimotor coordination
and imitation (Hari and Kujala, 2009; Babiloni and Astolfi,
2014; Hari et al., 2015; Liu et al., 2018; Nummenmaa et al.,
2018). The intriguing idea of investigating social interactions
by simultaneously recording neuronal activity from interacting
brains has also been implemented for the investigation of
adult-infant interactions (Hasegawa et al., 2016; Leong et al.,
2017), pain perception and interpersonal touch (Goldstein et al.,
2018), and has been transferred to real-life scenarios such as
flight simulations in professional pilots (Toppi et al., 2016) and
classroom group dynamics (Dikker et al., 2017).

To identify neural signatures of social interactions,
connectivity analyses have been applied to measure both phase
as well as envelope brain-to-brain coupling. The quantification
of inter-brain coupling in EEG and MEG hyperscanning data
includes the assessment of phase-locking between oscillatory
activity in specific frequency bands (Lindenberger et al., 2009;
Dumas et al., 2010; Sänger et al., 2013), as well as amplitude
envelope correlations of oscillatory power (Tognoli et al., 2007;
Naeem et al., 2012; Kawasaki et al., 2013). There is growing
evidence from EEG/MEG hyperscanning studies that links
connectivity between brains to interpersonal coordination and
joint action (see for example Dumas et al., 2010; Toppi et al.,
2016; Szymanski et al., 2017; Kawasaki et al., 2018; Zamm
et al., 2018). Particularly, in experimental paradigms involving
rhythmic, musical or motor coordination, the alpha- (or mu
rhythm, oscillatory activity ranging from 8 to 13 Hz) and
beta- (15–30 Hz) bands seem to mediate inter-brain coupling
(Tognoli et al., 2007; Lindenberger et al., 2009; Dumas et al.,
2010; Naeem et al., 2012; Novembre et al., 2016; Kawasaki et al.,

2018). Besides phase relations, amplitude envelope correlations
between brains are computed to investigate slower fluctuations
during coordinated behavior (Hari et al., 2015; Zamm et al.,
2018), which may be more appropriate considering the timescale
of interpersonal sensorimotor coordination.

The socSMCs concept suggests that establishing direct links
between movement kinematics and neural data recorded during
social interaction might be particularly promising. One way to
link neural measurements with movement data in joint action
research is exemplified by the work of Zhou et al. (2016).
The authors used phase-amplitude coupling to quantify the
relation between the phase of hand movement accelerations and
oscillatory power in the alpha- and beta-bands during a joint
motor task in a dual-MEG setup (Figure 4). The participants
had to coordinate rhythmic precision-grip-like movements
while brain signals were recorded simultaneously using two
MEG systems. The goal of the task was to synchronize the
own movements with those of the partner, either leading or
following in the interaction. The data show a movement-related
modulation of alpha- and beta-band power in sensorimotor
cortex and, furthermore, a modulation of beta-band power in
visual cortex, which was stronger in the follower compared to
the leader condition. The authors suggest that this modulation
of oscillatory brain activity might be a signature of the need for
the follower to coordinate own proprioceptive signals with the
visual information about the movement of the leading participant
(Zhou et al., 2016).

Several questions regarding the interpretation of
hyperscanning results arise: (i) What is the substrate or
underlying mechanism of inter-brain coupling? (ii) How can
inter-brain processes shape the experience and behavior of
individuals in interaction? (iii) In how far is observation at the
brain-to-brain level more informative than, for example, an
investigation of interpersonal sensorimotor dynamics? Given
that direct coupling between neuronal ensembles of two brains
can be ruled out for the lack of neuroanatomical connection,
shared or synchronized sensory inputs, and coordinated motor
outputs, are potential candidates. In keeping with this idea,
Dumas (2011) suggested that when individuals’ perception and
action are coordinated, for example in a joint task, inter-brain
synchrony may reflect sharing of information via between-
individual sensorimotor loops or channels (Hasson and Frith,
2016; Pezzulo et al., 2019). Akin the differentiation of check,
sync and unite SMCs, processes favoring the emergence of
inter-brain synchrony may be described as ranging from
similar external sensory stimulation of both individuals (check),
reciprocal interpersonal action (sync), and group behavior that
is inspired by a common ground, be it affective, informational
or sociocultural (unite). Taken together, available hyperscanning
studies provide evidence that sensorimotor or informational
coupling between agents can be associated with inter-brain
coupling of neural signals, supporting predictions that arise from
the socSMCs concept.

Both phase and amplitude coupling methods have been
criticized for finding spurious coupling, or hyper-connectivity
non-existent in the data (Burgess, 2013; Hari et al., 2015).
For example, two neuronal ensembles oscillating at the same
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FIGURE 4 | Modulation of brain signals by joint action. (A) Experimental setup. Participants were seated in two separate MEG systems and instructed to perform
rhythmic precision-grip-like movements in synchrony with their partner, either leading or following the other’s movement. Example movement traces (red, blue) are
shown at the bottom, indicating similar movement with slight delay between the participants. (B) Modulation of alpha- and beta-band power by the phase of the
hand movement in the two conditions. Modulations occurred over central areas and, for beta power, also over visual cortex. Significant differences between the
leader and follower conditions (right) occurred only for beta-band power recorded from visual areas. This role-specific modulation of brain activity might be reflecting
the need for the follower to coordinate own proprioceptive signals with the visual feedback about the movement of the leading participant. (C) Source space
projection of the results shown in panel (B). Power modulations are observed in sensorimotor cortex as well as, in the follower condition, in visual cortex. Modified
from Zhou et al. (2016).

frequency show high phase-locking per definition, without
necessarily influencing each other. Another criticism observes
that the EEG of two individuals taking part in the same
experimental protocol likely shows inter-brain synchrony (due
to identical sensory stimulation or similar motor output) in
spite of a complete absence of interaction (Burgess, 2013; Hari
et al., 2015). Circular correlation coefficients, mutual information
(Burgess, 2013), or canonical correlation analyses (Campi et al.,
2013; Hari et al., 2015; Vidaurre et al., 2019) have been suggested
as measures that may avoid such spurious coupling. In addition,
comparing inter-brain coupling in real participant pairs with
randomly selected pairs (e.g., Bilek et al., 2015; Toppi et al., 2016)
might aid the identification of non-trivial synchronization effects
linked to the interaction between agents. However, it remains a
complex task to differentiate between the diverse communicative
processes involved in social interaction and to then identify their
respective substrates.

The socSMCs concept argues for an integrative analysis
of interaction data, including behavioral coordination in
terms of sensorimotor coupling between agents, inter-
brain synchronization, and subjectively experienced social
engagement. A testable hypothesis is the prediction of self-
assessment of social engagement, as measured by questionnaires
or rating scales administered during joint action, from
measures of behavioral and neural coupling between agents.
Supporting this hypothesis, several studies have linked neural
synchronization between interacting brains to subjective
experience, e.g., feelings of engagement and social closeness (e.g.,
Dikker et al., 2017) or ratings of pain experience (Goldstein

et al., 2018). These findings are complemented by evidence
linking movement synchronization to social cohesion and
subjective experience (as detailed above and also reviewed in
Valencia and Froese, 2020). From the viewpoint of socSMCs,
it is desirable to now go a step further and combine measures
of social entrainment and social engagement, i.e., sensorimotor
coupling, inter-brain synchronization and subjective experience
into one model of social interaction.

Hyperscanning setups have also been used for joint
neuromodulation of interacting participants, using an
interventional approach to further explore underlying
mechanisms of inter-brain coupling. In a study involving
transcranial alternating current stimulation (tACS) applied
simultaneously over motor cortex in two subjects during a joint
finger tapping task, movement synchrony was enhanced by
in-phase beta-band tACS (Novembre et al., 2017). Another study
used dual-brain tACS to augment social interactive learning
by enhancing spontaneous movement synchrony (Pan et al.,
2020). Future studies might test whether such neuromodulatory
interventions that lead to enhanced movement synchrony
also have a potential impact on the subjects’ assessment of
social engagement.

As discussed earlier, we propose that the socSMCs concept
might also provide new angles for neuropsychiatric research and
psychological treatment, for example in ASD. Several studies
have investigated interpersonally shared sensorimotor rhythms
and their role for joint attention, mutual trust or empathy
in hyperscanning setups involving ASD patients. These studies
have revealed reduced inter-brain coupling in dyads involving
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ASD participants compared to neurotypical controls, which was
associated with the impairment of the social interaction and/or
the severity of ASD (Tanabe et al., 2012; Salmi et al., 2013;
Hasegawa et al., 2016).

RELEVANCE FOR HUMAN–ROBOT
INTERACTION

We propose that the relevance of sensorimotor entrainment for
social coupling not only applies to human social interaction,
but can also serve to improve human–robot interaction (HRI).
In fact, work in robotics provides early implementations
of decentralized embodied executive control (Brooks, 1991).
In the development of socSMCs-based robot controllers,
the focus lies on algorithms for learning and deploying
action-effect contingencies rather than for extracting semantic
features from the sensor data, high-level reasoning and action
planning and execution as in current mainstream robotics.
The socSMCs concept suggests that many of the social action-
effect contingencies involved in HRI can be observed by using
rather simple features calculated from the sensory data. For
example, optical flow can be used to entrain a population of
neuronal oscillators by adjusting their phases and frequencies.
When a motor control signal is derived from a weighted
superposition of the oscillator signals, this model enables a
robot to imitate gestures and to synchronize its movements
with the human partner (Ansermin et al., 2016). Exploiting
the mutual entrainment drastically simplifies the computational
complexity of gesture mirroring and achieves millisecond-
precision synchronization, which is challenging to accomplish
with controllers that require high-level planning processes. Other
low-level sensor data, like, for example, from distance sensors,
collision detectors or the power consumption of the wheel
drive, have been used to learn associations between actions and
resulting changes in the sensory input, i.e., SMCs. Basically,
sensor readings were combined to form an entry into a memory
of SMCs that the robot had explored in the corresponding
context. A reward function was used to rank different behavioral
options. Together with a history of recently activated SMCs,
the robot could develop an understanding of the geometric
properties of its environment (Maye and Engel, 2011). This
allowed the robot to traverse the space without hitting obstacles
not because it was programmed to pull back whenever a distance
sensor flagged an imminent collision, but because it inferred from
the learned SMCs and its previous action sequence where it was
and that moving on would have a detrimental effect.

The reward structure of behavioral options that is conditioned
on the recent history of sensorimotor interactions can be
conveniently captured by Hidden Markov Models (Maye and
Engel, 2013). A powerful feature of this approach is the dual
use of the model. Employed as a forward model, imagined or
observed sensorimotor sequences can be used to simulate future
behavioral trajectories and gauge their outcomes. In the backward
direction, histories of sensorimotor interaction can be searched
for common patterns which effectively is a way to derive more

abstract knowledge from a set of particular interactions that all
yielded the same effect.

We hypothesize that implementing social interaction
capabilities in a robot which already is driven by knowledge
of relevant SMCs may not depend on any critical module or
function, as little as social cognition does not require any extra
components that a cognitive agent wouldn’t have. Therefore,
adapting SMC-based robotic approaches to the social level by
including socially relevant, low-level sensorimotor features
seems straightforward. A model case for this transition has been
made in a study which investigated a scenario where a robot and
a human jointly balanced a ball on a plank (Ghadirzadeh et al.,
2016). At the first stage, the robot learned the own action-effect
contingencies of tilting its end of the plank and the trajectory
of the ball. It then collaborated with a human by optimizing
the joint goal function which kept the ball on the plank. An
example for a real-world scenario that strongly relies on this
type of sensorimotor coupling is the joint lifting and carrying of
heavy objects, e.g., during removal of furniture to a new home.
Reinforcement learning was employed for action selection from
learnt SMCs, and residual uncertainty of human actions was
modeled by Gaussian processes. The possibility to predict human
movements from chunks of past trajectories indicates that
human behavior indeed exhibits patterns which can be exploited
by robot controllers (Bütepage et al., 2018). Instead of top-down
approaches like explicit cost functions or target-specific training
data, the authors used a bottom-up, data-driven model that was
trained in an unsupervised way. Knowing regularities in the way
humans move allows the controller to make predictions about
the human’s actions, which greatly limits the space of possible
robot movement trajectories and thereby lowers response times
(Bütepage et al., 2019). It has to be pointed out that this approach
is different from gesture recognition in that it does not attempt
to derive abstract descriptions of the movements like pointing
or stirring, which is then the basis for decision making and
action planning. In the socSMCs framework, the robot is rather
controlled by a network of sensorimotor memory traces in which
reward-based learning assigned utilities to paths and which
can be used by the controller to evaluate behavioral options.
More generally speaking, developing HRI on the basis of the
socSMCs concept does not suggest to introduce articulated
contingency detector modules. Social coordination, rather,
results from linking the individual agents’ networks of SMCs
through the interaction, thus constituting a global network
in which circular causality drives the collective dynamics.
Corresponding simulation studies in evolutionary robotics have
successfully modeled interaction dynamics in the perceptual
crossing paradigm in which participants seek to differentiate
a partner, their shadow and a static object – all of which feel
the same as you cross them, only two of which move, and
only one of which (the partner) responds to one’s presence
(Di Paolo et al., 2008).

By making human behavior more accessible for robot
controllers, wearable sensors may help bridging the currently
very different physical substrates of human and artificial agents
and facilitate social entrainment in HRI. For example, data
from a head-worn inertial measurement unit can enable a
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robot controller to learn human movement patterns related
to mutual attentiveness, coordination and overall positivity
(Hwang et al., 2019). We suggest that HRI feels natural to the
extent that SMCs acquired in human-human interaction can
be deployed also in the interaction with the robot. This idea
has consequences for all aspects of robotic development. For
example, synchronized movements, such as when we pass on
or carry objects together, require mutual frequency adaptation
in the human and the robot. This process runs much more
efficient if the intrinsic frequency properties of the human and
robotic embodiments are compatible (Ansermin et al., 2017),
which can inform the mechanical design of robots, e.g., to size
robotic limbs comparable to those of humans. Another effort to
narrow the gap between different embodiments and make SMCs
acquired in human-human interaction useful in the context of
HRI may be the development of methods for endowing robots
with facial expressions (Vouloutsi et al., 2019). This may be seen
as a gimmick at first; however, from the socSMCs perspective,
changing facial expressions support just another subset of SMCs
that humans engage in their mutual interaction, which may
facilitate also the interaction with the robot.

Thus, socSMCs-based human–robot coupling may enhance
computational efficiency through information reduction and
yield robot controllers that depend less on abstract explicit
internal representations, rendering real-time control of the
interaction feasible. A few iterations of the interpersonal
sensorimotor loop may activate memories of previous or similar
interactions which may then modulate the relative weighting
of possible behavioral options that the agents can choose from.
This also has the potential to replace rather discrete switching
of the active role between the human and the robot with
quasi-continuous turn-taking, encouraging the feeling of doing
something together as opposed to interacting with a machine.

GROUNDING TOGETHERNESS IN
DYNAMIC COORDINATION

As pointed out above, the socSMCs concept combines pragmatic
(embodied, enactive) approaches with a constitutive role of
social interaction, questioning the appropriateness of conceiving
minds as independent individual entities (see also De Jaegher
and Di Paolo, 2007; Gallagher, 2008; Satne and Roepstorff,
2015; Kyselo, 2016). For the study of human social capabilities,
this implies a dissolution of the boundaries between me and
the other that pervade classical cognitivist approaches. In
particular, the socSMCs concept focuses on the relation between
coupling dynamics at neurophysiological and behavioral levels,
and the varying degrees of social engagement experienced by
the individuals. This is in line with results from studies that
used the mirror game, a simple setup in which two players sit
opposite each other and coordinate the movement of two handles
placed on parallel tracks in front of them. Noy et al. (2011)
show that highly jitter-free, co-confident movement goes hand
in hand with the highly agreeable experience of togetherness –
a subjective merging of self and other, accompanied by the
sense that every action is the right one. In a follow-up

study, Noy et al. (2015) further showed how both subjective
ratings of moving together and objective motion-based markers
are predictive of physiological responses like correlated heart
rate fluctuations.

The socSMCs concept also receives support from studies
that highlight the role of active sensorimotor coordination for
agent recognition in a simple virtual game involving perceptual
crossing (Froese and Di Paolo, 2010; Auvray and Rohde, 2012;
Froese et al., 2014; Lenay, 2017). In the experimental paradigm
used by Auvray and Rohde (2012), two individuals move an
avatar along a virtual line, on which they meet three kinds of
objects: the avatar of the other player, the shadow of the other
player, as well as a stationary object. While all objects feel the
same (they produce a vibration) to the players, only one of
them can feel and respond to co-presence: the other player’s
avatar. This alone suffices for players to reliably identify one
another in the virtual space, based on players’ ability to recognize
mobile objects, as well as the fact that due to the interaction
dynamic, they more frequently met their partner, versus their
partner’s shadow.

Another line of work that generates insight into how
social engagement emerges through interaction is provided
by studies of musical improvisation. For instance, Walton
et al. (2018) used a combination of interviews and behavioral
modeling to better understand the interactions between pairs
of jazz pianists. Their models relate musicians’ upper-body
and musical movement (recordings of key-press timings and
notes played) to changes in the musical environment (two
different rhythmic background sounds), and the experience of
successful and creative performance as inferred from analysis
of the interviews. One of their main findings was that players’
experience was heavily influenced by how well they were able to
co-create a narrative – a structure to guide their collaborative
play and the emergence of new behaviors. Importantly, the
study demonstrates a clear relation between the movement
coordination of the players and the subjective experience of
social engagement, thus supporting one of the predictions of the
socSMCs concept.

A closely related field of research is the study of dyadic or
group improvisation in the form of dance (Himberg et al., 2018;
Kimmel et al., 2018). Akin the joint creation and negotiation
of time in music, Himberg et al. (2018) focus on movement
coordination (quantified by motion capture) and first-person
appraisal thereof (inferred from interviews and questionnaires)
as a vehicle for the aesthetic experience of togetherness, i.e.,
moments in which dancers experience heightened connection
among the group, and a genuinely distributed sense of agency.
The authors establish felt togetherness as a cross-sensory
and inherently shared phenomenon that clearly relates to the
agents’ coordination dynamics. Kimmel et al. (2018) provide
a detailed phenomenological account, based on analysis of
interview data, of how dancers co-create movement sequences
in the explorative practice of contact improvisation. Constrained
only by concerns for safety, collaboration and respect, dancers
in contact improvisation deploy rolling, sliding, and falling
movements to solve and create interactive challenges with their
partner and the ground.

Frontiers in Human Neuroscience | www.frontiersin.org 13 September 2021 | Volume 15 | Article 624610256

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-15-624610 September 15, 2021 Time: 11:5 # 14

Lübbert et al. Socializing Sensorimotor Contingencies

The relationship between social cohesion and interpersonal
movement coordination is also revealed in experimental evidence
from psychotherapeutic settings. For example, Ramseyer and
Tschacher (2014) analyzed video-recorded therapy sessions and
showed that both the amount of movement in patient and
therapist, as well as the degree to which these movements
correlate, positively predict therapeutic outcome (see also
Tschacher et al., 2017; Moulder et al., 2018).

Another vast line of support for the intricate relations
between bodily and personal or social dynamics comes from
functional neuroanatomy. For example, the large body of work
provided by Craig (2009a,b) provides detailed accounts of
the neurophysiological overlap of brain regions and pathways
associated with monitoring of bodily states, with areas and
pathways implicated in emotion, one’s subjective experience of
time, and other dimensions of social and self-awareness.

Together, these findings indicate that the skill to create and
express oneself in coordinative structures in real-time, together
with sensitivity to one’s own bodily sensations, contributes
critically to the phenomenon of togetherness in social interaction
dynamics. These studies support the proposal that a shared space
of SMCs underlies agents’ experiences of an engaging social
interaction, both in the sense of being safe and predictable, as well
as inviting and stimulating.

CONCLUSION

As discussed above, the socSMCs concept places joint action
center stage and highlights in particular the situated and
embodied sensorimotor processes that facilitate our participation
in a shared social world. Our proposal, thus, extends action-
oriented accounts of cognition (Varela et al., 1991; Clark, 1997;
Noë, 2004; Engel et al., 2013b) to the interaction between different
cognitive systems and broadens, in particular, the notion of SMCs
beyond their application in the theory of individual cognition
(O’Regan and Noë, 2001). In providing an overview of existing
approaches to account for the complexity of dynamics present in
human social cognition, we have attempted to show that novel
approaches and perspectives emerge from this view of social
interaction. However, key questions also remain open and need
further investigation. This concerns, for instance, the exact nature
of the grounding of subjective experiences of social engagement
in the jointly maintained situated sensorimotor dynamics, as
well as the translation of this insight into novel frameworks and
interventions to support social interaction in both everyday life
and clinical settings.

Pursuing the idea that SMCs may be applied in the context of
social cognition, the central notion of our proposal is to ground
social interaction in modes of sensorimotor and informational
coupling, shifting the focus of study onto investigations of
coordination dynamics as a vehicle of social entrainment. Our
proposal shares aspects with interactionist concepts and joint
action models of social cognition, but the socSMCs concept puts
an even stronger focus on the role of low-level sensorimotor
interaction dynamics for social entrainment and engagement.
As we have discussed, this shift in emphasis has potential
implications for the understanding of mechanisms underlying
social cognition in the healthy brain but also in conditions
of impaired social capabilities such as ASD. While work on
the neural foundations of social cognition has, in the past
decades, strongly focused on the capacity of the brain to
mirror the actions of others, recent work suggests a key role
for predictive mechanisms in social cognition in health and
disease, and dynamic coupling between agents has become
an issue of increasing interest in social neuroscience. In the
context of ASD, modulation of social understanding through
sensorimotor entrainment may even provide a new approach for
augmentation of social capabilities. In a long-term application-
oriented perspective, the socSMCs concept may also give rise
to novel strategies for HRI and cooperation and may allow to
introduce new concepts for robotics in training of social skills,
in ambient assisted living, and caregiving.
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Hyper-brain studies analyze the brain activity of two or more individuals during some form

of interaction. Several studies found signs of inter-subject brain activity coordination, such

as power and phase synchronization or information flow. This hyper-brain coordination

is frequently studied in paradigms which induce rhythms or even synchronization, e.g.,

by mirroring movements, turn-based activity in card or economic games, or joint music

making. It is therefore interesting to figure out in how far coordinated brain activity may

be induced by a rhythmicity in the task and/or the sensory feedback that the partners

receive. We therefore studied the EEG brain activity of dyads in a task that required the

smooth pursuit of a target and did not involve any extrinsic rhythms. Partners controlled

orthogonal axes of the two-dimensional motion of an object that had to be kept on the

target. Using several methods for analyzing hyper-brain coupling, we could not detect

signs of coordinated brain activity. However, we found several brain regions in which the

frequency-specific activity significantly correlated with the objective task performance,

the subjective experience thereof, and of the collaboration. Activity in these regions has

been linked to motor control, sensorimotor integration, executive control and emotional

processing. Our results suggest that neural correlates of intersubjectivity encompass

large parts of brain areas that are considered to be involved in sensorimotor control

without necessarily coordinating their activity across agents.

Keywords: non-rhythmic interaction, self-perception, joint attention, social cognition, hyper-scanning, EEG

1. INTRODUCTION

Hyper-scanning is a term that describes the simultaneous recording of brain activity from two or
more people while they undergo some form of interaction, and it has developed into an important
empirical method for research in social cognition. The approach can employ all major signal
modalities that are used in brain research, i.e., EEG, MEG, fMRI, and fNIRS. A consistent finding
in hyper-scanning studies is that the brain activities of the interacting partners are temporally
coordinated. Depending on the kind of the interaction, this coordination has been observed
on different timescales and in different brain areas, suggesting that it involves a multitude of
cognitive functions.

There is a spectrum of opinions about what functional role coordinated inter-brain activity
might play (Hamilton, 2020). As discussed in detail by Konvalinka and Roepstorff (2012), hyper-
brain activity is considered as substrate for a functional coupling between individuals that is used
to underpin representational concepts of social cognition as well as dynamic or enactive accounts.
In representational concepts, inter-brain coupling is seen as an enabling mechanism for shared
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representations of the task, goals, actions and intentions (Sebanz
et al., 2006; Vesper and Sebanz, 2016). Enactive accounts
emphasize the importance of the circular dynamics between
interacting agents for social cognition (Fuchs and Jaegher, 2009;
De Jaegher et al., 2010). More recently it has been suggested
that social cognition at least in part relies on action-effect
contingencies that agents deploy to predict their own and
other’s actions (Maye and Engel, 2016). In this framework,
hyper-brain activity would be seen as an indicator for the
dynamical informational and sensorimotor coupling of agents in
the interaction (Lübbert et al., 2021).

The paradigms that are used in hyper-scanning studies
can be roughly separated into those in which the interaction
happens in turns, like in card games, or is continuous,
like imitating movements. The prisoner’s dilemma game may
serve as a representative example for a turn-based interaction
paradigm. In each turn, the players decide whether to
“cooperate,” “defect” or adopt a “tit-for-tat” strategy, and the
combination of responses determines the reward received by
the dyad. By quantifying information flow between the two
brains during the period when partners make their decision
by partial directed coherence, networks have been observed
that change their topology depending on the combination
of strategies the partners followed (Babiloni et al., 2007a;
De Vico Fallani et al., 2010). An example paradigm for
studying inter-brain coupling during continuous interaction
is making music together. Guitarists showed increased inter-
brain phase synchronization in the theta band at fronto-
central electrodes when setting their tempo to the beats of a
metronome and around the onset of playing a short melody
together (Lindenberger et al., 2009; Sänger et al., 2012). After
the onset however, this synchronization decreased. Since the
reported inter-brain synchronization effects were all in the low-
frequency bands, the authors suggest they may result from the
similarity of the temporal properties of sensorimotor processes
in the individuals.

One problem in hyper-scanning studies is to disentangle
coherent inter-brain activity related to the interaction andmerely
correlated activity resulting from common input (Hamilton,
2020). Such correlated activity has been demonstrated between
participants watching the same movie but not at the same
time (Hasson et al., 2004), so that there clearly is no
interaction between them. Another issue, in our view, is
that the majority of tasks in hyper-scanning studies requires
that the physical activity of the partners be temporally
coordinated; therefore, the question arises in how far the
observed inter-brain coupling can be traced back to the
temporal coordination required by the task structure. In the
aforementioned guitar players study, the authors suggest that
the observed coupling of brain activity in the low frequency
range is likely related to the partners coordinating their
behavior through reciprocal sensorimotor feedback. Konvalinka
and Roepstorff (2012) must have had a similar feeling when
they wrote:

“Therefore, as mutual interaction involves behavioral coupling

between two people producing similar actions, and engages

similar cognitive processes (such as predicting each other’s

actions, imitating each other’s hand/finger movements, and

jointly attending to joint actions) between interacting partners,

it may not be so surprising that their brain rhythms are

synchronized.” (p. 7)

This begs the obvious question of how much and what
kind of inter-brain coupling one would observe if the task
would not impose strong temporal coordination of behavior.
Corresponding studies are scarce though. The room cleaning
scenario described in Dodel et al. (2010) may be one of the few
examples. The task for the team is to enter a previously unseen
room and “clean” it by keeping enemies who are potentially
lingering in the room in check. Solving the task requires the
team members coordinating their behavior on the tactical level
without involving precise synchronization of the actions. In a
hyper-scanning version of the paradigm in a virtual environment,
the researchers found changes in the intrinsic dimensionality
of brain activity with exercising the task, but they did not
report any inter-brain coupling results (Dodel et al., 2011).
Another study that observed the unfolding of coordinated room
“cleaning” in a simulated environment (Tognoli et al., 2011a)
reported candidate neuromarkers comprised of different EEG
topographies and different frequency bands that characterize
events during the action, but it also did not report any inter-brain
coupling (Tognoli et al., 2011b).

To help fill this gap we investigated coupling of neuronal
oscillatory activity in a joint target-tracking task. In this
game of skill, two players had to adjust two orthogonal
axes of a tablet in order to make a virtual ball roll toward
a moving target and follow it as closely as possible. Each
player minimized the distance between the ball and the target
along his or her axis of control, but whether they hit the
target at the same time or not was not relevant for the
success. We show that the task induced oscillatory activity
in sensory as well as motor areas of the brain, which is an
obvious expectation if one looks for neuronal mechanisms
of social interaction. We go one step further though and
demonstrate that these activity patterns co-vary with the
subjective experience of the interaction in terms of the own
performance in the task as well as the success of the collaboration.
We were particularly interested to figure out in how far
properties of the inter-brain coupling would be related to the
subjective experience. To address the problem of common
input, we contrasted two conditions in which both players
received the same input but worked on the task together
or individually.

This article complements a previous report about the same
dataset in which we analyzed physiological signals (heart
beat, respiration, skin conductance). The analyses revealed that
autonomic parameters during the game are predictive for the
self-assessment of the own performance and the success of
the collaboration to be rated after each trial (Maye et al.,
2020). Taking this finding as an indication for the role of
bodily processes in the emergence of intersubjectivity, we here
aim to elucidate the contribution of activity in the brain to
this experience.
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2. METHODS

2.1. Joint Target Tracking Task
The main objective in the search for an experimental paradigm
was that it should make the partners continuously collaborate on
a task but without the need for rhythmic temporal coordination.
In order to be optimally sensitive for identifying underlying
EEG dynamics of implicit interpersonal interaction, the second
objective was to minimize artifacts induced by movements of
the subjects.

We therefore decided to adopt a virtualized version of the
common labyrinth game in which one or more players move a
ball to a target location by tilting the game board. In order to
keep the two players in continuous interaction, we employed a
moving target that reversed its direction at random intervals (see
Figure 1A). Players controlled the tilt angle of the board along
orthogonal axes. This non-redundant control mode did not allow
one player to compensate errors made by the other; instead, both
players independently minimized the distance between the ball
and the target along their control axis. The maximum distance
the target moved in one direction was 14 cm, and it traveled at
about 0.86 cm/s.

Dyads were instructed to keep the ball as precisely as possible
on the target. We used the Euclidean distance d between the ball
and the target, accumulated along the duration of a round (T), as
an objective measure of performance:

d =

T
∑

t=1

√

1x2 + 1y2,

where 1x and 1y are the distances along each player’s axis.
We contrasted this collaborative condition with another

configuration which was similar in its sensorimotor feedback
but different in the level of interaction. In the individual
condition, there were two balls and two targets, and each player
tried to bring them together individually (see Figure 1B). Both
targets still reversed their movement direction at random times;
however, they did so at the same time. The reversal times were
different in each round, thus minimizing the temporal coherence
of common input across trials and dyads.

The paradigm was implemented on a tablet computer (iPad2,
Apple Inc.). The kinematic of the virtual ball was driven by
Newton’s second law with the accelerations given by the tilt angle
of the tablet. The tablet was mounted on a ball joint that carried
its weight. Participants poked their index finger into a thimble
on two sides, clenching the other fingers around a handle and
resting their forearm on an L-shaped frame (see Figure 1C). This
arrangement enabled the players to tilt the tablet by effortless,
miniature movements of the index finger, minimizing artifacts in
the EEG caused by muscle contractions.

2.2. Participants and Experimental
Procedure
Twenty-eight subjects participated in the study (20 females,
mean age 25.18 ± 3.86 years). All participants were right-
handed and reported to be in healthy condition. Except for
2 dyads, all participants declared to not know each other in

the first session. We obtained written informed consent before
commencing the experiment, and the participants received
financial compensation. The study was approved by the ethics
committee of the medical association of the city of Hamburg.

Participants exercised the task for 6 consecutive days with
the same partner. On each day, they completed 7 rounds in
each condition (collaborative/individual) in random order. Each
round lasted about 2 min. The training phase allowed the
participants to develop a dynamically stable performance on the
task and to acquire a routine for the experimental procedure.
Hyper-scanning was carried out on days 7 and 8. On day 7,
they played with their training partner; on day 8, they played
with another subject from the cohort. The analysis did not reveal
any significant differences between the data from days 7 and 8;
therefore, and to support the statistical power of the analyses
presented below, data from both days were pooled.

Immediately after each trial, the experimenter requested
the participants to rate their feeling regarding the
following aspects:

R1 : “Please rate your own performance.”
R2 : “Please rate your partner’s performance.”
R3 : “Please rate the collaboration.”

Participants selected a number between 1 and 9 (1-very poor,
9-excellent) on a small remote control which they held in their
left hands underneath the armrest so that the partner could
not see their selection. R2 and R3 were called out only after
a collaborative trial. We consider responses to R1 and R2 as
subjective measures of performance, whereas R3 reflected the
success as a team.

2.3. Data Recording and Analysis
The experiment took place in an electromagnetically shielded and
sound attenuated chamber. EEG was recorded simultaneously
from 64 active electrodes on the scalp of each participant
using two synchronized amplifiers (ActiveTwo AD-box, BioSemi
instrumentation) with a sample rate of 2,048 Hz. Electrodes were
placed according to the international 10/20 system and mounted
in stock head caps from the same company. Electrode montage
was standardized by centering Cz between nasion and inion and
between the pre-auricular points.

Horizontal eyemovements were recorded from two electrodes
placed at the outer canthi. To record vertical eye movements,
two more electrodes were mounted above and below the right
eye of each participant (see subject on the left in Figure 1C). The
horizontal and vertical components of the EOG were determined
by subtracting the signals from the corresponding electrodes.

We also recorded physiological signals, i.e., ECG, respiration,
EDA, and finger EMG. Details about the recording of those data
and their analysis are given in Maye et al. (2020).

Data were analyzed in Matlab (The Mathworks, Natick, MA,
USA) using the Fieldtrip toolbox (Oostenveld et al., 2011).

2.3.1. Preprocessing
The recorded EEG data were segmented into epochs of 109.7 s
aligned to the start of each round. A 0.5 s zero-padding was
added at the beginning and the end respectively. The data were
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FIGURE 1 | Target tracking task in the collaborative (A) and individual condition (B). Dashed lines visualize the trajectory of the target; they were not visible to the

subjects. The picture (C) shows the experimental setup and two participants with EEG caps.
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then re-referenced to the common average and filtered by a two-
pass finite impulse response filter with Hamming window in the
frequency band of 0.5–256 Hz. A notch filter was used to remove
power line noise and its harmonics. Linear trends in the EEG data
were also removed. The data were then resampled to 512 Hz.

In order to remove artifacts resulting from muscle activity,
eye movements and blinks from the EEG data, we employed
independent component analysis (ICA) over all 64 EEG channels.
The artifact-typical components were manually identified,
verified and removed. Artifactual components were identified
by matching their patterns and time courses to those shown
in Jung et al. (2000). In particular, artifacts resulting from eye
movements and blinks, muscular activity on the scalp and in the
neck and from cardiac activity were detected and removed. The
EOG was not included in the ICA but was used for verifying the
correctness of ICA. The time course of components with typical
eye movement-related patterns were compared with the EOG to
make sure all ocular artifact-related peaks were tracked by the
ICA components with the typical patterns.

2.3.2. Localizing EEG Sources
A three-dimensional current distribution was reconstructed
from the signals of the 64 scalp electrodes by eLORETA
(Low Resolution Electromagnetic Tomography, Pascual-Marqui
et al. 1994). This method offers exact, zero error localization
to point-test sources (Pascual-Marqui, 2007). The standard
boundary element method (BEM) head model provided by the
Fieldtrip toolbox was used (Oostenveld et al., 2003) with a voxel
edge length of 1 cm. EEG data were filtered by the inverse
solution, yielding an activity trace at each voxel. The spectra
of these source activities were calculated by multi-taper FFT
and correlated with the behavioral indicators using Pearson’s
coefficient of correlation.

2.3.3. Coupling Analysis
Data were divided into overlapping windows of 2 s and 1.5 s
overlap. Using 1-s-windows did not qualitatively change the
results. Since our analyses are focused on oscillatory brain
activity, we used multi-taper FFT to transform EEG data to the
time-frequency domain. Tapers were calculated from discrete
prolate spheroidal sequences (DPSS), and 3 tapers were used for
calculating the complex spectrum for each data window (1,024
samples). The frequency range was 1–120 Hz in steps of 1 Hz.

Rather than calculating phase coherency across trials, we here
were interested in the stability of phase differences across time,
i.e., the duration of a game. To this end we calculated the auto-
cross-spectra SX and SY , the hyper-cross-spectrum SXY , and
calculated coherence C by:

C =

|SXY |
2

SXSY

Using circular coherence (Burgess, 2013) did not qualitatively
change the results.

We also calculated other hyper-brain coupling measures
that are frequently used in the literature: amplitude or
power correlation (AC/PC), phase-locking value (PLV, Lachaux
et al., 1999), partial directed coherence (PDC, Baccalá and

Sameshima, 2001; Baccalá et al., 2007), and directed transfer
function (DTF, Kaminski and Blinowska, 1991). We used the
standardized interface to these methods that is provided by the
Fieldtrip toolbox.

2.3.4. Statistical Evaluation
The main comparison is between the strength of the respective
coupling measure in the collaborative and the individual
condition. Contrasting coupling at the sensor level and
in source space likewise involves a combinatorially large
number of comparisons (Maris et al., 2007). We employed
cluster-based permutation tests to counteract the multiple
comparison problem. This non-parametric test has the
capacity for incorporating biophysical constraints (Maris
and Oostenveld, 2007), which here is that electrodes/voxels
with differences in coupling between the conditions be compact
and that similar differences be present also in nearby frequency
bands. The main idea is to compare a test statistic for the
condition difference with the distribution of the statistic
when the comparison is made between data that have been
randomly sampled from both conditions. We used 1,000
repetitions for this resampling process. For the test statistic,
we employed a dependent samples t-test with a threshold of
0.05. As we did not have a hypothesis about the strength of
coupling in either condition, we considered both tails in the
permutation test.

In order to relate activity clusters to the literature, locations of
maximum correlation were looked up in the brainnetome atlas1

(Fan et al., 2016) and the neurosynth database.2

3. RESULTS

3.1. Correlations Between Ratings
A previous analysis of the behavioral data revealed that there
was no relation in how the two partners in a dyad evaluated
their task performance with respect to the questions R1–
R3. However, the three ratings were significantly correlated
within individuals (Maye et al., 2020). Here we summarize this
finding by showing the distribution of intra- and inter-individual
correlations of the ratings in Figure 2.Whereas individual ratings
were correlated with a coefficient of 0.6 or larger on average,
the average inter-individual correlation of responses was around
zero. Only when rating the partner’s performance (R2), responses
were correlated with a coefficient of about 0.4. The relation
between the self-evaluation of the own performance (R1) and
the tracking error (d) as an objective performance indicator
was surprisingly weak (median correlation: −0.33), suggesting
that participants did not accurately reflect upon their actual
task performance.

3.2. Power Differences
We calculated the power spectrum for each trial and compared it
between the two conditions. Across all participants, power in the
range from 66 to 120 Hz was larger in the collaborative condition

1atlas.brainnetome.org
2neurosynth.org
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FIGURE 2 | Correlation between the ratings given by each participant (3 boxes on the left) and between the partners in a dyad (next 3 boxes). The box on the right

shows the distribution of correlations between the self-assessed performance (R1) and the time-accumulated distance between the ball and the target (d). Red lines

show the median, blue boxes the 25 and 75% quantiles, whiskers the most extreme values not considered outliers, and red crosses show outliers. Medians are

different at the 5% level if the notches do not overlap.

FIGURE 3 | Topographic comparison of power spectra in the collaborative and individual condition. Power in the frequency range from 66 to 120 Hz is stronger in the

collaborative condition (A) and weaker in the range from 1 to 30 Hz (B). The average power across the respective frequency ranges is shown. Labeled electrodes

indicate statistically significant differences.

at a small group of fronto-right-central electrodes (p= 0.015, see
Figure 3). The maximum difference was observed at electrode F2
at 113 Hz (F= 4.0).

In addition, the individual condition showed a power increase
in the range from 1 to 30 Hz at a left-temporo-central region (p
= 1e-3). The maximum difference was observed at electrode Pz
at 14 Hz (F= 8.79).

To better understand the origin of these differences, we
calculated an inverse solution in the brain’s 3D source space.
According to this solution, the power increase in the high gamma
band during the collaborative condition was located in the right
superior frontal gyrus (Figure 4A). The power decrease in the 1–
30 Hz band emerged from the right cingulate gyrus (Figure 4C).
The source reconstruction revealed another cluster with reduced
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FIGURE 4 | Source reconstruction of the power differences between the collaborative and the individual condition in the frequency range 66–120 Hz (A,B) and 1–30

Hz (C).

activity in the 66–120 Hz band in the collaborative condition
which was located in the left lateral occipital cortex (Figure 4B).
A projection of this decrease can be seen at left parietal electrodes
around P5 in the topography (Figure 3A); however, the statistics
of this condition difference was above threshold there. Table 1
summarizes the frequencies, locations, and statistics of the power
difference sources.

3.3. Hyper-Brain Coupling
In order to search for signs of coordinated brain activity
in the dyads, we analyzed the EEG data from the partners
using the following coupling methods: amplitude coupling
(AC), power envelope coupling (PC), partial directed coherence
(PDC), directed transfer function (DTF), Granger causality (GC),

coherence (COH), and phase-locking value (PLV). None of the
methods indicated a systematic increase or decrease of coupling
between the two conditions. The p-values of the respective
cluster-based randomization statistics are listed in Table 2.

3.4. Correlating Behavioral Data and
Source Activity
We finally analyzed possible relations between the individual
brain activity and the respective behavioral parameters of the
participant. To this end, we reconstructed the activity in 3D
source space and transformed it to the frequency domain. We
then correlated the power spectrum at each voxel with the
tracking error along the axis of the participant, motion energy
and the three ratings R1–3.
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TABLE 1 | Contrasting brain activity in the collaborative and individual conditions.

Freq. (Hz) Region of maximal correlation MNI p-value F statistic

66–120 Right superior frontal gyrus A9l, lateral area 9 10 40 60 0.033 3.23

66–120 Left lateral occipital cortex mOccG, middle occipital gyrus −40 −80 10 0.033 −3.21

1–30 Right cingulate gyrus A23v, ventral area 23 10 −20 40 0.001 −6.76

TABLE 2 | Contrasting the collaborative and individual conditions using different

coupling methods.

Connectivity measure Collab>indiv Indiv>collab

AC 0.13 0.51

PC 0.3 0.87

PDC 0.6 0.54

DTF 0.71 0.73

GC 0.07 –

COH 0.3067 0.2947

PLV 0.1948 0.3776

p-values result from a cluster-based randomization test.

We found a negative correlation between the tracking error
and beta-band power in a region in the left inferior parietal
lobule. Properties of this correlation are listed in Table 3, and a
visualization of this region is shown in Figure 5.

For the subjective experience of own performance (R1),
the analysis revealed a more complex pattern of regions with
correlated brain activity. A small frontal region, a larger occipital
region and two left and right temporal regions comprise the
set of brain regions that were positively correlated with ratings
of the own performance. Whereas the strongest correlation
in the occipital regions was observed in the alpha band, the
remaining regions had their maximum correlation in the beta
band. In addition, a negative correlation was detected in the
right hemisphere of the cerebellum in the delta frequency range.
Properties of these clusters are listed in Table 4, and Figure 6

visualizes their location and extension.
The activity in four regions correlated with the ratings

of collaboration (R3). Alpha-band activity in a right parieto-
occipital region showed the maximum correlation. Similar to
ratings of own performance, the experience of collaboration also
correlated with activity in left and right temporal regions. In
contrast to all other clusters, this correlation was not frequency-
specific and could be observed in the range from 20 to 120 Hz.
Again, a negative correlation at delta frequencies was found in the
right hemisphere of the cerebellum. A quantitative description of
the correlations with R3 is given in Table 5, and the regions are
visualized in Figure 7.

There were no correlations with motion energy (p > 0.14)
or ratings of the partner’s performance performance (p >

0.1) found.

4. DISCUSSION

4.1. Joint Action or Joint Attention?
The joint target tracking task required the two players to
coordinate their actions in space and time and therefore complies

with a working definition of joint action (Sebanz et al., 2006).
It has to be pointed out though that the non-redundant control
of the ball along orthogonal axes completely decoupled both
agents’ action and effect spaces. A feature which in our view
is crucial in joint action, the adjustment of actions to those of
the other agents, may therefore be missing in this paradigm.
Hence interpretations of the results on the background of joint
action should be taken with a grain of salt. Moving the virtual
ball together with the partner in the collaborative condition
and controlling it by oneself in the individual condition clearly
should have switched between joint attention in the former and
individual attention in the latter. Contrasting both conditions
therefore can shed light on the neural processes involved in joint
attention as a preliminary stage in joint action (Maye et al., 2017).

4.2. (No) Hyper-Brain Coupling in
Arrhythmic Interaction
We applied a set of coupling analysis methods which have
been used in the literature to reveal temporal coordination in
hyper-activity data. None of them detected changes in hyper-
brain coupling when partners switched between solving the
task on their own and solving it together. One explanation
for this apparently disappointing finding may be that the
manipulation of the social context was just not strong enough
to detect hyper-brain coupling. We think it is difficult to explain
then, however, why switching between joint and individual
target tracking should entail weaker changes in social coupling
than, for example, switching strategies (cooperation/competition,
collaborating/defecting) in card or economic games, e.g.,
(Babiloni et al., 2007b; De Vico Fallani et al., 2010), or in sports
games (Liu et al., 2021). An alternative explanation could be
that our paradigm did not impose rhythms which could be
modulated by social context. It seems that some researchers
also considered this possibility in their studies. For example, in
Lindenberger et al. (2009) the authors discuss, that “... given
that the reported rhythms were all in the low EEG frequency
range, one plausible explanation could be that the similarities
in sensorimotor feedback (at least partially) contributed to the
inter-brain synchronization” (Konvalinka and Roepstorff, 2012).
Thus, if it would not have been the similarity of the sensorimotor
feedback as such but its rhythmic components3, then a lack of
rhythmicity in the sensory feedback may explain our difficulties
to observemodulations of the hyper-brain synchronization in the
EEG in our paradigm. A recent study of hyper-brain activity in a
virtual tennis game may round up this conclusion. Amplitudes of
alpha- and beta-band oscillations were correlated when players

3The study (Lindenberger et al., 2009) investigated guitarists playing a short

melody together.
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TABLE 3 | Clusters of brain activity correlating with tracking error.

Freq. Region of maximal correlation MNI Corr. coeff. p-value F statistic

18 Hz Left inferior parietal lobule A40rd, rostrodorsal area 40 (PFt) −40 −50 50 −0.21 0.001 −5.9151

FIGURE 5 | Correlation between 18 Hz power and tracking error.

TABLE 4 | Clusters of brain activity correlating with rating of own performance.

Freq. (Hz) Region of maximal correlation MNI Corr. coeff. p-value F statistic

10 Right precuneusA7m, medial area 7 (PEp) 0 −80 40 0.18 0.007 4.99

25 Left precentral gyrus A4ul, area 4 (upper limb region) −40 −20 70 0.17 0.023 4.64

22 Right inferior parietal lobule A40rd, rostrodorsal area 40 (PFt) 60 −20 30 0.16 0.042 4.48

22 Right superior frontal gyrus A9m, medial area 9 0 40 40 0.16 0.042 4.48

1 Cerebellum 40 −50 −30 −0.17 0.011 −4.86

TABLE 5 | Clusters of brain activity correlating with rating of collaboration.

Freq. (Hz) Region of maximal correlation MNI Corr. coeff. p-value F statistic

9 Right inferior parietal lobule A39rv, rostroventral area 39 40 −70 740 0.23 0.02 4.66

20–120 Left precentral gyrus A4hf, area 4 (head and face region) −60 10 30 0.22 0.036 4.49

1 Cerebellum 40 −40 −30 −0.22 0.058 −4.45

were in the same team playing doubles (cooperative condition),
but they were anti-correlated when playing in opposing teams
(competitive condition) (Liu et al., 2021). Although the authors
acknowledge the possibility that the observed coupling could be
a by-product of the interaction in the game, they argue that the
manipulation of the social context should prevail. Hence, a closer
analysis of the effect of the interaction dynamics on the results in
hyper-brain studies in general seems advisable.

4.3. Individual-Brain Signatures of
Collaboration
More support for a successful manipulation of social context
comes from the observation that tracking the target together or
individually very well induced changes of the neuronal activities
in the individual brains. When participants collaborated, we
found increased high-gamma-band activity of a region in the

right superior gyrus, which has been linked to explicit emotional
processing (Iaria et al., 2008). At the same time, these oscillations
were reduced in the lateral occipital cortex. Gamma oscillations
in this region have been attributed to visual object processing,
and they were modulated by attention and expectation (Tallon-
Baudry et al., 2004). In addition, oscillations in the beta and
lower frequency bands were also reduced under the collaborative
condition in the cingulate gyrus, which likewise has been shown
to be involved in visuomotor integration (Field et al., 2015)
and social emotions (Britton et al., 2006). The topography of
this decrease is similar to the result from a previous study
on joint attention (Lachat et al., 2012), where the maximal
modulation appeared between 11 and 13 Hz. We conclude that
the two modes of solving the tracking task induced differences
in visuomotor integration processes, emotional processing,
and attention.
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FIGURE 6 | Correlation of brain activity and rating of own performance. (A) 10 Hz, (B) 25 Hz, (C) 22 Hz, (D) 22 Hz, (E) 1 Hz.
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FIGURE 7 | Correlation of brain activity and rating of the partner’s performance. (A) 9 Hz, (B) 20–120 Hz, (C) 1 Hz.

4.4. Neural Correlates of Task Performance
and Self-Assessment
We also found several patterns of brain activity which were
related to task performance and subjective experience. The
tracking error showed a negative correlation with activity in the
left inferior parietal lobule, i.e., stronger activity in this area was
associated with better task performance. Activity in this region
has been found for target motion prediction (Kawawaki et al.,
2006), action execution, observation and imagination (Lacourse
et al., 2005; Molinari et al., 2012; Jiang et al., 2015), linking it to
the human mirror system (Dinstein et al., 2007). The correlation
with task performance was specifically with activity in the beta
band. This frequency band has been traditionally regarded as an
idling rhythm in the motor system (Pfurtscheller et al., 1996), but

newer accounts confer it a more active role for the maintenance

of steady-state force output and a more efficient processing of

proprioceptive feedback needed for monitoring the status quo

and recalibrating the sensorimotor system (Engel and Fries,
2010). It may therefore well exhibit the “active akinetic process”
that controls the miniature movements of the index finger to
keep the ball on the target. Since beta rhythms are also related to
the expectation of upcoming events, possibly they may also have
been induced by the players waiting for the target to reverse its
movement direction.

Whereas our analysis approach yielded a single activity
cluster which correlated with the objective task performance,
it revealed more complex spatio-spectral structures for the
self-assessment of task performance. Taking into account the
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weak agreement between behavioral indicators of objective and
subjective performance, i.e., tracking error and rating of own
performance, this distinctiveness may come as no surprise.
The maximum correlation occurred in the precuneus, a brain
area which interestingly has shown activity for reflective self-
awareness (Kjaer et al., 2002) and representation of the mental
self (Lou et al., 2004; Cavanna and Trimble, 2006). But the
cluster of significant correlation with ratings of task performance
extends over large parts of the superior parietal lobule, which is
considered a node in the default mode network. Interestingly,
activity specifically in the alpha band, like in our study, showed
significant overlap with the default mode network for self-
referential thoughts and during a social game task (Knyazev et al.,
2011). The researchers hypothesized that synchronization of
internal mental processes as opposed to the processing of external
stimuli might be the primary function of alpha oscillations in
this region.

We found three additional clusters in which beta-band activity
correlated with the outcome of the self-evaluation. One of these
extended over the left motor cortex and therefore is likely related
to movements of the right index finger. Activity in the inferior
parietal lobule has been linked to motor representations of
finger movements (Gerardin et al., 2003) and, as part of the
human mirror neuron system, action observation and execution
(Arnstein et al., 2011). The frontal activation cluster seems
to match with the anteromedial portion of the right superior
frontal gyrus, a region which again is part of the default mode
network as well as the cognitive control network (Li et al., 2013).
It may be interesting to note that the same region showed a
stronger activation in the 66–120 Hz band during collaboration,
whereas the correlation with self-assessment was found only for
activity around 22 Hz. This may result from different neuronal
populations with different activity profiles located in the same
region or from the same population exhibiting a functional
segregation by different frequency bands. In any case this comes
as a reminder that the spatial and spectral activation profiles
should be seen in an integrated fashion.

Whereas all clusters discussed so far were positively correlated
with the self-assessment of performance, a region with negative
correlation was located in the cerebellum. Traditionally, the
cerebellum has been considered a site where models of the
motor apparatus reside, and which are used for predicting the
consequences of actions (Wolpert et al., 1998). But the cerebellum
is also engaged in the acquisition and discrimination of sensory
information (Gao et al., 1996), sensorimotor coordination,
prediction and error-based learning, and affective socio-cognitive
processing (Sokolov et al., 2017). With respect to tracking the
target by finger movements in our paradigm, we think the
cerebellar cluster can be closely linked with other studies which
found that executed as well as imagined hand movements cause
activity in the cerebellum (Lacourse et al., 2005), and that motor
activity of and sensory signals from the fingers are mapped in the
cerebellum (Wiestler et al., 2011). This link is further supported
by the finding that the delta-band EEG has information which
can be used to decode finger movements (Paek et al., 2014).
Recently cerebellar activity has been linked to social cognition
(Van Overwalle et al., 2020), and the correlation with the

subjective performance evaluation could result from the observed
goal-directed body movements of the partner in the context of
our paradigm.

4.5. Neural Correlates of Intersubjectivity
Like for own performance, the experience of the success of
collaborating with the partner was also correlated with activity
in the left precentral gyrus. The extension of this cluster in the
right hemisphere is very similar to the cluster around the right
IPL that correlated with ratings of own performance. Whereas
the spatial distribution of these clusters is similar between the
two ratings, they differ in their frequency specificity. For ratings
of collaboration, correlations can be observed in the beta band
as well as across all of the gamma range, but for ratings of own
performance, the correlation is specifically in the beta band.

The involvement of cerebellar activity also resembles the
correlation structure for performance ratings. Recalling that
ratings of own performance and collaboration were highly
correlated, it would be interesting to know whether this was the
result of the similarities in the neuronal activation profiles or
whether our method yielded similar results because the input,
i.e., the ratings, were correlated. Unfortunately it is not possible
to answer this question with the approach selected for this study.

Despite these similarities, the spatial distribution of the alpha-
band cluster exhibits notable differences between the two ratings.
For ratings of collaboration, correlations were found only in
the posterior part of the parietal lobe of the right hemisphere,
extending into the ipsilateral occipital lobe, whereas it extends
over both hemispheres for ratings of own performance.

The absence of correlations with motion energy and ratings
of the partner’s performance suggests two conclusions: First, the
correlations with the other two ratings are not simply the result
of how much the participants moved the tablet, at least not to
a significant extent. And second, the evaluation of the partner’s
performance did not systematically covary with activity in the
brain regions for motor control, sensorimotor integration and
emotional processing of the own body like it did for evaluating
the own performance or collaboration. This is insofar surprising
as all three ratings were significantly correlated within the
individuals. It is unlikely that the ratings were randomly given
either, because they showed a stronger correlation within the
dyad than the other two. We therefore conjecture a form of
coupling of the partners in mutually rating their performance
which our analysis methods were not able to pick up.

4.6. Action and Subjective Experience May
Share the Same Neuronal Processes
Seen from a bird’s eye perspective our analyses revealed several
clusters in brain regions that are known to be involved in
motor control, sensory processing, sensorimotor integration, and
executive control. If one accepts that the observed correlations
indicate, at least in parts, a causal relation, then the conclusion
is that self-assessment of performance and collaboration are
significantly modulated by the neuronal processes that govern
sensorimotor coordination during the target-tracking task. This
interpretation is supported by the finding that in the majority
of clusters, oscillatory activity specifically in the alpha and beta
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band correlates with subjective experience. From the range of
functional significance assigned to the two frequency bands,
there is one aspect that sees alpha and beta oscillations together
controlling task performance: motor inhibition. Following the
target not only requires tilting the tablet in the right direction, but
also involves suppressing unwanted movements and a great deal
of precision in the motor control, both of which is not possible
without inhibition. Stronger alpha oscillations may indicate
better inhibitory control and tighter timing of cortical processing
(Klimesch et al., 2007). Likewise, beta oscillations may be related
to the maintenance of the sensorimotor set and the suppression
of unexpected external events (Engel and Fries, 2010). It may also
be hypothesized that the clustered activity in the alpha, beta and
high gamma band are an index for cognitive operations of the
global neuronal workspace (Palva and Palva, 2007); however, this
would require showing phase coordination of these oscillations.

It has to be pointed out that the discussed brain regions have
shown activity in many other tasks and contexts, and we selected
the studies we deemed the most related to the experimental
paradigm we investigated here. Nevertheless, the activation
patters seem to match well with the cognitive requirements for
solving the task. Together with the finding that the clusters
were associated with specific frequency bands, the alternative
interpretation of the observed correlations as sheer covariation
seems less likely. Our analyses therefore support the view
that the subjective experience of social interaction involves the
interaction of distributed neuronal populations, many of which
are considered controlling motor execution and coordinating
sensorimotor processing. What’s more, physiological processes
in the body as indexed by autonomic parameters like heart rate
variability, skin conductance and breathing rhythm also have
been shown to be informative about experience of performance
and collaboration (Maye et al., 2020). An integrated analysis of
activity in the cerebral and autonomic nervous system, though

extremely complex, may be a necessary next step toward a deeper
understanding of the body for the emergence of intersubjectivity.
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