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The mammalian genome is intricately folded in a three-dimensional topology believed to be important for the orchestration of gene expression regulating development, differentiation and tissue homeostasis. Important features of spatial genome conformation in the nucleus are promoter-enhancer contacts regulating gene expression within topologically-associated domains (TADs), short- and long-range interactions between TADs and associations of chromatin with nucleoli and nuclear speckles. In addition, anchoring of chromosomes to the nuclear lamina via lamina-associated domains (LADs) at the nuclear periphery is a key regulator of the radial distribution of chromatin. To what extent TADs and LADs act in concert as genomic organizers to shape the three-dimensional topology of chromatin has long remained unknown. A new study addressing this key question provides evidence of (i) preferred long-range associations between TADs forming TAD “cliques” which organize large heterochromatin domains, and (ii) stabilization of TAD cliques by LADs at the nuclear periphery after induction of terminal differentiation. Here, we review these findings, address the issue of whether TAD cliques exist in single cells and discuss the extent of cell-to-cell heterogeneity in higher-order chromatin conformation. The recent observations provide a first appreciation of changes in 4-dimensional higher-order genome topologies during differentiation.
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INTRODUCTION

Three-dimensional (3D) genome topology is important for the orchestration of gene expression governing development and tissue homeostasis. In mammalian nuclei, individual chromosomes occupy well-defined territories and adopt a radial (nuclear center-to-periphery) position which is overall conserved between cell types (Cremer and Cremer, 2010). At the nucleus scale, radial placement of chromosome territories generates topological conformations enabling a spatio-temporal regulation of processes such as DNA replication and gene expression (Bickmore and van Steensel, 2013).

A wealth of data combining high-throughput genomics, microscopy and bioinformatics has in the past decade enabled significant advancements in our understanding of spatial genome conformation at a range of scales (from gene locus to nucleus level) and resolutions (from kilobase to megabase). Comparisons between cell types and developmental studies combined with single-cell data convey an unprecedented view of common features of genome conformations and of heterogeneity in chromatin topologies at all scales. These studies also start to provide an appreciation of 4-dimensional (4D) changes in genome configuration, where the 4th dimension is time. Here, we highlight recent accounts of dynamic chromatin topologies in mammalian nuclei and address the heterogeneity of higher-order chromatin conformations in light of results from ensemble data and single-cell analyses.



A MODULAR 3-DIMENSIONAL LAYOUT OF THE GENOME

Genomic Interactions

The combination of chromosome conformation capture techniques with high-throughput sequencing makes it possible to map 3D chromosomal interactions in entire genomes using methods such as Hi-C (Dekker et al., 2013). Hi-C is based on a chemical crosslinking of chromatin segments in close proximity (or “interacting”) in the nucleus, ligation and sequencing of these interacting segments, and mapping to a reference genome to provide a snap-shot of interacting genomic regions. The result is a matrix of interaction frequencies, often shown as a heat map, between all regions of the genome in the cell population analyzed. Hi-C data consistently show that proximal interactions, along or close to the matrix diagonal, are statistically more frequent than long-range interactions (away from the matrix diagonal) and that intrachromosomal contacts vastly dominate over contacts between chromosomes.

Analysis of Hi-C data, corroborated by microscopy approaches (Boettiger et al., 2016; Beagrie et al., 2017; Bintu et al., 2018; Szabo et al., 2018; Finn et al., 2019), suggests a segregation of the genome into multi-megabase (Mb) “open”/active A compartments and “closed”/repressed B compartments (Rao et al., 2014). Within compartments, at the 0.5–1 Mb scale, topologically associated domains (TADs) are defined as regions with a high frequency of intrachromosomal contacts, whereas contacts are much less frequent between adjacent TADs (Dixon et al., 2012; Nora et al., 2012; Figure 1A). Within TADs, the number and nature of contacts can vary, partially specifying gene regulatory interactions (Kragesteen et al., 2018). Along the linear (1-dimensional) genome, TAD borders are overall conserved between cell types (Rao et al., 2014) and disrupting or weakening of TAD borders, for example by mutations in DNA binding motifs for structural proteins, can cause disease (Guo et al., 2015; Lupianez et al., 2015, 2016; Ren and Dixon, 2015) or be oncogenic (Hnisz et al., 2016; Valton and Dekker, 2016). Nevertheless, interactions between TADs (Olivares-Chauvet et al., 2016; Beagrie et al., 2017; Niskanen et al., 2018; Quinodoz et al., 2018; Szabo et al., 2018) and positioning of TADs in the nucleus space (Li et al., 2015; Paulsen et al., 2019) can vary between cells, conveying the idea that spatial genome topology displays cell-to-cell heterogeneity in a population and is therefore not static.
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FIGURE 1. TAD cliques represent spatial assemblies of heterochromatic TADs from Hi-C data. (A) Higher-order chromatin topology in a mammalian nucleus, highlighting a lamina-associated domain (LAD), topologically-associated domains (TADs) and TAD-TAD interactions. (B) Hi-C contact matrix showing TADs along the diagonal and highlighting some of the long-range TAD-TAD interactions, away from the diagonal (black frames); shown here for a region of chromosome 3 in human adipose MSCs. (C) Graph representation of a clique where four vertices (or TADs; A,C,E,F) all interact pair-wise in the fictive incidence matrix (red cells in the matrix, red edges in the graph). Vertices B and D, respectively, interact with vertices C and E only (blue cells in the matrix, blue edges in the graph) and do not belong to the clique. The clique shown here is of size k = 4. (D) Chrom3D structural models of an MSC nucleus. Models show all chromosomes as a continuous chain of beads (TADs) labeled differently (left) and highlight TAD cliques of size 9 on both chromosome 3 homologs (right). Note the variation in TAD proximity in both modeled chromosomes. (E) Representative FISH image of six TADs in a clique (green probes; chromosome 1) and five TADs not in clique (red probes; chromosome 5) (see Paulsen et al., 2019 for details). Note the absence of strict physical contact between all TADs even when they belong to a clique in the Hi-C data (green probes). Also note the variation in relative TAD distributions between the two sets of homologous chromosomes. Bar, 2 μm. (F) Browser view of A and B compartments, consensus TADs (shown over two lines for clarity), TAD cliques with clique size (number of TADs), LADs, H3K9me3, H3K27me3 and gene expression in undifferentiated adipose MSCs. Sequence data can be accessed at NCBI GEO GSE109924 (compartments, TADs, cliques and LADs), GSM621398 (H3K9me3), GSM621420 (H3K27me3), and GSE60237 (RNA).



The Nuclear Lamina Provides Anchors for Chromatin at the Nuclear Periphery

3D genome conformation is also under the influence of interactions of chromosomes with the nuclear envelope, at the nuclear periphery (Zuleger et al., 2013; Lund et al., 2014; Czapiewski et al., 2016; van Steensel and Belmont, 2017; Buchwalter et al., 2019). Subjacent to the nuclear membranes lays the nuclear lamina, a meshwork of intermediate filament proteins called lamins; these consist of lamins A and C (also referred to as lamins A/C or indiscriminately here as “lamin A” because they are splice variants of the LMNA gene) and lamins B1 and B2, products of the LMNB1 and LMNB2 genes (de Leeuw et al., 2018). Genomics and microscopy studies show that nuclear lamins interact with chromatin via lamina-associated domains (LADs) (Guelen et al., 2008; Buchwalter et al., 2019; Figure 1A). While lamin B1-chromatin interactions (lamin B1 LADs) are predominantly detected at the nuclear periphery, lamin A-associated regions have been shown to occur both at the nuclear periphery (lamin A LADs) and in the nuclear interior (Kind et al., 2013; Lund et al., 2013; Lund et al., 2015), in agreement with the existence of a nucleoplasmic pool of chromatin-bound lamin A (Naetar et al., 2017). Overall, peripheral LADs are gene-poor, heterochromatic and transcriptionally silent, however intranuclear lamin A-associated regions tend to be more gene-rich and euchromatic, and contain expressed genes (Lund et al., 2015; Gesson et al., 2016). This supports the view that nuclear lamin A in particular is able to associate with genomic regions harboring distinct chromatin features. This property may underline the broad impact of lamin A on the radial positioning of chromatin (Solovei et al., 2013; Thanisch et al., 2017), higher-order and locus-level chromatin conformation (Cesarini et al., 2015; Rønningen et al., 2015; Gesson et al., 2016; Oldenburg et al., 2017; Paulsen et al., 2017; Briand et al., 2018; Grigoryan et al., 2018; Forsberg et al., 2019; Ulianov et al., 2019) and chromatin mobility (Bronshtein et al., 2015, 2016; Vivante et al., 2018). It is important to mention, however, that although A-type lamins are able to bind DNA and nucleosomes in vitro (as do B-type lamins) (Bruston et al., 2010), they are not sufficient to anchor heterochromatin at the nuclear periphery, and rather do so via lamin-associated protein complexes containing integral proteins of the inner nuclear membrane (Solovei et al., 2013; Buchwalter et al., 2019).

Mapping of LADs during cell differentiation suggests that a proportion of lamin-chromatin interactions are developmentally regulated (Peric-Hupkes et al., 2010; Lund et al., 2013; Rønningen et al., 2015; Robson et al., 2016, 2017). In mesenchymal stem cells (MSCs) from human adipose tissue, promoters of genes that control adipogenesis and that are bound to lamin A in undifferentiated cells, have been shown to dissociate from lamin A after induction of adipogenesis (while genes regulating other lineages do not), in a manner that could prime these genes for activation (Lund et al., 2013). Variable lamin A-chromatin interactions are detectable not only at individual loci but also encompass entire regions (Rønningen et al., 2015; Gesson et al., 2016). An additional level of complexity of chromatin association with nuclear lamins are occurrences of exchangeable interactions of chromatin with lamins A and B1 in an in vitro steatosis cell model (Forsberg et al., 2019). Computational models of 3D genome structure corroborated by fluorescence in situ hybridization (FISH) illustrate, based on these lamin-chromatin interaction data, a radial repositioning of TADs as a function of whether or not they contain lamin B1 LADs (Forsberg et al., 2019). Dynamic interactions of chromatin with the nuclear lamina, and lamina-associated protein complexes, thus provide a means of radially (re)positioning chromatin in the nucleus (Reddy et al., 2008; Kind et al., 2013; Solovei et al., 2013; Harr et al., 2015; Kind et al., 2015).

How TADs and LADs as genomic organizers together orchestrate spatial genome topology has recently been investigated in a controlled differentiation system (Paulsen et al., 2019). The findings, discussed below, provide evidence of multiple long-range TAD-TAD interactions which, together with associations with the nuclear lamina through LADs, contribute to shaping the 4-dimensional genome during terminal differentiation.



A GET-TOGETHER OF TADS INTO CLIQUES

How Are TAD Cliques Recognizable?

Hi-C matrices typically reveal interactions within TADs, between linearly consecutive TADs (along the matrix diagonal), and between linearly non-contiguous TADs – that is, away from the matrix diagonal (Figure 1B, exemplified in boxed areas). Such long-range TAD-TAD interactions involve only two TADs (TAD pairs) or multiple TADs. In addition, when multiple TADs interact in the Hi-C data, all TADs can interact with one another in this “network,” or only a subset of TADs does. Identifying multiple TAD-TAD interactions in a Hi-C matrix can therefore constitute a real challenge. One way to overcome this is to turn to the mathematical area of graph theory and cliques. In graph theory, a clique is a subset of k vertices (or nodes) which are all connected pair-wise by an edge (Figure 1C). In a recent interrogation of changes in long-range TAD-TAD interactions during differentiation, we defined a “TAD clique” as a subset of k TADs (with k ≥ 3) which are fully connected – that is, which all interact pair-wise in the Hi-C data (Paulsen et al., 2019; Figure 1C).

A key step in the identification of TAD cliques is mapping statistically significant pair-wise TAD-TAD interactions. This has been achieved using a non-central hypergeometric distribution to calculate the probability of observing a given number of Hi-C contacts dependent on the number of contacts involved between the two TADs, the total number of contacts the two TADs are involved in, and the genomic distance between the TADs (Paulsen et al., 2018). A P-value is then computed to identify statistically significant contacts – i.e., contacts that occur more frequently than what would be expected by chance. TAD cliques are subsequently identified by representing all significant inter-TAD contacts as a graph (Figure 1C) and searching for maximal clique sizes (Paulsen et al., 2019). Using this approach, we found that TAD cliques represent a prominent feature of higher-order genome organization: from ∼15,000 significant pair-wise inter-TAD contacts mapped in human adipose MSCs, we found more than 3,000 cliques of 3–11 TADs which altogether make up ∼50% of the genome.

Three-dimensional structural models of the genome (Paulsen et al., 2017) predict long-range inter-TAD interactions for TADs in cliques that are more frequent than that of TADs in a randomized topology (Figure 1D; Paulsen et al., 2019). Dual-color FISH using probes against TADs in cliques and outside cliques supports the modeling predictions and illustrates that TADs in cliques can form close associations, as exemplified in Figure 1E. However, as discussed later, variations in how physically close to one another TADs in a clique are, demonstrate the heterogeneity in chromatin configurations between cells and challenges the interpretation of ensemble Hi-C data.

TAD Cliques Form Higher-Order Chromatin Assemblies Identifiable in the Hi-C Data

TAD cliques are enriched in B compartments and accordingly, genes in cliques are overall repressed or lowly expressed (Figure 1F). TAD cliques are enriched in trimethylated histone H3 lysine 9 (H3K9me3) usually throughout the TADs, and to a greater extent than in the Polycomb mark H3K27me3 (Figure 1F). Thus TAD cliques exhibit characteristics of constitutive heterochromatin and may harbor Polycomb domains. H3K9me3/H3K27me3 enrichment profiles in TAD cliques suggest that they represent a subtype of B compartment previously unrecognized (Rao et al., 2014), containing H3K9me3 with variegated H3K27me3 and, as discussed later in this article, variable LADs.

TAD cliques are also found in A compartments, yet in lower proportions than in B compartments (Paulsen et al., 2019). Intriguingly, TAD cliques in A compartments include active genes interspersed with H3K27me3-marked genes, but overall harbor no LADs (Figure 1F). In undifferentiated cells, such cliques may represent associations of facultative heterochromatin containing genes that can be activated during differentiation.

TAD Cliques Represent Dynamic Topological Assemblies

TAD cliques are not static entities and following their fate during differentiation reveals the dynamics of higher-order chromatin topologies. Supporting this idea, using an alluvial graph representation, TAD cliques have been shown to expand or shrink during adipose differentiation, by gaining or losing TADs, and some cliques also exhibit adipose versus neuronal lineage-specificity (Paulsen et al., 2019). In line with the repressed nature of TAD cliques, clique expansion is associated with downregulation of expression of genes within the clique, and conversely, down-sizing of a clique coincides with upregulation of gene expression. Changes in clique size do not correspond to changes in B compartment size or to A/B compartment switching, suggesting that TAD clique dynamics constitutes yet another level of higher-order chromatin conformation changes.

Temporal changes in inter-TAD contacts characterize not only mesenchymal and embryonic stem cell differentiation (Bonev et al., 2017; Paulsen et al., 2019), but also dedifferentiation, as shown during the reprogramming of mouse B cells toward pluripotency (Stadhouders et al., 2018). Remarkably, during cell reprogramming, a striking reduction in the number of TAD cliques detected in B cells (Paulsen et al., 2019) likely reflects a loosening of higher-order chromatin structure as cells acquire a pluripotent state. Inter-TAD contacts also appear to be prone to environmental conditions. The heat shock response in Drosophila cells is topologically manifested by a decrease in contacts within TADs (perhaps reflecting gene expression changes) and an increase in long-range inter-TAD interactions (Li et al., 2015). This implies a spatial rearrangement of TADs and a large-scale reorganization of chromatin which may be important for gene silencing after temperature stress. How long-range TAD-TAD interactions are promoted in this system remains unknown but could implicate a decrease in the strength of TAD borders (Li et al., 2015). These studies exemplify how dynamic long-range interactions between topological domains, such as a gain or loss of TADs in cliques, emerge as functionally important processes shaping the 4D nucleome.



TAD CLIQUES AND OTHER LONG-RANGE ASSOCIATIONS BETWEEN TADS

Cliques and SPRITE Hubs

Chromatin is anchored to intranuclear bodies, including nucleoli (Nemeth et al., 2010) and nuclear speckles (Baudement et al., 2018; Chen et al., 2018). The split-pool recognition of interactions by tag extension (SPRITE) method was developed to detect higher-order multi-way chromosomal interactions (Quinodoz et al., 2018). Over 300,000 so-called SPRITE clusters of 3–14 “k-mers” (or associations) have been reported. These associations were interpreted to form “chromosomal hubs” arising from long-range interactions including either gene-dense, active and RNA-polymerase II-marked regions at nuclear speckles, or inactive centromere-proximal regions at the nucleolus (Quinodoz et al., 2018). Since unlike Hi-C, SPRITE does not depend on proximity ligation, the method enables detection of genomic interactions over longer distances than those detectable by Hi-C (Quinodoz et al., 2018). The heterochromatic nature of cliques and of nucleolus-associated domains (Nemeth et al., 2010; Sen Gupta and Sengupta, 2017) raises the possibility that a fraction of repressed SPRITE clusters could reside in TAD cliques or encompass several cliques at the periphery of nucleoli.

TAD Cliques and Long-Range Inter-TAD Interactions in Other Systems

Heterochromatic TAD cliques resemble H3K9me3-rich “TAD hubs” reported in B compartments as a result of long-range inter-TAD contacts in the Hi-C data in endothelial cells, and similarly to cliques, these “hubs” are enriched in LADs (Niskanen et al., 2018). Interestingly, analyses of TAD cliques and of the “hubs” of Niskanen et al. concur in that despite the clique rearrangements discussed above, most chromatin domains seem to fall within a pre-established overarching conformation (such as TAD cliques or absence thereof) that is overall maintained during terminal differentiation (Niskanen et al., 2018; Paulsen et al., 2019).

TAD assemblies have also been reported in Drosophila using Hi-C and 3D FISH. The data interestingly reveal higher-order dynamic interactions between TADs, where repressed TADs are organized as a succession of “nanocompartments” interspersed by active regions (Szabo et al., 2018). Some of these nanocompartments involve linearly non-adjacent TADs (as suggested by FISH and inferences from 3D models of these configurations), supporting the idea of TAD cliques. The TAD assemblies of Szabo et al. also resemble TAD cliques in A compartments harboring H3K27me3 and similarly to these particular cliques, they seldom occur (Szabo et al., 2018). The Paulsen and Szabo studies also concur in that changes in inter-TAD interactions reflect discrete chromosomal contacts and not a fusion or splitting of TADs.

Other studies also provide evidence of inter-TAD interactions, but properties of these interactions distinguish them from TAD cliques. (i) “Meta-TADs” have been reported as interactions between multiple neighboring TADs and thus do not encompass strictly long-range TAD-TAD interactions that define cliques. Meta-TADs are enriched in H3K27me3 and RNA polymerase II (Fraser et al., 2015) but are devoid of H3K9me3, which again segregates them from TAD cliques. (ii) A variation of Hi-C using “chromosome walks” (C-walks) captures associations between two to four TADs, the occurrence of which is enhanced by Polycomb group proteins (Olivares-Chauvet et al., 2016). Interestingly however, the C-walk data favor a view of pair-wise TAD-TAD contacts over a hub-like topology, and random associations between active loci rather than a regulated process. (iii) Genome architecture mapping, a method that measures genomic contacts based on the sequencing a large number of thin slices through nuclei, has been shown to identify three-way TAD interactions (Beagrie et al., 2017). These multivalent interactions regroup active genes and enhancers (Beagrie et al., 2017) and may constitute supra-TAD gene regulation units.



WHEN TAD CLIQUES BECOME PERIPHERAL MATTER

A feature of TAD cliques in human and mouse cells is their enrichment in LADs, however, this relationship seems to depend on clique size and cell state (Paulsen et al., 2019). Accordingly, the proportion of linear clique coverage by LADs increases with clique size (up to 50% in large cliques), and adipogenic induction coincides with an increase in the LAD content of cliques irrespectively of clique size. This implies that large cliques tend to associate with the nuclear lamina and that this association is exacerbated in terminally differentiated cells. Nevertheless, lamina association appears to be dispensable for TAD clique formation because many cliques exist in the absence of LADs (Figure 1F; see region 40–60 Mb in chromosome 3), and there are several instances of LADs emerging within already established cliques during adipose differentiation (Figure 2A; de novo LADs). Interestingly, nuclear lamina anchoring of TADs in cliques may further compact chromatin in these TADs (Ulianov et al., 2019).
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FIGURE 2. Association of TAD cliques with the nuclear periphery. (A) Browser view showing de novo LADs appearing in pre-existing TAD cliques in a B compartment on day 3 of adipose differentiation. Sequence data can be accessed at NCBI GEO GSE109924 and GSE60237. (B) Radial positioning of TAD cliques in the nucleus: model views. Top, differential preferred radial position of a small (pink) and a large (red) TAD clique. Bottom, differentiation repositions a TAD clique toward the nuclear periphery; orange arrow symbolizes differentiation.



Three-dimensional genome structural models corroborate these features and predict a nuclear peripheral localization of TAD cliques in relation to clique size, with larger cliques more frequently found at the nuclear periphery, and differentiation (Paulsen et al., 2019; Figure 2B). Given their heterochromatic nature, it is reasonable to speculate that TAD cliques may strengthen a repressive state of gene expression by stabilizing peripheral heterochromatin at the nuclear lamina. To achieve this, our data argue that only a subset of TADs would be sufficient to anchor a clique at the nuclear lamina since within a clique containing LADs, not all TADs necessarily harbor LADs. Thus, a peripheral localization of TADs in a clique may not directly require LADs if this localization implicates LADs in neighboring TADs. The clique concept further argues that these neighboring TADs need not be linearly contiguous as long as they remain spatially close in a 3D environment.



ARE THERE TAD CLIQUES IN SINGLE CELLS?

TAD cliques are currently identified from Hi-C data generated from millions of cells, so Hi-C data reflect averages of chromosomal interactions across a cell population and do not reflect genomic interactions in individual cells. This knowledge gap has prompted the advent of single-cell Hi-C as a technical tour-de-force (Nagano et al., 2013, 2017; Flyamer et al., 2017; Stevens et al., 2017). Single-cell Hi-C captures snapshots of chromosomal interactions in individual cells, and although contacts are sparser than in ensemble Hi-C matrices, it is possible to detect statistically significant pair-wise TAD-TAD contacts (Paulsen et al., 2019). Nevertheless, this sparsity of contacts makes identification of TAD cliques virtually impossible.

To circumvent this problem, we have proposed a five-step proxy strategy which enables an estimation of TAD-TAD contacts within projected TAD cliques identified from ensemble Hi-C data:

• Determine significant pair-wise TAD-TAD interactions in single-cell Hi-C contact matrices;

• Map TAD cliques in ensemble Hi-C data for the same cell type;

• Project these cliques onto individual single-cell Hi-C matrices;

• Calculate TAD contact frequencies within the projected cliques and outside the cliques;

• Calculate TAD contact densities in the projected cliques.

Using this approach, we found in mouse embryonic stem cells an enrichment of TAD-TAD interactions in projected cliques compared to randomized controls (Paulsen et al., 2019). Further, most single cells analyzed display clique-like TAD assemblies with at least 50% TAD connectivity within them (that is, with more than 50% of TADs connected pair-wise within the projected cliques in the single-cell Hi-C data). Thus, although this does not demonstrate the existence of TAD cliques in single cells, the subsets of TADs may display statistically significant long-range associations also in single-cell Hi-C data.



HETEROGENEITY IN HIGHER-ORDER CHROMATIN TOPOLOGIES

FISH and Hi-C: Variations in Locus Proximities

At the level of the nucleus, pair-wise TAD-TAD contacts can be highly variable between cells in a population. Single-cell Hi-C data show variability in the number and genomic coordinates of chromosomal interactions (Nagano et al., 2013, 2017; Flyamer et al., 2017; Stevens et al., 2017) and in significant inter-TAD contacts. This is also seen in the number and nature of TADs involved in projected TAD cliques using the approach outlined above. FISH analysis corroborates the Hi-C data and reveals heterogeneity in spatial TAD proximity (Szabo et al., 2018; Finn et al., 2019; Paulsen et al., 2019; see Figure 1E). Therefore, sets of TADs may preferably be in proximity at the single-cell level but not necessarily in physical contact in all cells. Stochastic interactions within this proximal neighborhood, which has led to the view of “stochastic clusters” (Flyamer et al., 2017), can still be statistically more frequent than stochastic interactions between TADs in a spatial random configuration.

Heterogeneity in FISH configurations is also detected for homotypic TADs that exhibit “statistical preference” (Boettiger et al., 2016; Szabo et al., 2018). Corroborating this view, C-walks favor the idea of stochastic TAD-TAD interactions rather than functional interaction hubs (Olivares-Chauvet et al., 2016). Similarly, analysis of chromosome conformation by high-throughput FISH shows that even neighboring TADs do not necessarily cluster, and concurs in that cell populations display a wide array of genome configurations (Finn et al., 2019). Some of this variation can be caused by inter-allelic variation within single nuclei (Oldenburg et al., 2017; Finn et al., 2019; Paulsen et al., 2019; see also Figures 1D,E), which adds to the challenge of interpreting Hi-C data in the absence of sufficient polymorphism. These observations altogether illustrate the variegated higher-order topologies of chromatin between cells and between homologous chromosomes in a given cell.

Cell-to-Cell Variability in Genome Conformation Estimated From Structural 3D Models of the Genome

With recent developments in computational approaches to model genome structure in 3D, it is now possible to make powerful estimations of the spatial arrangement of chromatin domains, including their radial positioning and their spatial proximity (Paulsen et al., 2018). Several frameworks and pipelines can model 3D genome structures (Imakaev et al., 2012; Dekker et al., 2013; Serra et al., 2015; Szalaj et al., 2016; Tjong et al., 2016; Li et al., 2017; Paulsen et al., 2017), and some can incorporate locus positional constraints in the modeled nuclei. Integrated Modeling Platform (IMP) is a framework initially developed to model 3D protein structure, and can in principle integrate spatial restraints for chromatin (Kalhor et al., 2011; Bau and Marti-Renom, 2012; Russel et al., 2012; Tjong et al., 2016; Li et al., 2017). Other methods enable integration of non-Hi-C data in the modeling, such as nucleolus constraints and centromere position in yeast (Duan et al., 2010), or interactions with the nuclear lamina (LADs) (Li et al., 2017; Paulsen et al., 2017). We have recently introduced Chrom3D (Paulsen et al., 2017, 2018), a platform designed to incorporate Hi-C and lamin ChIP-seq data as positional constraints for TADs (or any other genomic unit); these provide respective information on inter-domain interactions and on the radial positioning of loci in the modeled nuclei (Briand et al., 2018; Forsberg et al., 2019). Analyses of 3D genome models enable statistically robust estimates of variations in 3D genome structures between cells in the population under study (Paulsen et al., 2017). Using deconvolution techniques, IMP-based approaches estimate an ensemble of structures as part of a single simulation (Dai et al., 2016; Tjong et al., 2016; Li et al., 2017). In contrast, Chrom3D generates a single structure per simulation, and hundreds of simulations allows for statistical estimates of the position of domains across a large number of models (Paulsen et al., 2017).

The modeling exercises predict that heterogeneity in 3D genome structures exist between cells in a population, both in terms of spatial proximity of given domains (Paulsen et al., 2019) and in their positioning relative to the nuclear periphery (Dai et al., 2016; Tjong et al., 2016; Li et al., 2017; Paulsen et al., 2017; Briand et al., 2018; Forsberg et al., 2019). This variation, visualized by FISH (Kind et al., 2015; Paulsen et al., 2017; Briand et al., 2018; Finn et al., 2019; Forsberg et al., 2019), emerges as a significant factor impacting higher-order genome topologies. Chrom3D modeling reveals that TADs in cliques show closer proximity than TADs outside cliques in a control random configuration (Paulsen et al., 2019). Importantly however, TADs in cliques (as seen in Hi-C data) are rarely, if at all, all closely associated in a given modeled nucleus (or in FISH experiments) (see Figures 1D,E), in line with the interpretation of ensemble versus single-cell observations. At present, we do not know whether population-based modeling provides more information than statistical estimates from multiple simulations. Despite validations of predicted 3D genome structures by FISH (Tjong et al., 2016; Li et al., 2017; Paulsen et al., 2017, 2019; Forsberg et al., 2019), more work is required to determine whether variations in chromatin topologies can also be reliably predicted by computational modeling.



CONCLUDING REMARKS AND FUTURE DIRECTIONS

A role of TADs and LADs in spatially organizing the genome has been established through their respective purpose in confining gene regulatory interactions and anchoring chromatin at the nuclear periphery. The nuclear lamina has been shown to anchor subsets of TADs at the nuclear envelope through LADs in a differentiation-dependent manner (Robson et al., 2016; Paulsen et al., 2019), providing a radial relationship between these genomic organizers. The recent results presented here highlight a new level of 4D genome organization involving long-range TAD-TAD associations into TAD cliques and a radial positioning of cliques related to their LAD content. Of note, TAD cliques can exist in the nuclear interior without LADs, making LADs unlikely to be required for cliques to assemble. LADs may, however, be necessary to stabilize cliques containing long-term repressed developmental genes at the nuclear periphery. Following the dynamics and spatial (re)positioning of TAD cliques during development, lineage commitment and terminal differentiation, in relation to the evolution of epigenetic components, including chromatin accessibility and DNA methylation, is expected to provide new insights on higher-order genome topologies in a 4-dimensional context.

A key question remains of how TAD cliques are formed and disassembled. TAD cliques in B compartments are primarily heterochromatic. So mechanistically, proteins promoting the formation or spreading of heterochromatin, such as heterochromatin protein 1 (HP1) isoforms (CBX1, CBX3, or CBX5) (Canzio et al., 2014) are interesting candidates as mediators of clique assembly. Physically, TAD clique formation could involve a phase separation process, which has been shown to be implicated in the formation of heterochromatin and in driving the segregation of heterochromatin from euchromatin (Larson et al., 2017; Strom et al., 2017). If TADs in a clique do not physically contact each other at the single-cell level, but are rather in a close neighborhood, proximity of TADs in cliques could be mediated by liquid condensates aggregating and constraining specific homotypic chromatin domains in a confined space (Shin et al., 2018). Supporting this idea are demonstrations of clustering of enhancers (Sabari et al., 2018) and formation of Polycomb condensates by phase separation (Tatavosian et al., 2019). The latter could potentially explain a subset of H3K27me3-rich TAD cliques in A compartments (Paulsen et al., 2019) and other Polycomb domains (Fraser et al., 2015; Olivares-Chauvet et al., 2016).

Loss-of-function experiments should provide clues on factors involved in the gain or loss of TADs in cliques. What is currently missing is a robust method to assay TAD clique formation or breakdown, which would not depend on costly and labor-intensive Hi-C experiments. High-throughput FISH assays (Finn et al., 2019), TAD visualization in living cells using CRISPR/Cas9-EGFP marking of domains (Wang and Qi, 2016) or using genetic tagging with the ANCHOR system (Bystricky, 2015; Germier et al., 2017), may be tools worthy of investigation to monitor TAD clique expansion, shrinking and spatial distribution in the nucleus. Live-cell chromatin imaging methods would also enable visualization of TAD clique dynamics and spatial tracking in real time.

Variability in spatial genome conformations highlighted in single-cell experiments raises the issue of to whether TAD clique dynamics represents a deterministic or stochastic process (Bystricky, 2015). The current lack of demonstration that TAD clique assembly and disassembly is a regulated process opens for possibilities that stochasticity plays a significant role in spatial genome configurations (Flyamer et al., 2017). Inasmuch as stochasticity in gene expression emerges as an important contributor to regulated gene expression patterns (Dessalles et al., 2017; Horowitz and Kulkarni, 2017), stochasticity in genome conformation may favor preferred topologies that direct gene expression programs. Such deterministic view of genome structure-function relationships at higher-order level remains to be examined in 4D contexts using matched topological and transcriptome datasets. Along these lines, more detailed analyses of the links between differentiation- and lineage-specific TAD clique formation and expression control of genes within TAD cliques will in the future help gaining further insights into the significant of these higher-order long-range domain associations.

Are TAD cliques deregulated in disease contexts? TAD cliques harbor a large number of disease-associated genes in normal cultured MSCs. Lamin A modulates large-scale chromatin dynamics (Bronshtein et al., 2015) and contributes to the peripheral anchoring of heterochromatin at the nuclear envelope (Solovei et al., 2013). So the role of A-type lamins in the regulation of TAD cliques, and whether they are differentially affected in B versus A compartments, will be important to investigate in the context of lamin A mutations causing laminopathies (Worman, 2012) – in particular mutations that affect lamin-chromatin interactions and gene positioning (Mewborn et al., 2010; Perovanovic et al., 2016; Paulsen et al., 2017; Briand and Collas, 2018; Briand et al., 2018). In the near future, the combination of strategies including high-throughput genome editing and genomics (Leemans et al., 2019), high-throughput FISH (Finn et al., 2019), live-cell imaging of chromatin (Germier et al., 2017), biophysical approaches and computational modeling methods will enhance our knowledge of the functional relationship between genome organizers in a 4D nucleome perspective.
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Many mammalian genes exhibit circadian expression patterns concordant with periodic binding of transcription factors, chromatin modifications, and chromosomal interactions. Here we investigate whether chromatin periodically associates with nuclear lamins. Entrainment of the circadian clock is accompanied, in mouse liver, by a net gain of lamin B1–chromatin interactions genome-wide, after which the majority of lamina-associated domains (LADs) are conserved during the circadian cycle. By tailoring a bioinformatics pipeline designed to identify periodic gene expression patterns, we also observe hundreds of variable lamin B1–chromatin interactions among which oscillations occur at 64 LADs, affecting one or both LAD extremities or entire LADs. Only a small subset of these oscillations however exhibit highly significant 12, 18, 24, or 30 h periodicity. These periodic LADs display oscillation asynchrony between their 5′ and 3′ borders, and are uncoupled from periodic gene expression within or in the vicinity of these LADs. Periodic gene expression is also unrelated to variations in gene-to-nearest LAD distances detected during the circadian cycle. Accordingly, periodic genes, including central clock-control genes, are located megabases away from LADs throughout circadian time, suggesting stable residence in a transcriptionally permissive chromatin environment. We conclude that periodic LADs are not a dominant feature of variable lamin B1–chromatin interactions during the circadian cycle in mouse liver. Our results also suggest that periodic hepatic gene expression is not regulated by rhythmic chromatin associations with the nuclear lamina.
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Introduction

Thousands of mammalian genes exhibit autonomous oscillatory patterns of expression concordant with the circadian (24 h) rhythm (Hastings et al., 2018). The circadian rhythm is governed by central and peripheral clocks, respectively in the nervous system and in individual organs including adipose tissue, lungs and liver, controlled by transcriptional and translational negative feedback loops (Takahashi, 2017). The core clock is regulated by the CLOCK and BMAL1 transcription factors (TFs) which drive expression of clock-controlled genes including Per, Cry, Nr1d1/Nr1d2 (encoding REV-ERB alpha/beta proteins, respectively), and Ror genes (encoding ROR alpha/beta/gamma), by binding to E-boxes in their promoters. The PER-CRY repressor complex inhibits activity of CLOCK–BMAL1, lowering transcription of Per and Cry and generating a negative feedback loop. RORs and REV-ERBs act as activators and repressors, respectively, of Arntl (also called Bmal1) and other clock genes, driving their rhythmic transcription. Stability of PER and CRY proteins is regulated by post-translational modifications leading to their time-dependent degradation, enabling a new cycle of CLOCK–BMAL1-driven gene expression.

Circadian binding of TFs and chromatin modifiers to promoters and enhancers generates rhythmic chromatin modifications and remodeling (Koike et al., 2012; Masri et al., 2014; Zhang et al., 2015; Kim et al., 2018). In mouse liver, histone H3 lysine 4 trimethylation (H3K4me3) levels oscillate at promoters of circadian genes (Vollmers et al., 2012; Aguilar-Arnal et al., 2015), while rhythmic H3K4me1 and H3K27 acetylation (H3K27ac) levels define oscillating enhancers (Koike et al., 2012; Vollmers et al., 2012; Fang et al., 2014; Takahashi, 2017). Recruitment to chromatin of the sirtuin SIRT1, a histone deacetylase (HDAC) involved in circadian control of metabolism (Nakahata et al., 2008; Masri et al., 2014), is under influence of oscillatory levels of metabolites (Aguilar-Arnal et al., 2015) and provides a molecular link between metabolism, chromatin and circadian rhythms. Periodic recruitment of HDAC3 to chromatin also regulates circadian rhythms (Feng et al., 2011). These oscillatory cistromes and chromatin modifications raise the possibility that other chromatin-linked processes also show rhythmic patterns. Indeed, periodic promoter–enhancer interactions regulate and connect circadian liver gene expression networks (Aguilar-Arnal et al., 2013; Xu et al., 2016; Kim et al., 2018; Mermet et al., 2018). Thus, circadian-dependent changes in chromatin topology contribute to shaping the nuclear landscape (Yeung and Naef, 2018).

Dynamic interactions of chromatin with the nuclear lamina, a meshwork of A-type lamins [lamins A and C (LMNA and LMNC)], products of the Lmna gene, and B-type lamins [lamins B1 and B2 (LMNB1 and LMNB2)], encoded by the Lmnb1 and Lmnb2 genes respectively, at the nuclear periphery (Burke and Stewart, 2013) also constitute one mechanism of regulation of gene expression (van Steensel and Belmont, 2017). Interestingly, A- and B-type lamins are not only found at the nuclear periphery, where the nuclear lamina is located, but also in the nucleoplasm where interactions with chromatin have been reported to also occur (Naetar et al., 2017; Pascual-Reguant et al., 2018). Regions of chromatin interacting with lamins, so-called lamina-associated domains (LADs), are typically heterochromatic and relatively well conserved between cell types (Peric-Hupkes et al., 2010). However, other LADs are variable and altered during differentiation (Peric-Hupkes et al., 2010; Rønningen et al., 2015; Poleshko et al., 2017; Paulsen et al., 2019). It remains however unclear to what extent variable LADs arise and disappear as a consequence of regulatory mechanisms or through random interactions of chromatin with nuclear lamins. Whether individual loci or broader domains such as LADs display oscillatory interactions with nuclear lamins has also to our knowledge not been addressed.

Scarce evidence links the nuclear envelope to circadian gene expression. HDAC3, a component of the clock negative feedback loop (Shi et al., 2016) and a regulator of lamina-associated genes (Demmerle et al., 2013), interacts with the inner nuclear membrane proteins TMPO/lamina-associated polypeptide 2β (Somech et al., 2005) and emerin (Demmerle et al., 2013). The clock regulators SIRT1 and SIRT6 deacetylases interact with LMNA (Liu et al., 2012; Ghosh et al., 2015) at the nuclear lamina, where they modulate histone acetylation and gene expression. In vitro, BMAL1 expression seems to be modulated by MAN1, another protein of the inner nuclear membrane, through MAN1 binding to the ARNTL (also called BMAL1) promoter (Lin et al., 2014). Lastly, in a human colon cancer cell line, a handful of circadian genes have been shown to rhythmically interact with the nuclear lamina, regulating their transcription (Zhao et al., 2015). These observations suggest that nuclear lamins may contribute to the regulation of circadian gene expression. However, whether chromatin exhibits genome-scale periodic associations with the lamina has not been examined.

Here, we determined whether chromatin exhibits periodic interactions with LMNB1 after entrainment of the circadian clock in mouse liver. We opted to examine this feature of genome organization in the liver because it is highly responsive to entrainment of the circadian clock at the metabolic level and as such is the most studied organ in investigations of circadian control of transcriptional regulation (Takahashi, 2017) and spatial chromatin conformation (Aguilar-Arnal et al., 2013; Kim et al., 2018). We show that periodic lamin B1–chromatin interactions are not a dominant feature of LADs during the circadian cycle and are uncoupled from periodic gene expression. Our data strongly suggest that periodic gene expression is not under direct regulation of rhythmic association of chromatin with the nuclear lamina.




Materials and Methods



Mice

Wild-type C57Bl/6 male mice (Jackson Laboratories) were housed in 12 h light/12 h dark cycles with lights on at 6 am and lights off at 6 pm. Mice were kept off chow for 24 h, refed ad libitum at circadian time CT0 (6 am) and sacrificed at CT6, 12, 18, 24, and 30 h (n = 7 mice per CT). Non-synchronized (NS) mice (n = 7) were sacrificed at 12:00 noon on the day prior to food restriction. Livers were collected from all mice, partitioned and snap-frozen in liquid nitrogen. Procedures were approved by the University of Oslo and Norwegian Regulatory Authorities (approval No. 8565).




RNA-Sequencing and Gene Expression Analysis

Total RNA was isolated from livers of five mice at each CT using the RNeasy Mini Kit (Qiagen). RNA (1 μg) was reverse-transcribed (BioRad Laboratories) and analyzed by qPCR using IQ SYBR green (BioRad Laboratories), Eif2a as reference and primers listed in Supplementary Table S1 (n = 5 mice per CT). RNA was also processed to prepare RNA-sequencing (RNA-seq) libraries (TruSeq Stranded mRNA Library Prep Kit; Illumina; n = 3 mice per CT) which were sequenced on an Illumina HiSeq2500. RNA-seq reads were processed with Tuxedo (Trapnell et al., 2010). TopHat v2.10 was used to align reads with no mismatch against the mm10 genome (Langmead and Salzberg, 2012). Transcript level was estimated using cufflinks v2.2.1 and differential gene expression determined using cuffdiff v2.2.1 (Trapnell et al., 2010). Gene expression plots show mean ± SD relative expression levels (for RT-qPCR data) or FPKM (fragments per kilobase of exon model per million reads mapped; RNA-seq data) at each CT, as indicated, with single data points. A gene was ascribed to a LAD if its transcription start site overlapped with the LAD.




MetaCycle Analysis

We used MetaCycle (Wu et al., 2016) to identify genes with periodic expression patterns. MetaCycle measures the goodness-of-fit between RNA-seq, FPKM, and theoretical cosine curves with varying periods and phases. The extrapolated periodic function best fitting the RNA-seq data is selected and the significance of a given periodicity is determined by assigning P values after scrambling FPKM values. MetaCycle was applied to the entire range of CTs in the study (30 h). To fit RNA-seq data with periodic functions, MetaCycle normalizes FPKM values by computing z-scores. Our time series data are integer intervals with even sampling and do not include missing values. Given the features of our time series data, MetaCycle incorporated both the JTK_CYCLE (JTK) and the Lomb-Scargle (LS) methods for periodic signal detection. Based on our data and time resolution, available period values are integers (0, 6, 12, 18, 24, 30, and 36 h) for JTK and real numbers ranging from 12 to 48 h for LS. Periods are the mean of JTK and LS period values. Thus we focused our analyses on oscillations with 12, 18, 24, and 30 h periods, each ± 3 h, i.e. half the time resolution in our study. Moreover, the restricted 12 ± 3 h period group was not able to distinguish groups of 12 h periodic genes oscillating in positive (Φ_π/2) or negative (Φ_−π/2) quadrature of phase, but only those oscillating in phase or opposition of phase. MetaCycle was also applied to identify periodicity in LAD coverage (see below).




Liver Extracts and Immunoblotting

Mouse liver samples were homogenized in ice-cold phosphate buffered saline (PBS) with 1× protease inhibitor cocktail (Sigma-Aldrich) and 1 mM phenylmethylsulfonide fluoride (PMSF; Sigma-Aldrich), using a Dounce tissue grinder with an A-type glass pestle, followed by centrifugation at 200 g for 5 min at 4°C. Supernatants were discarded, and pellets washed once in ice-cold PBS with 1× protease inhibitor cocktail and 1 mM PMSF and centrifuged at 200 g for 5 min at 4°C. Cells were lysed in RIPA buffer (140 mM NaCl, 10 mM Tris–HCl pH 8.0, 1 mM EDTA, 0.5 mM EGTA, 1% Triton X-100, 0.1% SDS, 0.1% sodium deoxycholate, 1 mM PMSF, protease inhibitors) with 1× protease inhibitor cocktail and 1 mM PMSF, sonicated twice with 30 s on/off in a Bioruptor (Diagenode), and incubated under rotation at 25 rpm for 30 min at 4°C. Lysates were centrifuged at 10,000 g for 10 min at 4°C and supernatants collected for immunoblotting analysis. Proteins were separated by 7.5% SDS-PAGE, transferred onto an Immobilon-FL membrane (Millipore) and membranes blocked with 3% BSA in TBST (0.15 M NaCl, 50 mM Tris–HCl pH 7.6, 0.05% Tween®20). Membranes were incubated with antibodies against CLOCK (1:500; Abcam ab3517), LMNB1 (1:1,000; Santa Cruz Biotechnology sc6216), and β-actin (1:2,000; Sigma-Aldrich A5441) in TBST with 3% BSA. Secondary horseradish peroxidase-conjugated anti-mouse (Jackson ImmunoResearch #115-035-174) and anti-goat (Rockland #605-4302) antibodies were used at 1:10,000 dilutions in TBST with 3% BSA.




Chromatin Immunoprecipitation (ChIP)

ChIP of LMNB1 was done as described earlier (Rønningen et al., 2015) and adapted for liver pieces. Snap-frozen liver tissue pieces (40–50 mg, in liquid nitrogen) were thawed on ice and minced on ice for 30 s. Minced tissue was resuspended in PBS containing 1 mM PMSF and protease inhibitors, and homogenized by 7–10 strokes in a 2-ml Dounce homogenizer using a pestle B (tight-fitting). Samples were centrifuged at 400 g and supernatants discarded. Pellets were resuspended in PBS containing 1% formaldehyde (Sigma-Aldrich) and cross-linking was allowed to occur for 10 min at room temperature. Cross-linked samples were sedimented and lysed in RIPA buffer. Chromatin was fragmented by sonication (4 times 10 min) in a Bioruptor (Diagenode). After sedimentation, the supernatant was diluted 10-fold in RIPA buffer and incubated with anti-LMNB1 antibodies (10 µg; Abcam ab16048) coupled to Dynabeads Protein G (Invitrogen) overnight at 4 °C. ChIP samples were washed 3 times in ice-cold RIPA buffer. Cross-links were reversed and DNA eluted for 6 h at 68°C in 50 mM NaCl, 20 mM Tris–HCl pH 7.5, 5 mM EDTA, 1% SDS and 50 ng/μl proteinase K. DNA was purified by phenol-chloroform-isoamylalcohol extraction and used for qPCR (see Supplementary Table S1 for primer information) or to prepare libraries (Illumina) for sequencing on an Illumina HiSeq2500. Input ChIP DNA consisted of fragmented chromatin aliquots (as above) incubated overnight at 4 °C with no antibodies or beads and subsequently processed as, and in parallel with, the ChIP samples.




LMNB1 ChIP-Seq Data Processing

LMNB1 ChIP-seq and input reads were mapped to the mm10 genome using Bowtie v2.25.0 (Langmead et al., 2009) with default parameters after removing duplicates using Picard’s MarkDuplicates. To avoid normalization bias, we ensured that each pair of mapped ChIP and input read files had the same read depth by down-sampling reads for each chromosome individually. Mapped reads were used to call LADs using Enriched Domain Detector (EDD) (Lund et al., 2014) with the following alterations (Forsberg et al., 2019) as described here. To account for technical variation occurring in LAD calling, we first ran EDD 10 times on each LMNB1 ChIP-seq dataset in auto-estimation mode for GapPenalty (GP) and BinSize (BS). Average GP standard deviation was ≤ 1.6 units while BS did not vary (Supplementary Table S2). GP variations elicited minimal alterations in LAD calls, allowing estimation of technical variability. For all LADs, median length of these variations was 0.32 Mb; this is < 1% of total LAD coverage, and 3–15 times smaller than median LAD sizes for each CT and replicate. Thus intrinsic EDD variability did not significantly impact LAD calling. Average GP and BS values from the 10 runs were used to set GP and BS before a final EDD run with each ChIP-seq dataset (Supplementary Table S2). Intersects between LADs and genes were determined using BEDTools v2.21.0 (Quinlan and Hall, 2010) and BEDOPS v2.4.27 (Neph et al., 2012). Scripts were written in Bash, Perl, or R and ggplot2 in R was used for plots. Browser files were generated by calculating ChIP/input ratios in 10-kb bins with input normalized to the ratio of total ChIP reads over total input reads.




Determination of Periodic Lads With MetaCycle

To quantify the genomic coverage of variation in the length of LADs during the circadian cycle, we determined for each LAD its “maximal coverage” (covmax) as the union of LAD coverage across all replicates and CTs, and attributed to this covmax a reference value of 1. The covmax 5′ and 3′ limits provided genomic coordinates for measures of variations in LAD length within covmax. For each CT and replicate, variable 5′ and 3′ genomic lengths (in base pairs) were extracted and standardized from 0 to 1, 0 referring to the complete disappearance of a LAD and 1 being the covmax value of the LAD. MetaCycle was applied to determine the periodicity of LAD extensions and shortenings at the 5′ and 3′ borders. Period groups were defined as for RNA-seq analysis (12, 18, 24, and 30 h, each ± 3 h). The method is described in more detail as part of the Results section.




Randomization to Validate Periodic LAD Significance

A randomization test was done as additional validation of extrapolated MetaCycle LAD periodicity. To this end, we shuffled the measured experimental variations in 5′ and 3′ LAD lengths within the covmax area for all datasets across CTs and replicates; this was done 3 times. MetaCycle was applied to each randomized order of CTs to identify any periodicity in the variations in LAD lengths across these randomized CTs. The extrapolated periodicity given by MetaCycle was compared with the periodicity found for the experimental order of CTs. If experimental LAD periodicity was different from at least two randomized CTs, it was considered as imposed by the order of CT and not due to random lamin–chromatin interactions.




Determination of Gene-LAD Distance

Gene-to-nearest LAD distance was calculated as the distance from the 5′ and 3′ end of a gene to, respectively, the nearest 3′ and 5′ LAD border. Gene strand was respected and LAD intersects were used at each CT. If a gene was entirely in a LAD, gene-to-nearest LAD distance was the distance from the 5′ and 3′ end of the gene to the first neighboring LAD, both upstream and downstream. In our approach, internal LAD configuration within the covmax area, such as a LAD split or fusion, was not considered in the determination of periodicity at the 5′ and 3′ borders.




Data Viewing

Genome browser views were produced with the Integrated Genomics Viewer (Robinson et al., 2011) using the mm10 genome annotation to illustrate LADs in regions of interest.




Statistics

MetaCycle used its built-in statistical method to assign P values from Fisher’s exact tests. The JTK and LS methods used in MetaCycle assign a P value for each fitted data type, i.e. gene expression variation for RNA-seq and RT-qPCR, protein expression level for Western blot quantification or LAD size variation for LMNB1 ChIP-seq data. These multiple P values are combined into a one-test Chi-square statistics assuming a Chi-squared distribution with 2 k degrees of freedom (where k is the number of P values; here k = 3 for RNA-seq data, k = 5 for RT-qPCR, k = 3 for Western blot data and k = 2 for LAD data), when all null-hypotheses are true and each P value is independent. The combined P value was determined by the Chi-square P value and was used to determine the significance of oscillating patterns. Protein levels in Western blots were compared pair-wise between time-points using paired t-tests generating two-tailed P values; P < 0.01 was considered significant.





Results



Hepatic Genes Exhibit Distinct Periodic Transcript Levels in Liver

To entrain the circadian clock, mice were subjected to 24 h fasting and refed ad libitum from circadian time CT0 (Tahara et al., 2011). Livers were collected every 6 h until CT30, and from non-synchronized (NS) mice 18 h before the fasting period (Figure 1A). Entrainment of the clock was confirmed by periodic expression of the core clock genes Clock, Arntl (Bmal1), Cry1, Per1, and Nr1d1, assessed by RT-qPCR and analysis of their periodicity using MetaCycle (Supplementary Figure 1; Supplementary Table S3). We used MetaCycle to identify genes with periodic expression patterns from RNA-seq data generated in biological triplicates at each CT. MetaCycle measures the goodness-of-fit between RNA-seq FPKM and cosine curves with varying periods and phases. The extrapolated periodic function best fitting the data is selected and significance is determined (Fisher’s exact tests) after scrambling FPKM values. From the period distribution for all 17,330 expressed genes in liver (expressed at least at one time point), we focused on oscillations with 12, 18, 24, and 30 h periods (each ± 3 h, half the time resolution in our study) (Supplementary Figure S2A). We find that nearly 20% of oscillations are circadian (24 h period; 3,046 genes), and thousands of genes oscillate with periods within the circadian rhythm and beyond (Figure 1B), in line with previous reports (Hughes et al., 2009; Korencic et al., 2014; Zhu et al., 2017). Among these, a subset displays highly significantly oscillating transcripts (P < 0.005; Figures 1B and C). Within a given period, mRNA oscillations occurred with distinct phases (Supplementary Figure S2B): oscillations are in phase (Φ = 0, time at first maxima) and opposition of phase (Φ = π), and for 18, 24, and 30 h periods, are also offset by one-quarter cycle (Φ = ½ π and Φ = −½ π) (Figure 1C; Supplementary Figures S2C and D). Significantly periodic genes include the core clock genes (Figure 1D; Supplementary Figure S2E), confirming entrainment of the clock. Genes (644) also display significant (P < 0.005) mRNA oscillations with periods outside 12, 18, 24, or 30 h. We also defined a set of 204 “non-periodic” genes with mRNA levels discordant (1 > P > 0.9999) with any cosine curve tentatively fitted by MetaCycle (Figure 1B). Lists of periodic and non-periodic genes are provided in Supplementary Tables S4 and S5.
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Figure 1 | Fasting and refeeding entrains circadian gene expression in liver. (A) Circadian clock entrainment schedule used in this study. (B) Numbers of periodic genes. (C) Expression profiles (FPKM z-scores) of periodic and non-periodic genes in non-synchronized (NS) mice and from CT0 to CT30 (3 mice per CT). Genes are ranked by increasing phase value (y axis; scale on the right). (D) RNA-seq analysis of circadian expression patterns of central clock control genes (mean ± SD, individual values). (E) Enriched GO terms for periodic genes. (F) Circadian expression patterns of the BTB/POZ domain transcription factor gene Zbtb40 and of the zinc-finger transcription factor gene Zfp608 (FPKM z-scores; mean ± SD, individual values). In (D) and (F) cosine curves are MetaCycle best-fits; see Supplementary Table S3 for details. 




Gene ontology analysis confirms enrichment of 24 h periodic genes in rhythmic and circadian processes, including key metabolic functions (Figure 1E; Supplementary Table S6). A number of periodic genes encode BTB/POZ domain TFs, some of which are involved in targeting chromatin to the nuclear lamina (Zullo et al., 2012) (Supplementary Table S4). Some of these genes are CLOCK or BMAL1 targets (e.g. Zbtb40, Zbtb7b/cKrox, and Zfp608; Figure 1F) and could tentatively be involved in associations of chromatin with the nuclear envelope.




Entrainment of the Circadian Clock Resets LMNB1–Chromatin Interactions

We therefore examined chromatin association with nuclear lamins in liver during the circadian cycle. We first established that LMNB1 protein levels vary moderately over time but do not significantly oscillate (P = 0.61; Fisher’s exact test), and that Lmnb1 transcripts analyzed by RNA-seq and verified by RT-qPCR do not periodically oscillate (Figures 2A–C; Supplementary Figure S3A). Moreover, chromatin immunoprecipitation (ChIP)-qPCR of LMNB1 from liver confirmed LMNB1 enrichment in LADs found in several other mouse cell types (constitutive LADs; cLADs) (Meuleman et al., 2013) (Figure 2D).
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Figure 2 | Expression of LMNB1 protein and transcripts during the circadian cycle. (A) Western blots of LMNB1 and CLOCK expression; β-actin was used as loading control; see Supplementary Figure S3A for all biological replicates. (B) Quantification of Western blots from biological triplicates, relative to β-actin; mean ± SD, individual values; *P < 0.01 (paired t-tests, two tailed P values). Note the difference in variation of expression of CLOCK protein and Clock transcripts expected from the regulation of protein expression at the transcriptional and protein degradation levels). (C) Levels of Lmnb1 transcripts determined by RNA-seq (FPKM; n = 3) and RT-qPCR (n = 5; expression relative to Eif2a levels); means ± SD, individual values. Cosine curves are MetaCycle best-fits. Lmnb1 is not significantly periodic (RNA-seq P = 0.16; RT-qPCR P = 0.98; MetaCycle Fisher’s exact tests). RT-qPCR graph: blue line, MetaCycle best-fit from RT-qPCR data; black line, MetaCycle best-fit from RNA-seq data; note the overlap between the two, indicating strong concordance between the two datasets. Amplitude and base values used for both fits are from RT-qPCR MetaCycle analysis. (D) ChIP-qPCR analysis of LMNB1 occupancy in constitutive LADs and in non-LAD regions (mean ± SD of % of input chromatin analyzed by qPCR; n = 3 NS mice); ChIP using an irrelevant IgG was done as negative control.




Thus, we determined to what extent LADs varied during the circadian cycle. We performed a ChIP-seq analysis of LMNB1 from livers of NS mice and at each CT in biological replicates (i.e. two mice per CT) and mapped LADs (Figure 3A; see Supplementary Table S2). We find that LAD sizes are overall constant and LADs display low gene density (Supplementary Figures S3B and C). LADs also show robust overlap between replicates (Figure 3A and B), as shown by Jaccard indices (Figure 3C) and by minimal variations between intersect coverage and replicates (< 1 Mb, or 0.05–0.21% of LAD coverage per replicate; Supplementary Table S7). Thus unless specified otherwise, LADs were subsequently analyzed at each time point as intersects between replicates.
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Figure 3 | Characterization of LADs during the circadian cycle. (A) Genome browser view of LADs in biological replicate (r1, r2) and at each CT for the indicated region on chromosome 10. (B) Genome browser view of LAD intersects between replicates for each CT in the same region as in (A). (C) Jaccard indices of LAD overlap between replicates. (D) Venn diagram of LAD overlap between NS mice and CT0 (intersect of replicates); bottom, schematic representation of genome coverage by LADs gained or lost at CT0 relative to NS, for stand-alone LADs and LAD extension or shortening. (E) Radar plot of genome coverage by LADs. (F) Distribution and median of LAD size. (G) Jaccard indices of LAD overlap between consecutive CTs.




We next assessed to what extent entrainment of the circadian clock did reset LADs. We find that entrainment of the clock is manifested by a LAD gain of 126.7 Mb at CT0 relative to NS, as stand-alone LADs or as extensions of existing LADs (Figure 3D). This increase in LMNB1–chromatin interactions was confirmed by ChIP-qPCR (Supplementary Figures S3D and E). We also note a LAD loss of 46 Mb at CT0 relative to NS, mostly as stand-alone LADs (Figure 3D). Thus, entrainment of the clock is associated with a net gain of LMNB1–chromatin interactions.

Comparison of LAD coverage over time reveals an increase from CT0 (339 Mb) to CT12 (496 Mb), followed by a decrease to CT30 (312 Mb) (Figure 3E), likely resulting from variations in LAD numbers rather than LAD size (Figure 3F). LADs nevertheless display robust overlap across CTs (Figure 3G; Supplementary Figure S3F), indicating that they are overall conserved in liver during the circadian cycle. However, the data also indicate that some changes in LMNB1–chromatin interactions do occur, and underline the detection of variable LADs. Of note, although LMMB1 is predominantly found at the nuclear lamina at the nuclear periphery, a fraction of LMNB1 has also been reported in the nucleoplasm, in association with nucleoli in heterochromatin domains (Sen Gupta and Sengupta, 2017) and with domains of euchromatin (Pascual-Reguant et al., 2018). Moreover, our ChIP approach to identify LMNB1 LADs does not a priori discriminate between the nuclear peripheral and internal pools of LMNB1. Thus we do not at present exclude that a subset of LMNB1–chromatin interactions detected during the circadian cycle in our study potentially involves a nucleoplasmic LMNB1 pool.




Periodic Oscillations in LMNB1–Chromatin Interactions Constitute a Minor Proportion of LADs

We next examined variations in LADs more closely during the circadian cycle. These occur by LAD extension or shortening, sometimes resulting in a fusion or splitting of LADs, or by formation and dissociation of entire LADs (see Figures 3A and B). We therefore devised a strategy to quantitatively characterize the genomic coverage of these variable LADs over time. We determined for each LAD the maximal genome coverage (covmax) in the CT0–CT30 time course as the union of LAD coverage across all replicates and CTs, and ascribed to covmax a reference value of 1 (Figure 4A, left panel). The 5′ and 3′ boundaries of this covmax area provided genomic coordinates for measures of variations in LAD length within this area. For each CT and replicate, variable 5′ and 3′ LAD lengths were extracted and standardized from 0 to 1 (covmax), 0 referring to the complete disappearance of a LAD, and 1 corresponding to the entire LAD being present over the whole covmax area (Figure 4A, middle panel). We then used MetaCycle to identify any periodicity in the extension or shortening of LADs within the covmax area (Figure 4A, right panel), where MetaCycle applied a cosine curve best-fitting genome coverage variations at the 5′ and 3′ end of LADs.
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Figure 4 | Analysis of periodicity in genome coverage by LADs. (A) Approach to the identification of periodic LADs. (1) A variable LAD area is identified, for each LAD, across CTs and replicates (not shown here for clarity); the maximal merged area of these LADs is defined as Covmax and distances from the 5′ and 3′ end of each LAD to the Covmax limits are measured (blue arrows); (2) relative lengths are calculated at both the 5′ and 3′ end of LADs (1 = Covmax length; 0 = no LAD); (3) MetaCycle is applied to identify periods at the 5′ and 3′ ends of LADs. (B) Identification of periodic LADs using MetaCycle. (C) Examples of periodic oscillations (P < 0.005; MetaCycle Fisher’s exact test) in LAD 5′ and 3′ length during the circadian cycle among the 10 LADs identified by MetaCycle (see also Table 1); mean ± SD, individual data points and MetaCycle best-fit cosine curves are shown. (D) Genome browser views of periodic LADs shown in (C). Red lines delimit Covmax and the 5′/3′ numbering denotes the periodic LAD border shown in (C).








	
Table 1 | Period of 5′ and 3′ significantly periodic LAD borders.





	
LAD no.


	
Chr.


	
5′ period (h)
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15


	
1
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12
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24
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59
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24
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We applied MetaCycle to 626 variable LAD borders (at 313 LADs) to identify periodically oscillating lengths of these LADs over the CT0–CT30 time course (Figure 4B). Among these, MetaCycle tentatively identifies 5′ and/or 3′ end oscillations with 12, 18, 24, or 30 h (± 3 h) periods in 420 LAD borders (among 240 LADs; Figure 4B; Supplementary Table S8). Ascribing a stringent P value of < 0.005 (Fisher’s exact test; as in our MetaCycle RNA-seq analysis) returns 10 highly significantly periodic LADs with periods distributed throughout the circadian cycle (Figure 4B; Table 1; Supplementary Table S8). Relaxing the P value to P < 0.05 expectedly increases the number of periodic LAD borders to 77 (30 5′-periodic, 47 3′-periodic, and 13 both 5′- and 3′-periodic) among 64 distinct LADs (Figure 4B; Supplementary Table S8). However, inspection of the profiles of these LADs revealed, for some of them, discrepancy with the best curve fitted by MetaCycle. This led us to focus our subsequent analysis on the 10 LADs identified above at P < 0.005, which we henceforth refer to as “periodic LADs” (Figures 4C and D). Periodic LADs therefore constitute a subset of variable LADs with highly significant periodic oscillations in the genomic coverage in their 5′ or 3′ ends. These LADs withstand a randomization test of all replicates and CTs (see Materials and Methods section), suggesting that LAD periodicity observed in our data is imposed by the order of CTs. Periodic LADs include LADs with a stable core and variable borders, and LADs that entirely appear or disappear (Figures 4C and D). Altogether, our data indicate that significant periodicity in LAD border interactions with LMNB1 only concerns a minor set of LADs. Thus, the majority of LMNB1–chromatin interactions are conserved during the circadian cycle.




Periodic Gene Expression Is Uncoupled From Rhythmic LMNB1–Chromatin Interactions

We then examined the relationship between periodic LADs and gene expression. Out of 430 genes found in periodic LADs, only 68 genes are expressed, albeit with no periodicity (Figures 5A and B; Supplementary Figure S4A). Moreover, we find that the vast majority of periodic genes are outside LADs at any time point during the circadian cycle (only < 2% are in LADs; Figure 5C). We then examined genes located within 2.5 Mb of the 5′ or 3′ end of periodic LADs (523 genes). Most of these genes are expressed (437genes), among which ~10% are periodic, yet again with no dominant period and no temporal relationship to LAD periodicity (Figure 5A). Thus, since most genes reside outside LADs during the circadian cycle and no specific feature was identified in periodic LADs, we then determined at each CT the relationship between genes, and in particular periodic genes, and gene distance to the nearest LAD (see Materials and Methods). We find that the minimal distance occurred at CT12 while the maximal distance was detected at CT0 and CT24/30 (Supplementary Figure S4B). We thus examined the magnitude of variations in gene-to-nearest-LAD distance occurring between CT0 and CT12 and between CT12 and CT24 (to maintain 12-h intervals in both cases during a 24 h circadian time). Consistent with this transient gain in LAD coverage (see Figure 3E) and with the gene-poor content of LADs, we observe an overall decrease in gene-to-nearest LAD distance between CT0 and CT12 (Figure 5D; data points in quadrants 1 and 2 and along the y axis, negative values), and for most genes, an increase thereafter, between CT12 and CT24 (data points in quadrant 2). These changes concern both periodic genes (left panel, green data points) and all other genes (right panel) regardless of the magnitude of this variation (Figure 5D; y axis negative values). Of note, the magnitude of this variation (Figure 5E) is larger than that of the intrinsic cumulated EDD error at each CT involved (see Supplementary Table S2, EDD error) and larger than the LAD variation between LAD intersects and replicates (see Supplementary Table S7, LAD variation).
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Figure 5 | Genes in or near periodic LADs do not display periodic expression. (A) Representation and gene statistics of the core and variable regions of the significantly periodic LADs. (B) Gene expression z-score of expressed genes (n = 63) localized in significantly periodic LADs, for each CT and replicate (n = 3). Genes are sorted by groups (indicated on the left) and within groups, by phase. (C) Percentages of significantly periodic genes (P < 0.005, MetaCycle Fisher’s exact test) found in LADs at each CT. (D) Scatter plots of variations in gene-to-nearest LAD distances between CT0 and CT12 (y axis) and between CT12 and CT24 (x axis). One data-point represents a single gene or multiple genes at a particular coordinate on the graph, with color intensity reflecting the number of genes at that point. (E) Mean gene-to-nearest LAD distance variation. (F) Summary and model of oscillatory LAD patterns after entrainment of the circadian clock. Entrainment of the clock is accompanied by a net gain of LMNB1 LADs (bottom). During circadian time, most LADs are conserved (constitutive LADs) while a small number is periodic. Typical genomic positions of clock-control genes and periodic genes relative to these LADs are shown.




We conclude that there is no correlation between periodicity in gene expression and variation in gene-to-nearest LAD distance. This variation appears to be caused by a transient gain in the number of LADs, the functional significance of which remains to be examined. Similarly, the central clock-regulating genes are typically megabases away from the nearest LAD (Supplementary Table S9; Supplementary Figure S4C), and promoter regions of these genes are also essentially devoid of LMNB1 interaction at any CT (Supplementary Figure S4D).

Altogether, our results argue for a constitutive localization of circadian genes, including clock regulators, in a chromatin environment essentially devoid of B-type lamin interactions, providing permissiveness for periodic transcriptional activation during the circadian cycle (Koike et al., 2012; Kim et al., 2018). Our findings argue that oscillatory expression of periodic genes, including central clock-control genes, is uncoupled from a direct association with the nuclear lamina or from their localization in the vicinity of periodic LADs.





Discussion

Oscillations in chromatin conformation mediated by rhythmic chromosomal interactions contribute to the regulation of circadian gene expression (Aguilar-Arnal et al., 2013; Xu et al., 2016; Kim et al., 2018; Mermet et al., 2018; Yeung et al., 2018). We now provide evidence of a net gain of lamin–chromatin interactions following entrainment of the circadian clock (NS-CT0 transition), which speculatively may reinforce the robustness of segregation of chromatin domains in the nucleus space.

Given the overall repressive chromatin environment at the nuclear periphery (van Steensel and Belmont, 2017), and evidence of cyclic recruitment and silencing of specific genes at the nuclear envelope in a human cancer cell line (Zhao et al., 2015), we reasoned that periodic gene expression could at least in part be regulated by periodic interactions with the nuclear lamina. We applied MetaCycle, a tool designed to identify periodic transcript oscillations (Wu et al., 2016), to identify periodic changes in genome coverage by LMNB1. Our approach distinguishes 5′ and 3′ LAD extension or shortening from entire LAD emergence or disappearance (Figure 5F). The gain of lamin–chromatin interactions between NS to CT0 is followed by periodic interactions of specific genomic regions with LMNB1, suggestive of discrete rhythmic associations with the nuclear lamina. Our ChIP approach would notably detect interactions of chromatin with nucleoplasmic LMNB1, which appear to be more euchromatic than peripheral LADs (Pascual-Reguant et al., 2018), suggesting that periodic LADs may also be nucleoplasmic. The detection of periodic LADs in our study adds to mounting evidence that chromatin is able to display oscillations in its 3-dimensional conformation (Kim et al., 2018).

Counterintuitively however, several points in our data argue that in the mouse liver, periodic gene expression is not directly coupled to oscillating or periodic chromatin associations with the nuclear lamina. (1) Genes with periodic transcript levels reside outside LADs at any time point during the circadian cycle. This notably includes Pard3, which has been found to be periodically recruited to the nuclear envelope in human colon cancer cells (Zhao et al., 2015), but in mouse liver is localized 15 Mb away from the nearest (and conserved) LAD. (2) Similarly, our analysis reveals that central clock-control genes reside megabases away from the nearest LAD and show no promoter association with LMNB1. This configuration may keep these genes in a transcriptionally permissive (“lamin-free”) environment throughout the circadian cycle, compatible with a regulation of circadian transcription by rhythmic TF binding and activity (Koike et al., 2012; Masri et al., 2014; Zhang et al., 2015). Our results also suggest that rhythmic chromatin looping activity which may regulate gene expression within TADs (Kim et al., 2018) take place in an environment where chromatin is not restrained by nuclear lamins (Bronshtein et al., 2015). (3) Periodic genes can also flank constitutive LADs and conversely, genes with stable (high or low) expression levels may flank periodic LADs. (4) Lastly, there is no relationship between periodic gene expression and gene-nearest LAD distance during the circadian cycle. We find that periodic genes are primarily involved in chromatin regulation, transcription regulation and several metabolic functions. Our data strongly suggest therefore that the periodic LAD patterns identified here in liver cannot readily explain these oscillatory gene expression patterns. In fact, periodic hepatic gene expression as a whole appears to be uncoupled from periodic chromatin association with the nuclear lamina.

Concurring with our results, other chromatin-linked processes are uncoupled from gene expression patterns. For example, many oscillatory genes display stable chromosomal interactions (Kim et al., 2018), including promoter–enhancer contacts (Beytebiere et al., 2019) during the circadian cycle. Conversely, many expressed genes display circadian oscillations in promoter and enhancer histone modification patterns that are irrespective of whether or not these genes are periodic or not (Koike et al., 2012). These observations highlight a complex and in some instances enigmatic cross-talk between circadian transcription and rhythmic changes in chromatin states.

Our findings raise several important issues. First, periodic LADs are not a prominent feature of LMNB1–chromatin interactions during the circadian cycle. Sixty-four LADs display variations in their 5′ and/or 3′ end coverage, but we only find, using our stringent approach, ten highly significantly periodic LADs, with asynchronous oscillations between their 5′ and 3′ borders. Yet, these variations withstand a randomization test, suggesting that rhythmicity is elicited by the underlying order of CTs (i.e. circadian time) rather than by random lamin–chromatin interactions. Our findings suggest therefore that the periodic LMNB1–chromatin interactions identified here represent a small subset of all variable interactions. Nevertheless, although we find no evidence of punctual interactions of LMNB1 with individual clock-control genes or promoters, it remains possible that a subset of genes, including periodic genes, display discrete circadian interactions with LMNB1 reminiscent of those shown in cancer cells (Zhao et al., 2015). In addition, periodic LADs do not seem to harbor any evident functional properties. This contrasts with developmentally regulated B-type lamin–chromatin interactions which have been reported during differentiation of mouse embryonic stem cells (Peric-Hupkes et al., 2010). On the other hand, differential LMNB1 LADs have also been reported in hepatocarcinoma cells treated with cyclosporin, albeit with no significant changes in gene expression (Forsberg et al., 2019), akin to what we observe in the liver. It remains to be examined whether LADs, and periodic LADs in particular, described here involve a level of regulation which currently remains unappreciated.

Second, how could periodic lamin–chromatin interactions be regulated? The cistrome of circadian genes can oscillate in a manner concordant with circadian gene expression (Feng et al., 2011; Fang et al., 2014; Zhang et al., 2015), thus factors mediating lamin–chromatin interactions may also be periodically recruited to target loci. Our transcriptome data indicate that several genes encoding BTB/POZ domain proteins oscillate during the circadian cycle. These proteins share DNA binding motifs enriched in LADs (Guelen et al., 2008) and in lamin-associated sequences (Zullo et al., 2012; Lund et al., 2013), and are found in sequences able to re-localize chromatin to the nuclear lamina (Harr et al., 2015). Thus, oscillating LADs could potentially be regulated through the periodic recruitment of factors important for chromatin localization at the nuclear periphery (Shachar et al., 2015). A search for protein binding motifs in the core and variable regions of periodic LADs using several tools including HOMER (Heinz et al., 2010) and the MEME suite (Bailey et al., 2009), however, revealed no significant enrichment in known motifs which could point to protein candidates mediating these periodic lamin–chromatin interactions. Speculatively, proteins of the inner nuclear membrane or bound to the nuclear lamina, through rhythmic post-translational modifications or through their periodic recruitment to these nuclear domains, could also mediate periodic interactions by direct or indirect interactions with chromatin. A discovery of the proteome of the nuclear periphery or of interactome of nuclear lamins during the circadian cycle would be valuable in the identification of periodic association of chromatin with the nuclear lamina.

Third, what would be the significance of oscillating, or taken more broadly, variable lamin–chromatin interactions and their impact on genome architecture? Resetting of LADs immediately after entrainment of the circadian clock may strengthen the robustness of liver-specific gene expression, possibly through a marked segregation of heterochromatin from euchromatin (Solovei et al., 2013; Falk et al., 2019). Oscillations of subsets of LADs, regardless of periodicity, may alter the radial positioning of chromatin and/or confer dynamic changes in chromatin states in regions that are in 3-dimensional proximity, but not necessarily in linear proximity. These changes altogether may affect gene expression in some of these regions (Robson et al., 2016; Paulsen et al., 2019), but not necessarily in all (Forsberg et al., 2019). LAD displacement may also result in radial repositioning of topological chromatin domains (Robson et al., 2016), or of regulatory elements (Robson et al., 2017). Assessment of periodic LADs in a 3-dimensional context should shed light on the putative long-range impact of LAD dynamics on genome architecture and function.
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There is a pressing need for additional clinical biomarkers to predict the aggressiveness of individual cancers. Here, we examine the potential usefulness of spatial genome organization as a prognostic tool for prostate cancer. Using fluorescence in situ hybridization on formalin-fixed, paraffin embedded human prostate tissue specimens, we compared the nuclear positions of four genes between clinically relevant subgroups of prostate tissues. We find that directional repositioning of SP100 and TGFB3 gene loci stratifies prostate cancers of differing Gleason scores. A more peripheral position of SP100 and TGFB3 in the nucleus, compared to benign tissues, is associated with low Gleason score cancers, whereas more internal positioning correlates with higher Gleason scores. Conversely, LMNA is more internally positioned in many non-metastatic prostate cancers, while its position is indistinguishable from benign tissue in metastatic cancer. The false positive rates were relatively low, whereas, the false negative rates of single or combinations of genes were high, limiting the clinical utility of this assay in its current form. Nevertheless, our findings of subtype-specific gene positioning patterns in prostate cancer provides proof-of-concept for the potential usefulness of spatial gene positioning for prognostic applications, and encourage further exploration of spatial gene positioning patterns to identify novel clinically relevant molecular biomarkers, which may aid treatment decisions for cancer patients.
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Introduction

The genome is highly spatially organized within the interphase nucleus (Cremer and Cremer, 2001; Bickmore, 2013). Most chromosomes, genes, and individual non-coding regions of the genome occupy preferred nuclear positions relative to the center of the nucleus or to other nuclear landmarks, such as associations with other genomic loci or nuclear bodies (Takizawa et al., 2008b; Bickmore and van Steensel, 2013; Meaburn, 2016). Some loci alter their position under different physiological conditions, for example, between cell/tissue types (Boyle et al., 2001; Parada et al., 2004; Peric-Hupkes et al., 2010; Meaburn et al., 2016) or between different proliferation states (Bridger et al., 2000; Meaburn and Misteli, 2008; Chandra et al., 2015). Spatial reorganization of the genome is also a common feature of disease, and has been documented in a wide range of pathologies, including epilepsy (Borden and Manuelidis, 1988), Down syndrome (Paz et al., 2015), laminopathies (Meaburn et  al., 2007; Mewborn et al., 2010), viral and parasitic infections (Li et al., 2010; Knight et al., 2011), and cancer (Meaburn, 2016; Mai, 2018). Repositioning events are loci-specific and do not reflect global genome reorganization events (Meaburn, 2016).

Although the spatial organization of the genome has been studied for decades, how gene positioning patterns are established and maintained remains largely elusive. It is also unclear if the nuclear position of a locus is important for function or is largely a consequence of nuclear activities (Meaburn, 2016). Most often, a functional link is drawn between spatial genome organization and gene expression (Brown et al., 1997; Brickner and Walter, 2004; Williams et al., 2006; Takizawa et al., 2008a; Peric-Hupkes et al., 2010), however, there are also many instances where changes in gene expression and nuclear position of a locus are unrelated (Scheuermann et al., 2004; Williams et al., 2006; Kumaran and Spector, 2008; Meaburn and Misteli, 2008; Harewood et al., 2010; Meaburn, 2016). Most likely, there are multiple mechanisms in play to determine the spatial organization of the genome (Shachar et al., 2015; Meaburn, 2016; Randise-Hinchliff et al., 2016). In addition to gene expression, chromatin modifications, even in the absence of changes in gene expression (Towbin et al., 2012; Therizols et al., 2014; Harr et al., 2016; Cabianca et al., 2019; Falk et al., 2019), replication timing (Hiratani et al., 2008) and a variety of structural nuclear proteins (Dundr et al., 2007; Meaburn et al., 2007; Solovei et al., 2013; Zuleger et al., 2013; Shachar et al., 2015) have be implicated in the positioning of genomic loci.

While the mechanisms governing spatial positioning patterns are unclear, the fact that the genome is spatially reorganized in disease begs the question of whether spatial positioning patterns can be exploited for clinical purposes (Meaburn, 2016; Mai, 2018). We have previously demonstrated that the positioning patterns of some genes can be used to reproducibly and accurately discriminate benign breast and prostate tissues from cancerous ones (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). For instance, the positioning patterns of HES5 and FLI1 are highly indicative of cancer, with both HES5 and FLI1 repositioned in 100% of breast cancers and FLI1 repositioned in 92.9% of prostate cancers, compared to benign tissue controls (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). High repositioning rates result in low false negative detection rates. Crucially for diagnostic applications, many of the genes that reproducibly reposition in cancer show limited variability between morphologically normal tissues and do not reposition in benign disease, yielding low false positive detection rates (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). Given the sensitivity and specificity for the positioning patterns of several genes in detecting cancer, these small-scale studies suggest gene positioning biomarkers (GPBs) could be a useful addition to cancer diagnostics.

Prostate cancer is a leading cause of cancer and cancer-related deaths (Bray et al., 2018). As with most cancers, while there is value in additional diagnostic biomarkers, there is also a critical need for additional prognostic biomarkers, to predict best treatment options, including to reduce overtreatment in patients whose cancer would have remained asymptomatic during their lifetime without treatment (Welch and Black, 2010; Sandhu and Andriole, 2012). Currently, the cornerstone of predicating a patient’s outcome is the Gleason grading system, which is based on histological assessment (Epstein et al., 2005; Brimo et al., 2013). In this system the architectural structure of the prostate tissue is graded from Gleason grade 1, which represents a well differentiated tissue morphology, to the very poorly differentiated Gleason grade 5. The two most prominent Gleason grades in a given tumor/biopsy are summed to give a Gleason score (Epstein et al., 2005; Epstein, 2018). Low Gleason score cancers are more likely to be indolent, whereas higher Gleason scores correlates with poor outcomes (Albertsen et al., 1998; Pound et al., 1999; Brimo et al., 2013). However, further markers are required as there is a range in outcomes for patients with the same Gleason score.

To improve on the Gleason system, additional clinical factors, most commonly serum prostate-specific antigen (PSA) levels, T stage (size of tumor/spread to nearby tissues), percentage of cancer positive biopsy cores, and patient age are taken into account (D’Amico et al., 1998; Thompson et al., 2007; Cooperberg et al., 2009; Chang et al., 2014). ~15% of patients are diagnosed with high-risk (likely to cause morbidity, recur, metastasize and/or be lethal) prostate cancer, based on PSA levels of >20ng/ml and/or Gleason score of 8-10 and/or T stage of either T2c-T4 or T3a-T4, depending on the classification system (Thompson et al., 2007; Cooperberg et al., 2009; Chang et al., 2014). Low-risk cancers (PSA <10ng/ml, Gleason score 2-6, and T stage T1-T2a) are generally predicted to remain asymptomatic during the patient’s lifetime and the use of active surveillance/watchful waiting is often recommended, as opposed to active treatment (Thompson et al., 2007; Cooperberg et al., 2009). Conversely, intermediate risk (Gleason score 7 or T stage T2b/c) patients generally receive treatment (Thompson et al., 2007; Cooperberg et al., 2010). Gleason scores can be subject to inter- and intra-observer variability, usually of just a single Gleason score (Montironi et al., 2005), but for patients at the border of low and intermediate risk this may make the difference of receiving treatment or not. Moreover, with the current clinical criteria to stratify risk, both over- and under-treatment remains a concern for all prostate cancer risk groups (Cooperberg et al., 2010; Punnen and Cooperberg, 2013). Improved markers are needed to better distinguish indolent from high-risk prostate cancers and to aid classification of intermediate-risk cancers, to reduce overtreatment and optimize therapeutic strategies.

There is a growing number of genomic prognostic biomarkers for prostate cancer, including several commercial assays based on the DNA methylation status of a small number of genes or on gene expression (Kornberg et al., 2018). Additionally, changes to nuclear size and shape and gross chromatin texture, which are not considered in Gleason scoring, provide additional predictive power to detect aggressive prostate cancers (Veltri and Christudass, 2014; Hveem et al., 2016). Few studies have assessed the prognostic potential of the spatial organization of the genome. The most compelling evidence for prognostic GPBs comes from telomeres, where increased telomeric aggregation correlates with progression and risk in several types of cancers (Mai, 2018). Similarly, in a single acute myeloid leukemia patient, HSA8 and 21 became more proximal to each other while the patient was in remission, prior to a disease relapse and re-emergence of t(8;21) in the patient’s bone marrow (Tian et al., 2015).

Here, we explore the utility of spatial gene positioning patterns to identify clinically distinct subgroups of prostate cancer. We find subtype-specific positioning for SP100, TGFB3 and LMNA. The direction in which SP100 and TGFB3 reposition, compared to benign tissue, distinguishes low and intermediate/high Gleason score cancers, whereas LMNA repositions in many non-metastatic cancers but not in metastatic cancers. Although the sensitivity of this assay is currently too low to be clinically useful, our findings of subtype-specific gene positioning patterns in prostate cancer provides additional evidence for the potential of spatial genome organization as a novel prognostic biomarker.




Materials and Methods



Tissue Fluorescence In Situ Hybridization (FISH)

4-5µm thick normal, benign disease (hyperplasia and chronic prostatitis), and cancerous formalin-fixed, paraffin embedded (FFPE) human prostate tissues were obtained from US Biomax Inc, Imgenex Corporation, BioChain Institute, or the University of Washington (Prof. Lawrence True) under the guidelines and approval of the Institutional Review Board of the University of Washington (#00-3449) (Supplementary Table 1). Patient tissues were de-identified before receipt.

To generate probe DNA for FISH, bacterial artificial chromosome (BAC) clones were labeled with biotin- (Roche), digoxigenin- (Roche) or DY-547P1- (Dyomics GmbH) conjugated dUTPs by nick translation (Meaburn, 2010). The following BACs were used: RP11-727M18 (to position SP100, chromosome location: 2q37.1); RP11-270M14 (TGFB3, 14q24.3); RP11-1021J5 (SATB1, 3p24.3); RP11-35P22 (LMNA, 1q22) (BACPAC resource center). Single- or dual-probe FISH experiments were performed as previously described (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016), with the following modifications: for most tissues a 1 hour 60ºC bake step was performed, prior to the xylenes (Macron Fine Chemicals) deparaffinization step; 40µg yeast RNA (Life Technologies) was used in place of tRNA; DyLight 488 labeled anti-digoxigenin (Vector Laboratories) was occasionally used to detect digoxigenin-labeled probe DNA; and no probe detection steps were required for the fluorescently labeled DY-547P1-dUTP FISH probes.




Image Acquisition

Epithelial nuclei were randomly imaged throughout the tissue, unless benign and malignant glands were present in the same tissue section. In such cases, care was taken to image and analyze the different morphologies separately, whilst still acquiring epithelial cell nuclei randomly within the benign or malignant regions to capture as much diversity within the cancer (or benign tissue) as possible. Image accusation was performed as previously described, using an IX70 (Olympus) Deltavision (Applied Precision) system, with a 60x 1.42N oil objective lens (Olympus), an auxiliary magnification of 1.6, and a X-Y pixel size of 67.25nm (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016) or with a similar imaging regime using an IX71 (Olympus) Deltavision (Applied Precision) system, 100x 1.40N oil objective lens (Olympus), with an X-Y pixel size of 64.6nm. Image stacks were acquired to cover the thickness of the tissue section, with a 0.5µm or 0.25µm step interval along the Z axis, respectively. All image stacks were deconvolved and converted to maximum intensity projections using SoftWoRx (Applied Precision). The change in acquisition approach did not affect the resulting positioning data from the image datasets. We obtained similarly statistically identical distributions for the position of a gene in a given tissue using the two different acquisition methods (P = 0.79-0.86, Kolmogorov-Smirnov (KS) test), as from repeat analysis of tissues using an identical acquisition method (P = 0.65-0.99 (Meaburn et al., 2009), unpublished data).




Image Analysis

Image analysis to determine the radial position of a gene within a tissue was performed as previously described (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). Briefly, 96-167 interphase epithelial nuclei were manually segmented in Photoshop (Adobe) for each gene in each tissue, except for TGFB3 in tissue C10 where 88 nuclei were segmented. To map the radial position of the gene loci, nuclei were run though custom image analysis software scripts, using MATLAB (The Mathsworks Inc.), with DIPImage and PRTools toolboxes [Deft University, P. Gudla and S Lockett (NCI/NIH); (Meaburn et al., 2009)]. Euclidean distance transform (EDT) was computed for each nucleus, to assign every pixel within the nucleus its distance to the nearest nuclear boundary. The software then determined the nuclear EDT position of the geometric gravity center of the automatically detected FISH signals. To normalize for variations in nuclear size and shape between specimens, the EDT of a FISH signal was normalized to the maximal nuclear EDT for that nucleus, with 0 denoting the nuclear periphery and 1 the nuclear center. The normalized FISH signal EDTs for a given gene in each specimen was then combined to produce a relative radial distribution (RRD), and a cumulative frequency distribution was generated. All detected alleles in a nucleus were included, regardless of the number present. In the case of the pooled normal distributions (PNDs), the normalized FISH EDTs from all allele in all the normal tissues analyzed, for a given gene, were combined into a single dataset (Supplementary Figure 1). The number of nuclei and tissues used in each PND were as follows: the SP100 PND contained 845 nuclei from 7 normal tissues; TGFB3, 996 nuclei from 8 normal tissues; SATB1, 874 nuclei from 7 normal tissues; and LMNA, 725 nuclei from 6 normal tissues. Finally, to statistically compare a gene’s positioning patterns, RRDs between tissues, or between specimens and the PND, were cross-compared using the nonparametric two-sample 1D KS test, where P < 0.01 was considered significant.

Some previously reported RRDs were included in the current analysis [Supplementary Table 1; (Leshner et al., 2016; Meaburn et al., 2016)], which were compared to an update PND. The four PNDs used in this study included normal tissues N6 and N7, in addition to the normal tissues previously reported, which did not affect the RRDs (P = 0.83-1, 1D KS test). RRDs for TGFB3 in tissues C25, C27, B9, N3, N4, N11-14 were previously reported in (Meaburn et al., 2016), and the RRDs of SP100 in C11, C12, C13, C25, N1, N2, N6-10, SATB1 in C11, C12, C13, C25, B9, N1, N2, N6-10, and LMNA in C11, C18, C19, N5, N10 and N15-16 were reported in (Leshner et al., 2016).





Results



Mapping of Candidate Genes in Prostate Tissues

We have previously identified genes that radially reposition in breast and/or prostate cancer and have demonstrated their potential as diagnostic biomarkers (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). Here, we sought to extend these studies to determine if candidate genes occupied distinct nuclear positions between different subgroups of prostate cancer, with the goal of assessing their utility for cancer prognostics. To identify prognostic candidate genes we took advantage of our previous studies, in which we had screened the radial positions of 47 genes in a panel of prostate cancers (Leshner et al., 2016; Meaburn et al., 2016). From that gene set we chose two genes, SATB1 and LMNA, for further assessment as potential biomarkers of high-risk prostate cancer because both genes repositioned in a single high-risk T3 stage cancer, but not in two intermediate risk T2 cancers, or a low risk T2 cancer (Leshner et al., 2016). We also selected SP100 to test its potential as a marker of low risk, since we previously found it to reposition in a low risk Gleason score 6 prostate cancer, but not in three intermediate or high-risk Gleason score 7 cancers (Leshner et al., 2016). Finally, we selected TGFB3 for further analysis since it repositioned in one of two low risk Gleason score 6 prostate cancers, but not in two prostate cancers of unknown Gleason score and TNM stage (Meaburn et al., 2016), representing a potential low-risk/indolent prostate cancer biomarker.

To determine whether the positioning patterns of these genes were able to stratify prostate cancers into clinically relevant subgroups, we performed FISH on a panel of 4-5µm thick FFPE human prostate tissues, which included a diverse group of 32 prostate cancer specimens covering a range of Gleason scores and T stages, with and without known metastases, and 25 benign prostate tissues (for details see Supplementary Table 1). To map the spatial positioning pattern of a gene in a given tissue, we measured the radial position, normalized for nuclear size and shape, of each locus in ~120 epithelial interphase nuclei as previously described (see Materials and Methods; (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016). The normalized radial position of each gene was determined and the cumulative RRDs were statistically compared to a PND, a standardized normal distribution created by pooling all nuclei from normal tissues for a given gene, or individual tissues using the 1D KS test, with P < 0.01 considered significant (see Materials and Methods, (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016), Supplementary Figure 1).

We initially assessed the repositioning rates for the candidate genes in the assorted set of prostate cancer samples. Compared to the PND, SP100 was in a statistically significantly different radial position in 44.4% (12/27) prostate cancer specimens (Figure 1, Table 1, Supplementary Table 2). Similarly, LMNA repositioned in 36.4% (4/11), SATB1 in 34.8% (8/23), and TGFB3 in 31.8% (7/22) of prostate cancer tissues (Figure 1, Table 1, Supplementary Tables 3–5). The repositioning rates are slightly higher than in the previous smaller scale studies (25-33.3%) (Leshner et al., 2016; Meaburn et al., 2016). However, in keeping with previous findings, all four genes repositioned in too few cancers to be of use as prostate cancer diagnostic GPBs since detecting cancer based on the repositioning of the gene would misclassify 55.6-68.2% of the tumors as not cancerous, depending on the gene. The likelihood of a gene repositioning in a cancer did not correlated with gene copy number (Figure 1, Supplementary Table 6).
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Figure 1 | Gene positioning in prostate cancer tissues (A) Gene loci were detected by FISH in FFPE prostate tissue sections. SP100 gene loci (green) in normal and cancerous prostate tissues. GS, Gleason score. Projected image stacks shown. Nuclei were counterstain with DAPI (blue). Scale bar, 5µm. (B) Cumulative RRDs for the indicated genes in prostate cancer (red) and the pooled normal distribution (PND; Yellow). RRP, relative radial position.





Table 1 | Spatial repositioning of target genes in prostate cancer.
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In addition to whether a gene was repositioned, the direction of its repositioning was also determined (Figure 1, Table 1). Of the 12 prostate cancers in which SP100 was repositioned, the gene was more internally positioned compare to the PND in five cancer tissues (5/12; 41.7%) and more peripherally positioned in seven (58.3%). Similarly, TGFB3 was more internally positioned in three (3/7; 42.9%) cancers and more peripherally positioned in four (57.1%). SATB1 was more internally positioned in five of the eight cancers where the gene was repositioned (62.5%) and more peripherally positioned in three cancers (37.5%). Conversely, LMNA repositioned to a more internal nuclear location in all four cancer specimens in which the gene was repositioned (Figure 1, Table 1). The direction of repositioning accounted for most of the differences in the positioning patterns for a given gene between the cancer tissues in which repositioning occurred. There was little variation between the RRDs of a gene between the cancers in which the gene was more internally positioned. Similarly, there was little statistical variation in RRDs among cancers in which the gene was more peripherally positioned, with the exception of SATB1 (Table 2, Supplementary Tables 2–5). Taken together, we find heterogeneity in the radial positioning patterns for all four candidate genes between prostate cancers.



Table 2 | Cross-comparisons between individual tissues % (number) of significantly different cross-comparison among.
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SP100 and TGFB3 Exhibit Differential Positioning Patterns Between Low and Intermediate/High Gleason Score Cancers

Next, we sought to determine if the differences in gene repositioning patterns between prostate cancers correlated with clinicopathological features. Comparing RRDs between individual cancer tissues was not useful for subgrouping cancers. For the most part, there was a similar proportion of cross-comparisons between cancers that were significantly different to each other within clinically relevant subgroups as there was between subgroups (for P-values see Supplementary Tables 2-5). For example, SP100 was in a significantly different position in 49.1% (27/55) of cross-comparisons amongst Gleason score 2-6 prostate cancers, and 53.4% (47/88) of cross-comparisons when Gleason score 2-6 cancers were compared to Gleason score 7 cancers, and 50% (44/88) of cross-comparisons between Gleason score 2-6 and Gleason score 8-10 cancers (Supplementary Table 2).

In contrast, the behavior of a gene in a cancerous tissue compared to the PND was a better indicator to detect differential positioning between subgroups (Figure 1, Supplementary Figure 2, Tables 1, 3 and 4, Supplementary Tables 2–5). We first compared positioning patterns to Gleason score. In line with the clinical risk assessment of prostate cancers (Thompson et al., 2007), we classified Gleason scores of 2-6 as a low Gleason score, Gleason score 7 as intermediate, and scores of 8-10 as a high Gleason score. There was a modest increase in the proportion of cancer specimens with either SATB1 or LMNA repositioned, compared to the PND, with increasing Gleason score, however, in the case of LMNA this may be due to the small sample size (Table 3). SATB1 was in a statistically different nuclear position in 25% (2/8) of low Gleason score cancers, 33.3% (3/9) Gleason score 7 cancers and 50% (3/6) high Gleason score cancers. Similarly, LMNA repositioned in 33.3% of low (2/6) and intermediate (1/3) Gleason score cancers, and 50% (1/2) of high Gleason score cancers. Inclusion of the direction of repositioning did little to aid stratification (Table 3). Thus, we concluded that neither SATB1 nor LMNA are biomarkers of Gleason score. The proportion of cancers in which SP100 and TGFB3 repositioned also did not stratify Gleason score groups. SP100 was slightly more frequently repositioned in low Gleason score cancers specimens, repositioning in 54.5% (6/11) of low Gleason score cancers, 37.5% (3/8) of intermediate Gleason score cancers, and 37.5% (3/8) of high Gleason score cancers. TGFB3 repositioned in 30% (3/10) low Gleason score cancer tissues, 20% (1/5) of intermediate Gleason score cancers, and 42.9% (3/7) of high Gleason score cancers. On the other hand, in cancer specimens in which either gene repositioned, the direction of repositioning correlated with Gleason score (Supplementary Figure 2A, Table 4). Both SP100 and TGFB3 shifted to a more peripheral position in 100% of the low Gleason score cancers in which these genes showed an altered radial position. In contrast, SP100 and TGFB3 were in a more internal position in 83.3% (5/6) and 75.0% (3/4), respectively, of the Gleason score 7 and higher cancers in which they repositioned. Intermediate/high Gleason score cancer tissue repositioning is not exclusively more internal, since for both genes a more peripheral positioning was detected in a Gleason score 9 prostate cancer (Supplementary Figure 2A, Tables 1 and 4). The positioning patterns of SP100 and TGFB3 could not distinguish intermediate Gleason score cancer tissues from high Gleason score cancer tissues (Supplementary Figure 2A, Tables 1 and 4).



Table 3 | Positioning patterns for SATB1 and LMNA by prostate cancer subgroups.
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Table 4 | Positioning patterns for SP100 and TGFB3 by prostate cancer subgroups.
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We also assessed if positioning patterns correlated with Gleason grade. For all four genes, increasing Gleason grade did not correlate with the percentage of cancer specimens in which the genes repositioned (Tables 3 and 4). Consistent with Gleason score, the direction that SATB1 and LMNA repositioned did not aid in stratifying cancers by Gleason grade (Table 3), but the direction of repositioning did correlate with Gleason grade for SP100 and TGFB3 (Table 4). As with Gleason score, in the more highly differentiated cancers (Gleason grades 1-3) SP100 and TGFB3 repositioned towards the nuclear periphery in 100% (5 and 3 cancers, respectively) of the cancers in which these genes repositioned. Yet, in the poorly differentiated cancers (Gleason grade 4 and 5) both genes preferentially repositioned towards the nuclear interior. SP100 was more internally positioned in 80% (4/5) of Gleason grade 4 and 5 cancer in which SP100 repositioned and TGFB3 was more internally positioned in 66.7% (2/3) of the Gleason grade 4 and 5 cancers in which TGFB3 was repositioned, compared to the PND (Table 4). The similarity between Gleason grade and Gleason score positioning patterns are not surprising given that Gleason score is the sum of the two most prominent Gleason grades (Epstein et al., 2005; Epstein, 2018). An important caveat to be noted is that while the subgrouping of the cancers was based on the most predominant Gleason grade of the tissue, it is not necessarily the predominant Gleason grade of the nuclei analyzed from each specimen.

Collectively, these observations demonstrate that while positioning patterns performed less well than the Gleason system at stratifying cancers, we identify differential gene positioning patterns between subgroups of prostate cancers.




Multiplexing SP100 and TGFB3 Improves Detecting Intermediate and High Gleason Score Cancers

Although both SP100 and TGFB3 displayed differential positioning patterns between low and intermediate/high Gleason score cancer specimens, the sensitivity for subgrouping prostate cancers by Gleason score based on positioning patterns is low. Using a more peripheral positioning of SP100 compared to the PND as a marker of low Gleason score cancers, the false negative rate (percentage of cancers without a more peripheral positioning) is 45.4% (5/11 low Gleason score cancers; Table 1). For TGFB3 the false negative rate is even higher at 70% (7/10; Table 1). Additionally, using this criterion, false positive cancers were identified for both genes. More peripheral positioning was detected in one high Gleason score specimen for both SP100 and TGFB3, resulting in a false positive rate of 6.3% (1/16) and 8.3% (1/12), respectively, for intermediate and high Gleason score cancers (Table 1). Neither gene was more internally positioned in low Gleason score cancers (Table 1). Using a more internal positioning pattern as a biomarker of intermediate and high Gleason score cancers resulted in a false negative rate of 62.5% (10/16) and 66.7% (8/12) for SP100 and TGFB3, respectively (Table 1).

We have previously demonstrated that the sensitivity of diagnostic GPBs can be improved by multiplexing (Meaburn et al., 2009; Leshner et al., 2016). We therefore evaluated if combining positioning data from SP100 and TGFB3 would increase the number of cancers classified as low or intermediate/high Gleason score based on gene positioning patterns. Importantly for multiplexing to improve the sensitivity, SP100 and TGFB3 would need to be frequently repositioned in different cancer specimens. Of a subset of 19 cancer tissues in which both genes were positioned, 10 (52.6%) had differential repositioning patterns for SP100 to that of TGFB3 (Table 1, Supplementary Table 7). For six of these cancers SP100 was repositioned but TGFB3 was not, whereas in three cancers only TGFB3 was repositioned. For one cancer sample, both genes were repositioned, compared to their PND, but they relocated in opposite directions, with SP100 being more peripherally positioned, while TGFB3 was more internally positioned (Table 1, Supplementary Table 7). However, multiplexing the two genes did not improve the sensitivity to detect low Gleason score cancers above using SP100 alone. SP100 was more peripherally positioned in all five cancers where at least one of the two genes repositioned (Table 1, Supplementary Table 7). Nevertheless, multiplexing increased the sensitivity of detecting intermediate/high Gleason score cancers (Table 1, Supplementary Table 7). At least one gene repositioned in eight of the 11 (72.7%) Gleason score 7 and higher cancers. Both SP100 and TGFB3 contributed to the increased proportion of cancer specimens with repositioning events. Of the seven cancers with only one of the two genes more internally repositioned, SP100 was more internally repositioned in four and TGFB3 more internally positioned in three cancers (Table 1, Supplementary Table 7). Using a more internal position of at least one of SP100 or TGFB3 the false negative rate for detecting intermediate or high Gleason score cancers was reduced to 36.4% (4/11). While most of the repositioning events in intermediate/high Gleason score cancers were to a more internal position, in one cancer the only repositioning event resulted in a more peripheral location of TGFB3 and in another cancer tissue, there was both a more peripheral and more internal repositioning events, with SP100 more peripherally position and TGFB3 more internally located (Table 1, Supplementary Table 7).

Gleason score is not a perfect measure of risk. Given the variability in positioning patterns within the same Gleason group, we asked if the positioning patterns could be useful to distinguish aggressive low Gleason core cancers from non-aggressive low Gleason score cancers. Such a marker would aid treatment decisions. However, SP100 and TGFB3 were repositioned in a similar proportion of low Gleason score cancers with or without metastasis (Table 1). SP100 repositioned in 50% (2/4) of low Gleason score cancers that had metastasized and 57.1% (4/7) of low Gleason score cancers without metastases. Likewise, TGFB3 repositioned in 33.3% (1/3) of metastatic low Gleason score cancer specimens and 28.8% (2/7) of non-metastatic low Gleason score cancer specimens (Table 1). Thus, in addition to the high false negative rate for Gleason score, SP100 and TGFB3 can not distinguish aggressive low Gleason score cancers from non-aggressive low Gleason score cancers, limiting their clinical potential.




Low Gleason Score Cancer Gene Positioning Patterns Are Distinct From Benign Disease

Given the fact that low Gleason score cancers are fairly well differentiated tissues, it is possible that low Gleason score cancers have a similar genome organization to benign disease. We therefore sought to determine the cancer-specificity of the repositioning events. We positioned SP100, TGFB3, SATB1 and LMNA in non-cancerous prostate tissues (Figure 2, Supplementary Figure 1, Tables 5 and 6, Supplementary Tables 2–5). For all four genes we found that the positioning patterns were highly similar between benign tissues. For SP100, TGFB3 and SATB1, only 9.1%-14.1% of comparisons between the individual non-cancerous tissues reached significance. There was a little more variability between benign tissues for LMNA, where 25% of cross-comparisons between benign tissues were significantly different (Figure 2, Table 2, Supplementary Table 2–5).There was also little repositioning of the four genes in benign tissues when compared to the PND, with repositioning in 7.7%-16.7% of benign tissues, depending on the gene (Figure 2, Tables 5 and 6). SP100 was statistically similarly positioned in all seven normal tissues, compared to the PND, but was significantly repositioned in 40% (2/5) of benign disease tissue (Figure 2, Tables 5 and 6). However, the positioning patterns of SP100 were distinct in benign disease and low Gleason score cancer, since it was more internally localized in the two benign disease tissues, yet more peripherally located in low Gleason score cancers (Tables 1 and 5).



[image: ]

Figure 2 | Conserved spatial organization of the genome in benign tissues. Cumulative RRDs for the indicated genes in normal prostate tissue (black), benign disease (red) and the pooled normal distribution (PND; yellow). RRP, relative radial position.




Table 5 | Conservation of positioning between normal prostate tissues and in benign disease.
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Table 6 | Comparison of individual benign tissue to the pooled normal.

[image: ]




Inclusion of the direction of repositioning in the analysis further confirmed the specificity of the repositioning events to the different Gleason score subgroups. When using more peripheral positioning, compared to the PND, as a marker of low Gleason score prostate cancer, the false positive rate for SP100 is very low, at 3.6%, since it is more peripherally positioned in only one of 28 normal, benign disease and higher Gleason score cancer tissues (Tables 1 and 5). Similarly, TGFB3 was repositioned in a single normal tissue (12.5%; 1/8) and in none of the benign disease tissues (0/5), compared to the PND (Figure 2, Tables 5 and 6). Unlike SP100, the direction TGFB3 reposition in the normal tissue was the same as in low Gleason score cancer. However, the false positive rate for using a more peripheral positioning of TGFB3 was relatively low at 8%, because it was more peripherally positioned in two of the 25 benign tissues and higher Gleason score cancers (Tables 1 and 5). The false positive rate of using a more internal position of SP100 or TGFB3 to detect intermediate/high Gleason score cancers is also low, at 8.7% and 0%, respectively, since SP100 was more internally repositioned in only two of the 23 benign tissues and low Gleason score cancer specimens and TGFB3 was not more internally repositioned in these groups of tissues (N = 23; Table 1 and 5). Taken together, we find the spatial organization of the genome is generally conserved between benign tissues, and benign disease tissue have a distinct genome organization to both low and intermediate/high Gleason score cancers.




LMNA Repositions in Low Risk and Non-Metastatic Cancers

Having determined the biomarker potential of the candidate genes for subgrouping prostate cancers by Gleason score, we compared their positioning patterns to other clinical markers of poor patient outcome. The TNM staging system is commonly used to aid the prediction of the aggressiveness of the cancer and the risk of poor patient outcome (Thompson et al., 2007). In stage T1 and T2 prostate cancers the tumor is contained within the prostate, whereas in stages T3 and T4 the cancer has spread from the prostate into the surrounding tissue. T1 and T2 cancers are lower risk cancers and respond better to treatment than T3 and T4 prostate cancers (Thompson et al., 2007; Chang et al., 2014). The N and M score indicates whether the cancer has spread beyond the surrounding tissue. In N0 cancers, no cancer cells are detected in the regional lymph nodes, whereas N1 denotes that the cancer has spread into the regional lymph nodes. For M0 cancers, no distant metastasis are detected, while distant metastases, to non-regional lymph nodes or organs, have occurred in M1 cancers (Thompson et al., 2007).

Positioning patterns for SP100 and SATB1 were similar in low and high T stage cancer specimens and could not be used to distinguish the different T stage group cancers from each other (Tables 3 and 4). TGFB3 and LMNA were both more frequently repositioned in low T stage cancers to that of high T stage cancers, but with high false positive rates (Tables 3 and 4). TGFB3 repositioned in 41.7% (5/12) of T1/2 cancers, 11.1% (1/9) of T3/4 cancers, and 7.7% (1/13) of benign tissues, compared to the PND (Tables 1, 4 and 6). This equates to a false negative rate of 58.3% (7/12) and a false positive rate of 9.1% (2/22) for using the reposition of TGFB3 to detect low T stage prostate cancer. Similarly, LMNA repositioned in 42.9% (3/7) of low T stage cancer, 25% (1/4) of high T stage cancers and 12.5% (1/8) of benign tissues (Tables 3 and 6), making the false negative and positive rates of using the repositioning of LMNA to demark low T stage cancers 57.1% (4/7) and 16.7% (2/12), respectively.

Clinically, multiple factors are combined to determine risk of poor outcome. Therefore, we also compared gene positioning patterns with a multifactorial determinant of risk using standard clinical risk assessment criteria (Thompson et al., 2007; Chang et al., 2014) with the exception of PSA levels, since no information on serum PSA were available for our specimens. Moreover, we included N1 and/or M1 cancers in the high-risk group, since they are known aggressive cancers. We classified low risk cancer as Gleason score 2-6 and T1/2 and N0M0 cancers; intermediate risk cancers as Gleason score 7 and T1/2 and N0M0; high risk as Gleason score 8-10 and/or T3/4 and/or N1 and/or M1 prostate cancers. The positioning patterns of SP100, TGFB3 and SATB1 were similar in all three risk groups, and thus could not be used as markers of risk (Tables 3 and 4). Conversely, LMNA was more frequently repositioned in low risk prostate cancer, since it repositioned in 66.7% (2/3) of low risk cancers, 0% (0/2) of intermediate risk and 33.3% (2/6) of high-risk groups (Table 3).

Finally, as a more direct measure of the aggressiveness of a cancer we compared non-metastatic cancers (N0M0) and metastatic (N1/M1) prostate cancers (Supplementary Figure 2B, Table 1, 3 and 4). SP100 repositioned, compared to the PND, in a similar proportion of N0M0 (47.4%; 9/19) and metastatic (42.9%; 3/7) cancer specimens. Furthermore, the direction of repositioning was similarly mixed in both groups of cancer (Table 4). The remaining three genes repositioned more frequently in non-metastatic cancers. For TGFB3 and SATB1 this difference is small, with the genes repositioned in ~33.3% (5/15 and 6/16 respectively; false negative rate ~66.7%) of non-metastatic cancers and 16.7% (1/6) of metastatic cancers (Table 3 and 4). LMNA was the best marker of non-metastatic cancers. LMNA repositioned in 57.1% (4/7) of non-metastatic prostate cancer specimens and was not repositioned in metastatic (0/4) cancer tissues (Supplementary Figure 2B, Table 3). As with SP100 and TGFB3 as markers of Gleason score, the false negative rate for using LMNA positioning as a marker of non-metastatic cancer was high at 42.9% (3/7), and the false positive rate is relatively low at 8.3% (1/12) (Tables 1, 3 and 5).

Taken together, our data suggest that there are distinct spatial gene positioning patterns between some subgroups of prostate cancers, although the false negative rates were generally high, limiting their potential for clinical use.





Discussion

To reduce overtreatment in cancer patients that receive no benefit from medical intervention, there is an urgent need for biomarkers that predict the aggressiveness of a cancer. Here, we assess the feasibility of utilizing the spatial positioning patterns of genes in interphase nuclei for prognostic purposes in prostate cancer. We find a differential enrichment of specific positioning patterns for multiple genes between clinically relevant subgroups of prostate cancers. While the false positive rates for prognostic evaluation are low, the false negative rates are generally high, limiting clinical usefulness. Our results of subtype-specific genome organization patterns suggest that it should be possible to find clinically valuable prognostic GPB by screening additional genes and combinations of genes.

The spatial organization of the genome is altered in diseased cells, and at least some of the changes to genomic spatial positioning patterns are disease-specific (Meaburn, 2016). For instance, HES5 repositions in breast cancer, but not in benign breast disease nor prostate cancer (Meaburn et al., 2009; Meaburn et al., 2016). Alternative spatial positioning patterns are not only found in cancers formed in different organs, but there is also heterogeneity in the spatial organization of the genome between individual cancers of the same type (Meaburn et al., 2009; Knecht et al., 2012; Leshner et al., 2016; Meaburn et al., 2016). We hypothesized that heterogeneity within a cancer type may reflect the aggressiveness of a cancer and therefore be of prognostic value. Prognosis-related repositioning of genomic regions in several types of cancer has previously been reported, with increased clustering of telomeres linked to poorer patient outcomes (Mai, 2018). For example, at the time of diagnosis telomeres were more likely to cluster in Hodgkin lymphoma patients whose disease later relapsed or progressed compared to patients who responded well to treatment (Knecht et al., 2012). Currently, Gleason score and the presence or absence of metastasis are key clinicopathological tumor features for predicting the aggressiveness of a prostate cancer. We find that SP100 and TGFB3 occupy alterative positions in low Gleason score cancers compared to higher Gleason scored cancers, and that LMNA repositions more internally in many non-metastatic and low risk prostate cancers, but infrequently reposition in high risk/aggressive cancers.

Our previous identification of diagnostic GPBs was based on the percentage of cancer specimens in which a gene had an alternative radial position, compared to its distribution in normal tissues (Meaburn, 2016). Interestingly, for SP100 and TGFB3 it was not the repositioning itself, but the direction of repositioning that was useful for stratification of prostate cancers. Repositioning of either SP100 or TGFB3 towards the nuclear periphery was associated with low Gleason score whereas repositioning towards the interior was a marker of higher Gleason score cancers. The repositioning patterns of SP100 and TGFB3 could not distinguish intermediate from high Gleason score cancers. Nevertheless, this does not necessarily rule them out as useful clinical markers since low Gleason score cancers are less likely to receive treatment than intermediate or high Gleason score cancers (Thompson et al., 2007; Cooperberg et al., 2010; Leshner et al., 2016). Given that there is inter-and intra-observer variability when scoring cancers (Montironi et al., 2005), additional markers that can clarify if a cancer is Gleason score 6 (low) or 7 (intermediate) would be useful in guiding therapeutic choices. However, because the positioning patterns of our genes could not separate aggressive, metastatic low Gleason score cancers from non-metastatic low Gleason score cancers, they are unlikely to aid the decision of whether to treat a cancer or not. In keeping with a differential spatial genome organization in cancers above and below the treatment threshold, we previously found MMP9 to reposition in 20% of low Gleason score cancers compared to 82% of intermediate/high Gleason score cancers (Leshner et al., 2016). Unlike SP100 and TGFB3, the direction MMP9 repositioned did not aid stratification (Leshner et al., 2016), unpublished data). MMP9 was positioned predominantly in Gleason score 6 and 7 prostate cancers, making it unclear how specific these positioning patterns are more generally to the different Gleason scores subgroups. SP100, TGFB3 and MMP9 each map to different chromosomes (HSA 2, 14 and 20, respectively) and therefore represent independent repositioning events within the subgroups of different Gleason score cancers.

In our analysis we find low false positive rates for distinguishing low from intermediate/high Gleason score cancers. In keeping with previous studies (Borden and Manuelidis, 1988; Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016), we find similar positioning patterns for both SP100 and TGFB3 amongst normal tissues and between normal and benign disease tissues, highlighting that the gene repositioning in cancer tissues were specific to cancer. Despite the fact that low Gleason score cancers represents fairly well differentiated tissues there were distinct positioning patterns for SP100 and TGFB3 between low Gleason score cancers and benign disease, which are considered differentiated tissues. TGFB3 did not reposition in benign disease and SP100 was repositioned in only 20% of the benign disease tissues. However, unlike low Gleason score cancers, SP100 was more internally positioned in benign disease tissues, and therefore does not contribute to the false positive rate when using more peripheral positioning of these genes to detect low Gleason score cancers. Unlike biomarkers used to diagnose cancer, the false positive rate of detecting a subtype of cancer for prognostic purposes is not only generated from non-cancerous tissues, it needs to also include cancers from the alternative subgroups. Even so, the false positive rates of detecting low Gleason score prostate cancers were low because the direction of repositioning for SP100 and TGFB3 was mostly specific to the subgroups. In contrast to the false positive rates, the false negative rates for SP100 and TGFB3 were high, at 45-70%. We have previously found that for some genes multiplexing reduces the false negative rate and thus increases the sensitivity of detecting cancer (Meaburn et al., 2009; Leshner et al., 2016). Constant with this, we find that multiplexing SP100 and TGFB3 reduces the false negative rate of detecting intermediate and higher Gleason score cancers. However, multiplexing with a more peripheral position of either SP100 or TGFB3 did not reduce the false negative rate for low Gleason score cancers from that of using SP100 alone. We conclude that the observed high false negative rates reduce marker strength and the utility of these genes for prognostic purposes.

Even though the positioning patterns of SP100 and TGFB3 are inferior to the Gleason system at stratifying cancers, our results reveal subtype-specific genome organization. Similarly, the repositioning of LMNA is also subtype-specific, but in this case the repositioning occurs only in non-metastatic cancers, although also with a high false negative rate. Interestingly, the reorganization events between the different subtypes of prostate cancer appear to be gene-specific. LMNA and SATB1 positioning patterns were not able to stratify prostate cancers by Gleason score and SP100, TGFB3 and SATB1 were not accurate markers of risk or aggressiveness of the cancer. Consistently, the radial repositioning patterns of FLI1, MMP9 and MMP2 also do not correlate with the risk/aggressiveness of prostate cancer (Leshner et al., 2016). Given that it can take many years after the initial diagnosis of prostate cancer to progress to recurrence, metastasis and/or lethality (Albertsen et al., 1998; D’Amico et al., 1998; Pound et al., 1999; Cooperberg et al., 2009), it will be necessary to analyze specimens with long-term (15+ years) follow-up to accurately assess the potential of spatial positioning for assessment of risk or aggressiveness.

It is unknown what mechanisms lead to the reorganization of the genome in disease, and many processes have been implicated in regulating spatial positioning patterns, including changes in gene expression, replication timing, chromatin modifications, altered amounts of nuclear proteins, making it likely that the mis-regulations of these cellular functions in cancer cells is related to the spatial mis-organization of the genome (Zink et  al., 2004; Meaburn, 2016; Flavahan et al., 2017). The four genes we studied have all been associated with carcinogenesis and have a range of functions. SP100 is a major component of the PML nuclear body and has been implicated in transcription regulation, cellular stress, oxidative stress, telomere length and stability, senescence, apoptosis and DNA damage repair (Lallemand-Breitenbach and de The, 2010). However, most of the evidence for PML bodies role in cancer relates to the PML protein, not SP100, which has not been implicated in prostate cancer. TGFB3 is a cytokine, with important roles in development, wound healing, the immune response and acts as a tumor suppresser in early cancers but can switch to promoting cancer progression in later stages (Massague, 2008; Laverty et al., 2009). TGFB3 gene expression levels have been identified as a potential biomarker for prostate cancer, being expressed at lower levels in prostate cancer than normal tissue (Wang et al., 2017). Moreover, TGFB3 expression levels correlated weakly with both progression-free survival and Gleason score (Wang et al., 2017). SATB1, a nuclear architectural protein that facilitates DNA loop formation and chromatin remodeling (Kohwi-Shigematsu et al., 2013), promotes the progression of many cancers, including prostate cancer, and is overexpressed in high Gleason score cancers compared to low Gleason score cancers and in metastatic compared to non-metastatic prostate cancers (Mao et al., 2013; Shukla et al., 2013; Naik and Galande, 2019). LMNA encodes for A-type lamins, proteins that reside predominantly at the nuclear envelope, and have a variety of roles including in nuclear structure, transcription regulation, and spatial genome organization (Dittmer and Misteli, 2011). A-type lamins levels are altered in many types of cancer, with reduced levels often, but not always, linked to a tendency for a poorer prognostic outcome (Meaburn, 2016). It is not currently clear what effect prostate cancer has on A-type lamin protein levels. On the one hand, levels of A-type lamins in prostate cancer have been correlated with poor outcome, with reduced levels associated with an increased risk of lymph node metastasis, and poor outcome in Gleason score 7 and higher prostate cancers (Saarinen et al., 2015). On the other hand, reduced A-type lamin levels in Gleason score 6 cancer compared to high Gleason score cancer, increased A-type lamin levels in cells at the invasive leading edge of prostate cancers, and enhanced migration and invasion in the presence of high A-type lamin levels have been also been reported (Skvortsov et al., 2011; Kong et al., 2012).

Increased cell proliferation is associated with a poor outcome for prostate cancer patients (Berlin et al., 2017), and several genomic loci are differentially positioned between proliferating and non-proliferating cells (Bridger et al., 2000; Meaburn and Misteli, 2008). However, variations in proliferation rate is unlikely to be a major determinant in the gene repositioning we detect. In fact, the vast majority of cells in a prostate cancer tumor are non-proliferating, with a mean of just 6.1% proliferating cells per cancer (Berlin et al., 2017). Furthermore, in a cell culture model of breast cancer, there were distinct genome spatial rearrangements associated with proliferation status to that of carcinogenesis (Meaburn and Misteli, 2008). Similarly, although we find that changes in copy number did not correlated with propensity to reposition (Supplementary Table 6; (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016), we can not fully rule out that structural genomic alterations have not influenced the spatial position of any of the genes in the tissues analyzed since, in some cases, genomic instability can lead to spatial reorganization of the genome (Croft et al., 1999; Taslerova et al., 2003; Harewood et al., 2010; Federico et al., 2019). Regardless, importantly for a clinical test, we find that even in the background of genomic instability it is still possible to use gene positioning to distinguish normal tissue from cancer (Meaburn et al., 2009; Leshner et al., 2016; Meaburn et al., 2016) and to stratify cancers into clinically distinct subgroups, as demonstrated in this study.

Taken together, this study assesses the utility of spatial gene positioning in the stratification of prostate cancers. Our results reveal correlations between gene location and the aggressiveness of a tumor, which may serve as the foundation for prognostic usage of gene positioning. While the genes analyzed here have a relatively high false negative rate of detecting cancer subgroups, our results encourage the exploration of additional candidate genes in larger sample sets for the discovery of spatial genome positioning patterns as prognostic biomarkers.
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This year marks the 20th anniversary of the discovery that the nucleolus can temporarily immobilize proteins, a process known as nucleolar sequestration. This review reflects on the progress made to understand the physiological roles of nucleolar sequestration and the mechanisms involved in the immobilization of proteins. We discuss how protein immobilization can occur through a highly choreographed amyloidogenic program that converts the nucleolus into a large fibrous organelle with amyloid-like characteristics called the amyloid body (A-body). We propose a working model of A-body biogenesis that includes a role for low-complexity ribosomal intergenic spacer RNA (rIGSRNA) and a discrete peptide sequence, the amyloid-converting motif (ACM), found in many proteins that undergo immobilization. Amyloid bodies provide a unique model to study the multistep assembly of a membraneless compartment and may provide alternative insights into the pathological amyloidogenesis involved in neurological disorders.

Keywords: heat shock (HS), acidosis, architectural RNA (arcRNA), Alzheimer’s disease, cellular dormancy, physiological amyloidogenesis, beta-amyloid protein



Nucleolar Sequestration: Visitors to the Nucleolus

The role of the nucleolus as the site of ribosome biosynthesis has been established since the mid-1960s (Perry, 1960; Perry, 1962; Miller and Beatty, 1969). Nucleoli are built around tandem repeats of ribosomal DNA (rDNA) in nucleolar organizing regions (NORs) and structurally dependent on active transcription of rDNA (Hernandez-Verdun, 2006; Raska et al., 2006). Each nucleolus consists of a tripartite organization which is classically defined by their different appearances under electron microscopy (EM) (Pederson, 2011): the fibrillar center (FC), where the RNA polymerase I machinery is active; the dense fibrillar component (DFC) that is enriched in fibrillarin (FIB1); and the granular component (GC) that harbors B23. RNA polymerase I activity is believed to occur at the interface between the FC and the DFC, while processing of newly synthesized ribosomal RNA (rRNA) and assembly with ribosomal proteins occur within the GC (Scheer and Hock, 1999; Thiry and Lafontaine, 2005). The traditional role of the nucleolus as a hub of rRNA synthesis and ribosome assembly has been the subject of many excellent literature surveys (Boisvert, 2007; Pederson, 2011; Nemeth and Grummt, 2018). This review focuses on a lesser known phenomenon originally coined “nucleolar sequestration,” which describes the ability of the nucleolus to sequester regulatory proteins in response to cellular cues (Emmott and Hiscox, 2009; Pederson and Tsai, 2009; Boulon, 2010).

2019 marks 20 years since nucleolar sequestration was first hypothesized (Bachant and Elledge, 1999) following the discoveries that cell cycle regulator Cdc14 phosphatase and E3 ubiquitin ligase MDM2 could be temporarily localized in nucleoli to affect cell cycle progression (Shou et al., 1999; Visintin et al., 1999; Weber, 1999; Lohrum, 2000; Bernardi et al., 2004). In Saccharomyces cerevisiae, Cdc14 is sequestered in the nucleolus by Cfi1/Net1 until anaphase onset when it is released to promote exit from mitosis (Shou et al., 1999; Visintin et al., 1999). In mammalian cells, nucleolar sequestration of MDM2 prevents it from binding and exporting p53 into the cytoplasm for degradation (Weber, 1999; Lohrum, 2000; Bernardi et al., 2004). This stabilizes p53 in the nucleus, where it acts as a transcription factor that promotes growth arrest or apoptosis. The E3 ubiquitin ligase von Hippel–Lindau protein (VHL) is another example of nucleolar sequestration (Mekhail, 2004). VHL promotes the degradation of the transcription factor hypoxia-inducible factor (HIF) under normal oxygen conditions. Low extracellular pH triggers nucleolar sequestration of VHL, enabling HIF to evade degradation and promote transcription of target genes involved in oxygen homeostasis. Table 1 summarizes the reports of nucleolar sequestration that have been observed for many other proteins under various cellular conditions. Taken together, these underscore a fundamental cellular strategy that uses the nucleolus to regulate protein dynamics in response to cellular cues.



Table 1 | List of the proteins whose activities have been reported to be regulated by nucleolar sequestration.
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Nucleolar Sequestration: A Case of Protein Immobilization



The Nucleolar Detention Centers

Pioneering work by Phair and Misteli (2000) showed that proteins are highly mobile and rapidly exchange between affinity interactions and the cellular milieu. The nucleolus is considered a dynamic droplet, assembled by demixing of its three sub-structural liquid phases (i.e., FC, DFC, and GC), which are composed of highly mobile proteins (Brangwynne et al., 2011; Feric et al., 2016; Hult et al., 2017; Sawyer et al., 2019). It is remarkable, then, that proteins undergoing nucleolar sequestration are non-dynamic or immobile (Mekhail, 2004; Mekhail, 2005; Audas et al., 2012; Jacob, 2013). This has been demonstrated for Cdc14 (Tomson et al., 2009), MDM2 (Audas et al., 2012), VHL (Mekhail, 2005), RNF8 (Mekhail, 2007), DNMT1 (Audas et al., 2012), and Piwi (Mikhaleva, 2018), amongst other proteins. Even resident nucleolar proteins such as RNA polymerase I subunit RPA16, Pescadillo, and SENP3 can undergo cycles of mobility/immobility (Jacob, 2013). For example, VHL switches from a highly dynamic, uniform distribution under standard growth conditions (21% O2, pH 7.4) to an immobilized state in the nucleolus on exposure to extracellular acidosis (1% O2, pH 6.0) (Mekhail, 2005). Only upon neutralization of extracellular pH is VHL released from the nucleolus to return to its original distribution and mobility (Mekhail, 2005). These nuclear foci that contain sequestered/immobile proteins were originally called “nucleolar detention centers,” as targets are both localized and detained within the nucleolus, unable to freely diffuse elsewhere (Mekhail, 2005; Audas et al., 2012b; Jacob, 2013). From this perspective, the function of nucleolar detention or immobilization is to temporarily inactivate relevant proteins, inhibiting their access to downstream effectors. Just as possible, though, is that the clustering of detained proteins may render an enzymatic reaction more efficient. For example, immobilized nucleolar Cdc14 maintains Spo12 dephosphorylation to regulate cell cycle progression (Tomson et al., 2009). In addition, Piwi switches from its canonical role as a non-nucleolar transposable element repressor to a rDNA-specific repressor when it is sequestered in the nucleolus (Mikhaleva, 2018). From these studies, it is clear that cells have evolved a strategy to regulate molecular networks by reversibly switching proteins between a mobile and an immobile state. Whether nucleolar sequestration represents a loss- or gain-of-function might depend on the proteins undergoing immobilization.




Mechanisms of Nucleolar Sequestration

The ability of the nucleolus to sequester a wide variety of proteins in various cellular contexts suggests multiple mechanisms for nucleolar sequestration. Pathway analysis of interactions between resident nucleolar proteins and visitor proteins indicates that sequestered proteins interact either directly or indirectly, with the same small subset of “hub” nucleolar proteins, which primarily includes B23/NPM and Nucleolin (Emmott and Hiscox, 2009). Nucleolar retention of highly dynamic proteins through interactions with less mobile “hub” nucleolar partner(s) anchored by multivalent protein and RNA interactions contribute to nucleolar plasticity (Mitrea et al., 2016). Cdc14 is anchored in the nucleolus for most of the cell cycle through its association with Cfi1/Net1 (Shou et al., 1999; Visintin et al., 1999). During anaphase onset, a signaling cascade of phosphorylation inhibits the interaction of Cdc14 with Net1, releasing it to act as a mitotic exit activator (Azzam et al., 2004). ARF binding to MDM2 unmasks a cryptic nucleolar localization signal (NoLS) within its C-terminal RING domain, which is essential for MDM2 nucleolar sequestration (Tao and Levine, 1999; Weber, 1999; Lohrum, 2000; Weber et al., 2000). During DNA damage and acidosis, MDM2 is shuttled into the nucleolus by direct binding to PML (promyelocytic leukemia protein) (Bernardi et al., 2004), itself a target of nucleolar sequestration (Mattsson, 2001). MDM2 can also be sequestered in nucleoli by binding to ATP, independently of ARF (Poyurovsky et al., 2003). Alternatively, MDM2 binds ribosomal proteins (e.g., RPL5 and RPL11) that are released into the nucleoplasm during ribosomal stress, which stabilizes p53 (Boulon, 2010; Liu et al., 2016). Mapping analysis of VHL identified an approximately 30-amino acid fragment referred to as a nucleolar detention signal (NoDS) that is necessary and sufficient to immobilize proteins in nucleoli (Mekhail, 2007). The NoDS is composed of an arginine/histidine-rich sequence followed by two or more hydrophobic LXV motifs where X can be any hydrophobic residue (e.g., LWL, LLV, LFV, and LQV). A survey of proteins containing NoDS identified many candidates harboring this motif, including DNA methyltransferase I DNMT1, PML, and DNA polymerase delta catalytic subunit POLD1, all shown to be immobilized in nucleoli under extracellular acidosis (Mekhail, 2007; Audas et al., 2012a). The NoDS interacts with inducible long noncoding RNA derived from the ribosomal intergenic spacer (rIGSRNA) (Audas et al., 2012a). Silencing of rIGSRNA is sufficient to prevent both the formation of nucleolar detention centers and immobilization of NoDS-containing proteins (Audas et al., 2012a). The identification of the NoDS in many proteins provided evidence that nucleolar sequestration is a common cellular strategy to regulate protein function (Mekhail, 2007).





Biochemical Properties of Nucleolar Detention Centers



Nucleolar Detention Centers Display Amyloidogenic-Like Characteristics

In various physiological settings, proteins with limited mobility often display amyloid-like properties (Kayatekin et al., 2014; Berchowitz et al., 2015). Amyloidogenesis is the process whereby soluble proteins assemble into aggregates known as amyloid fibrils (Knowles et al., 2014). Because of their association to neurodegenerative disorders, including Alzheimer’s and Parkinson’s disease, amyloids were classically perceived as exclusively toxic protein aggregates (Schnabel, 2010; Knowles et al., 2014). The discovery of functional amyloid Pmel17 in 2006 challenged the notion that the amyloid state is merely pathological (Fowler, 2006). Since then, several groups have reported the existence of functional/physiological amyloids in different organisms (Chiti and Dobson, 2006; Fowler, 2007; Maji et al., 2009; Falabella et al., 2012; Fowler and Kelly, 2012; Li et al., 2012; Kayatekin et al., 2014; Berchowitz et al., 2015; Tang et al., 2015; Saad, 2017; Cereghetti, 2018). Nucleolar detention centers composed of proteins such as VHL, MDM2, POLD1, etc., share many properties beyond immobility that are associated with the amyloid state. First, these nuclear foci stained positive with amyloidophilic dyes such as Congo red, Thioflavin S/T, and Amylo-Glo, all of which recognize different biochemical features of amyloids (Audas et al., 2016). Second, the nucleolar detention centers stain positive for the OC fibril antibody that specifically targets the amyloid fibril conformation (Kayed et al., 2007). Third, immobilized proteins found in these nuclear foci displayed biochemical properties associated with amyloids, including resistance to proteinase K, insolubility in common detergents, and can only be dissociated into monomers by SDS/high temperature (Audas et al., 2016). Arguably the utmost unique feature of amyloid bodies is their electron-dense fibrillar organization, which would be as predicted for a condensate enriched in amylogenic proteins (Jacob, 2013; Audas et al., 2016). Consequently, the terms “nucleolar detention centers” and NoDS were replaced with “amyloid bodies” (A-bodies) and “amyloid-converting motif” (ACM), respectively, to reflect the transformation of the nucleolus into an A-body, a molecular prison of proteins in their amyloid-like state. Figure 1A shows an example of this dramatic and reversible transformation of the tripartite nucleolus into the fibrillar A-body in cells responding to stimuli.
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Figure 1 | Nucleolar sequestration: the reversible remodeling of the nucleolus into an amyloid body. (A) During stimuli (heat shock or extracellular acidosis), the tripartite nucleolus undergoes a dramatic transformation into electron-dense fibrillar organization that characterizes an amyloid body. The fibers contain immobilized proteins in an amyloid-like state. After stimuli termination, an amyloid body is disaggregated and transforms back into the tripartite nucleolus. (B) The fibrillar amyloid bodies are distinct from the amorphous, electron-dense nucleolar caps (16 h cisplatin) or the electron-light nucleolar aggresomes (16 h MG132). FC, fibrillar component; DFC, dense fibrillar component; GC, granular component. Scale represents 1 µm. Amyloid body and nucleolar aggresome taken from (Audas, 2016) and (Kruger and Scheer, 2010), with permission.






Amyloid Bodies Are Distinct From Liquid-Like Biomolecular Condensates and Other Nucleolar Organizations

Purification and mass spectrometry analysis have identified hundreds of cellular proteins that are captured in A-bodies, many of which were shown to undergo immobilization by photobleaching experiments (Mekhail, 2007; Audas et al., 2012a; Audas et al., 2016). Because A-bodies contain an array of immobilized proteins in an amyloid-like state, we suggested the term “systemic physiological amyloidogenesis” to describe A-body biogenesis, in keeping with the original terminology to describe functional amyloids (Chiti and Dobson, 2006; Fowler, 2007; Maji et al., 2009). Other laboratories have also proposed that A-body formation represents an amyloidogenic liquid-to-solid phase transition (Lyons and Anderson, 2016; Latonen, 2019; Hall et al., 2019) and used the terms “solid,” “solid-like,” or “non-dynamic” biomolecular condensates to describe this membraneless organelle (Lyons and Anderson, 2016; Weber, 2017; Cereghetti, 2018; Holehouse and Pappu, 2018; Woodruff et al., 2018; Itakura et al., 2018; Fay and Anderson, 2018; Latonen, 2019). Prior to the discovery of A-bodies, the terms “liquid-to-solid phase transition” and “solid” had been reserved to describe the formation of pathological aggregates (Patel et al., 2015; Murakami et al., 2015; Jain and Vale, 2017; Mateju et al., 2017; Peskett, 2018; Posey et al., 2018). Other physiological examples of “solid-like” structures include Balbiani bodies observed in Xenopus (Boke et al, 2016) and pH-regulated fluid-to-solid transition of the cytoplasm in yeast (Munder et al, 2016). The fibrous, amyloid-like characteristic of the A-body differentiates it from other biomolecular condensates that display liquid-like properties (Brangwynne et al., 2009; Brangwynne et al., 2011; Weber and Brangwynne, 2012; Zhu and Brangwynne, 2015; Banani, 2017; Shin and Brangwynne, 2017), such as stress granules, nucleoli, and paraspeckles, amongst others (Hodges, 1998; Gall, 2000; Lamond and Spector, 2003; Rizzi et al., 2004; Dellaire and Bazett-Jones, 2004; Valgardsdottir, 2005; Parker and Sheth, 2007; Sasaki and Hirose, 2009; Bond and Fox, 2009; Machyna et al., 2013; Pederson, 2011; Protter and Parker, 2016). Liquid-like biomolecular condensates are dynamic, their constituents are mobile, they do not form fibers detectable by EM nor do they typically stain with amyloidophilic dyes (Phair and Misteli, 2000; Shin and Brangwynne, 2017; Weber, 2017). The biochemical and biophysical differences between dynamic, liquid-like, and non-dynamic or solid-like condensates are summarized within Table 2.



Table 2 | Biochemical, biophysical, and dynamic properties of liquid-like condensates or solid-like condensates with amyloid characteristics.
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A-bodies may also be contrasted from other stress-induced nucleolar structures, namely, nucleolar caps (Shav-Tal et al., 2005) and nucleolar aggresomes (Latonen, 2011; Latonen, 2011; Latonen, 2019) (Figure 1B). Transcriptional inhibition of Pol I results in nucleolar segregation, in which the FC and GC phases separate, perhaps as a consequence of changes in surface tension (Shin and Brangwynne, 2017) resulting in the formation of perinucleolar caps that surround the segregated nucleolus (Shav-Tal et al., 2005). Proteasomal inhibition induces nucleolar inclusions called nucleolar aggresomes that contain proteins marked for degradation, and various RNAs (Latonen, 2011). By EM, A-bodies have a unique fibrillar organization characteristic of amyloids, whereas nucleolar caps appear as electron-dense amorphous structures and nucleolar aggresomes are cavernous, occupying a large electron-light central space of the nucleolus (Kruger and Scheer, 2010) (Figure 1B). Interestingly, while the formation of nucleolar caps and A-bodies is accompanied by a redistribution of nucleolar components and subsequent arrest of ribosomal biogenesis (Shav-Tal et al., 2005; Mekhail, 2006; Jacob, 2013), nucleolar aggresomes require transcriptionally active nucleoli to form (Latonen, 2011; Latonen, 2011), with all nucleolar components intact and visible by EM. Additionally, proteins are dynamically sorted into nucleolar caps and remain mobile (Shav-Tal et al., 2005), while several proteins in A-bodies and nucleolar aggresomes are immobile (Mekhail, 2005; Audas et al., 2012a; Jacob, 2013; Audas et al., 2016). Another recently identified nucleolar stress body, nucleolar amyloid bodies (NoABs), is induced by prematurely terminated peptides that diffuse through the nuclear pores and aggregate within the nucleolus (Mediani et al., 2019). EM has not been reported for NoABs. It remains to be tested if NoABs are rIGSRNA-dependent, as are A-bodies, and if prematurely terminated peptides are involved in nucleolar sequestration of full-length proteins. While there are definitive similarities between the different stress-induced nucleolar organizations and that proteins can undergo sequestration in nucleolar aggresomes (both are discussed in (Latonen, 2019), A-bodies represent a unique nucleolar structure based on their fibrous properties and dependency on rIGSRNA.





Protein Immobilization Into A-Bodies: A Choreographed Multistep Pathway

How membraneless subcellular condensates maintain their unique identities and how proteins and/or RNA are sorted into these condensates remain subjects of active research. New insights into the biophysical properties of biomolecular condensates have demonstrated unexpected links between the sequence-encoded information in protein and RNA components of compartments and the material properties they impart (Kato et al., 2012; Altmeyer et al., 2015; Brangwynne et al., 2015; Elbaum-Garfinkle et al., 2015; Molliex et al., 2015; Nott et al., 2015; Pak et al., 2016; Shin and Brangwynne, 2017; Weber, 2017; Langdon, 2018). Recent studies demonstrated the importance of RNA-binding proteins with prion-like, low-complexity domains in forming biomolecular condensates. Equally as exciting has been the work done to uncover the specific sequences or structural elements embedded in architectural RNA that dictate the biophysical properties of biomolecular condensates (Chujo, 2017; Chujo and Hirose, 2017; Yamazaki et al., 2018; Hirose et al., 2019). With these new tools, we have begun to understand how specific elements within RNA and proteins are involved in condensate biogenesis.



A Working Model of A-Body Biogenesis

Figure 2 proposes a stepwise working model of A-body biogenesis that integrates different opinions in the literature, showcasing this process as a precisely choreographed multistep routine rather than simply a random aggregation of misfolded proteins. The first step in the formation of A-bodies is the appearance of several transient foci that are distinct from known nucleolar layers (Wang et al., 2018). These foci are spherical, contain mobile proteins, and can undergo fusion, thereby displaying some of the properties associated with dynamic condensates. An interesting feature of the inducible nucleolar foci is that they stain positive for 1-anilino-8-naphthalenesulfonate (ANS), a dye specific for hydrophobic regions of proteins and used in vitro to detect the molten globule state, a precursor of amyloid fibrils (Booth, 1997). EM revealed that ANS-positive foci correspond to electron-dense, amorphous aggregates concomitant with loss of the typical tripartite organization of transcriptionally active nucleoli. In the second step, the stimulus-induced foci rapidly mature into Congo red-positive aggregates that contain immobilized proteins, limiting their ability to diffuse within the nucleolus. We coined these maturing foci “nascent A-bodies.” Photobleaching analysis showed that, once formed, nascent A-bodies expand by directly capturing and immobilizing free proteins (step 3) (Wang et al, 2018). Maturation of A-bodies terminates once the pools of cellular mobile proteins have been depleted, culminating in a distinct fibrous organization. Disassembly of A-bodies occurs within 1–2 h after stimulus termination, a process that requires heat shock proteins hsp70 and hsp90 (step 4) (Audas et al., 2016).
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Figure 2 | Working model: amyloid body biogenesis is a precisely choreographed routine. We propose that, on stimulus, low-complexity ribosomal intergenic spacer RNA (rIGSRNA) derived from the rDNA intergenic spacer accumulate in the nucleolus. Step 1: Low-complexity rIGSRNA interact with short cationic peptides, such as the R/H-rich sequence of the ACM (formally NoDS), to form nucleolar liquid-like foci. Step 2: Local concentration of proteins with amyloidogenic propensity in the foci triggers physiological amyloidogenesis and generates nascent amyloid bodies (A-bodies). Step 3: Once seeded, nascent A-bodies self-assemble into fibrillar, solid-like A-bodies. A-bodies enable cells to rapidly and reversibly store a large array of proteins and enter cellular dormancy in response to stress. Step 4: Upon recovery/stimulus termination, A-body disaggregation is mediated by heat shock protein (hsp) chaperones 70 and 90. Through these steps, A-body biogenesis may represent a physiological liquid-to-solid phase transition.






Low-Complexity rIGSRNA Drive Formation of Inducible Nucleolar Foci

In mammals, the nucleolus is organized around a scaffold of ∼400 rDNA tandem repeats of 43 kb, of which approximately half are transcriptionally active (Nemeth and Grummt, 2018; Sharifi and Bierhoff, 2018). Each repeat consists of an rDNA enhancer/promoter located directly upstream of rRNA genes separated by a ribosomal intergenic spacer (rIGS) of variable length and organization (Gonzalez and Sylvester, 1995; Smirnov, 2016) (Figure 3A). The rIGS is an enigmatic region of the human genome historically, and erroneously, called the “non-transcribed region” (Smirnov, 2016). Interestingly, in recent years, species conservation (Agrawal and Ganley, 2018) and functional studies have demonstrated that these regions of the genome are transcriptionally active, generating various non-coding RNA (ncRNA) (Jacob, 2012; Audas and Lee, 2016). These ncRNA from the rIGS are involved in regulating rRNA expression (Mayer, 2006; Mayer et al., 2008; Schmitz, 2010; Zhao, 2016; Zhao, 2016; Zhao, 2018) and thereby responsible for maintaining a significant fraction of the rDNA cassettes in a heterochromatic, transcriptionally silent chromatin structure (Grummt and Pikaard, 2003; Santoro, 2005), controlling PTBP1-regulated alternative splicing (Yap, 2018), and assembling A-bodies (Audas et al., 2012a; Jacob, 2013; Audas et al., 2016; Wang et al., 2018) (Figure 3A). The various rIGS ncRNA appear to be products of RNA polymerase I (Mayer, 2006; Audas et al., 2012a), except for the antisense PAPAS, which is transcribed by RNA polymerase II (Zhao, 2016).
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Figure 3 | Induction of non-coding RNA (ncRNA) from the ribosomal cassette. (A) Schematic of a single human rDNA repeat unit, which is composed of a ~13-kb pre-rRNA coding region flanked by a ~30-kb intergenic spacer (rIGS). The rIGS transcribes several functional non-coding RNA. Stimuli-specific loci of rIGS produce ribosomal intergenic spacer RNA (rIGSRNA) required for A-body formation. rIGS28RNA and rIGS16RNA/rIGS22RNA are produced under acidotic (yellow) and heat shock (red) conditions, respectively. No function has been ascribed to rIGS18RNA yet. Other ncRNA found in the rIGS include a >10-kb transcript called PNCTR (pyrimidine-rich non-coding transcript) involved in PTBP1 binding (purple), pRNA (green), and antisense PAPAS (brown) involved in rRNA regulation, as well as Alu element-derived (gray boxes) RNA involved in nucleolar architecture. (B) rIGSRNA contain low-complexity sequences comprising of long dinucleotide repeats, as determined by RNA sequencing, RT cloning, and RNA-FISH. This is in contrast to other ncRNA that display high complexity, i.e., possess secondary structure, such as pRNA.




The appearance of nucleolar foci under stress coincides with the induction of rIGS28RNA in acidosis, and rIGS16RNA and rIGS22RNA in heat shock (Figure 3). Recent work suggests that low-complexity dinucleotide repetitive sequences operate as the architectural determinants of rIGSRNA to recruit proteins to A-bodies (Wang et al., 2018) (Figure 3B). Live cell imaging and in vitro assays indicated that positively charged R/H-rich peptide domains of the ACM (Figure 4) co-assemble more efficiently with the negatively charged low-complexity sequences of rIGSRNA than with flanking high-complexity RNA sequences to form the inducible nucleolar foci (Wang et al., 2018). The rIGSRNA/ACM interactions in vitro and in vivo are particularly sensitive to even the slightest increase in salt concentration. This contrasts other phase-separated compartments of the nucleolus, which are disrupted at considerably higher salt concentrations. Thus, the interactions between low-complexity RNA and the R/H-rich region of the ACM characteristic of step 1 in A-body biogenesis (Figure 2) appear to be electrostatic in nature and are likely driven by complex coacervation, a charge-based form of liquid–liquid phase separation that has been observed in other cellular settings in vivo (Altmeyer et al., 2015; Pak et al., 2016).
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Figure 4 | The amyloid-converting motif (ACM). (A) The ACM is necessary and sufficient to target and immobilize proteins in amyloid bodies (A-bodies). It consists of a R/H-rich short cationic domain flanking a high fibrillation propensity domain (determined by Rosetta energy of less than −23 kcal/mol). (B) We propose that it is its bipartite nature that allows the ACM to traverse phase boundaries. Complex coacervation of short cationic domains and low-complexity rIGSRNA (liquid–liquid phase separation) concentrates fibrillation propensity domains to activate a liquid-to-solid phase transition to form A-bodies.






Amyloidogenic Properties of the ACM Trigger Protein Immobilization

In principle, A-bodies and Balbiani bodies should be composed of proteins that possess fibrillation propensity, i.e., increased likelihood of forming fibrils. Bioinformatic analysis of the consensus ACM revealed the hydrophobic LXV motifs make up a region of high fibrillation propensity, as predicted by a Rosetta energy score of less than −23 kcal/mol (Goldschmidt, 2010) (Figure 4A). As a whole, the ACM bears a striking resemblance to that of the prototypical pathological β-amyloid, historically associated with Alzheimer’s disease, in which a R/H-rich sequence is in close proximity to a region of high fibrillation propensity referred to in literature as the P3 fragment (Figure 4A) (Dulin et al., 2008). The ACM exhibits classic amyloidogenic properties previously observed for β-amyloid, namely, the cross-β X-ray diffraction pattern in vivo and the ability to form fibrils in vitro (Audas et al., 2016).

It has been proposed that the function of the initial liquid state is to locally concentrate proteins with fibrillation propensity that would otherwise be at levels below the critical threshold in the cell (Knowles et al., 2014). Concentration-dependent activation of protein fibrillation has been well-documented in vitro (Eisenberg and Jucker, 2012; Knowles et al., 2014). Indeed, markers of early or nascent A-bodies include ANS and A11 staining (Wang et al., 2018) that are typically used in vitro to indicate accumulating pre-amyloidogenic structures (Booth, 1997; Kayed et al., 2007; Hawe et al., 2008; Tang et al., 2015). In addition, photobleaching analyses revealed that the core of nucleolar foci contain immobile proteins. Nascent A-bodies expand by self-assembly, during which soluble proteins are added directly and autonomously to the growing amyloid structure (Figure 2) (Wang et al., 2018).




The ACM Traverses Across Phase Boundaries to Confer A-Body Identity

As described above, low-complexity RNA sequences are important in conferring A-bodies their unique identity (Wang et al., 2018), adding to the list of architectural determinants, which includes sequence-specific RNA (Yamazaki et al., 2018), mRNA secondary structure (Jain and Vale, 2017; Langdon, 2018), and short unstructured RNA in vitro (Nott et al., 2016). The low-complexity rIGSRNA-mediated foci themselves appear immiscible from the three canonical compartments of the nucleolus (Feric et al., 2016; Wang et al., 2018), suggesting they exhibit distinct properties that may exclude mixing. Ultimately, it is the bipartite nature of the ACM that confers A-body identity and differentiates the ACM from other motifs. One possibility is that the R/H-rich “short cationic domain” mediates complex coacervation while the “fibrillation propensity domain” initiates amyloidogenesis to immobilize proteins in A-bodies (Audas et al., 2016; Wang et al., 2018) (Figure 4B). In this model, proteins without a region of high fibrillation propensity are unlikely to be incorporated into A-bodies. In other words, while many proteins containing positively charged domains can form transient rIGSRNA-dependent nucleolar foci, only the ones that harbor high fibrillation propensity sequences will be found immobilized in A-bodies. The balance of positive to negative charge ratio, presence of polar and/or aromatic residues, and modifications (Aumiller and Keating, 2016; Monahan et a.l, 2017) will affect how ACM engage in intermolecular interactions with other proteins and low-complexity RNA. Therefore, the ACM is versatile as it can physiologically transition proteins across phase boundaries.





Physiological Amyloids Promote Cell Dormancy

Endogenous A-bodies have been found in primary cultures and cell lines exposed to various stimuli, the cores of human tumors, and subsets of cells in normal human and mouse tissues (Audas et al., 2016). So, while A-bodies share structural features with pathological amyloids, their ubiquitous and reversible nature is indicative of a physiological function. Pathway enrichment analysis determined that many of the proteins sequestered in A-bodies are involved in cell cycle regulation and DNA synthesis, such as CDK1, POLD1, and DNMT1 (Audas et al., 2016). By temporarily detaining key factors from their sites of activity into A-bodies, major molecular networks are disrupted, suppressing metabolic activity (Mekhail, 2006) and arresting proliferation/DNA synthesis (Audas et al., 2016). This is different from the quiescent state (G0) in the cell cycle where cells arrest proliferation but remain metabolically active. Therefore, the biological role of A-body formation is to promote cellular dormancy as an adaptive response to environmental stressors. These findings are consistent with reports that show Balbiani bodies (Boke et al., 2016) and fluid-to-solid transitions in yeast (Munder et al, 2016) promote dormancy, reinforcing the concept that cells utilize different states of matter to perform various biological functions (Table 2). The material properties of “solid-like” systems—non-dynamic, amyloid-like—result in loss of metabolic activity and promote cellular dormancy, while those of ”liquid-like” systems—dynamic, fluid-like—concentrate and facilitate biochemical reactions.




A-Bodies as Targets for Therapeutic Discovery



Implications for Pathological Amyloids

A-bodies that are physiologically produced remain confined within the nucleus and are considered non-toxic amyloids (Wang et al., 2017). How the nuclear environment alters the interaction properties of aggregation-prone proteins to prevent toxicity (Woerner et al., 2016; Maharana, 2018) compared to the cytoplasm is unclear. These results imply the cell tightly regulates the induction and degradation of low-complexity rIGSRNA within the nucleolus in response to stimuli. It is interesting that the pathological β-amyloid involved in Alzheimer’s disease is an ACM and undergoes immobilization in A-bodies. Mutations that decrease the fibrillation potential of β-amyloid prevent its immobilization in A-bodies, providing a link between β-amyloid fibrillation and A-body biogenesis. It is tempting to speculate that disruptions of A-body biogenesis, for example by cell death, may provide the initial seeds for pathological amyloidogenesis. Whether aberrant production or localization of low-complexity RNA or exposure of A-bodies to the extracellular environment is involved in amyloid pathologies such as Alzheimer’s and Huntington’s diseases will be the subject of future studies.




Implications for Tumor Cell Dormancy and Metastasis

Given the evidence that A-bodies are observed in the cores of tumors and promote cell dormancy (Audas et al., 2016), perhaps there is a link between A-body formation and tumor cell dormancy. This could allow cancer cells to adapt to the harsh hypoxic/acidotic conditions of the tumor microenvironment. Such a connection has pertinent implications for chemotherapeutic resistance and metastasis (Li, 2014; Li, 2015). With major metabolic pathways shut down and key drug targets stored away in A-bodies, a small population of dormant tumor cells may be resistant to treatment, survive for a prolonged period of time, and contribute to disease recurrence or metastasis upon their metabolic reactivation. Preventing cancer cells from forming A-bodies and going dormant or, more realistically, preventing cancer cells from reactivating may become a viable treatment option.

An interesting avenue of research that may offer a more effective cancer treatment strategy involves manipulating the proteins that evade capture into A-bodies. Interestingly, proteins that remain active to sustain basal metabolism and viability under stress tend to be devoid of fibrillation propensity domains and evade capture into A-bodies. These proteins would be more susceptible to manipulation and serve as better chemotherapeutic targets than proteins captured in A-bodies.





Discussion

Twenty years after its discovery, the study of nucleolar sequestration has led to important conceptual and mechanistical advances in our understanding of the role of membraneless bodies and how they are constructed. The ability of cells to reversibly cycle proteins from a mobile to immobile state in A-bodies represents an effective posttranslational mechanism to regulate molecular networks. In this review, we propose a stepwise working model of A-body biogenesis that highlights this process as a precisely choreographed multistep routine rather than a random aggregation of misfolded proteins. This also makes A-bodies unique from the liquid compartments that populate the cell. A-bodies are characterized by electron-dense fibers composed of an array of immobilized proteins that stain positive with various amyloidogenic dyes. Liquid condensates do not display amyloidogenic features and generally contain mobile proteins. Obviously, this raises the key question of why liquid condensates typically do not mature into bodies with amyloidogenic properties. One possibility is that the clusters of low-complexity rIGSRNA are able to recruit sufficient quantity of proteins by simple electrostatic interactions, thereby reaching the critical concentration threshold to trigger amyloidogenesis (Knowles et al., 2014). This model is supported by the observation of electron-dense material early on in A-body biogenesis. The bipartite nature of the ACM, which can both electrostatically interact with low-complexity rIGSRNA and contains a high fibrillation propensity domain necessary for immobilization, may also explain the maturation of A-bodies. Perhaps the architectural determinants of RNA that seed various liquid bodies are too restrictive to certain binding partners to reach a concentration threshold required for amyloidogenesis. Additionally, there is evidence that suggests high nuclear RNA concentration acts as a buffer to prevent condensates from becoming amyloidogenic (Maharana et al., 2018). Indeed, mutated proteins with increased propensity to form amyloids are preferentially formed in the cytoplasm, which has low RNA concentration. While this appears to be the case for cytoplasmic stress granules enriched in amyloidogenic mutant proteins, this likely does not explain A-body maturation as the nucleolus is highly enriched in rRNA. How A-bodies progress from liquid-like condensates to solid-like condensates is a major question in the field of condensate biology, which we are actively pursuing. We are also keen to explore other stimuli, particularly those that alter nucleolar architecture, that may promote the accumulation of rIGSRNA and the formation of A-bodies, including viral infection (Wang, 2010), inflammation, and diurnal cycles of metabolism. Diurnal oscillations in nucleolar size and abundance of nucleolar RNAs have been seen in mammalian systems (Sinturel et al., 2017; Aitken and Semple, 2017), as well as an emerging connection between circadian disturbances and Alzheimer’s disease (Musiek, 2015). Despite most proteins having inherent fibrillation propensity, the dominant view remains that amyloids are inherently toxic, rather than a physiological fold exploited by cells to regulate various peptide functions. The challenge will be to decipher fundamental differences between A-bodies and other physiological or pathological membraneless compartments that could inform our understanding on how to prevent, detect, and treat amyloid-based diseases.
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Genetic loci are non-randomly arranged in the nucleus of the cell. This order, which is important to overall genome expression and stability, is maintained by a growing number of factors including the nuclear envelope, various genetic elements and dedicated protein complexes. Here, we review evidence supporting roles for non-coding RNAs (ncRNAs) in the regulation of spatial genome organization and its impact on gene expression and cell survival. Specifically, we discuss how ncRNAs from single-copy and repetitive DNA loci contribute to spatial genome organization by impacting perinuclear chromosome tethering, major nuclear compartments, chromatin looping, and various chromosomal structures. Overall, our analysis of the literature highlights central functions for ncRNAs and their transcription in the modulation of spatial genome organization with connections to human health and disease.
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INTRODUCTION

Spatial genome organization involves the 3D structure, positioning, and interactions of chromatin within the nucleus. This is a non-random process that is characterized by the regulation of various nuclear domains, topological associations, and epigenetic signatures. For example, decondensed euchromatin domains, which include active enhancer elements and are generally conducive to transcription, are found preferentially within the nuclear interior. On the other hand, heterochromatin domains are densely packed chromosome regions that are occupied by gene-silencing histone marks, which include histone H3 methylated on Lysine 27 (H3K27me3) or Lysine 9 (H3K9me2 and H3K9me3) (Rice and Allis, 2001; Richards and Elgin, 2002). Such heterochromatin domains are preferentially located near the nuclear periphery or a major nuclear compartment called the nucleolus.

In fact, the nuclear genome is generally arranged within several cytologically distinct compartments. In addition to the prominent nucleolus, other nuclear compartments include the Cajal bodies, speckles, paraspeckles, and histone locus bodies. Nuclear compartments generally form via dynamic self-organization of their different constituents at sites of gene clusters (Mao et al., 2011; Sleeman and Trinkle-Mulcahy, 2014; Wang et al., 2016). For example, nucleoli encompass the tandem ribosomal DNA (rDNA) repeats while histone locus bodies form around the histone-encoding gene clusters. Early studies identified a role for molecular crowding in the formation of some nuclear compartments (Richter et al., 2007; Cho and Kim, 2012). High concentrations of macromolecules in a local environment creates crowding and promotes formation of weak non-covalent bonds between the macromolecules, thereby forming membrane-less nuclear compartments. Consistent with this notion, the formation of several nuclear compartments is driven by liquid-liquid phase separation (Zhu and Brangwynne, 2015; Hall et al., 2019). Importantly, the three-dimensional organization of chromatin into these nuclear compartments often underlies the expression and stability of the various genetic loci that are harbored within such nuclear bodies. For example, actively transcribed genes often associate with the periphery of nuclear speckles, which are sites of RNA processing (Hu et al., 2019). Disruption of nuclear speckles changes gene expression profiles by decreasing intrachromosomal interactions between active chromatin regions.

In addition to the formation of cytologically distinct nuclear compartments, the genome is organized into topologically associated domains (TADs) (Dixon et al., 2012), which can be viewed as three-dimensional building blocks of looped chromatin domains (Lieberman-Aiden et al., 2009; Dixon et al., 2012). TADs are present in the genomes of several eukaryotes including Drosophila (Sexton et al., 2012), mice (Krefting et al., 2018) and humans (Lieberman-Aiden et al., 2009), and are categorized into type A (active genes) and type B (inactive genes) compartments. TADs can regulate transcription by acting as insulators, preventing the spread of euchromatin or heterochromatin marks and regulating enhancer-promoter interactions.

Topologically associated domains are built or defined by their associated proteins, which include the cohesin complex, condensin complex and CCCTCF binding factor (CTCF) which binds DNA in a sequence-specific manner (Dixon et al., 2012; Zuin et al., 2014). Cohesin and condensin are ring-shaped protein complexes that bind chromatin independently of the DNA sequence and mediate chromatin looping, bringing distant DNA sequences along the linear genome into close proximity within the 3D space of the nucleus (Nuebler et al., 2018). The cohesin and condensin complexes, which are composed of structural maintenance of chromosome (SMC) proteins, extrude the DNA into loops through an ATP hydrolysis-dependent mechanism (Burmann et al., 2017; Diebold-Durand et al., 2017; Ganji et al., 2018). Cohesin loading onto chromatin is mediated by the loading factor NIPBL, the absence of which results in the loss of local TAD patterns (Schwarzer et al., 2017). The DNA is extruded until cohesin reaches a boundary element or insulator such as CTCF (Nuebler et al., 2018; Vian et al., 2018). CTCF is a DNA binding protein that mostly associates with TAD boundary regions, insulator sequences, and imprinting control regions (Rao et al., 2014; Sanborn et al., 2015). CTCF is responsible for the majority of chromatin loops across the human genome and is thus an important regulator of spatial genome organization.

Another regulator of spatial genome organization is the nuclear envelope, which harbors the inner nuclear membrane (INM) proteins and nuclear pore complexes (NPCs) and is lined by the nuclear lamina (NL), which is a meshwork of lamin and lamin-associated proteins. The nuclear lamins are important regulators of chromatin organization (Kind et al., 2015). Genes that are activated for transcription are commonly repositioned from the NL to either the nuclear interior or closer to NPCs. Regions of the chromatin that interact with the lamina are referred to as lamina associated domains (LADs), and this association is mediated by lamin-associated proteins. In mammals (Guelen et al., 2008), nematodes (Ikegami et al., 2010) and flies (Pickersgill et al., 2006; van Bemmel et al., 2010), LADs mostly harbor silent or weakly expressed genes, and contain heterochromatin marks such as H3K9me3 and H3K9me2 (Casolari et al., 2004; Wen et al., 2009), whereas budding yeast has no lamina or LADs and its genome is instead organized into gene crumples and directly tethered to INM or NPC proteins (Taddei et al., 2006; Mekhail et al., 2008; Hsieh et al., 2015). In Drosophila cells, NL disruption alters LAD composition such that there is more histone H3 acetylated on Lysine 9 (H3K9Ac) and less chromatin compaction (Ulianov et al., 2019). Furthermore, association of chromosomes with the nuclear lamina limits their mobility within the nucleus (Wang H. et al., 2018). In addition, studies in different organisms revealed that NPCs can regulate chromatin structure and function (Dilworth et al., 2005; Brown et al., 2008; Mekhail and Moazed, 2010). For example, the nucleoporins from which NPCs are built can associate with the promoters of active genes in yeast, thereby regulating gene expression (Schmid et al., 2006).

In addition to nuclear compartments, TADs/LADs, the nuclear envelope and their associated protein complexes, non-coding RNAs (ncRNAs) have emerged as major regulators of spatial genome organization. ncRNAs are RNA molecules that are not translated into proteins. ncRNAs are categorized based on their size – long (>200 bp) and short (<200 bp) – and are implicated in numerous cellular processes including transcription, mRNA splicing, and protein translation (Mortazavi et al., 2008; Khalil et al., 2009; Palazzo and Lee, 2015). ncRNAs emerging from within a given genetic locus can regulate transcription at the same locus (cis) or elsewhere in the genome (trans). Here we review ncRNAs that emerge from single-copy DNA loci or repetitive DNA loci and have diverse roles in spatial genome organization, thus impacting gene expression and stability. Collectively, ncRNAs impact spatial genome organization by modulating perinuclear chromosome tethering, the formation of major nuclear compartments, chromatin looping and various chromosomal structures. These roles of ncRNAs often intersect with various other regulators of genome structure and function.



NON-CODING RNA AT SINGLE COPY LOCI

Single copy loci include genes required for cell function and survival and can give rise to ncRNAs that regulate higher order chromatin structure and positioning (Figure 1). ncRNAs and their active transcription can mediate chromatin looping to bring distant DNA regions into close proximity and reposition genetic loci to regulate their expression. Nuclear bodies, such as Cajal bodies and paraspeckles, are formed by ncRNA transcription and can regulate the localization or sequestration of transcriptional regulators. Furthermore, ncRNAs play roles in organismal development by regulating the subnuclear positioning and transcriptional status of the X chromosome, HOX genes and Kcnq1 genes. In this section we discuss roles for ncRNAs and their transcription in the control of spatial gene positioning, chromatin remodeling and nuclear compartmentalization.
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FIGURE 1. Spatial organization of single copy loci by ncRNAs. (A) Transcription of snRNA genes and interaction between intron-encoded snoRNA/snRNAs with coilin mediate Cajal body formation. Cajal bodies associate with sn/snoRNA and histone gene loci and regulate their gene expression. (B) Transcription of an enhancer can produce eRNAs, which associate with the mediator complex and enable chromatin looping, thereby driving enhancer-promoter interaction. (C) In the absence of the ThymoD ncRNA, the enhancer for the BCL11B locus is at nuclear periphery. ThymoD ncRNA mediates enhancer repositioning away from the nuclear periphery and drives chromatin looping of the enhancer bringing it in close proximity to the BCL11B locus, thereby allowing for the transcriptional activation of this locus. (D) In the somatic tissues of placental mammals, Xist lncRNA tethers the inactive X chromosome to the nuclear lamina by interacting with lamin B receptor. Xist interacts with polycomb proteins to establish the heterochromatin state of the inactive X chromosome. Xist also mediates relocation of active genes from the surface of the X chromosome to its interior.



ncRNAs in the Formation and Maintenance of Nuclear Compartments

Non-coding RNAs can impact the structure and function of nuclear compartments such as Cajal bodies. The latter are involved in various processes including telomerase biogenesis, 3′-end processing of histone pre-mRNAs, as well as the processing, assembly and maturation of spliceosomal small nuclear ribonucleoproteins (snRNPs) (Sawyer et al., 2016). Cajal bodies associate with small nuclear and nucleolar RNA (sn/snoRNA) gene loci, such that these genes form intra- and inter-chromosomal clusters around the bodies (Figure 1A) (Wang et al., 2016). In fact, the formation of Cajal bodies is itself mediated by the transcription of snRNA genes (Kaiser et al., 2008) and by interactions between intron-encoded snoRNA/snRNAs and a protein called coilin (Kaiser et al., 2008; Machyna et al., 2014). This is in accordance with studies reporting the loss of Cajal bodies during mitosis and their reformation during early G1 upon the resumption of transcription (Carmo-Fonseca et al., 1993; Strzelecka et al., 2010). Furthermore, these ncRNA-dependent Cajal bodies are responsible for the spatial organization and expression of other types of genes, including those encoding for histones or pre-mRNA splicing factors (Sawyer et al., 2016; Wang et al., 2016; Wang H. et al., 2018).

Paraspeckles are nuclear bodies that form in response to environmental stress at and around the NEAT1 gene (nuclear enriched abundant transcript 1), which is transcribed into the long ncRNAs (lncRNAs) NEAT1_1 (Men ε) and NEAT1_2 (Men β) (Sunwoo et al., 2009). These lncRNAs and their ongoing transcription are required for the nucleation and maintenance of these nuclear compartments (Shevtsov and Dundr, 2011). Transcriptional upregulation of NEAT1 increases paraspeckle size and sequestration of paraspeckle-associated transcriptional regulators, such as the splicing factor proline/glutamine-rich (SFPQ) (Hirose et al., 2014). In contrast, repression of NEAT1 disrupts paraspeckles, releases paraspeckle-associated proteins into the nucleoplasm and hyper-induces the transcription of various genes including ADARB2 (adenosine deaminase RNA-specific B2), which is involved in RNA editing (Clemson et al., 2009; Mao et al., 2011; Hirose et al., 2014; Imamura et al., 2014).

NEAT1 can also regulate the subnuclear localization of growth control genes by associating with Polycomb 2 protein (Pc2), a key subunit of the chromatin-repressive PRC1 complex (Yang et al., 2011). Methylation/demethylation cycles of Pc2 dictate its association with two ncRNAs, TUG1 (Taurine up-regulated 1) and NEAT1, which are found in two distinct nuclear bodies. Methylated Pc2 preferentially interacts with the TUG1 ncRNA within the transcriptionally repressive Polycomb nuclear bodies, thereby silencing the Pc2-associated growth control genes. On the other hand, demethylation of Pc2 results in its preferential interaction with NEAT1, which relocates Pc2 together with its associated growth control genes to inter-chromosomal granules within which the genes can be actively transcribed.

NEAT1 is commonly induced upon viral infection and can regulate the transcriptional activation of various antiviral genes (Ma et al., 2017). The splicing factor SFPQ is a transcriptional repressor of the antiviral gene IL-8. Recently, NEAT1 has been shown to mediate the relocation of SFPQ from the IL-8 promoter to paraspeckles, thereby activating IL-8 gene expression (Imamura et al., 2014). Paraspeckles and NEAT1 have also been linked to cancer biology, where they can have both oncogenic and tumor suppressive roles. In some cancers, the upregulation of NEAT1 and associated paraspeckles can be driven by tumor microenvironmental conditions and estrogen receptor stimulation, respectively (Chakravarty et al., 2014; Choudhry et al., 2015). This upregulation is associated with increases in active epigenetic marks and cellular proliferation. Surprisingly, in some types of cancer, upregulation of NEAT1 and paraspeckles prevented cellular transformation and tumorigenesis (Adriaens et al., 2016). Overall, these findings highlight functional connections between ncRNAs and nuclear compartments. These studies also underscore the importance of understanding the exact roles that ncRNAs can exert within different biological and clinical settings.



ncRNAs and Chromatin Looping

Non-coding RNAs can regulate gene expression by mediating chromatin remodeling between enhancers and promoters. Transcription of enhancers in mammalian cells can give rise to a type of ncRNA that is referred to as enhancer RNA (eRNA), which can bring an enhancer and promoter in close proximity by mediating the formation of a DNA loop, and associate with mediator complexes to drive the expression of target genes (Figure 1B) (Kim et al., 2010; Orom et al., 2010). For example, activation of estrogen receptor-α induces the transcription of eRNAs that mediate chromatin looping, thereby driving transcription-inducing enhancer-promoter interactions at target genes (Li W. et al., 2013). Another class of ncRNAs, which is known as ncRNA-activating (ncRNA-a), has a function similar to that of eRNA (Lai et al., 2013; Li W. et al., 2013). These ncRNA-a species activate their neighboring genes by associating with the mediator complex and enabling chromatin looping in cis. This 3D chromatin configuration and gene expression are reduced upon disruption of ncRNA-a species or mediator, suggesting the dependence of chromatin loop structure and function on interactions between ncRNA-a and mediator.

The active transcription of ncRNAs can also result in the looping of DNA, bringing gene loci in close proximity or blocking transcription of distant genes. In the plant Arabidopsis thaliana, transcription of the ncRNA APOLO forms a chromatin loop encompassing the promoter of its neighboring gene, PID (Ariel et al., 2014), which is the key regulator of polar auxin transport and root development (Benjamins et al., 2001). This APOLO-mediated 3D chromatin configuration, which is also influenced by PRC1 and PRC2 (polycomb repressive complex 1 and 2), limits the access of Pol II to the PID promoter, thereby regulating the transcriptional activity of this gene (Ariel et al., 2014). Disruption of the APOLO-dependent expression of PID results in defects in root development, highlighting the importance of ncRNA-mediated chromatin remodeling to plant growth and development (Benjamins et al., 2001).

Intergenic transcription-driven chromatin looping is also implicated in lymphocyte development. In developing B cells, V(D)J recombination is required for the assembly of antigen receptors (Alt et al., 1984; Sayegh et al., 2005). Importantly, V(D)J recombination requires changes to the 3D configuration of the immunoglobulin heavy locus (Igh) in order to bring the VH, DH and JH genes in close proximity, which in turn allows the genetic rearrangements to occur (Kosak et al., 2002; Medvedovic et al., 2013). Prior to rearrangement, non-coding transcription at this locus occurs at the VH intergenic region in the antisense orientation (Yancopoulos and Alt, 1985). This intergenic region contains Pax5-activated intergenic repeat (PAIR) elements (Fuxa et al., 2004), which are transcriptionally upregulated in the absence of CTCF (Degner et al., 2009). Antisense transcription of these PAIR elements in pro-B cells mediates long-distance interaction with the Eμ region on the Igh locus (Verma-Gaur et al., 2012). The resulting DNA looping brings the distal VH into close proximity with DJH and allows for VH to DJH recombination. These DNA loops are not observed in the absence of ncRNA transcription, highlighting the importance of active ncRNA transcription to V(D)J recombination and its role in B cell development.

In developing T cells, expression of BCL11B (BAF Chromatin Remodeling Complex Subunit BCL11B) promotes expression of T-lineage-specific genes and suppresses expression of the genes associated with alternative cell fates (Li et al., 2010). Activation of BCL11B expression is mediated by an enhancer that is located at the so-called intergenic control region (ICR) (Li L. et al., 2013). Repositioning of the enhancer from the nuclear lamina to the interior allows for the transcriptional activation of BCL11B (Figure 1C) (Isoda et al., 2017). Importantly, this relocation within nuclear space is mediated by transcription of the ncRNA ThymoD (thymocyte differentiation factor), which mediates DNA demethylation at CTCF binding sites and subsequent activation of CTCF/cohesin-dependent chromatin looping.



ncRNAs and X Chromosome Silencing and Positioning

One of the well-studied ncRNAs implicated in mammalian 3D genome organization is Xist (X inactive specific transcript), a 17 kb lncRNA that mediates inactivation of one of the X chromosomes during early female embryonic development (Brown et al., 1992). Xist is specifically transcribed from the inactive X chromosome. Xist occupies inactive regions of the X chromosome before spreading across transcriptionally active regions and initiating their inactivation. Subsequently, the inactive X chromosome forms a heterochromatic structure, which is referred to as Barr body and is found at the perinuclear and perinucleolar regions, where transcription silencing machineries are enriched (Zhang et al., 2007). Of note, tethering of the inactive X chromosome to the nuclear lamina is the result of interactions between Xist and the INM-embedded lamin B receptor (Figure 1D) (Chen et al., 2016). This interaction repositions transcriptionally active DNA regions of the X chromosome in close proximity with Xist and its transcriptional silencing domain, thereby promoting the spread of Xist across the chromosome. In female embryonic stem cells, the spreading of Xist along an X chromosome results in the establishment of polycomb group proteins-dependent heterochromatin and exclusion of transcription machineries (Figure 1D) (Plath et al., 2003; Okamoto et al., 2004; Chaumeil et al., 2006; Schoeftner et al., 2006). During this process, active genes that were once on the surface of the X chromosome relocate to the interior, forming Xist-containing transcriptionally silent domains (Chaumeil et al., 2006). Furthermore, Xist maintains this heterochromatic nuclear compartment by acting in cis to repel cohesin and other chromatin looping factors that typically facilitate gene expression (Minajigi et al., 2015). Consequently, compared to the active X chromosome, the inactive X chromosome is devoid of TADs, which can nonetheless be re-established upon depletion of Xist and restoration of cohesin loading (Nora et al., 2012). Taken together, these findings highlight how the Xist lncRNA mediates mammalian X chromosome inactivation through the formation of perinuclear heterochromatin domains and the exclusion of factors that can promote chromatin looping and gene expression.

The expression of Xist on the active X chromosome is regulated by another lncRNA, Tsix, which is transcribed antisense to Xist (Stavropoulos et al., 2001). Transcription of Tsix represses Xist expression in cis through epigenetic processes (Stavropoulos et al., 2001; Shibata and Lee, 2004). In mouse embryonic stem cells, the X chromosome lacking Tsix transcription was non-randomly inactivated (Lee and Lu, 1999; Luikenhuis et al., 2001), and induction of Tsix transcription resulted in targeted X chromosome activation (Luikenhuis et al., 2001). Therefore, Tsix and Xist play antagonistic roles in regulating X chromosome inactivation during embryonic stem cell differentiation.

In addition to Xist and Tsix, Firre (functional intergenic repeating element) is another lncRNA that is transcribed from a locus on the X chromosome (Hacisuleyman et al., 2014). Firre can maintain the silencing of the X chromosome by tethering it to the perinucleolar compartment (Yang et al., 2015). In addition, Firre interacts with the nuclear matrix factor hnRNPU and colocalizes with five distinct trans-chromosomal loci, which reside in spatial proximity to the Firre locus. This colocalization is lost in the absence of Firre, suggesting a role of this ncRNA in the establishment of higher order chromosomal architectures within nuclear space.

Typically, cells randomly choose whether the maternal or paternal X chromosome is inactivated. However, under certain circumstances, there can be bias toward one parental X chromosome. Such a bias is referred to as skewed X inactivation. In females, this can result in diseases such as Duchenne muscular dystrophy and hemophilia A (Yoshioka et al., 1998; Renault et al., 2007). Incomplete silencing of the X chromosome can also result in skewed X inactivation since some genes manage to evade silencing and remain therefore expressed. For example, escape of the steroid sulfatase locus from silencing can trigger X-linked ichthyosis, which is a group of diseases characterized by very dry skin (Hernandez-Martin et al., 1999). Thus, ncRNAs operate at the interface of spatial genome organization and epigenetic silencing to mediate X chromosome inactivation, the dysregulation of which underlies different human diseases.



ncRNAs and the Spatial Organization of Developmental Genes

During vertebrate development, ncRNAs can regulate the spatial organization of gene clusters, such as the HOX genes (Flyamer et al., 2017). HOX genes, which are homeotic genes involved in antero-posterior body axis development in vertebrates, are found on four spatially clustered chromosomal loci (HOXA, HOXB, HOXC, and HOXD). The genes are separated into distinct topological compartments based on their transcriptional profile, and during development, there exists a dynamic switch between these topological domains (Noordermeer et al., 2011). This higher order structure of the HOX gene clusters is regulated by intergenic ncRNAs (Wang et al., 2011). For example, the ncRNA HOTTIP (HOXA transcript at the distal tip) is transcribed from the 5′ edge of the HOXA locus and is required for maintaining the compartmentalization of the locus. HOTTIP can associate with and target the WD repeat mixed lineage leukemia (WDR-MLL) complex across the HOXA locus to yield active histone marks. This in return maintains the active state of some of the HOXA genes. HOTTIP also physically associates with CTCF, which can bind to six conserved binding sites at HOXA and serve as an insulator (Wang F. et al., 2018). This contributes to the discrete expression profile of genes across the HOXA locus. The dynamic 3D architecture of these gene clusters is important as it dictates the transcriptional profile of the HOX genes during development. Dysregulation of HOX gene expression can abrogate limb and skeletal development in murine and Drosophila embryos (Di-Poi et al., 2010; Andrey et al., 2013). Therefore, regulation of the spatial organization of HOX genes by ncRNAs is important for organismal development.

Another critical component of development is known as genetic imprinting, which consists of the silencing of one parental allele. Imprinted genes tend to spatially cluster and this allows for their coordinated regulation during development. lncRNAs have been shown to regulate the expression and large-scale chromatin structure of these genes through interaction with histone modifying proteins and chromatin looping (Umlauf et al., 2004; Terranova et al., 2008; Zhang et al., 2014). In early mammalian embryos, the Kcnq1 genes cluster into a compact subnuclear compartment, devoid of transcriptional activity (Verona et al., 2003; Lewis et al., 2006). This nuclear compartment is enriched with repressive histone marks and silencing protein complexes such as polycomb proteins (Umlauf et al., 2004; Terranova et al., 2008). Formation of this higher order repressive domain and its localization within the perinucleolar compartment is mediated by the Kcnq1ot1 ncRNA, which associates with the H3K9me3 repressive histone mark and polycomb proteins (Mohammad et al., 2008; Pandey et al., 2008; Terranova et al., 2008). Kcnq1ot1 is an antisense ncRNA (∼100 kb) that is transcribed from the intronic region of the Kcnq1 locus of one of the parental chromosomes. Deletion of Kcnq1ot1 results in expression of the parental allele that is normally silent (Mancini-Dinardo et al., 2006). More recently, this ncRNA has been shown to directly interact with the chromosome, through its 5′ terminal region, in order to mediate intrachromosomal looping between the Kcnq1 promoter and Kcnq1ot1 promoter KvDMR (Zhang et al., 2014). These promoters are 200 kb apart in the linear genome (Zhang et al., 2014). However, promoter looping results in the imprinting of the Kcnq1 cluster, or its allelic silencing. Deletion of KvDMR can result in biallelic expression of maternal-specific genes in the Kcnq1 cluster and growth deficiency in mice (Fitzpatrick et al., 2002; Shin et al., 2008). In humans, loss of imprinting can lead to Beckwith–Wiedemann syndrome, which is associated with cancer growth and progression (Lee et al., 1999; Fitzpatrick et al., 2002; Valente et al., 2019). Therefore, regulation of the spatial organization of the Kcnq1 gene cluster by Kcnq1ot1 is important for mammalian genetic imprinting and healthy development. Overall, these findings suggest that ncRNAs play a role in regulating gene expression during development via establishment of nuclear compartments and regulation of locus positioning within nuclear space.

Taken together, ncRNAs from single-copy loci contribute to spatial genome organization through chromatin remodeling, nuclear compartmentalization and the subnuclear positioning of various genes within nuclear space. These roles of ncRNA help mediate cellular processes that are central to the proper control of gene expression, genome stability, development, and health.



NON-CODING RNA AT REPETITIVE DNA LOCI

Eukaryotic genomes are largely composed of repetitive DNA sequences that can be generally classified as tandem or interspersed repeats. Tandem repeats include satellite and minisatellite repeats (e.g., centromeres) as well as microsatellite repeats (telomeres). Interspersed repeats include transposable elements that are either retrotransposons or DNA transposons. Retrotransposons include LTR-retrotransposons such as HERV and non-LTR retrotransposons such as SINEs (e.g., Alu), LINEs (e.g., LINE-1) or SVAs. It is also important to note that some types of repeats such as human ribosomal DNA (rDNA) can be arranged in tandem repeats that are interspersed throughout the linear genome. Regardless of their relative genomic location, DNA repeats are often clustered within nuclear space. This can facilitate their transcriptional co-regulation, minimize their potential deleterious interaction with the rest of the genome and control their exposure to potentially genome-destabilizing DNA recombination and repair machineries.

Repetitive DNA sequences are non-randomly arranged within the nucleus. For example, rDNA repeats are physically sequestered in the nucleolar compartment of the nucleus. This sequestration can be driven by inter- or intra-chromosomal interactions, or even direct tethering to the nuclear envelope in some organisms (O’Sullivan et al., 2009; Mekhail and Moazed, 2010; Chan et al., 2011; Hult et al., 2017). Telomeres, which are at the ends of linear chromosomes, often colocalize within PML bodies (Chang et al., 2013) at the nuclear interior or within telomeric clusters or bouquets at the nuclear periphery (Gotta et al., 1996). In budding yeast, the Transposons of Yeast 1 (Ty1) retrotransposons cluster within or near nucleoli (O’Sullivan et al., 2009), while centromeres cluster at the yeast spindle pole body (Jin et al., 2000). Importantly, several ncRNAs from repetitive DNA loci have emerged as major players that mediate crosstalk between spatial genome organization, expression and stability. Here were review such ncRNAs, which emerge from rDNA repeats, telomeric regions, transposable elements, and centromeres.


Non-coding RNAs in rDNA Structure and Function

Non-coding RNAs can play a role in the spatial organization and function of rDNA through the modulation of heterochromatin formation. Transcription of rDNA into ribosomal RNA (rRNA) molecules is dependent on the varying demand for protein synthesis that cells experience in response to intracellular signals or environmental stimuli. Therefore, despite the existence of 100s of rDNA repeats in eukaryotes, only a fraction of rDNA units are transcribed, while the remainder of the repeats is epigenetically silenced. Transcriptionally active rDNA units are marked by DNA hypomethylation, H4Ac and H3K4me2, whereas inactive rDNA units are marked by promoter hypermethylation, histone H4 hypoacetylation and methylation of H3K9, H3K27, and H4K20 (Santoro et al., 2002). Deposition of these marks is facilitated by the nucleolar remodeling complex (NoRC), which guides chromatin remodeling proteins to the rDNA and other loci. In mice, NoRC is recruited to nucleoli through interaction between the large subunit of NoRC (TIP5) and promoter-associated RNAs (pRNAs) that overlap the rDNA promoter (Mayer et al., 2006). A class of pRNAs termed PAPAS (promoter and pre-rRNA antisense) covers the rDNA promoter, and levels of PAPAS generally reflect the physiological state of the cell, such that there is an anti-correlation between PAPAS and pre-rRNA levels (Figure 2A) (Bierhoff et al., 2010). In quiescent mammalian cells, PAPAS is induced, binds to the histone methyltransferase Suv4-20h2, targets it to the rDNA promoter and downregulates rRNA transcription through enhanced H4K20me3 (Bierhoff et al., 2014). In addition, upon heat shock, upregulation of PAPAS attenuates pre-rRNA synthesis by recruiting another chromatin remodeling complex named CHD4/NuRD to the mammalian rDNA promoter (Zhao et al., 2018). On another front, in mammalian cells under hypotonic stress conditions, PAPAS upregulation recruits NuRD to reposition the rDNA promoter-bound nucleosome to the “off” position, thereby halting pre-rRNA synthesis (Zhao et al., 2016). Interestingly, pRNA-dependent heterochromatin formation at rDNA has also been shown to initiate the downstream establishment of heterochromatic structures at genomic regions that are in close proximity but lie outside of the murine nucleolus (Savic et al., 2014). Taken together, these studies reveal that under different environmental conditions, promoter-associated ncRNAs from repetitive loci can silence gene expression in cis through various processes. Future studies should explore how such ncRNAs are induced under different environmental conditions.


[image: image]

FIGURE 2. Spatial organization of repetitive DNA loci by ncRNA. (A) In human cells, there is an inverse correlation between PAPAS and pre-rRNA levels. In quiescent cells, PAPAS binds to the Suv4-20h2 histone methyltransferase and directs it to the rDNA promoter for H4K20me3-dependent repression. Upon heat shock, PAPAS hybridizes with the rDNA promoter and recruits the CHD4/NuRD complex, thereby preventing rDNA transcription. Upon hypotonic stress, upregulation of PAPAS recruits the CHD4/NuRD complex to reposition rDNA promoter-bound nucleosome to the off position, thereby halting pre-rRNA synthesis. (B) In germline tissues of flies, piRNAs transcribed from the telomeric region mediate perinuclear positioning of telomeres and promote HP1, Rhino, and H3K9me3 enrichments at telomeres. (C) In human cells, aluRNAs enriched in the nucleolus interact with nucleolin to maintain nucleolar structure and function. (D) In human cells, α-satellite RNAs associate with and promote the centromeric enrichment of Survivin, CENP-C, and INCENP in order to maintain centromere stability.


The nucleolus typically exhibits a phase separation-driven tripartite organization into a fibrillar centre (FC), dense fibrillar component (DFC), and granular component (GC) (Feric et al., 2016; Hall et al., 2019). Upon exposure to environmental stresses including heat shock or acidosis, a couple of ncRNAs induced from the mammalian rDNA intergenic spacer (IGS) dissolve this tripartite organization, structurally remodeling the nucleolus into a so-called “protein detention centre” (DC) (Mekhail et al., 2005; Jacob et al., 2013). The DC is suggested to be spatially, dynamically and biochemically distinct from the standard tripartite domains (Jacob et al., 2013). This structural remodeling of the mammalian nucleolus can arrest rRNA synthesis and create a hub for immobilized proteins, effectively mediating their nucleolar sequestration and functional inactivation (Audas et al., 2012). Upon removal of the environmental stressor, the ncRNAs are repressed, DC is dissolved and tripartite nucleolar organization is re-established (Jacob et al., 2013). Thus, ncRNAs spatially remodel the nucleolus during stress. Importantly, future studies should explore how cells control the generation and function of such intergenic ncRNAs under varying environmental conditions.

The organization of rDNA repeat regions into epigenetically silent chromatin structures is essential to proper cellular function and alterations in this organization may be associated with human disease. For example, rDNA hypermethylation is characteristic of early Alzheimer’s disease (Pietrzak et al., 2011), upregulation of rRNA expression is characteristic of tumor cells (White, 2005; Montanaro et al., 2008; Bywater et al., 2013) and rRNA dysfunction is linked to a group of genetic diseases known as ribosomopathies (Narla and Ebert, 2010; Nakhoul et al., 2014). In addition, in yeast, the dysregulation of IGS ncRNAs at rDNA repeats has been associated with premature aging through three distinct mechanisms. First, loss of IGS silencing leads to the upregulation of IGS ncRNAs, which displace cohesin complexes, triggering rDNA instability and premature aging (Saka et al., 2013). Second, IGS ncRNAs are prone to the formation of DNA replication-blocking RNA–DNA hybrid-containing structures called R-loops (Salvi et al., 2014). When these structures accumulate, as in some yeast mutants, unequal sister chromatid exchange events occur within the rDNA repeats, leading to chromosome instability and premature cellular aging (Salvi et al., 2014). Lastly, in yeast genetic models of neurodegenerative diseases, hyper-reductions in IGS ncRNA levels can lead to rDNA copy number instability and premature cellular aging (Ostrowski et al., 2018). Thus, ncRNAs that play important roles in the epigenetic silencing and organization of rDNA repeats can impact processes underlying organismal health span.



Crosstalk Between Telomeric ncRNAs, Heterochromatin, and Subnuclear Positioning

The telomeres at the end of linear chromosomes are often heterochromatic. In vertebrates, telomeres are composed of hexameric 5′-TTAGGG-3′ repeats that are flanked by repetitive subtelomeric regions. Telomeric and subtelomeric repeats exhibit heterochromatic marks (H3K9me3, H4K20me3, and hypoacetylation of H3 and H4). Loss of heterochromatin disrupts telomere length control, increases telomeric recombination and promotes premature cellular senescence (Garcia-Cao et al., 2004; Benetti et al., 2007). Interestingly, the establishment of telomeric heterochromatin is influenced by a type of ncRNA called telomeric repeat-containing RNA (TERRA), which is composed of UUAGGG repeats (Nergadze et al., 2009). TERRA transcription typically initiates from subtelomeric CpG islands and proceeds to chromosomal ends. Several lines of evidence support a role for TERRA in the regulation of heterochromatin and other structures near chromosome ends. First, TERRA associates with TIP5 and subsequently recruits NoRC and the histone-modifying enzymes Suv4-20h2 and SIRT6 to human telomeres (Postepska-Igielska et al., 2013). Second, loss of human TERRA decreases telomeric H3K9me3 and HP1 enrichments and induces the DNA damage response (Blasco, 2007; Deng et al., 2009). Third, TERRA facilitates heterochromatin-promoting interactions between the human Shelterin complex, HP1 and the origin recognition complex (Deng et al., 2009). Fourth, TERRA transcription initiates at subtelomeric CTCF-binding sites, tentatively suggesting that the transcription of TERRA is itself spatially regulated by chromosome looping (Beishline et al., 2017). ncRNAs also regulate telomeric heterochromatin formation in non-vertebrate species. For example, small ncRNAs are implicated in heterochromatin formation at fission yeast telomeres (Cao et al., 2009). Together, these studies highlight a role for telomeric ncRNAs in the promotion of local heterochromatin structures and consequent prevention of premature cellular senescence. Importantly, there is crosstalk between telomeric heterochromatin and the subnuclear positioning of telomeres. For example, in budding yeast, the constitutive co-localization of telomeres in a handful of clusters at the nuclear periphery increases the local concentration of chromatin silencing factors, reinforcing telomeric heterochromatin and limiting access to the potentially genome-destabilizing recombination machinery (Therizols et al., 2006; Schober et al., 2009; Chan et al., 2011). In the fly germline, loss of some PIWI-interacting RNAs (piRNAs) that are typically transcribed from telomeric regions decreased perinuclear telomere positioning and lowered the local enrichment of HP1, Rhino, and H3K9me3 (Figure 2B) (Radion et al., 2018).

Connections exist between telomere malfunction and disease. The aberrant loss of telomeric heterochromatin can trigger telomeric DNA damage responses and recombination events, which are associated with several diseases (Hagelstrom et al., 2010). The accumulation of TERRA-associated R-loops drives telomere instability in the rare autosomal recessive syndrome ICF (immunodeficiency, centromeric instability, and facial anomalies; Sagie et al., 2017). Similarly, in budding yeast, elevated TERRA levels can promote premature senescence (Wanat et al., 2018). On another front, various changes to TERRA levels are linked to cancer (Artandi and DePinho, 2010), dyskeratosis congenita (Armanios et al., 2009; Gu et al., 2009; Mason and Bessler, 2011) and aplastic anemia (Armanios et al., 2009; O’Sullivan and Karlseder, 2010; Armanios, 2012). We refer the reader elsewhere for a full review on the emerging connections between telomeric ncRNAs and disease (Maicher et al., 2012). Taken together, these studies suggest that telomeric ncRNAs modulate heterochromatin formation and subnuclear positioning at telomeres to promote health and longevity.



Transposable Elements

Similar to other repetitive DNA loci, transposable elements are often silenced by heterochromatin formation to limit the potentially deleterious effects of such elements (Slotkin and Martienssen, 2007). Transposable elements are silenced through a wide range of chromatin modifications, including DNA methylation, histone modifications (e.g., H3K9me and H4K20me) and chromatin condensation (Slotkin and Martienssen, 2007). Similar to PAPAS-dependent recruitment of Suv4-20h2 to the rDNA, in quiescent human cells, it was reported that ncRNAs from the transposable elements IAP and LINE-1 recruit Suv4-20h2 to mediate H4K20me3 enrichment and condense chromatin at transposable elements (Bierhoff et al., 2014). Such elements are also silenced through the action of small ncRNAs. For example, murine piRNAs generated from retroelements are bound to the PIWI-like protein MIWI2 and translocated into the nucleus to silence retroelements through de novo DNA methylation (Aravin et al., 2008; De Fazio et al., 2011). Additionally, small RNAs generated from LINE-1 and IAP retroelements can regulate their epigenetic state in mouse embryos (Fadloun et al., 2013). Taken together, these studies suggest that ncRNAs help establish the epigenetic states necessary to keep transposable elements in check.

In addition to regulating chromatin compaction at transposable elements, transposon-associated ncRNAs can modulate the spatial organization of the nucleolus. For example, in HeLa cells, transcripts originating from intronic Alu elements (aluRNAs) become enriched in the nucleolus, where they interact with the nucleolin (NCL) protein and contribute to the maintenance of nucleolar structure and function (Figure 2C) (Caudron-Herger et al., 2015). Similar processes were observed in human keratinocytes and fibroblasts for aluRNAs, and for the related B1 transcripts in mice. Interestingly, aluRNAs can somehow target other genomic loci to the nucleolus (Caudron-Herger et al., 2015), tentatively suggesting that these ncRNAs may impact spatial genome organization by establishing physical links within and outside of the nucleolus.

Given the high mutagenic potential of transposable element activity, it is perhaps not surprising that these elements have been linked to disease (Belancio et al., 2009). Transposons can promote disease through several processes including insertional mutations, deleterious non-allelic homologous recombination and the generation of cis-acting signals that modify gene expression (Belancio et al., 2009). It is estimated that ∼0.3% of human genetic diseases are caused by retroelements (Callinan and Batzer, 2006). For example, 15 human diseases are caused by Alu insertions while 18 germ-line diseases and 6 types of cancer are caused by unequal homologous recombination events between Alu repeats (Deininger and Batzer, 1999; Burns, 2017). In addition, LINE-1 and SVAs are causative agents in numerous other human diseases (Belancio et al., 2009). In fact, the increased activity of transposable elements is a known contributing factor to neurodegenerative diseases such as Alzheimer’s disease, Aicardi Goutières syndrome, multiple sclerosis, and amyotrophic lateral sclerosis (Guo et al., 2018; Tam et al., 2019). Elevated expression of transposable elements is also a potential mechanism underlying the pathogenic development of various mental disorders including schizophrenia, bipolar disorder, autism spectrum disorders, and major depression (Misiak et al., 2019). In the context of these various diseases, it is thought that loss of heterochromatin structures may be a major contributor to the increased transposable element activity and its deleterious impact. Together, the literature indicates that ncRNAs from transposable elements can positively contribute to spatial genome organization and stability, but that losing control of such elements can disrupt genome function and promote disease.



Centromeres

Centromeres are tandem repeats, which are largely assembled into heterochromatic structures and are important for kinetochore function and chromosome integrity. Centromeres are composed of centric and pericentric regions, which have different chromatin structures that are epigenetically established. CENP-A-containing centric chromatin is characterized by H3K4me3, while pericentric regions are enriched in H3K9me2, H3K9me3, H4K20, and HP1. Heterochromatin formation at centric and pericentric regions is mediated by NoRC, similar to heterochromatin formation at rDNA (Wong et al., 2007; Nemeth et al., 2010). In fact, the common positioning of centromeres near nucleoli may contribute to this dual role for NoRC at rDNA and centromeres (Wong et al., 2007; Nemeth et al., 2010).

Several classes of centromeric ncRNAs have been found to play a role in the establishment of centromeric heterochromatin and kinetochore function across a wide range of species. Importantly, centromeric heterochromatin is maintained by low levels of satellite repeat RNAs (Diaz et al., 1981; Trapitz et al., 1988; Rudert et al., 1995; Li and Kirby, 2003; Martens et al., 2005; Wong et al., 2007). In fission yeast, short-interfering RNAs produced by pericentromeric ‘otr’ ncRNAs help establish and maintain pericentric heterochromatin (Volpe et al., 2002), while in budding yeast, the expression of centromere-derived lncRNAs (cenRNAs) must be fine-tuned in order to maintain centromere function (Ling and Yuen, 2019). Increased cenRNA levels result in chromosome instability, aneuploidy and down-regulation of centromeric proteins while decreased cenRNA levels also result in chromosome instability. There is overwhelming evidence that centromeric- or pericentromeric-derived ncRNAs are important for the recruitment of centromeric proteins (Figure 2D) (Maison et al., 2002; Wong et al., 2007; Ferri et al., 2009; Chan et al., 2012). In Drosophila, centromeric SAT III ncRNAs act as a structural component of the kinetochore and are required for the recruitment of centromeric proteins (Rosic et al., 2014). In mice, lncRNAs produced from major pericentromeric satellite repeats recruit the SUMOylated form of HP1 through direct interaction with DNA at the site of their transcription (Maison et al., 2011). Murine major satellite-derived ncRNAs have also been shown to form RNA–DNA hybrids that promote the association of histone lysine methyltransferases Suv39h1 and Suv39h2 with polynucleosomes (Velazquez Camacho et al., 2017), suggesting a function for these ncRNAs in establishing heterochromatic structures. In human cells, single-stranded α-satellite RNAs are required for nucleolar localization of CENP-C and INCENP in interphase cells (Wong et al., 2007). Reducing or increasing centromeric transcription decreases the loading of several CENP proteins (Bergmann et al., 2011, 2012). In human cells and X. laevis egg extracts, loss of α-satellite ncRNAs reduces centromeric localization of the kinetochore protein Aurora-B and causes improper spindle attachment and chromosome misalignment (Ideue et al., 2014; Blower, 2016). Additionally, studies in maize, human cells and X. laevis suggest that centromeric ncRNAs stabilize CENP-C binding to DNA (Du et al., 2010; Grenfell et al., 2016; McNulty et al., 2017). Murine minor satellite repeat transcripts associate with CENP-A and regulate the structure and function of centromeres during stress and differentiation (Bouzinba-Segard et al., 2006; Ferri et al., 2009). Moreover, aberrant accumulation of these transcripts disrupts chromosome segregation, weakens sister chromatid cohesion, abrogates centromeric epigenetic signatures and results in the accumulation of micronuclei. Together, these studies reveal that the maintenance of an optimal level of centromeric ncRNAs may be important for centromeric function.

While mammalian centromeres can often co-localize with nucleoli in S phase cells, budding yeast centromeres cluster with each other at the spindle pole body, which is opposite the nucleolus (Mekhail and Moazed, 2010). Importantly, this co-localization may contribute to the cells’ ability to survive DNA double strand breaks (DSBs). Specifically, it was proposed that centromeres are released from the spindle pole body upon DNA damage induction to allow for increased chromosome flexibility and facilitate donor-acceptor locus contacts necessary for homology-directed repair (Strecker et al., 2016). The release of centromeres also drove the formation of intranuclear microtubule filaments onto which damaged DNA was mobilized by motor proteins to repair-conducive nuclear neighborhoods (Chung et al., 2015; Oshidari et al., 2018, 2019). It will be important to test whether endogenous transcription of centromeric ncRNAs contributes to this increased genome flexibility and formation of intranuclear filaments mediating DNA repair. Consistent with this possibility, the forced expression of an inducible gene integrated within a single centromere was sufficient to trigger the formation of the intranuclear microtubule filaments that are typically only observed upon DNA damage induction (Oshidari et al., 2018).

Changes to the epigenetic state of centromeres has been linked to disease (Black and Giunta, 2018). Tandemly arranged satellite repeats are prone to recombination events that can lead to chromosome rearrangements, genetic abnormalities and karyotypic abnormalities that are hallmarks of cancer (Kim et al., 2013). In addition, a study examining epigenetic signatures in ICF patients reported that, in all of the patients studied, juxtacentromeric satellite II repeats exhibited hypomethylation, tentatively suggesting that this altered epigenetic feature may underlie the chromosome fragility observed in ICF patients (Miniou et al., 1994). Centromeric repeat-associated ncRNAs have been implicated in chromatin-related changes in age and age-related diseases. There is a correlation between centromeric instability and senescence, which is potentially explained by an age-related loss of CENP-A at centromeres (Lee et al., 2010; Maehara et al., 2010; Hedouin et al., 2017). Senescence-related loss of CENP-A may be mediated by alterations to the levels of centromeric repeat transcripts, due to the fact that constitutive pericentromeric heterochromatin is decondensed in senescent cells (Swanson et al., 2013; Giunta and Funabiki, 2017). It has been directly shown that high rates of centromeric transcription can cause CENP-A translocation and mitotic arrest (Hedouin et al., 2017). Interestingly, some forms of cancer are characterized by elevated levels of α-satellite and pericentromeric satellite ncRNAs (Ting et al., 2011). These ncRNAs can form deleterious R-loop structures, which have been suggested to contribute to pericentromeric instability in several cancers (Bersani et al., 2015).

Taken together, the literature reveals numerous intersections between various types of ncRNAs and spatial genome organization in the modulation of repetitive DNA loci and their broader impact on the genome and health.



CONCLUDING REMARKS

In this review we have highlighted roles of ncRNAs and intergenic transcription from single copy and repetitive DNA loci in the regulation of spatial genome organization. Several ncRNAs participate in spatial genome organization through several common mechanisms of action, such as chromatin looping and heterochromatin formation, while others operate through distinct pathways such as perinuclear tethering. Deregulation of spatial genome organization is associated with developmental and age-related diseases including cancer. Although aberrant expression of ncRNAs has been implicated in disease, more direct or causal links between such ncRNAs, spatial genome organization and pathobiology should be established (Palazzo and Lee, 2015). Future studies should aim to identify the exact molecular switches that induce ncRNA-dependent changes to spatial genome organization, and whether these regulatory mechanisms are conserved across evolution. Furthermore, we expect future studies to identify novel processes through which ncRNAs can regulate the relationship between genome structure and function.
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Nuclear pore complexes (NPCs) are protein assemblies that form channels across the nuclear envelope to mediate communication between the nucleus and the cytoplasm. Additionally, NPCs interact with chromatin and influence the position and expression of multiple genes. Interestingly, the composition of NPCs can vary in different cell-types, tissues, and developmental states. Here, we review recent findings suggesting that modifications of NPC composition, including post-translational modifications, play an instructive role in cell fate establishment. In particular, we focus on the role of cell-specific NPC deacetylation in asymmetrically dividing budding yeast, which modulates transport-dependent and transport-independent NPC functions to determine the time of commitment to a new division cycle in daughter cells. By modulating protein localization and gene expression, NPCs are therefore emerging as central regulators of cell identity.
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Introduction

Complex organisms develop through the generation of cellular diversity from a single undifferentiated cell. How are the main cellular components modulated to produce different types of cells? Understanding the answer to this question is one of the fundamental problems in biology. One way to generate different cell types after division is through the partitioning of regulatory molecules to only one of the progeny cells. In the simplest scenario, the asymmetrically partitioned molecule (or “cell fate determinant”) directs transcription of genes that are important for differentiation of the receiving cell (Li, 2013). Much of the knowledge on this topic has come from the study of simple organisms that exhibit basic forms of cell differentiation. One of the best characterized is the budding yeast Saccharomyces cerevisiae. This organism divides asymmetrically, giving rise to mother and daughter cells that differ in their identity and behavior. Indeed, newborn daughter cells have different gene expression patterns than their mothers, which affect cell-type-specific processes such as cell separation, mating-type switching, and cell cycle progression (Colman-Lerner et al., 2001; Di Talia et al., 2009; Haber, 2012).

Recent work from our laboratory revealed that in budding yeast, an enzyme that deacetylates nuclear pore complexes acts as a cell fate determinant in daughter cells (Kumar et al., 2018). Nuclear pore complexes (NPCs) are multi-protein assemblies that forms channels in the nuclear envelope thus connecting the nucleus and cytoplasm. We found that deacetylation of NPCs in daughter cells modulates their gene expression program by multiple mechanisms. These findings established that NPCs are biochemically and functionally different in budding yeast mother and daughter cells. Because NPCs are major regulators of nuclear composition and gene expression in eukaryotes, the discovery of cell-type-specific acetylation of NPCs in yeast opens the possibility that similar mechanisms may regulate cell differentiation in multicellular organisms. Here we will briefly describe the structure and function of NPCs, summarize the main mechanisms by which they regulate gene expression and differentiation in yeast and animal cells, and discuss how modulation of NPC acetylation may shape cell identity in eukaryotes.



Nuclear Pore Complexes: Roles in Nucleo-Cytoplasmic Transport

Since their initial description as components of the “porous layer” in the nuclear envelope of amphibian oocytes (Callan et al., 1949; Callan and Tomlin, 1950), NPCs were proposed to facilitate the transport of molecules between the nucleus and cytoplasm. Structural studies revealed that NPCs are macromolecular assemblies composed of approximately 30–50 different nucleoporins (Nups) that form a channel across the nuclear envelope (NE). The NPC structure is based on an eightfold radial symmetry and contains specific sub-structures (for recent reviews, see Knockenhauer and Schwartz, 2016; Beck and Hurt, 2017; Lin and Hoelz, 2019). These include the central ring, which lays across the NE; the cytoplasmic and nuclear rings, which are anchored at opposite sides of the central ring; and the cytoplasmic filaments and nuclear basket, associated with the cytoplasmic and nuclear rings, respectively. Although this general structure is highly conserved among eukaryotes, NPCs display significant variability across biological species in terms of size and composition, ranging in size from ~60 MDa in yeast to ~90–120 MDa in humans (Maimon et al., 2012; Lin and Hoelz, 2019). As discussed later, some variability in NPC composition is also present between different cell types in yeast and animal cells.

Functionally, NPCs operate as a selective barrier that allows compartmentalization between nucleus and cytoplasm. Small molecules (below approximately 30 KDa in mass, or 3 nm in diameter) such as ions and metabolites can freely diffuse through the NPC in human cells (Mohr et al., 2009). In contrast, transport of larger molecules including most proteins and RNAs requires assistance of specific transport receptors that translocate their cargo through the NPC channel and deliver it to the other side. Transport of most proteins and some RNA species such as tRNA, rRNA, and micro-RNAs is assisted by proteins of the karyopherin family (reviewed in Köhler and Hurt, 2007). Transport directionality is established by cargo release from karyopherins in either the nuclear or cytoplasmic side of the channel, achieved by the Ran GTPase system (Görlich et al., 2003). In contrast, export of messenger RNA (mRNA) is independent of karyopherins and Ran, and involves a dedicated heterodimeric transport receptor (Nxf1/Nxt1 in mammalian cells, and Mtr2/Mex67 in yeast) (Natalizio and Wente, 2013).



Role of Nuclear Pore Complexes in Genome Organization and Gene Expression

The function of NPCs in transport is linked to gene expression, since the nuclear concentration of transcriptional regulators and the rate of mRNA export are dependent on nucleo-cytoplasmic transport. In addition, NPCs directly impact gene expression by interacting with chromatin. The nuclear periphery plays a key role in the non-random distribution of chromatin inside the nucleus (Akhtar and Gasser, 2007; Cremer and Cremer, 2010) and is generally considered a repressive environment for transcription in yeast and metazoans (Taddei and Gasser, 2012; Steglich et al., 2013). Early visualization of the nuclear membrane showed heterochromatin preferentially associated with the nuclear periphery, with the exception of areas near nuclear pores (Aaronson and Blobel, 1975). These observations led to the idea that association of active genes with NPCs would facilitate the nuclear export of their transcripts, and conversely, that increased transcription may lead to targeting of active genes to nuclear pores. NPCs would therefore shape chromatin spatial organization and act as platforms to couple transcription and mRNA export—the “gene gating” hypothesis (Blobel, 1985). Supporting this idea, yeast genome-wide studies demonstrate that certain Nups and NPC-associated transport factors (e.g., karyopherins) bind preferentially highly transcribed genes (Casolari et al., 2004) and the existence of a vast number of interactions between gene promoters and components of the nuclear pore basket (Schmid et al., 2006).

In yeast, the best-characterized examples of transcriptionally active genes that associate with NPCs are inducible genes, which are highly expressed under specific environmental conditions. Multiple genes, including GAL1, HXK1, INO1, HSP104, and TSA2 localize in the nuclear interior when repressed, and are recruited to the nuclear pores when induced (Brickner and Walter, 2004; Casolari et al., 2004; Casolari et al., 2005; Dieppois et al., 2006; Taddei et al., 2006; Brickner et al., 2007; Ahmed et al., 2010). Specifically, nuclear pore basket nups, such as Nup2, Nup1, Nup60, or Mlp2 are required for perinuclear localization of the active GAL1 locus (Brickner et al., 2007; Brickner et al., 2016). Other important factors for the association of GAL1 to NPCs are components of the Spt-Ada-Gcn5 acetyltransferase (SAGA) complex, and the transcription and mRNA export complex 2 (TREX-2) (Casolari et al., 2004; Cabal et al., 2006; Dieppois et al., 2006; Schmid et al., 2006; Luthra et al., 2007; Dultz et al., 2016). Thus, targeting of active genes to NPCs is promoted by basket nups and mRNA elongation and export factors; interestingly, NPC tethering may be mediated by RNA for some but not all active genes (Casolari et al., 2005; Brickner et al., 2007). Additionally, NPC recruitment of inducible yeast genes relies on specific gene recruitment sequences (GRS) in their promoters, which are necessary and sufficient to drive the gene to the NPCs and for their optimal expression (Ahmed et al., 2010). Strikingly, at least some of these genes remain associated with NPCs for several hours after withdrawal of the stimulus and transcriptional repression. This is linked to their faster reactivation upon a second round of induction—a phenomenon known as “transcriptional memory” that requires Nup100 and the histone variant H2A.Z (Brickner et al., 2007; Light et al., 2010).

In animal cells, NPCs have been shown to modulate both chromatin organization and gene expression. As examples of the role of NPCs in chromatin organization, the nuclear basket protein Tpr is required for the exclusion of perinuclear heterochromatin from NPC-associated areas in HeLa cells infected with poliovirus (Krull et al., 2010), influences HIV integration sites by maintaining an open chromatin architecture near the NPC (Lelek et al., 2015; Wong et al., 2015), and promotes the formation and maintenance of senescence-associated heterochromatin foci in the nuclear interior in Ras-induced senescent cells (Boumendil et al., 2019). NPCs modulate gene expression by associating not only with gene promoters, but also with enhancers and super-enhancers to promote enhancer-promoter interactions through chromatin loops (Ibarra et al., 2016; Pascual-Garcia et al., 2017). In animal cells, Nup98 (homologue of yeast Nup100), Nup93, and Nup153 modulate gene expression through binding to chromatin either at the nucleoplasm or at NPCs (Kalverda et al., 2010; Ibarra et al., 2016; Liu et al., 2017; Pascual-Garcia and Capelson, 2019). Moreover, the role of NPCs in transcriptional memory is also conserved in animal cells. Nup98 mediates enhancer-promoter loop formation to ensure faster and higher expression of hormone inducible genes upon repeated activation in Drosophila (Pascual-Garcia et al., 2017), and promotes transcriptional memory after treatment with interferon gamma in human cells (Light et al., 2013). Thus, the role of Nup98 in transcriptional memory is conserved in yeast, flies, and humans (Tan-Wong et al., 2009; Light and Brickner, 2013; D'Urso and Brickner, 2017).

NPC-dependent mechanisms of gene expression involve their interaction with transcription factors (TFs) and histone-modifying enzymes including acetyl-transferases, deacetylases, and ubiquitin-transferases. For example, in human cells exposed to proliferative signals, MYC is recruited to the nuclear pore basket where it interacts with the nups Tpr and Nup153, promoting the formation of a complex that includes the SAGA acetyltransferase component Gcn5, and regulating the expression of mitogen-stimulated genes (Su et al., 2018). In mouse embryonic stem cells, Nup153 represses developmental genes by recruiting the polycomb-repressive complex 1 (PRC1) subunit RING1B, which catalyzes ubiquitination of histone H2A (Jacinto et al., 2015). Finally, in cardiomyocytes, the histone deacetylase HDAC4 interacts with Nup155 at NPCs, and prevents the association of sarcomeric and calcium signaling genes to the NPCs to negatively regulate their expression (Kehat et al., 2011; D'Angelo, 2018).



Nuclear Pore Plasticity During Cellular Differentiation

Although the overall structure of NPCs is conserved across species and within cell types, recent evidence indicates that NPCs display cell-type specific variability in their protein composition, which in some cases can affect their gene regulatory functions. Early proteomics studies have revealed that the levels of nups including Nup50, Tpr, Nup214, Nup210, Pom121, and Nup37 showed significant variability across cancer cell lines and human tissues (Guan et al., 2000; Cho et al., 2009; Ori et al., 2013). This opened the possibility that tissue-specific expression levels of certain nups could mediate protein transport and/or gene expression changes during development. This may be the case for murine Nup133, which is predominantly expressed in embryonic progenitors and is required for efficient neural differentiation in ESC and neuronal progenitors (Lupu et al., 2008).

Changes in the levels of specific Nups can affect cellular differentiation by regulating the transcription of developmental genes in specific cell types. A well-characterized example is the transmembrane ring NPC component Nup210. The expression of Nup210 is cell-type specific during mouse organogenesis (Olsson et al., 2004). In an in vitro myogenic model, Nup210 levels are low in proliferative myoblasts, but increase during myogenic differentiation (D'Angelo et al., 2012). Interestingly, Nup210 depletion inhibits myotube formation. While absence of Nup210 had no detectable defects in protein import or export, it resulted in downregulation of genes involved in myogenesis and other developmental genes (D'Angelo et al., 2012). Nup210 promotes myoblast differentiation through the recruitment to NPCs of Mef2C, a TF key for the regulation of skeletal and cardiac muscle developmental genes at the nuclear periphery (Raices et al., 2017).

Whereas Nup210 levels increase during myogenic differentiation, the levels of the nuclear basket component Nup153 decrease during neural differentiation (Jacinto et al., 2015; Toda et al., 2017). Thus, Nup153 levels correlate with the degree of cellular plasticity, and evidence suggests that Nup153 promotes the maintenance of an undifferentiated cellular state. In mESCs, Nup153 binds to silenced developmental genes at NPCs and also in the nucleoplasm. Loss of Nup153 causes early neuronal differentiation, probably by deficient recruitment of polycomb repressive complexes to developmental genes (Jacinto et al., 2015). Consistent with a role in repressing differentiation, in rat neural progenitor cells, Nup153 is necessary for maintaining the expression of genes distinctive of the neural progenitor cells specific transcriptional program. Nup153 interacts with the neural progenitor TF Sox2 and together, both factors regulate gene expression through their association with promoters and with 3' gene regions, possibly to mediate transcription and repression, respectively (Toda et al., 2017).

Two important conclusions emerge from these studies. First, Nup levels and thus NPCs composition can vary in the different developmental stages. Second, by modulating gene expression through specific nucleoporins, NPCs can either promote or prevent cell differentiation. This has led to the proposal that specialized NPCs with different characteristics may ultimately lead to cell-specific functions (Raices and D'Angelo, 2012). How differences in NPC composition arise during development in animal cells remains unclear.



Nuclear Pore Deacetylation Regulates Gene Expression in Budding Yeast Daughter Cells

A new link between changes in NPC composition and cell differentiation was revealed by studies of asymmetric division in budding yeast. Yeast cells proliferate by first growing a bud on the surface of the mother cell; DNA replication is then followed by transport of one of the newly generated nuclei across the mother-bud neck and into the future daughter cell. Cytokinesis produces mother and daughter cells that differ not only in size (at the time of birth, buds are generally smaller than their mothers) but also in their age and transcriptional activity (Li, 2013). This is due to asymmetric partitioning of ageing and cell fate determinants during cell division (Long et al., 1997; Sinclair and Guarente, 1997). The lysine deacetylase Hos3 is a new cell fate determinant that modifies NPCs in newborn daughter cells (Figure 1A). Hos3 binds to the daughter-cell side of the septin ring, a cytoskeletal structure that assembles at the bud neck (Wang and Collins, 2014). Hos3 then transiently associates with the periphery of the daughter cell nucleus during anaphase chromosome segregation (Kumar et al., 2018). Since the yeast NE does not disassemble during mitosis, NPCs destined to the bud are in close proximity with the bud neck during anaphase. This suggests that Hos3 transfers from the septin ring to NPCs as they transit through the bud neck. Recruitment of Hos3 to the nuclear periphery is associated with Hos3 association with the nuclear pore basket, and deacetylation of nups at both the central channel (including Nup49, Nup53, and Nup57) and nuclear basket (Nup60). Thus, Hos3 establishes biochemical differences in NPCs between mother and daughter cells: NPCs that are retained in mother cells are acetylated, whereas NPCs transmitted to daughter cells are hypo-acetylated (Kumar et al., 2018). What are the physiological consequences of these differences in NPC acetylation?




Figure 1 | Daughter-cell-specific deacetylation of nuclear pore complexes (NPCs) modulates cell cycle identity in budding yeast. (A) During mitotic division, the deacetylase Hos3 (in green) associates with the bud neck and with daughter-cell NPCs during nuclear migration into the bud. Deacetylated NPCs delay the G1/S transition in daughter cells. The inset depicts the main architectural elements of NPCs. (B) NPC deacetylation (left) inhibits the G1/S transition in daughter cells through two major mechanisms: nuclear transport of the transcriptional repressor Whi5 (middle) and NPC-mediated repression of the G1/S cyclin gene CLN2 (right). See text for details.



Commitment to a new division cycle is regulated asymmetrically in S. cerevisiae: daughter cells have a longer G1 phase, and thus start a new cycle later than mother cells. This is due to a cell size-dependent delay that prolongs G1 until daughter cells reach the critical cell size needed to enter in a new round of cell division (Hartwell and Unger, 1977; Turner et al., 2012) and to a size-independent daughter-specific delay of the G1/S transition (Laabs et al., 2003; Di Talia et al., 2009). We found that deacetylation of daughter nucleoporins inhibits cell cycle entry in a manner that is independent of cell size, through regulation of transport-dependent and transport-independent NPC functions in daughter cells (Figure 1B). The transport-dependent pathway may act by modulating the nuclear concentration of cell cycle regulators, such as the transcriptional repressor Whi5 (homologue of the retinoblastoma tumor suppressor protein, pRb). The concentration of Whi5 at the start of the cell cycle is highly predictive of G1 duration, and is higher in daughter than in mother cells (Schmoller et al., 2015). We found that higher nuclear concentration of Whi5 in daughter cells requires Hos3-dependent deacetylation of central pore channel nucleoporins (including Nup49) and to a lesser extent, of the basket nup Nup60 in daughter cells (Kumar et al., 2018). How NPC acetylation modulates the nuclear concentration of Whi5 is unclear, but may involve changes in its nuclear transport dynamics. Supporting this possibility, NPC deacetylation reduces the nuclear levels of the karyopherins responsible for Whi5 nuclear import and export (Kap95 and Msn5), raising the possibly that deacetylation of nups in the central channel inhibits their affinity for Whi5 transport receptors. Since Kap95 and Msn5 transport multiple cargoes in addition to Whi5, NPC deacetylation may impact the asymmetric distribution of a plethora of nuclear proteins.

Deacetylation of NPCs also modulates G1 duration independently of nuclear transport. Indeed, deacetylation of the nuclear basket promotes the perinuclear tethering and silencing of at least one key cell cycle control gene, encoding the G1/S cyclin Cln2 (homologue of mammalian Cyclin E). We found that in daughter cells, the CLN2 locus localizes to the nuclear periphery and associates with the nuclear basket component Nup60 (homologue of mammalian Nup153) during G1, when it is repressed. CLN2 then moves away from NPCs during S phase, when it is expressed. Artificial targeting of CLN2 to the nuclear periphery leads to longer G1 phase, suggesting that association with NPCs leads to CLN2 repression. The daughter-cell-specific recruitment of CLN2 to NPCs is independent of Whi5 but depends on deacetylation of Nup60 or Nup49 by Hos3 (Kumar et al., 2018). The molecular mechanisms mediating CLN2 repression at NPCs remain to be elucidated.

In summary, deacetylation of NPCs in daughter cells establishes a key aspect of their identity, inhibiting commitment to a new round of cell division. It is interesting to note that in addition to the putative Hos3 substrates studied so far, additional nups are acetylated in yeast (Figure 2); the function of these modifications, and the identity of the responsible acetylases and deacetylases, are not known (Henriksen et al., 2012). Thus, deacetylation of NPCs in yeast daughter cells may have other functions in addition to inhibiting the G1/S transition.




Figure 2 | Position within the nuclear pore complex of acetylated nucleoporins in yeast and human cells. Examples of acetylated Nups are based on (Choudhary et al., 2009; Henriksen et al., 2012) and are located in the central channel (purple), inner ring (red), transmembrane ring (orange), cytoplasmic filaments (blue), and nuclear basket (green). Functions relevant to cell identity establishment are annotated. See text for details and references.





Future Perspectives

Yeast cells have devised an elaborate mechanism to ensure deacetylation of NPCs in daughter cells and not in mother cells, by coupling inheritance of a Nup deacetylase with passage of the nucleus through the bud neck during mitosis (Kumar et al., 2018). Although this inheritance mechanism may be unique to budding yeast, it remains possible that modulation of NPC acetylation may also impact proliferation and differentiation of animal cells. Although evidence for this is currently lacking, several observations suggest that this possibility warrants investigation. Firstly, as is the case in yeast, human nucleoporins are acetylated, including nups in the central channel (Nup98), nuclear basket (Nup153, Nup50, and Tpr), cytoplasmic filaments (Nup214, Nup358), and inner ring (Nup188, Nup205) (Choudhary et al., 2009; Henriksen et al., 2012) (Figure 2). The physiological relevance of these modifications, if any, remains to be explored. Secondly, nucleoporins associate with acetylases and deacetylases both during normal development (Kehat et al., 2011; Su et al., 2018) and in pathological contexts. Indeed, when fused to DNA binding proteins after cancer-induced translocations, nucleoporins such as Nup98 can act as potent transcriptional trans-activators or repressors by recruiting acetylases and deacetylases (Kasper et al., 1999; Bai et al., 2006; Wang et al., 2007).

As we have seen, NPC composition can change during cell differentiation and the mechanisms mediating NPC compositional variability remain unclear (Lupu et al., 2008; D'Angelo et al., 2012; Toda et al., 2017). It is possible that acetylation of specific Nups may affect the ability of NPCs to incorporate additional subunits during development. Nup acetylation may also regulate their ability to interact with gene regulatory factors involved in transcription and/or RNA export. Notably, the ortholog of yeast Nup60 (which is deacetylated to allow for repression of the CLN2 gene) is Nup153, which as mentioned earlier is essential for repression of developmental genes in rat neural progenitors (Jacinto et al., 2015; Toda et al., 2017). It would be of interest to investigate if Nup153 acetylation or deacetylation is important for its roles in cell fate specification.

Notably, perinuclear deacetylation is important to maintain spatial chromatin organization relative to NPCs, as observed after inhibition of histone deacetylase (HDAC) activity in HeLa cells (Brown et al., 2008). Perinuclear HDACs are thought to regulate gene expression and possibly chromatin-NPC interactions through their well-documented role in deacetylation of histones near promoter regions (Seto and Yoshida, 2014). However, our findings in yeast suggest that nucleoporins may represent a novel category of HDAC substrates with important roles in gene expression and nuclear organization. Interestingly, mammalian deacetylases such as HDAC3 and HDAC4 are enriched in the nuclear periphery and regulate gene expression through regulation of chromatin interactions with the nuclear periphery and/or nuclear pores (Kehat et al., 2011; Poleshko et al., 2017). Identification of the molecular mechanisms by which perinuclear HDACs regulate gene expression, whether by deacetylation of histone or non-histone proteins such as nucleoporins, will be an important future challenge.
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It is established that transcription of many metazoan genes is regulated by distal regulatory sequences beyond the promoter. Enhancers have been identified at up to megabase distances from their regulated genes, and/or proximal to or within the introns of unregulated genes. The unambiguous identification of the target genes of newly identified regulatory elements can thus be challenging. Well-studied enhancers have been found to come into direct physical proximity with regulated genes, presumably by the formation of chromatin loops. Chromosome conformation capture (3C) derivatives that assess the frequency of proximity between different genetic elements is thus a popular method for exploring gene regulation by distal regulatory elements. For studies of chromatin loops and promoter-enhancer communication, 4C (circular chromosome conformation capture) is one of the methods of choice, optimizing cost (required sequencing depth), throughput, and resolution. For ease of visual inspection of 4C data we present 4See, a versatile and user-friendly browser. 4See allows 4C profiles from the same bait to be flexibly plotted together, allowing biological replicates to either be compared, or pooled for comparisons between different cell types or experimental conditions. 4C profiles can be integrated with gene tracks, linear epigenomic profiles, and annotated regions of interest, such as called significant interactions, allowing rapid data exploration with limited computational resources or bioinformatics expertise.
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Introduction

Since early transgenic studies it has been clear that promoter sequences are insufficient to regulate the spatiotemporal expression patterns of many developmental genes. “Remote control” is additionally conferred by distal activating sequences, termed enhancers, which have been intensively studied over the last years (Schoenfelder and Fraser, 2019). Genome-wide profiling of histone modifications and protein binding sites by ChIP-seq have uncovered a general chromatin signature of enhancer regions: DNase-hypersensitive, bound by the transcriptional coactivator p300, and marked by the monomethylation of lysine-4 of histone H3 (H3K4me1) (Heintzman et al., 2009). Follow-on studies refined these findings further by identifying chromatin features that were characteristic of different enhancer properties. For example, the strongest-acting enhancers are also accompanied by acetylation of lysine-27 of histone H3 (H3K27ac) (Creyghton et al., 2010; Rada-Iglesias et al., 2011) and/or acetylation on globular histone domains (Pradeepa et al., 2016), recruit RNA polymerase II, and general transcriptional machinery (Koch et al., 2011), and are even transcriptionally active, producing non-coding RNA (eRNAs) (Kim et al., 2010). Enhancers lacking these extra features, and sometimes even encompassing repressive marks, such as H3K27 trimethylation (H3K27me3), are proposed to be “poised” enhancers, which may become activated at later developmental stages. Interestingly, the chromatin states at enhancer sequences vary much more across cell types than those of gene promoters (Roadmap Epigenomics et al., 2015), suggesting that much of the regulatory potential is epigenetically carried by enhancers. However despite advances in identifying enhancers genome-wide, both through epigenomic profiling and high-throughput reporter assays (Arnold et al., 2013; Roadmap Epigenomics et al., 2015), unambiguous identification of their target genes is still a major challenge. Important developmental enhancers have been found at megabase distances from target genes, and/or within the introns of unregulated genes (Lettice et al., 2003; Amano et al., 2009; Herranz et al., 2014); previous studies estimate that up to ~90% of enhancers may indeed skip the closest genes on the linear chromosome fiber (Sanyal et al., 2012; Schoenfelder et al., 2015).

Since the advent of the chromosome conformation capture method (3C) (Dekker et al., 2002) and its variants to measure relative spatial proximity of pairwise genomic regions, many enhancers have been found to physically interact with their target genes, often with “looping out” of the intervening chromatin (Palstra et al., 2003); the resultant “active chromatin hub” has been proposed to provide the permissive regulatory environment for transcription initiation, although the exact mechanism remains unclear. In many studied cases, looping is concomitant with transcriptional induction, whereas in others, the loop is pre-formed to poise the gene for subsequent activation (Schoenfelder and Fraser, 2019). Recent reports using microscopy methods have also been made of enhancers and promoters being well separated on gene activation (Alexander et al., 2019; Benabdallah et al., 2019), although enhancer-promoter interactions were previously reported in the studied loci, raising questions as to whether interactions may completely precede transcription and/or be very transient events. In any case, physical proximity measured by 3C-based methods is becoming a popular means of ascribing target genes to otherwise cryptic distal regulatory elements, or of identifying novel candidate regulatory regions of specific genes of interest. For example, intergenic sequence variants associated with diseases have been better characterized once their target genes were identified by 3C-based approaches (Herranz et al., 2014; Schoenfelder and Fraser, 2019).

With the advent of next-generation sequencing, several higher throughput variants of 3C have been developed to obtain genome-wide chromatin interaction maps. Hi-C is an “all-to-all” method, systematically assessing all pairwise chromatin contacts (Lieberman-Aiden et al., 2009). However, due to the great complexity of the sequenced material, calling specific looping interactions requires prohibitively expensive sequencing depth (Rao et al., 2014; Bonev et al., 2017), and Hi-C loop calling algorithms have been demonstrated to not be very robust (Forcato et al., 2017). A recent modification, Capture Hi-C, incorporates capture with a pool of thousands of oligonucleotides, allowing the complexity of sequenced Hi-C material to be reduced sufficiently to assess the chromatin looping interactions with all promoters (Hughes et al., 2014; Sahlen et al., 2015; Schoenfelder et al., 2015). However, capture libraries can be expensive, and their design still represents a trade-off between coverage of assessed promoters and resolution of the identified loops. For the highest resolution profiling of smaller numbers of candidate regions, the method of choice is the “one-to-all” 4C (circular chromosome conformation capture), which assesses all the chromatin interactions with one specific bait of interest (Simonis et al., 2006; van de Werken et al., 2012) (Figure 1A). In brief, nuclei are fixed in their native topologies with formaldehyde, digested with a restriction enzyme and re-ligated, as for 3C, such that chimeric DNA sequences are generated between restriction fragments which may be unlinked on the linear chromosome fiber but are physically proximal at the time of fixation. The purified DNA is then circularized by digestion with a secondary restriction enzyme and re-ligation under dilute conditions, allowing an inverse PCR strategy to amplify all the chimeric DNA linked to a specific bait restriction fragment of interest. The much reduced complexity of a 4C library, compared to that of Hi-C, means that promoter interactomes can be reliably profiled with just a few million sequence reads, and ~20 baits can readily be multiplexed into a sequencing run, making it a much more cost-effective method (van de Werken et al., 2012). The major limitations of 4C are the relatively small throughput in baits that can be assessed at a time, and that the direct sequencing of PCR products confounds results with large numbers of PCR duplicates that cannot be distinguished from counts of true 3C ligation events. However, in silico approaches can minimize the impact of PCR duplicates (de Wit et al., 2015), and “unique molecular identifier” variants of 4C have also been developed (Schwartzman et al., 2016).




Figure 1 | Overview of the 4C method and analysis. (A) The 4C method entails chromatin fixation, restriction digestion and re-ligation to generate hybrid sequences between fragments that were physically proximal during fixation. The DNA is purified, digested with a secondary restriction enzyme and re-ligated under dilute conditions to generate DNA circles. Chimeric products linked to a specific bait fragment of interest (orange) are amplified by inverse PCR with bait-specific primers (orange arrows) flanked by Illumina sequencing adapters (black overhangs). The PCR products are then directly loaded onto Illumina flow-cells for high-throughput sequencing. (B) Pre-processing steps before 4See; tools denoted in bold accompany this manuscript. The fastq sequences are first trimmed to remove bait restriction fragment sequence (orange), leaving just the prey DNA sequence (green) for mapping to the reference genome with Bowtie. The mapped genomic coordinates are converted to restriction fragment space by a custom perl script, which counts the total number of reads mapping to each fragment on the same chromosome as the bait. This “cis” file can then be directly input into 4See.



Due to the growing popularity of 4C experiments, several algorithms have been developed to call significant interactions (van de Werken et al., 2012; Thongjuea et al., 2013; Williams et al., 2014; Klein et al., 2015; Raviram et al., 2016; Geeven et al., 2018); recent benchmarking shows that all methods work well on simulated data, but no single method is optimum for all experimental setups (Walter et al., 2019). However, whereas most of these methods has an in-built tool to plot the static results after data processing, a simple, flexible browser allowing a user to rapidly visualize their 4C results is currently lacking (see Figure 2 and summary of the different plotting options currently available in Table 1). Moreover, while some methods allowed raw and/or smoothed 4C data to be exported as files that can be opened and visualized alongside epigenomic profiles on genome browsers, they offered no flexibility in plotting the epigenomic profiles directly alongside the 4C plot while different smoothing or peak calling parameters are being trialed. We recently developed ChiCMaxima, a suite of tools to analyze Capture Hi-C data, which includes a GUI (graphical user interface) to flexibly visualize data sets alongside gene annotations and epigenomic profiles (Ben Zouari et al., 2019). Here we report 4See, the adaptation of ChiCMaxima tools for the user-friendly integrative exploration of 4C data sets. 4See provides flexibility to compare different replicates side by side, or to average them together when comparing experimental conditions, and to visualize 4C profiles at different smoothing window sizes, necessary to identify putative interactions at different distances from the bait, without the need to reload or re-process the initial data. 4See utilizes quantile normalization to allow different plotted profiles to be fairly compared during the visualization. 4See also allows 4C profiles to be easily plotted alongside gene annotations and linear epigenomic tracks, as well as for specific regions (e.g. interactions called by other algorithms) to be highlighted. We anticipate that 4See will be a useful tool to the community for quick and easy exploration of 4C data, particularly when used in conjunction with existing interaction calling tools.




Figure 2 | Overview of graphing options from existing 4C analysis methods. All methods have been applied to two ES replicates and one NPC 4C data set for the Sox2 SCR bait (see also Figure 3). (A) 4Cseqpipe (van de Werken et al., 2012) results shown independently for one ES replicate and the NPC data set. Running median scores are plotted as a line graph (5 kb resolution), with domainograms plotted underneath as a heat map for median scores at steadily increasing window sizes. Positions of the CTCF site within the SCR and the Sox2 gene are indicated by arrows. Note that the independent normalization means that the SCR-Sox2 interaction differences between the two cell types is not evident, compared to other methods. (B) r3Cseq (Thongjuea et al., 2013) results for the combined three data sets, showing panels, from top to bottom: positions of Refseq genes; restriction fragment coverage; averaged profile for the “experiment” (ES) condition, with called interactions at different confidence levels highlighted; profile for the “control” (NPC) condition, with called interactions at different confidence levels highlighted; plot of the log2-ratio of experiment vs control 4C signal. The position of the SCR bait is indicated by a red dashed line. Note that r3Cseq appears to call a very large number of interactions. (C) fourSig (Williams et al., 2014) results shown independently for one ES and one NPC replicate, showing smoothed 4C plots (21-fragment windows). Called interactions (“Categories” 1, 2 or 3, for different confidence levels) would be highlighted on the plot, but none were called by fourSig. (D) FourCSeq (Klein et al., 2015) results shown independently for one ES and one NPC replicate, showing normalized and processed 4C signal plots (gray line graphs and black points), alongside the positions of known genes. The green line indicates the centralized 4C value, and the dashed blue lines indicate the threshold values for a z-score difference > 2. Significant interactions would be highlighted, but were not detected by FourCSeq. Note that differences between the two cell types is not so evident, compared to most other methods. (E) peakC (Geeven et al., 2018) results shown for the combined analysis of the two ES replicates, independently of the NP replicate, giving smoothed 4C plots (21-fragment windows) as histograms. The red regions indicate called interactions. (F) 4C-ker (Raviram et al., 2016) results shown for the combined analysis, with line plots of combined ES (red) and NPC (blue) 4C signal. Note that many interactions were called by 4C-ker within the plotted window for both ES and NP, but that the documentation did not provide a means to plot them alongside the shown line plots.




Table 1 | Comparison of graphing options from existing 4C analysis methods.





Materials and Methods


Pre-Processing


4C

J1 mouse embryonic stem (ES) cells were grown on gamma-irradiated mouse embryonic fibroblast cells under standard conditions (4.5 g/L glucose-DMEN, 15% FCS, 0.1 mM non-essential amino acids, 0.1 mM beta-mercaptoethanol, 1 mM glutamine, 500 U/mL LIF, gentamicin), then passaged onto feeder-free 0.2% gelatin-coated plates for at least two passages to remove feeder cells. For in vitro differentiation to neural precursor cells (NPCs), F1 ES cells were cultured in the same medium supplemented with 1 µM PD03259010 and 3 µM CHIR99021 (“2i” conditions) and without feeders. The cells were then cultured for six days with medium without LIF or 2i and with 10% FCS, and with 5 µM retinoic acid for the final four days, to generate embryoid bodies (Bibel et al., 2007). J1/F1 ES or differentiated cells were detached with trypsin, then washed by centrifugation in PBS before fixation. Mouse CD4+ CD8+ double-positive (DP) thymocytes were obtained from 4 week old mouse thymus by FACS with anti-CD4-PE and anti-CD8a-FITC antibodies (eBioScience). Both cell preparations were fixed with 2% formaldehyde in mES culture medium for 10 min at 23°C. The fixation was quenched with cold glycine at a final concentration of 125 mM, then cells were washed with PBS and permeabilized on ice for 1 h with 10 mM Tris-HCl, pH 8, 100 mM NaCl, 0.1% NP-40, and protease inhibitors. Nuclei were resuspended in DpnII restriction buffer at 10 million nuclei/mL concentration, and 5 million nuclei aliquots were further permeabilized by treatment for either 1 h with 0.4% SDS at 37°C (ES cells), or for 20 min with 0.7% SDS at 65°C, then for 40 min at 37°C (DP cells). The SDS was then neutralized by incubating for a further 1 h with either 2.6% (ES) or 3.3% (DP) Triton-X100 at 37°C. Nuclei were digested overnight with 1000 U DpnII at 37°C, then washed twice by centrifuging and resuspending in T4 DNA ligase buffer. In situ ligation was performed in 400 μL T4 DNA ligase buffer with 20,000 U T4 DNA ligase overnight at 16°C. DNA was purified by reverse cross-linking with an overnight incubation at 65°C with proteinase K, followed by RNase A digestion, phenol/chloroform extraction, and isopropanol precipitation. The DNA was digested with 5 U/μg Csp6I at 37°C overnight, then re-purified by phenol/chloroform extraction and isopropanol precipitation. The DNA was then circularized by ligation with 200 U/μg T4 DNA ligase under dilute conditions (5 ng/μL DNA), and purified by phenol/chloroform extraction and isopropanol precipitation. 50 ng aliquots of this DNA were used as template for PCR with bait-specific primers containing Illumina adapter termini (primer sequences and optimal PCR conditions available on request). PCR reactions were pooled, primers removed by washing with 1.8× AMPure XP beads, then quantified on a Bioanalyzer (Agilent) before sequencing with a HiSeq 4000 (Illumina).



Pre-Processing 4C Data for 4See

All bait sequence (including and downstream of the primer sequence, up to but not including the GATC DpnII site) are trimmed by the demultiplexing Sabre tool (https://github.com/najoshi/sabre), allowing two mismatches, before mapping to the mm9 genome with Bowtie (Langmead et al., 2009) (Figure 1B). Interaction calling was done with peakC (Geeven et al., 2018) with different window sizes as specified by the parameter wSize. For previously published 4C results (Narendra et al., 2015), fastq files were downloaded from the Gene Expression Omnibus and processed just like the other data sets.



Analysis and Plotting of 4C Data Sets by Other Methods

Three 4C data sets (two replicates from ES cells; one replicate from in vitro differentiation of ES cells towards NPCs) were analyzed and plotted by 4Cseqpipe (van de Werken et al., 2012), r3Cseq (Thongjuea et al., 2013), fourSig (Williams et al., 2014), FourCSeq (Klein et al., 2015), 4C-ker (Raviram et al., 2016), and peakC (Geeven et al., 2018), using the default or recommended parameters given within the documentation accompanying the tools.




4See


System Requirements

4See is a GUI written in R (version > = 3.2), with the following packages (and their dependencies) additionally required, found on Bioconductor and/or CRAN: tcltk2, tkrplot, limma, caTools, rtracklayer. All scripts and test data are available under the terms of the GNU General Public License, version 3, on Github: https://github.com/TomSexton00/4See. The GUI is launched by sourcing the main script, 4See.r, from within an R environment. From then on, all manipulation is performed from a windows interface, and does not require use of command prompts. A full user manual in pdf format is also found with the scripts on Github, and is provided as Supplementary Data.



Input Format

4See deals with a simple text format, which we term the “cis” format, entailing a header with three tab-delimited fields (data set name, bait chromosome, bait coordinate) followed by a two-column table, denoting the coordinate of the mid-point of every restriction fragment found on the same chromosome as the bait, and its corresponding number of supporting sequence reads. The cis format is generated by a perl script, coord2frag.pl, provided with 4See, which maps the genomic coordinates of 4C sequencing results into their corresponding restriction fragments and then counts the number of reads for each fragment. The perl script accepts any non-headed text format for sequences, as long as a column for chromosome, coordinate, and strand can be specified. The restriction fragment information is provided by “frag” tables, headed four-column tables, giving a unique integer identifier, the chromosome, coordinate, and fragment length for each restriction fragment. These in turn are generated by a provided perl script, makefrags.pl, requiring a user input for the sequence of the primary restriction enzyme cutting site, and a folder containing the sequences in fasta format for each chromosome of the genome assembly used. The header of the cis file provides the required information on the bait location and 4C data set name, but is also used to ensure that only 4C data sets for the same bait (with identical bait chromosome and coordinate) are treated together.



Managing Conditions and Replicates

After loading one or more cis files, 4See opens a dialog box allowing the user to determine how to handle different conditions and replicates by assigning a value to each data set (Figures 3A, C). All 4C data sets assigned a non-zero integer are quantile normalized for fairer comparison across data sets (Ritchie et al., 2015). Data sets given the same value are averaged together before plotting; those assigned zero are omitted from normalization and plotting. Additional options allow the plotting color and data label to be specified by the user, and these can be re-run via the “Conditions” drop-down menu. Thus a user can rapidly compare different replicates side by side, or average them into one plot for comparison with different cell types or conditions, without needing to reload the data (Figures 3B, D).




Figure 3 | 4See provides flexibility in handling multiple replicates and/or experimental conditions. (A) The 4See dialog box for conditions settings automatically opens when cis files are first loaded, in this instance two ES replicates and one NPC 4C data set for the Sox2 SCR bait. The two ES replicates have been assigned different integers to be treated independently, and the NPC data set has been omitted by assigning it 0. (B) The resultant 4See plot from the conditions set in (A), whereby the two ES 4C replicates are quantile normalized and plotted separately, one in black, the other gray. The plot has normalized 4C signal as the y-axis and genomic coordinate of the interacting fragment as the x-axis. The position of the SCR bait is denoted by a black vertical line, and gene position (blue arrows) and the ES H3K27ac ChIP-seq profile (black) is shown underneath the 4C plot. The profiles are highly consistent between replicates, with a strong interaction peak centered on the Sox2 gene; note that both the gene and enhancer have a strong enrichment for H3K27ac. (C) As for (A), but in this case the two ES replicates are given the same value to be averaged together, and the NPC data set is included as a different integer to the ES data sets. (D) As for (B), but with the settings conditions of (C), and the redundant gene and H3K27ac tracks omitted. The averaged ES 4C plot is given in black and the NPC 4C plot in red, showing a strong perturbation of the SCR-Sox2 interaction on differentiation.





Plot Settings

4C profiles and the chromatin interactions they uncover differ with bait and experimental condition. In particular, the ease of distinguishing peaks of 4C signal above background depends on the distance of the interaction, since background signal of random chromosome collisions is much higher at shorter ranges (Dekker et al., 2002; Lieberman-Aiden et al., 2009). Other factors, such as whether the interaction is sharp with a single regulatory element, or is broadened across larger regions, such as “super-enhancers”, or the extent to which very short-range contacts dominate the plot and hide longer-range loops (which may be a consequence of the 4C digestion efficiency and/or relative compaction of the assessed locus), mean that features of chromatin topology are often overlooked with one fixed plot setting. The control panel of 4See includes options for the user to alter the region plotted, up to ± 1.5 Mb of the bait position, and to set a maximum plotted value on the y-axis (4C signal), to better visualize certain aspects of the 4C profile (Figure 4A). However a major confounding factor in visualizing 4C data is the need to smooth the plots, since “spikes” from spurious PCR duplicates make them appear very noisy at single restriction fragment resolution. Most analytical approaches counter this by taking running means (or medians) of sliding windows, but the results can be heavily influenced by the choice of window size. Reflecting this challenge, some 4C analytical tools adopt a “domainogram” approach, whereby averages are taken over many sliding windows of many different sizes, and the results are pooled together in a heat map (de Wit et al., 2008; van de Werken et al., 2012; see also Figure 2A), although the visual interpretation of these results is often challenging. To aid user choice in setting appropriate parameters for their particular 4C profile, 4See allows the window size (in numbers of restriction fragments) to be altered, and the appropriate running mean is calculated on the quantile normalized (and averaged, if replicates are pooled) data before plotting. In this manner, different aspects of chromosome topology can be readily explored (Figures 4B, C).




Figure 4 | 4See provides flexibility in running mean window sizes. (A) The main control panel of 4See, including options to set the x-axis (“start coordinate,” “end coordinate,” and “plot window”) and y-axis (“max y plot”) plot limits, to choose a bait name for the plot title (“bait name”), and to set the running mean window size (“smooth window”) in number of restriction fragments. (B) 4See plots for a 4C data set in DP thymocytes with the Satb1 gene promoter as bait. Two instances of the same x- and y-axis limits are shown, with a running mean window of 21 (left) or 55 (right) fragments. The position of the Satb1 bait is denoted by a black vertical line, and gene position (blue arrows) and the DP H3K27ac ChIP-seq profile (black) is shown underneath the 4C plots. Pink rectangles denote regions called as interacting by peakC for the equivalent window size as the plot. For the long-range interaction, the smaller window size appears to have more spurious called interactions, less evidently linked to H3K27ac peaks; the link is better seen with greater smoothing from a larger window size. (C) As for (B), but with the Ikzf1 gene promoter as bait. In this case, the smaller window size (17 fragments) seems to give better resolution of specific interactions with distinct putative enhancers, which are merged into one at larger window sizes.





Annotations

To put the 4C profiles into a wider biological context, 4See supports the inclusion of three different types of annotations: genes, linear epigenomic profiles (termed “tracks”) and called interactions. Gene information is provided as a tab-delimited headed text file with the following fields: Name, Chr (with the prefix “chr”), Start, End, Strand (as “+” or “−”). When selected, the gene track is plotted in blue directly underneath the 4C profile. Only one gene track can be loaded at a time. Management of epigenomic profiles is more flexible. Any format supported by the import function of the rtracklayer package can be supported, but for running time efficiency we recommend loading bigWig files. As for the 4C profiles, the color and plotting level for each individual track can be altered by the user in an automatically loaded dialog box. As before, the plotting levels can be 0 (not plotted), or consecutive, positive integers. When tracks have the same level, their plots are auto-scaled to the maximum value of all of the included data sets within the plotted window. This feature allows fairer comparison for the same epigenetic mark across different conditions/tissue types (Figure 5). Technically, the numbers of tracks that can be loaded is only limited by system memory, although the plots become difficult to visually interpret after more than four tracks are loaded at a time.




Figure 5 | 4See provides flexibility in handling epigenomic track scales. (A) The same 4C profile as Figure 4B (55-fragment window size; black) is plotted alongside the 4C profile for ES cells, where the locus is silent, and thymocyte enhancer interactions are not evident. (B) The 4See dialog box for managing epigenomic tracks defines how the different tracks are scaled. In this case, the ChIP-seq tracks for H3K27ac in ES and DP cells are treated independently, so the autoscaling of the ES track creates some spurious peaks from noise above background. (C) As for (B), but this time the two H3K27ac tracks have been set the same integer, making the lower ES signal much more visually apparent in the plot.



To better highlight interactions called by existing peak-calling methods, or indeed to test how different methods and/or their parameters perform on specific 4C profiles, interactions (as bed files or similar, with headed “chr”, “start,” and “end” columns) can also be loaded, and these are represented as rectangles flanking the relevant region on the 4C profile (Figures 4B, C). A dialog box allows the user to alter the color of the annotation and to check whether or not it is plotted. The latter feature is useful since simultaneous plotting of more than one interactions set, which often overlap, can be difficult to visually interpret. Note that whereas these are labeled “Interactions” by 4See, any region described by a bed file can be highlighted in this manner. The user can thus use this setting to highlight any feature of interest, such as called differential interactions between two 4C data sets, or the presence of specific sequence motifs (e.g. CTCF) that may be expected to be enriched at interactions.



Exporting 4See Results

Once the user settings have been finalized, a pull-down menu option allows the plot to be saved in.eps format, where it can be further processed in preparation of a figure for publication or presentation. Alternatively, the data that are actually plotted in the current 4See window (one or more quantile-normalized 4C profiles with a running mean of a specified window size applied) can be exported as bedGraph files, ready for integration into other browsers, such as local instances of UCSC (Kent et al., 2002) or IGV (Robinson et al., 2011).





Results

We demonstrate the usefulness of 4See on different original and previously published 4C data sets. First, we investigate the interaction between the mouse Sox2 gene and an established cluster of enhancers (the “SCR”, or Sox2 control region), which has been shown to be essential for Sox2 expression in pluripotent cells (Zhou et al., 2014). Using bait primers at the SCR, we generated two biological replicates for ES cells and one after in vitro differentiation (“NPC”; Figure 3). As expected, we observed a strong interaction with the Sox2 gene which is greatly reduced on differentiation. After loading the three data sets into the 4See browser, only changing the options within one dialog box is required to switch the view from plotting the two ES biological replicates side by side (omitting the differentiated data set) to confirm that they have consistent profiles, to comparing the averaged ES profile with the differentiated one.

Second, we explored different distance ranges of promoter-enhancer interactions at key developmental genes in mouse CD4+/CD8+ (double-positive, DP) thymocytes, namely the distal (~500 kb) enhancer cluster for Satb1, and the shorter-range (~50 kb) enhancer for Ikzf1 (Figure 4). Comparing 4C plots at different running mean window sizes, it is apparent that different insights can be gained, and that no one window size is optimum for all profiles. For Satb1, shorter window sizes create what appear to be noisy profiles at the large genomic span assessed, and specific interactions are harder to discern. When the running mean window size is increased, the profile becomes smoother, and apparent peaks line up well with putative enhancers, as denoted by the presence of H3K27ac. Conversely, at the shorter distances assessed at the Ikzf1 locus, a smaller window size allows interactions with specific enhancers to be resolved, whereas they merge into one large peak at larger window sizes. In support of this observation, we called interactions using the peakC algorithm (Geeven et al., 2018) at different window sizes, and found a good visual corroboration between discernible peaks and called interactions. 4See allows rapid re-plotting of 4C profiles with different window sizes, and also has the functionalities for adding the epigenomic profile and highlighting called interactions directly on the plot.

Third, we compared the same Satb1 promoter-enhancer interaction between DP thymocytes, where the gene is highly expressed, and ES cells, where the gene is silent (Figure 5). As expected, the gene does not make any specific contacts with the thymocyte enhancer in ES cells. This locus is largely devoid of H3K27ac in ES cells, but a common problem with some browsers is that an automatic scaling creates some apparent peaks from noise on a small range of the y-axis (Figure 5B). 4See counters this by providing flexibility with how the epigenomic tracks are handled. By coercing the two tracks to the same scale, the difference between the two tissues is much more evident (Figure 5C).

Finally, we used 4See to re-analyze published 4C data, namely comparing profiles from the Hoxa5 gene between wild-type ES cells and those where one or more key CTCF insulator sites have been deleted (Narendra et al., 2015). In this study, the authors reported that CTCF site loss caused topological defects during differentiation to neurons, with inappropriate spreading of H3K27me3. However, their analyses concluded that the topology of the Hoxa locus was largely unchanged in pluripotent cells (Figure 6A). Plotting the same data with 4See, it appears that ectopic looping interactions are formed between Hoxa5 and more caudal regions of the locus (Figure 6B). Different loop calling algorithms with different parameter choices were inconsistent in calling these apparent interactions as “significant”, and only one biological replicate was available, so the importance of this observation is yet to be confirmed. In any case, the CTCF site deletion did not alter H3K27me3 patterning or Hoxa gene expression within undifferentiated ES cells (Narendra et al., 2015), so any potential topological changes do not appear to be borne out in other phenotypes. However, we wish to use this example to highlight how the use of a flexible browser like 4See facilitates exploration of the data, potentially identifying new features that “one size fits all” algorithms may overlook.




Figure 6 | 4See exploration can uncover previously overlooked features of chromatin topology. (A) Reproduced Supplemental Fig 7A from Narendra et al. (2015), used with permission. 4C profiles from the Hoxa5 bait are shown as domainogram heat maps for wild-type ES cells (top), as well as lines that have had deletions of one CTCF site (middle; site of deletion denoted by red asterisk) or two (bottom; additional deletion site denoted by green asterisk). The CTCF ChIP-seq profile is shown above the 4C sets. No chromatin topology differences are apparent between these cell lines, and the original study concluded that spatial phenotypes only occurred on cell differentiation (Narendra et al., 2015). (B) The same data, processed and plotted using 4See. The position of the Hoxa5 bait is denoted by a black vertical line, and gene position (blue arrows) and the ES CTCF ChIP-seq profile (black) is shown underneath the 4C plots. Red and green asterisks denote the positions of the single and double CTCF site deletions, as for (A). In this plot, CTCF-dependent restriction of interactions between Hoxa5 and more caudal regions (e.g. the gene body of Hoxa10) seems apparent.





Discussion

Using novel and previously published data sets for demonstration, we have shown the flexibility and utility of 4See in exploring 4C data. With limited processing of sequencing results, and one line of code in the R prompt, a user-friendly windows-based interface is available for a broader community to explore chromatin interaction profiles. As a consequence, we envisage that 4See will be of great use to the chromatin field. The input cis files are not very large (~ 4 MB for mouse or human), so the browser can be run on most desktop computers and laptops. The major systems limitation comes from the importing of epigenomic tracks (which can be >500 MB) with the rtracklayer package, which is the slowest step and may overload some standalone computers if too many tracks are imported at once. If the user is interested in only a specific set of baits, the system load can be reduced by restricting imports to chromosome-specific tracks. Due to the reliance of 4See plotting on quantile normalization, which is confounded by an excessive number of zeros or very small values, 4See is not an appropriate tool for visualizing very long-range (>1.5 Mb) or interchromosomal interactions; although their built-in graphical capabilities are more limited, the tools linked to algorithms such as fourSig should be used instead (Williams et al., 2014; Walter et al., 2019). It should also be noted that 4See does not replace the existing suite of interaction calling algorithms (Walter et al., 2019). Indeed, due to its capacity to incorporate these algorithms’ results into the plots, 4See should be viewed as a complementary tool for comprehensive 4C analysis, whereby the results of the algorithms can be readily visualized and compared to epigenomic tracks for validation and obtaining biological insight. Overall, 4See, in conjunction with other analytical tools, promises to facilitate chromatin interaction exploration, and will thus be of use to the epigenetics community.
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In eukaryotic cells, most of the genetic material is contained within a highly specialized organelle—the nucleus. A large body of evidence indicates that, within the nucleus, chromatinized DNA is spatially organized at multiple length scales. The higher-order organization of chromatin is crucial for proper execution of multiple genome functions, including DNA replication and transcription. Here, we review our current knowledge on the spatial organization of chromatin in the nucleus of mammalian cells, focusing in particular on how chromatin is radially arranged with respect to the nuclear lamina. We then discuss the possible mechanisms by which the radial organization of chromatin in the cell nucleus is established. Lastly, we propose a unifying model of nuclear spatial organization, and suggest novel approaches to test it.
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The Building Blocks of Nuclear Architecture

The nucleus is a sub-cellular organelle that has evolved to enable the storage, preservation, reading, and duplication of the information encoded in the DNA sequence. Evidence collected over the past 50 years strongly suggests that this functional specialization is made possible by a multi-level spatial organization that manifests itself at various length scales. The nuclear space is filled by both chromatin and sub-nuclear structures—including nucleoli (Németh and Längst, 2011), nuclear speckles (Spector and Lamond, 2011), and various types of nuclear bodies (Mao et al., 2011)—that contribute to orchestrate genomic functions in various ways. The linear genomic sequence is organized into structural domains that form the building blocks of the higher-order three-dimensional (3D) architecture of the genome. Chromosomes typically condense into distinct masses known as chromosome territories (CTs), whose existence was proposed already more than a century ago by the Austrian anatomist Carl Rabl and the German biologist Theodor Boveri (Strickfaden et al., 2010), and later confirmed in multiple cell types and species (Cremer and Cremer, 2001; Cremer et al., 2006). At the sub-chromosomal level, structural domains comprise megabase (Mb)-sized cytobands visible in metaphase chromosomes, and A/B compartments identified by Hi-C (Lieberman-Aiden et al., 2009), as well as smaller domains spanning from several kilobases (kb) up to a few Mb, including topologically associating domains (TADs) (Dixon et al., 2012) and long-range chromatin loops (Rao et al., 2014). A and B compartments are defined as genomic regions that tend to engage in homotypic (A-A and B-B) rather than heterotypic (A-B) contacts, and largely overlap with euchromatic and heterochromatic cytobands, respectively (Lieberman-Aiden et al., 2009). Each A/B compartment consists, in turn, of a variable number of TADs, defined computationally as clusters of increased contacts between adjacent parts of the same chromosome in the Hi-C data matrix (Dixon et al., 2012). TADs represent hubs of cis-interactions often contained within chromatin loops anchored by CCCTC-binding factors (CTCF) (Rao et al., 2014), which facilitate specific enhancer-promoter contacts, while preventing unspecific and potentially detrimental interactions (Rowley and Corces, 2018). Accordingly, disruption of specific TAD borders and chromatin loops results in aberrant gene expression and can cause a variety of disease conditions, including developmental defects and cancer (Corces and Corces, 2016; Spielmann et al., 2018). TAD borders are highly conserved across metazoans and tend to coincide with dense clusters of conserved noncoding elements (Harmston et al., 2017), whereas A/B compartments appear to be less conserved across cell types and species (Schmitt et al., 2016a; Szabo et al., 2019; Yang et al., 2019). B compartments overlap, to a large extent, with lamina-associated domains (LADs), defined as genomic regions that frequently contact the nuclear lamina (Guelen et al., 2008). Depending on the cell type, LADs may comprise up to one third of the whole genomic sequence, and many LADs overlap with nucleoli-associated domains (NADs) (Németh et al., 2010) as well as with pericentromeric heterochromatin-associated domains (PADs) (Wijchers et al., 2015), suggesting that a substantial part of the genome is either localized at the nuclear periphery, close to the lamina, or in the inner part of the nucleus, around nucleoli. Unlike CTs, A/B compartments, TADs, and LADs were originally identified using bulk assays that average the signal over millions or even billions of cells. However, the recent development of single-cell Hi-C (Nagano et al., 2013; Flyamer et al., 2017; Ramani et al., 2017; Stevens et al., 2017; Ramani et al., 2020), Dip-C (Tan et al., 2018), and single-cell DamID (Kind et al., 2015), together with super-resolution microscopy assays (Boettiger et al., 2016; Wang et al., 2016; Bintu et al., 2018; Nir et al., 2018), have made it possible to confirm the existence of these sub-chromosomal domains in single cells. Another important consideration is that, although A/B compartments, TADs, and LADs have been observed in different cell types and species, all of the studies conducted so far have used either in vitro cultured cells or cells freshly dissociated from their tissue of origin. Therefore, we still lack a comprehensive portrait of the sub-chromosomal organization in cells directly embedded in their tissue context. Achieving this will require the development of novel assays combining high-throughput sequencing with preservation of spatial information.

Independently of the length scale at which chromatin domains are observed, studying how they are spatially arranged in the cell nucleus requires the definition of a reference system of coordinates. Since individual nuclei have different shapes and lack defined symmetry axes, one approach is to measure the distance of different chromatin domains from each other or from well-defined sub-nuclear structures serving as reference, such as the nuclear lamina. This has been classically achieved through the use of microscopy techniques, such as DNA fluorescence in situ hybridization (FISH), which allows measuring the distance of chromosomes or individual genomic loci from each other or from defined nuclear structures, in single cells. More recently, a new method named TSA-seq was developed to infer the relative distance from nuclear speckles of thousands of genomic loci simultaneously, based on next-generation sequencing (Chen et al., 2018). However, unlike DNA FISH, TSA-seq is a bulk assay that averages the signal over millions of cells, and thus, at least in its current design, cannot provide spatial information at the single-cell level.

In this review, we primarily focus on studies that have assessed the radial position of individual chromosomes or smaller chromatin domains relative to the nuclear periphery and center—which we here refer to as “chromatin radiality.” For a detailed description of the folding principles of chromatin in the nucleus, of the available methods for mapping 3D genome architecture, and of the role of 3D genome organization in physiological and pathological processes, we instead refer the reader to many excellent recent reviews that have extensively covered these topics (Bonev and Cavalli, 2016; Corces and Corces, 2016; Dekker and Mirny, 2016; Schmitt et al., 2016b; Rowley and Corces, 2018; Zheng and Xie, 2019).


Radial Arrangement of Chromosomes

One of the best studied aspects of chromatin radiality is how individual CTs or selected gene loci are arranged with respect to the nuclear lamina. Early studies that examined the location of chromosomes in metaphase spreads prepared from cultured human fibroblasts, found that larger chromosomes were generally more peripherally located compared to smaller ones (Ockey, 1969; Hoo and Cramer, 1971). These observations were subsequently recapitulated in interphase nuclei of different human cell types, in which the nuclear lamina is preserved, revealing that the radial position of CTs with respect to the lamina is associated with the size of the chromosomes in base-pairs, but also with the density of genes along each chromosome (Manuelidis, 1985; Lichter et al., 1988; Nagele et al., 1999; Bridger et al., 2000; Sun et al., 2000; Boyle et al., 2001; Mahy et al., 2002; Weierich et al., 2003; Bolzer et al., 2005; Wiblin et al., 2005; Grasser et al., 2008; Jowhar et al., 2018a). Accordingly, despite having a very similar size, chromosomes (chr) 18 and 19 are mostly localized at the periphery and center of human interphase nuclei, respectively (Croft et al., 1999). Similar findings were also reported for primates (Tanabe et al., 2002; Tanabe et al., 2005; Mora et al., 2006), mouse (Parada et al., 2004; Mayer et al., 2005), and other vertebrate species (Federico et al., 2006; Skinner et al., 2009). In contrast, the radial position of CTs appears less defined in plant cells (Pecinka et al., 2004), although a tendency for centromeres to be closer to the nuclear lamina and telomeres to be more central was observed (Schubert et al., 2012; Schubert et al., 2014), which is reminiscent of the pattern of centromeres and telomeres in human and mouse cells (Weierich et al., 2003). In dividing cells, the 3D genome architecture is massively remodeled at every mitosis, and then re-established at the onset of the subsequent G1-phase, remaining relatively stable until the next mitosis (Manders et al., 1999; Edelmann et al., 2001; Lucas and Cervantes, 2002; Walter et al., 2003; Nagano et al., 2017; Gibcus et al., 2018). However, changes in the radial position of CTs and individual gene loci can occur in a variety of physiological conditions, including cell differentiation (Kuroda et al., 2004; Stadler et al., 2004; Marella et al., 2009a; Sehgal et al., 2016; Orsztynowicz et al., 2017), gametogenesis (Scherthan et al., 1998; Mudrak et al., 2009), signaling in response to extra-cellular stimuli (Branco et al., 2008; Mehta et al., 2010; Mourad et al., 2014; Ioannou et al., 2015), as well as following DNA damage (Spitkovsky et al., 2002; Mehta et al., 2013; Schwarz-Finsterle et al., 2013; Kulashreshtha et al., 2016). Importantly, the radial placement of CTs in the nucleus is often altered in cancer cells (Cremer et al., 2003; Murata et al., 2007; Marella et al., 2009b; Timme et al., 2011) and in the presence of chromosomal translocations and aneuploidies associated with cancer (Taslerová et al., 2003; Taslerová et al., 2006; Harewood et al., 2010; Allinne et al., 2014) or congenital disorders (Jowhar et al., 2018b; Kemeny et al., 2018). Altogether, these findings suggest that the non-random radial arrangement of chromosomes and sub-chromosomal regions with respect to the nuclear lamina is a universal feature of nuclear architecture, which is conserved across species and whose alteration is associated with a variety of disease conditions. It should be noted, however, that the observation that CTs and gene loci have a preferred radial location must be interpreted probabilistically, meaning that a given chromosome or locus will never be found at the same radial distance from the nuclear lamina and have the same shape or orientation in all the cells examined. Indeed, a recent study based on high-throughput DNA FISH, which measured the position of hundreds of genomic loci in thousands of human fibroblast cells, revealed that the radial distance of the same locus from the nuclear lamina is highly variable across cells (Finn et al., 2019). Thus, although individual CTs and specific gene loci have a clear propensity for being localized closer or farther from the nuclear lamina, there is a high cell-to-cell variability in the radial placement of chromatin in the nucleus. Another important consideration is that, although the non-random radial organization of CTs has been well documented in many cell types and different species, until recently only a few studies have examined CTs in cells in their natural tissue context (Solovei, 2010; Kernohan and Bérubé, 2014; Fields et al., 2019). In the future, it will be important to extend these studies to explore how the spatial arrangement of chromosomes in the nucleus is affected by cell identity, nuclear shape, surrounding cell types, and the geometry of the tissue, in different tissues and organs.

In addition to being radially arranged, several lines of evidence indicate that CTs have a non-random internal structure that is also radially organized. Early studies by DNA FISH in cultured human, mouse, and Chinese hamster cells, showed that CTs have a polarized structure, with gene-rich regions more centrally located compared to gene-poor parts of the same chromosome (Sadoni et al., 1999; Küpper et al., 2007). In human lymphocytes, telomeres were found to be, on average, closer to the nuclear center compared to centromeres, and q-telomeres were more central compared to the p-telomeres of the same chromosome (Amrichová et al., 2003). More recently, the existence of a polarized structure of individual CTs was confirmed in two studies that used DNA FISH to visualize either multiple TADs or LADs together with inter-LAD regions belonging to the same chromosome (Wang et al., 2016; Luperchio et al., 2018). These single-cell studies revealed that TADs belonging to A and B compartments (A- and B-TADs, respectively) were spatially polarized in most of the cells analyzed (Wang et al., 2016), and that, within the same chromosome, LADs and inter-LAD (iLAD) regions were clearly radially separated (Luperchio et al., 2018). One limitation of these studies is that only a few chromosomes were investigated in cultured cells of a single cell type (mouse embryonic fibroblasts in (Luperchio et al., 2018) and human fibroblasts in (Wang et al., 2016)). In the future, application of high-throughput FISH techniques, together with novel ways for visualizing the internal structure of CTs, such as ‘chromosome spotting’ (Gelali et al., 2019), will enable us to draw a refined portrait of the internal radial organization of all chromosomes, in many different cell types.



Nuclear Periphery vs. Center

Aside from the notion that CTs are radially positioned in the nucleus and have a polarized internal structure, the only other aspect of chromatin radiality that is relatively well understood is the fact that the chromatin adjacent to the nuclear lamina is structurally and functionally different from the chromatin found in more centrally located parts of the nucleus. Early investigations of the nuclear structure of chicken erythrocytes by electron microscopy revealed the presence of large blocks of electron-dense material aligned all along the nuclear lamina, whereas more interior regions appeared significantly less dense (Davies, 1968; Everid et al., 1970). The electron-dense chromatin in the nuclear periphery corresponds to the LADs identified in human fibroblasts using lamin DamID (Guelen et al., 2008), and is enriched in LINE repeats and several histone marks of transcriptionally inactive chromatin, such as lysine nine di- and tri-methylated histone H3 (H3K9me2 and H3K9me3) (Guelen et al., 2008; Wen et al., 2009). The peripheral chromatin immediately adjacent to the nuclear envelope is known as “epichromatin” and can be visualized in cells from different species using a special bivalent mouse monoclonal anti-nucleosome antibody (mAb PL2-6), which binds to the acidic patch on nucleosomes (Olins and Olins, 2018). This suggests that the chromatin close to the nuclear lamina not only has a peculiar composition, but additionally harbors a unique nucleosome structure that is not seen elsewhere in the nucleus. In contrast, more central parts of the nucleus contain chromatin enriched in histone marks of transcriptionally active or permissive chromatin, such as lysine 4 tri-methylated histone H3 (H3K4me3) and lysine 27 acetylated histone H3 (H3K27Ac), which mark iLADs (van Steensel and Belmont, 2017). Although this radial arrangement of chromatin has been observed in many cell types of different species, exceptions also exist. For example, the rod cells of nocturnal animals have the opposite pattern, with more open and active chromatin close to the nuclear lamina, and compact and transcriptionally inactive chromatin amassed in the nuclear center (Solovei et al., 2009). This inverted chromatin arrangement is believed to redirect photons toward the light-sensing outer segments of the rods, thus facilitating vision in darkness (Solovei et al., 2009).

Altogether, the above observations can be summarized in a simplified binary model of radial chromatin organization, which we name “periphery vs. center” or “P-C” model (Figure 1A). According to the P-C model, the nuclear periphery consists of largely inactive chromatin domains, such as LADs, B compartments, and their constituent B-TADs, which are localized mainly close to the nuclear lamina, but also around nucleoli. On the other hand, the nuclear center is composed of more active chromatin regions, including iLADs, A compartments, and A-TADs, which are distributed in the remaining nuclear space. Although the P-C model provides a simplified framework for spatially organizing various chromatin domains with distinct functional properties, the division between nuclear periphery and center is rather artificial, because it is not clear where the boundary between the two compartments lies (if there exists one). Furthermore, while it is relatively easy to define the nuclear periphery using the lamina as reference, the definition of the nuclear center is more problematic: strictly geometrically speaking, only spheroidal nuclei have a defined center, while for ellipsoidal nuclei, such as those of fibroblasts, the definition is less clear. This ambiguity in distinguishing between nuclear periphery and center is also highlighted by the fact that the same LADs can be found both close to the nuclear lamina, as well as in more interior parts of the nucleus, around nucleoli (Kind et al., 2013). Indeed, a comparison between LADs identified in human fibroblasts (Guelen et al., 2008) and NADs identified in HeLa cells by sequencing the nucleoli-associated portions of the genome (Németh et al., 2010), showed that LADs tend to overlap with NADs. Thus, although it is clear that different types of chromatin are differentially positioned with respect to the nuclear lamina and peri-nucleolar space, a detailed map of the radial organization of chromatin in the cell nucleus is still missing.




Figure 1 | Two different models of radial organization in the mammalian nucleus. (A) Binary model of radial nuclear organization (“periphery vs. center” or “P-C” model). According to the P-C model, inactive chromatin (gray) is localized along the nuclear lamina (the “nuclear periphery”) and around nucleoli (black), whereas active chromatin (pink) is distributed in the intervening space (the “nuclear center”), without any specific radial order. Hubs of active chromatin (red) are positioned around speckles (brown), as revealed by TSA-seq (Chen et al., 2018). (B) We propose instead a gradient model of radial nuclear organization, according to which both active and inactive chromatin form a continuous gradient along the nuclear radius, with inactive chromatin concentrated near the nuclear lamina and around nucleoli, and active chromatin increasing in concentration toward the nuclear center and around speckles. In the gradient model, every genomic locus has a preferred radial location, which is determined by a “radial ZIP code,” although the exact position can vary from cell to cell. The gradient model also postulates that the content of sub-nuclear structures, such as speckles and nucleoli, as well as the inter-chromatin space, are also radially arranged along a similar gradient.



One important limitation of the P-C model described above is that it does not explain how active regions are spatially arranged between nucleoli and the lamina. In an attempt to answer this question, two sequencing-based methods were recently developed: TSA-seq (Chen et al., 2018) and SPRITE (Quinodoz et al., 2018). In TSA-seq, the chromatin proximal to a defined sub-nuclear structure, such as nuclear speckles (Spector and Lamond, 2011), is targeted by a specific antibody and subsequently biotinylated using a tyramide reaction. The amount of biotin that gets covalently bound to DNA decreases exponentially as the distance from the sub-nuclear structure targeted by the antibody increases. By sequencing the resulting biotinylated DNA, the parts of the genome that are in close physical proximity to the targeted sub-nuclear structure can be distinguished from the genomic regions that are farther away (Chen et al., 2018). Using TSA-seq, it was shown that, in K562 human chronic myeloid leukemia cells, transcriptionally active genomic regions tend to form two distinct hubs, one localized in a range of a few nanometers around speckles, and the other more dispersed in the space between speckles and the nuclear lamina (Chen et al., 2018). Unlike TSA-seq, SPRITE measures chromosome contacts as well as DNA-RNA interactions without the use of proximity ligation, in contrast to Hi-C (Quinodoz et al., 2018). Using SPRITE, a hub of inter-chromosomal interactions involving transcriptionally active genes was found to be organized around speckles, whereas inter-chromosomal interactions involving inactive regions were organized around nucleoli, in both mouse embryonic stem and human lymphoblastoid cells (Quinodoz et al., 2018). Although these studies were the first to reveal the importance of sub-nuclear structures in shaping the higher-order spatial organization of chromatin in the nucleus, they still do not answer the question of whether the repertoire of genomic loci that speckles and nucleoli contact varies depending on the radial distance of these sub-nuclear structures from the lamina.



What Shapes Chromatin Radiality?

The studies summarized above clearly indicate that the nucleus of mammalian cells is characterized by some level of radial organization. However, the forces and molecular mechanisms that shape this radial organization remain largely elusive. The primary reason for this is the fact that, until now, it has been extremely challenging to selectively perturb the radial position of defined genomic regions or even entire chromosomes in a controlled fashion, followed by assessing the effect of such perturbations on the global nuclear architecture. Even more limiting has been the lack of genome-wide methods capable of measuring the distance from the nuclear lamina of thousands of genomic loci simultaneously. So far, the strongest evidence pointing to the existence of specific mechanisms that shape chromatin radiality comes from experiments in which specific protein components of the nuclear lamina were genetically ablated. In post-mitotic mouse cells, simultaneous knockout of lamin A and C isoforms and of the lamin B receptor (LBR)—the three major constituents of the nuclear lamina—led to condensation of heterochromatin in the nuclear interior (Solovei et al., 2013). The resulting pattern was reminiscent of the inverted chromatin arrangement seen in mouse rod cells, which indeed lack expression of both lamin A/C and LBR (Solovei et al., 2013). In mouse embryonic stem cells, loss of lamins caused the detachment of certain LADs from the nuclear lamina, and disrupted 3D chromatin contacts in the nuclear interior (Zheng et al., 2018). Similarly, knockdown of emerin in human primary epidermal keratinocytes—another protein component of the nuclear lamina—resulted in chromosome repositioning inside the nucleus and reduction of H3K9me3 levels and distribution (Le et al., 2016). These findings are in line with the observation that, in humans carrying congenital mutations of lamin genes, the radial location of certain chromosomes is altered, which in turn is associated with changes in gene expression (Malhas et al., 2007; Mewborn et al., 2010; Puckelwartz et al., 2011). In addition to components of the nuclear lamina, histone modifications might also play a role in shaping chromatin radiality. For example, treatment of human adenocarcinoma HT29 cells with a histone deacetylase inhibitor resulted in increased levels of acetylated histone H3K9 and, concurrently, in relocation of multiple loci from the nuclear periphery toward the center (Strasák et al., 2009). Using a different approach combining RNA interference with high-throughput DNA FISH, 50 different factors were found to be involved in determining the radial position of three different genes in hTERT immortalized CRL-1474 human skin fibroblasts (Shachar et al., 2015). These radial positioning factors included chromatin remodelers, histone modifiers, as well as components of the nuclear pore and envelope (Shachar et al., 2015). Although this study assessed the radial position of only three genes, it was the first to establish that multiple factors, in addition to nuclear lamina components, can contribute to the radial arrangement of specific gene loci in the nucleus. Changes in the radial position of a gene locus can also be induced by selectively perturbing its transcriptional activity. For instance, tethering a viral transcriptional activator to a transgene constitutively localized close to the nuclear lamina caused the relocation of the transgene toward the nuclear interior in Chinese hamster ovary cells (Chuang et al., 2006). Similarly, targeting of a transcriptional activation domain to the promoters of genes in facultative LADs modified their radial position, moving them toward the nuclear center in mouse embryonic stem cells (Therizols et al., 2014). Notably, in the same cell type, a local change in chromatin condensation, without transcriptional activation, was sufficient to reposition these genes from the nuclear periphery to the center (Therizols et al., 2014). Thus, it is possible that the landscape of chromatin compaction, coupled with the action of specific tethers such as lamins, act as the primary forces that shape the radial organization of chromatin in the nucleus. However, it cannot be ruled out that transcription per se contributes to shape the global arrangement of chromatin, perhaps by locally modulating its compaction. In fact, based on a biophysical model of chromatin folding, it was recently proposed that transcriptional activity, rather than gene density, represents the dominant force that orchestrates the radial arrangement of chromatin in the nucleus (Cook and Marenduzzo, 2018).

In addition to specific nuclear proteins, histone modifications, and transcription, other factors have been suggested to contribute to shaping chromatin radiality. Genome-intrinsic features, such as chromosome size, guanine-cytosine (GC)-content, gene density, as well as the type and density of repetitive elements along the genome have long been associated with the radial arrangement of chromatin in the nucleus, in different human and mouse cell types (Bridger et al., 2000; Boyle et al., 2001; Mayer et al., 2005). Indeed, computer simulations of the formation of CTs at the onset of the G1-phase have suggested that the radial arrangement of chromosomes in interphase nuclei is predominantly dictated by the density of genes along each chromosome (Kreth et al., 2004). Gene density and GC-content have also been related to the topology of individual CTs, as gene-rich chromosomes, such as chr11, 17, and 19, were shown to have a more irregular shape, at least in WI38 human fibroblasts (Sehgal et al., 2014). A potentially important, yet largely neglected, factor that might contribute to dictate how chromatin is radially organized is nuclear shape. The shape and size of the nucleus are ultimately determined by a complex interplay between cytoskeletal forces and chromatin compaction inside the nucleus (Mukherjee et al., 2016). A recent study showed that experimental perturbations of the nuclear geometry in NIH 3T3 fibroblasts resulted in chromosome repositioning and changes in gene expression (Wang et al., 2017). Notably, alterations in nuclear shape and size are a defining feature of cancer cells (Uhler and Shivashankar, 2018), but how exactly chromatin is radially arranged in cancer nuclei with different shapes remains to be investigated.

An emerging concept in the field of genome organization is that hydrophobic interactions between intrinsically disordered domains of certain nuclear proteins, such as transcription factors, can induce liquid-liquid phase separation between different genomic regions, thus contributing to spatially organize chromatin in the nucleus (Cramer, 2019). Similarly, homotypic interactions between certain repetitive elements, such as short interspersed nuclear elements (SINEs) and long interspersed nuclear elements (LINEs), have been proposed to drive the physical separation between euchromatin and heterochromatin in the nucleus (Solovei et al., 2016). Along the same line, a model named “dog-on-a-lead” was proposed, according to which the radial arrangement of chromatin in the nucleus is dictated by repetitive genomic sequences, including ribosomal RNA genes and centromeric repeats (Krijger and de Laat, 2013). Homotypic interactions between DNA repeats might be either direct or mediated by proteins (e.g., chromatin-bound factors and/or histone modifications) or by long non-coding RNAs (lncRNAs). Indeed, several lncRNAs have been implicated in reorganizing genome architecture and initiating the formation of nuclear compartments (Engreitz et al., 2016), including the lncRNA Xist that mediates X chromosome inactivation (Jégu et al., 2017).

In addition to phase separation, sub-nuclear compartments, such as nucleoli (Németh and Längst, 2011) and speckles (Spector and Lamond, 2011), have recently come into the spotlight as possible organizers of the higher-order structure of chromatin in the nucleus. As discussed above, hubs of inter-chromosome contacts are formed around nucleoli and speckles (Quinodoz et al., 2018), and most of the actively transcribed genes were found to be localized either around speckles or in the intervening space between them and the nuclear lamina, in both mouse embryonic stem and human lymphoblastoid cells (Chen et al., 2018). In addition to sub-nuclear structures, specific gene loci or clusters of genes might, under certain conditions, contribute to the radial arrangement of chromatin in the nucleus, by acting as “nucleators” that pull transcriptionally active chromatin toward the nuclear interior. For instance, in mouse embryonic stem cells, the pluripotency factors Oct4 and Nanog were shown to organize clusters of pluripotency factor-binding sites, and thus contribute to the unique higher-order chromatin organization of these cells (de Wit et al., 2013). In conclusion, multiple forces are likely in place to shape the final blueprint of radial chromatin organization in a given cell. Teasing apart the relative contribution of different forces and their mechanism of action will, however, require the design of sophisticated experiments, in which each of them is perturbed separately, and the effect on radial organization is quantified genome-wide.



Toward a Unified Model of Spatial Nuclear Organization

In this review, we have summarized the existing evidence that chromosomes and the underlying sub-chromosomal domains are non-randomly arranged with respect to the nuclear lamina. However, many questions still await an answer before we can reach a thorough understanding of this fundamental aspect of cell biology: Is chromatin randomly placed between the lamina and nucleoli, or is there a preferred radial location for every gene? If so, can we identify a “radial ZIP code” that specifies where a given locus will be preferentially radially located? Does radial organization only apply to chromatin or also to proteins and RNA in the inter-chromatin space? What are the forces that build and maintain the radial architecture of the nucleus after each cell division? Is radial nuclear organization disrupted by genomic rearrangements that occur, for instance, during tumorigenesis? If so, does disruption of radial nuclear organization contribute to cancer progression? Answering these questions will require drawing comprehensive maps of radial nuclear organization in many cell and tissue types, as well as in different disease conditions.

The P-C model described above (Figure 1A) recapitulates many of the observations on radial chromatin organization that have been reported so far. However, one key limitation of this model is that it does not specify whether any locus along a given genome has a defined probability of being located at a specific radial location, or whether it is either peripherally (close to the lamina) or centrally located. We propose instead a gradient model of spatial nuclear organization, according to which every genomic locus has a preferred radial location (a “radial ZIP code”) that is dependent on the type, differentiation, and functional state of the cell in which it is present (Figure 1B). This model does not only apply to DNA, as we envisage that the entire inter-chromatin space may also be radially organized, with different probabilities of finding specific protein complexes, lncRNAs, and nuclear bodies at defined radial positions. Notably, a gradient model of chromatin organization was already proposed 26 years ago, based on how the radial arrangement of chromatin in the nucleus changes during chondrogenesis in chicken embryos (Erenpreisa and Zhukotsky, 1993). Testing the validity of the gradient model, which we propose here, will require developing new methods that can probe the radial location of DNA, RNA, and proteins throughout the nuclear space, and not just close to the nuclear lamina, as done by lamin DamID (Guelen et al., 2008). The recent development of SPRITE (Quinodoz et al., 2018) and TSA-seq (Chen et al., 2018) are important steps in this direction, and, in our lab, we are also developing new methodologies for probing the radial position of genomic loci and proteins all along the nuclear radius. Ideally, these methodologies should, one day, be able to probe genome-wide radial locations in single cells, allowing us to quantify the extent of cell-to-cell variability in nuclear radial organization, and relate it to gene expression variability. In addition to developing novel methodologies, testing the gradient model that we have proposed here, will require devising ways to experimentally perturb the radial location of large chromatin domains, and possibly entire chromosomes, by changing their sequence, epigenetic status, or transcriptional activity, in a controlled fashion. Finally, we will need to develop spatially resolved methods enabling us to explore chromatin organization directly in cells embedded in their natural tissue context, in order to fully understand how different tissue and organ architectures cross-talk with organization within the cell nucleus. Whatever it takes to get there, we anticipate that obtaining a comprehensive portrait of the radial architecture of the cell nucleus will bring us closer to fully understand how this essential cellular organelle functions in health and disease.
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Mps3 is a SUN (Sad1-UNC-84) domain-containing protein that is located in the inner nuclear membrane (INM). Genetic screens with multiple Mps3 mutants have suggested that distinct regions of Mps3 function in relative isolation and underscore the broad involvement of Mps3 in multiple pathways including mitotic spindle formation, telomere maintenance, and lipid metabolism. These pathways have largely been characterized in isolation, without a holistic consideration for how key regulatory events within one pathway might impinge on other aspects of biology at the nuclear membrane. Mps3 is uniquely positioned to function in these multiple pathways as its N- terminus is in the nucleoplasm, where it is important for telomere anchoring at the nuclear periphery, and its C-terminus is in the lumen, where it has links with lipid metabolic processes. Emerging work suggests that the role of Mps3 in nuclear organization and lipid homeostasis are not independent, but more connected. For example, a failure in regulating Mps3 levels through the cell cycle leads to nuclear morphological abnormalities and loss of viability, suggesting a link between the N-terminal domain of Mps3 and nuclear envelope homeostasis. We will highlight work suggesting that Mps3 is pivotal factor in communicating events between the nucleus and the lipid bilayer.
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The Wind and the Sun (Æsop Fables (Sixth century B.C.). The Harvard Classics. 1909–14.

THE WIND and the SUN were disputing which was the stronger. Suddenly they saw a traveller coming down the road, and the Sun said: “I see a way to decide our dispute. Whichever of us can cause that traveller to take off his cloak shall be regarded as the stronger. You begin.” So the Sun retired behind a cloud, and the Wind began to blow as hard as it could upon the traveller. But the harder he blew the more closely did the traveller wrap his cloak round him, till at last the Wind had to give up in despair. Then the Sun came out and shone in all his glory upon the traveller, who soon found it too hot to walk with his cloak on.

“KINDNESS EFFECTS MORE THAN SEVERITY.”


MPS3 is a Structural Component of the Nuclear Envelope

The nucleus of a eukaryotic cell is demarcated by the nuclear envelope (NE), a double lipid bilayer structure composed of an inner nuclear membrane (INM) and an outer nuclear membrane (ONM). While the ONM is continuous with the endoplasmic reticulum (ER) and is very similar in protein and lipid composition, the composition of the INM is quite distinct (Schirmer and Gerace, 2005). The ONM and INM are joined throughout the NE by nuclear pore complexes (NPCs), which serve as gateways of transportation between the cytoplasm and nucleoplasm. The contribution of the NPC to NE structure has been reviewed extensively elsewhere and will not be discussed here (Knockenhauer and Schwartz, 2016; Beck and Hurt, 2017; Goldberg, 2017).

In higher eukaryotes, the structure of the nucleus is largely maintained by the nuclear lamina, a network of lamin proteins associated with the nucleoplasmic side of the INM (Shimi et al., 2010; Romero-Bueno et al., 2019) and Sad1-UNC-84 (SUN)-domain containing proteins first discovered from an ~150 amino-acid region of homology between Sad1 in Schizosaccharomyces pombe and UNC-84 in Caenorhabditis elegans (Hagan and Yanagida, 1995; Malone et al., 1999). SUN-domain containing proteins in higher eukaryotes interact with lamin and also contribute to NE structure by their involvement in the linker of nucleo-skeleton and cytoskeleton (LINC) complex. The LINC complex includes a SUN domain protein in the INM and a KASH (Klarsicht-Anc-1-Syne-1) domain protein in the ONM that interact with one another in the lumen of the NE (Crisp et al., 2006; Razafsky and Hodzic, 2009).

The SUN-domain containing protein in Saccharomyces cerevisiae is called Monopolar spindle 3 (Mps3). However, a canonical LINC complex has not been detected in budding yeast because a bona fide KASH domain-containing protein has not yet been identified (Friederichs et al., 2012). Csm4 was proposed to function as a ‘KASH’ partner during chromosome segregation in meiosis because it binds Mps3 and localizes to the ONM (Burri and Lithgow, 2004; Koszul and Kleckner, 2009; Morillo-Huesca et al., 2019). More recently, a Csm4 paralogue called Mps2 was identified as a KASH-like protein and shown to form a non-canonical SUN-KASH complex with Mps3 (Chen et al., 2019).

The structural organization of Mps3 is multifaceted (Figure 1). SUN-domain proteins typically form trimers that span the INM (Zhou et al., 2012; Nie et al., 2016). Consistently, Mps3 has been shown to oligomerize in yeast (Li et al., 2017). Each Mps3 monomer contains an N-terminal region (1–150 aa) extending into the nucleoplasm, a transmembrane domain (154–181 aa) spanning the INM, and many functional domains oriented within the perinuclear space, including an ATP binding P-loop (187–194 aa), coiled-coil domains (242–260 aa and 366–390 aa) and a SUN domain (427–616 aa) (Jaspersen et al., 2002; Jaspersen et al., 2006; Bupp et al., 2007). Based on work with mammalian Sun2, the SUN domain of Mps3 folds into a series of β-sheets (Sosa et al., 2012; Burke, 2018). Mutations in the SUN domain disrupt spindle pole body (SPB) organization, which is a major function of Mps3 in mitosis (Jaspersen et al., 2002; Nishikawa et al., 2003).




Figure 1 | Schematic of Mps3 domains. Mps3 consists of an N-terminal nucleoplasmic region (1–150 aa), a transmembrane domain (154–181 aa), a P-loop (187–194 aa), two coiled-coil domains (242–260 and 366–390) and a SUN domain (427–616). SUN domains typically associate with KASH domain proteins in the outer nuclear membrane after trimerization of the SUN-domain protein. Mps3 can be modified by acetylation, ubiquitination or phosphorylation.



The cell cycle turnover of Mps3 is regulated by ubiquitination and degradation by Cdh1, which acts in late mitosis and early G1 (Koch et al., 2019). The regulated turnover of Mps3 depends on phosphorylation of S70, which is located between two anaphase-promoting complex (APC) destruction motifs in the N-terminal domain of Mps3, a KEN box (66–68 aa) and a D box (76–84 aa) (Figure 1) (Glotzer et al., 1991; Pfleger and Kirschner, 2000; Koch et al., 2019). The degradation of Mps3 in late mitosis likely contributes to spindle pole body disassembly. Failure to degrade Mps3 leads to its accumulation in the INM, aberrant nuclear envelope expansion, and an impairment in cell cycle progression (Friederichs et al., 2011; Li et al., 2017; Koch et al., 2019). Similarly, mutations in conserved residues in the SUN domain, like mps3-Y502H and mps3-F592S, show mitotic arrest as well as synthetic sickness or lethality in combination with the deletion of factors involved in lipid metabolism (Friederichs et al., 2012). Thus, two distinct regions of Mps3, which function in separate compartments, the N-terminal domain in the nucleoplasm and the SUN domain in the lumen, are implicated in mitotic progression and in NE proliferation. However, a genetic screen predicted that the distinct domains of Mps3 function in relative isolation, impacting pathways such as mitotic spindle formation, NPC insertion, chromatin organization, and lipid homeostasis (Friederichs et al., 2012). The role of Mps3 in SPB and NPC insertion has been reviewed elsewhere (Jaspersen and Ghosh, 2012) and there are multiple comprehensive reviews on the LINC complex and SUN-KASH interactions; we direct readers to these for details (Rothballer et al., 2013; Tapley and Starr, 2013; Hieda, 2017; Hao and Starr, 2019). In this mini-review, we will cover emerging evidence supporting a role for Mps3 in balancing lipid metabolism and NE homeostasis and links with telomere organization.



MPS3 and Lipid Metabolism

Although no KASH proteins have been confirmed in S. cerevisiae, several tail-anchored proteins known to localize to the ER have been shown to physically interact with Mps3 and could equally be considered KASH-like partners (Burri and Lithgow, 2004; Bommi et al., 2019). One of these ONM proteins is Scs2, which has been linked to telomere silencing (Craven and Petes, 2001; Cuperus and Shore, 2002). Scs2 is a type II integral membrane protein, member of the VAP (VAMP/synaptobrevin-associated protein) family that localizes to the nuclear membrane, where it regulates phospholipid biosynthesis and lipid traffic (Loewen et al., 2003). Scs2 interacts with proteins containing FFAT motifs (two phenylalanines (FF) in an Acidic Tract). Among these is the transcriptional corepressor of phospholipid biosynthetic gene Opi1 (Loewen et al., 2003). The interaction between Scs2 and Opi1 favors binding of the transcriptional regulator to phosphatidic acid (PA) at the nuclear membrane and expression of lipid biosynthetic genes. Conditions that result in PA consumption favor the release of Opi1 from the ONM, allowing its translocation to the nucleus and subsequent repression of its target genes (Kliewe et al., 2017). Investigating a link between Scs2 and Mps3 could connect lipid homeostasis at the ONM with telomere silencing at the INM through known functions of Mps3, Scs2 or both.

Considering the potential for Mps3 to affect lipid homeostasis through Scs2, it is interesting to note that several Mps3 mutants have been shown to affect lipid levels (Friederichs et al., 2011; Ohsaki et al., 2016). In order to understand the effect of these mutants on nuclear structure, one must have a concept of the lipid metabolic pathway. In brief, PA is the precursor for all glycerolipids, and represents a branching point between membrane synthesis and energy storage pathways. In yeast, conversion of PA to CDP-diacylglycerol (CDP-DAG) channels metabolism towards phospholipid biosynthesis (Figure 2A). Conversion of PA to DAG by the PA phosphatase Pah1 diverts the metabolic pathway towards the synthesis of the storage lipid triacylglycerol (TAG), based on the cellular demand for energy storage during cessation of growth [Figure 2A; reviewed in (Siniossoglou, 2013)]. Synthesis of TAG leads to the emergence of lipid droplets (LDs), which are micellar organelles that store and metabolize neutral lipids (Walther et al., 2017). LDs serve as energy reservoirs that are consumed during resumption of growth.




Figure 2 | Mps3 is at the crossroads of lipid metabolism and telomere organization. (A) Mps3 participates in tethering of telomeres through interactions with Sir4 and Est1. These interactions facilitate maintenance of telomere length, telomere clustering, and telomere silencing. The position of Mps3 in the nuclear membrane makes it a potential sensor to communicate changes in membrane composition to the nucleus, potentially affecting telomere regulation. Potential KASH-like binding partners of Mps3 like Scs2 (red), Sec20, and Csm4/Mps2  are indicated, as well as enzymes related to lipid metabolism mentioned in the text. DAG, diacylglycerol; PA, phosphatidic acid; PI, phosphatidylinositol; PS,  phosphatidylserine; PLs, phospholipids; TAG, triacylglycerol. (B) Summary of the genetic interactions between mps3 mutants and genes involved in lipid biosynthesis regulation.



It has been postulated that maintaining a balance between DAG and PA levels is important for the maintenance of NE structure (Barbosa et al., 2015). This has been shown in cells that undergo mitotic arrest or accumulate PA, which develop an extension of the NE known as a “nuclear flare” (Campbell et al., 2006; Witkin et al., 2012; Barbosa et al., 2015). Therefore, lipid levels are important for the maintenance of nuclear shape. Importantly, LDs were recently discovered to be synthesized in the nucleoplasm and may contribute to NE maintenance by regulating DAG levels (Layerenza et al., 2013; Uzbekov and Roingeard, 2013; Cartwright et al., 2015; Grippa et al., 2015; Wolinski et al., 2015; Ohsaki et al., 2016; Romanauska and Köhler, 2018).

In mammalian hepatocyte lines, knockdown of SUN proteins increased nuclear lipid droplet formation, suggesting SUN proteins can influence membrane lipid composition and the DAG : PA balance (Ohsaki et al., 2016). In S. cerevisiae, MPS3 can be completely deleted if the nuclear pore complex biogenesis factor POM152 is also deleted (Rout et al., 2000; Fernandez-Martinez and Rout, 2009; Witkin et al., 2010). In this genetic background, deletion of MPS3 showed an increase in DAG and ergosterol levels compared to the pom152Δ mutant alone (Friederichs et al., 2011), which is consistent with the increase in neutral lipids seen in mammalian hepatocytes. This same synthetic viable double pom152Δ mps3Δ mutant showed a more than two-fold increase in both TAG and phospholipid levels (Friederichs et al., 2011). Additionally, there is evidence that Mps3 promotes membrane rigidity. Overexpression of Mps3 at cold temperatures was found to be lethal and multiple mps3 point mutations showed sensitivity to membrane fluidizing agents (Friederichs et al., 2011). Based on these observations, Mps3 mutants are likely to affect nuclear LD formation through changes in DAG and TAG levels. This would be an interesting avenue for future investigations.

A screen for point mutations in the ATP-binding P-loop of Mps3 created the lethal mutant Mps3-G186K (Friederichs et al., 2011). Galactose-induced expression of this mutant, integrated in the genome and in an otherwise wild type background, led to nuclear membrane expansion. Cells exhibited up to eight additional bilayers when the mutant was expressed, but not when the wild type was induced (Friederichs et al., 2011). The G186K mutation also exhibited a halt in mitotic progression suggestive of SPB duplication failure, which has been shown to cause nuclear flare formation elsewhere (Friederichs et al., 2011; Witkin et al., 2012). Interestingly, deletion of the acyl-coA synthetase, FAA3, rescued the Mps3-G186K phenotype (Friederichs et al., 2011). Faa3 prefers C16:0-C18:0 long-chain fatty acids, which are the most abundant saturated acyl tails found in yeast glycerophospholipids (Knoll et al., 1994; Grillitsch et al., 2011). Faa3 has also been identified as part of the yeast LD proteome (Grillitsch et al., 2011) and collaborates with the DAG acyltransferase Dga1 in the synthesis of TAG (Kamisaka et al., 2007). Interestingly, Dga1 was immuno‐affinity purified using antibodies directed towards Mps3‐FLAG protein (Bommi et al., 2019). Taken together, a model emerges whereby lipid metabolic enzymes and structural membrane proteins like Mps3 cooperate in lipid and NE homeostasis. Future work should aim to explore how the P-loop of Mps3 relates to membrane proliferation.



MPS3 Links Lipid Metabolism and Telomere Organization at the Nuclear Periphery

Yeast telomeres are spatially organized within the nucleus: 32 telomeres in haploid cells cluster in 3 to 8 foci at the NE (Palladino et al., 1993). The nucleoplasmic N-terminal domain of Mps3 contains an acidic motif (75–150) that is important for tethering of telomeres in S-phase (Bupp et al., 2007). Consistently, ectopic expression of the N-terminal fragment (1–153) of Msp3, Mps3-N’, out-competes the N-terminus of endogenously expressed full-length Mps3 for binding to telomeres (Schober et al., 2009). The N-terminus of Mps3 physically interacts with the PAD domain of the silent information regulator protein Sir4 and this interaction is required for telomere tethering (Bupp et al., 2007). The Sir4 protein is essential for telomere clustering and anchoring across the cell cycle. In addition, Sir4 is important for the initiation of sub-telomeric transcriptional silencing by its direct interaction with double-stranded DNA binding protein Rap1 at telomeres and subsequent recruitment of additional SIR factors (Sir2 and Sir3) (reviewed in Grunstein and Gasser, 2013). The SIR complex nucleates along sub-telomeres leading to deacetylation of lysine residues on the tails of histone H3 and H4, repressing transcription (Hardy et al., 1992; Moretti et al., 1994; Wotton and Shore, 1997). The dispersion of SIR proteins from telomeres has been shown to induce transcriptional changes in the euchromatin (Taddei et al., 2009). Although telomere tethering per se is not required for transcriptional repression at telomeres (Mondoux et al., 2007), the pool of SIR factors concentrated at clustered telomeres, partly through Mps3, promotes telomere silencing (Figure 2A). Interestingly, and in line with the importance of Mps3-linked telomere tethering, mps3Δ75 to 150 shows telomere silencing defects (Bupp et al., 2007). In a second, Sir4-independent pathway, Mps3 interacts with telomere-bound yKu70/80 through Est1 (ever shorter telomeres) (Antoniacci et al., 2007), a non-catalytic subunit of telomerase. In this pathway, yKu80 interacts with Tlc1, the RNA template subunit of telomerase, and therefore, physically connects telomere regulation to Mps3 at the nuclear periphery (Figure 2A) (Schober et al., 2009). Importantly, Ikeda et al. showed that inhibition of sphingolipid synthesis by treatment with aureobasidin A or by disrupting LCB1, the enzyme which regulates the first committed step in sphingolipid synthesis, decreased telomere clustering. Using microarray analysis, the authors also showed that reducing sphingolipid synthesis by inhibiting inositol incorporation reduced expression of genes involved in telomere homeostasis, including Est1, Est2 and Est3 (Antoniacci et al., 2007; Ikeda et al., 2015). It is tempting to speculate that Mps3 is the intermediary between changes in sphingolipid levels and changes in telomere clustering.

Furthermore, and consistent with the S phase tethering function of Mps3, tethering of telomeres was decreased in the mps3-K-R mutant (Ghosh et al., 2012). This mutant has three lysine residues (K147, K148, and K150) mutated to arginine in the acid region of Mps3 (Figure 1), which are acetylated by the sister chromatid cohesion regulator Eco1 (Ghosh et al., 2012). The mps3-K-R mutant did not alter SPB duplication or Mps3 integration in the INM, but did disrupt nuclear morphology and the interaction of Mps3 with telomeres (Bupp et al., 2007; Ghosh et al., 2012). Consistently, deletion of the acidic motif of Mps3 had no effect on cell viability and showed no impact on spindle pole body (SPB) structure or organization (Bupp et al., 2007).

Acetylation of Mps3 by Eco1 may represent a point of regulation with lipid metabolic pathways, as lipid biosynthesis and degradation have been shown to alter nuclear acetyl-CoA pools impacting the epigenome (Berger and Sassone-Corsi, 2016; Etchegaray and Mostoslavsky, 2016; McDonnell et al., 2016; Su et al., 2016; van der Knaap and Verrijzer, 2016; Sivanand et al., 2018). Decreased fatty acid synthesis in yeast acetyl-CoA carboxylase mutants coincides with increased global histone acetylation levels (Galdieri and Vancura, 2012; Papsdorf and Brunet, 2019). The increase in histone H3 and H4 acetylation contributed to increased expression of genes known to be regulated by histone deacetylases (Galdieri and Vancura, 2012). Additionally, in cell cultures, acetyl-CoA derived from fatty acid breakdown was shown to account for 90% of the carbon source used in histone acetylation, directly upregulating genes involved in fatty acid metabolic processes (McDonnell et al., 2016). This strongly suggests a conserved mechanism of communication between the nucleus and lipid metabolism, which may be mediated by SUN proteins like Mps3.

Based on these connections, changes in NE composition could have downstream effects on gene expression regulation, particularly of non-essential genes silenced at sub-telomeres that are expressed upon environmental changes (Grunstein, 1997; Brown et al., 2010; Kueng et al., 2013). One function of Mps3 might involve organizing the genome, via telomere anchoring, such that the nucleus is poised for a transcriptional response through the cell cycle and under stress. Consistently, it was postulated that the repression of ribosomal protein genes in response to secretory stress is mediated by Mps3 (Mizuta and Warner, 1994; Mizuta et al., 1998; Yabuki et al., 2017).



Genetic Interactions of MPS3

Based on the role of Mps3 in maintaining NE integrity and its role in telomere organization, we speculate that Mps3 serves to link NE membrane status to genome organization. Notably, telomere organization and telomere binding factors have genetic and physical interactions with factors regulating lipid homeostasis. For example, Est1 physically interacts with Lro1, a TAG synthesis enzyme (Lin et al., 2015). Lro1 was recently shown to localize to the INM under normal growth conditions and relocate in PA biosynthesis mutants, suggesting a physiological role for Lro1 in LD formation and in preservation of NE integrity through maintenance of DAG levels (Barbosa et al., 2019). Cells without EST1 have short telomeres and positive genetic interactions with pah1Δ and negative interactions with loss of OPI1 (Chang et al., 2011; Kyriakou et al., 2016). Conversely, cells lacking RAP1 have longer telomeres and have negative genetic interactions with the loss of LRO1 (Costanzo et al., 2016). The interactions between Est1 and PA metabolizing proteins warrant nuclear envelope studies in cells lacking EST1.

Lastly, to emphasize the functional interplay between telomere organization and lipid homeostasis, many of the proteins involved in lipid metabolism that have genetic interactions with Mps3 also show genetic interactions with factors at telomeres (Figure 2B). The Mps3–Y502H SUN domain mutant is synthetic sick with loss of DEP1 and NEM1, two proteins involved in phospholipid biosynthesis. Loss of DEP1 results in shorter telomeres and has negative interactions with the loss of YKu80 (Costanzo et al., 2016), whereas loss of NEM1 rescues end-protection defects in cdc13-1, a ts mutant for telomere specific single stranded binding factor that regulates telomerase (Addinall et al., 2008). The mps3-F592S mutation in the SUN domain is synthetic lethal with the loss of SAC1. Sac1 is a PI4P phosphatase that physically interacts with Scs2 (Manford et al., 2012). Moreover, it negatively interacts with telomere binding factors involved in silencing including yKu70 (Schuldiner et al., 2005; Addinall et al., 2011). The mps3-F592S variant is also synthetic lethal with loss of APQ12, an ER/NE integral membrane protein involved in lipid homeostasis and nuclear morphology, which itself has negative genetic interactions with loss of SIR2 and YKU70 (Friederichs et al., 2012). Finally, mps3-F592S also displayed synthetic growth defects with the deletion of PSD1. The Psd1 enzyme converts phosphatidylserine to phosphatidylethanolamine and its loss also displayed synthetic growth defects and lethality with deletions in SAC1 and EST1 respectively (Costanzo et al., 2010; Chang et al., 2011; Hoppins et al., 2011; Kuroda et al., 2011). Further characterization of these mutants will provide mechanistic insight into how Mps3’s “SUNny way” integrates lipid metabolic cues with nuclear envelope architecture and telomere association.
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In addition to their role in regulating transport across the nuclear envelope, increasing evidence suggests nuclear pore complexes (NPCs) function in regulating gene expression. For example, the induction of certain genes (e.g., yeast INO1) is accompanied by their movement from the nuclear interior to NPCs. As sumoylation has been linked to the regulation of chromatin spatial organization and transcriptional activity, we investigated the role of sumoylation in the expression and NPC recruitment of the INO1 gene. We observed that induction of INO1 is accompanied by both increased and decreased sumoylation of proteins associated with specific regions along the INO1 locus. Furthermore, we show that the E3 ligase Siz2/Nfi1 is required for targeting the INO1 locus to the NPC where it interacts with the SUMO isopeptidase Ulp1. Our data suggest that this interaction is required for both the association of INO1 with the NPC and for its normal expression. These results imply that sumoylation is a key regulator of INO1 targeting to the NPC, and a cycle of sumoylation and NPC-associated desumoylation events contribute to the regulation of INO1 expression.

Keywords: nuclear pore complex, gene positioning, gene expression, sumoylation, INO1, Ulp1, Siz2


INTRODUCTION

Small ubiquitin-related modifier (SUMO) is an ubiquitin-like peptide that is covalently attached to certain lysines in proteins. Sumoylation of proteins can result in changes to protein stability, subcellular localization, or interactions with other proteins. The vast majority of proteins modified by sumoylation are nuclear proteins and sumoylation and desumoylation events have been linked to the regulation of diverse group of nuclear processes including DNA replication, transcriptional control, and the spatial organization of the genome (Jentsch and Psakhye, 2013; Texari and Stutz, 2015; Zhao, 2018; Rosonina, 2019).

In Saccharomyces cerevisiae, the SUMO polypeptide is encoded by a single gene, SMT3. SUMO is translated with a C-terminal extension and later cleaved at a di-glycine motif by a SUMO peptidase to yield mature SUMO (Li and Hochstrasser, 1999). Like ubiquitination, SUMO conjugation is accomplished by a series of enzymes that first activate the mature peptide via ATP-dependent formation of a thioester bond (E1 enzyme, Aos1/Uba2 heterodimer in S. cerevisiae). Activated SUMO is subsequently handed-off to an active site cysteine in the E2 conjugating enzyme Ubc9. Ubc9 functions to directly transfer SUMO to a lysine in the target protein. In most cases, an E3 ligase aids SUMO-substrate specificity by mediating or stabilizing target interactions with the E2 (Geiss-Friedlander and Melchior, 2007). There are four known SUMO ligases in yeast, Zip3, Mms21, Siz1, and Siz2, the former functioning during meiosis while the latter three function in actively growing cells (Johnson, 2004; Jentsch and Psakhye, 2013). There is a significant overlap and redundancy in E3 ligase targets; however, E3 ligases have also been shown to have specific and independent functions (Makhnevych et al., 2007; Ferreira et al., 2011; Hannan et al., 2015). The SUMO conjugating system components are primarily present in the nucleoplasm (Srikumar et al., 2013) as are the vast majority of proteins modified by sumoylation (Panse et al., 2004; Wohlschlegel et al., 2004; Zhao et al., 2004; Zhou et al., 2004; Hannich et al., 2005; Wykoff and O’Shea, 2005).

Sumoylation is a reversible process. In budding yeast, there are two functionally distinct isopeptidases, Ulp1 and Ulp2. Both Ulp1 and Ulp2 deconjugate SUMO from target proteins; however, Ulp2 also suppresses poly-SUMO chain accumulation (Bylebyl et al., 2003), while Ulp1 carries out the essential role of processing pre-SUMO to mature SUMO (Li and Hochstrasser, 1999; Mossessova and Lima, 2000). ulp1-ts and ulp2Δ mutants exhibit very different overall sumoylation patterns (Li and Hochstrasser, 2000), and the desumoylation of specific sumoylated targets have been shown to be dependent on specific isopeptidases (Makhnevych et al., 2007; Felberbaum et al., 2012), indicating that each enzyme has distinct substrates. Ulp1 and Ulp2 also have distinct locations in the cell; Ulp2 is distributed throughout the nucleoplasm, while Ulp1 is associated with the nucleoplasmic face of nuclear pore complexes (NPCs) (Li and Hochstrasser, 2000; Panse et al., 2003).

The Ulp1 catalytic domain resides in its C-terminus, whereas several N-terminal domains of Ulp1 contribute to its association with NPCs (Li and Hochstrasser, 2003; Panse et al., 2003; Makhnevych et al., 2007). The N-terminal regions also bind to nuclear transport factors; residues 1–150 bind the import karyopherin Kap121, residues 150–340 bind the import karyopherin heterodimer Kap95/Kap60, and residues 340–403 contain a nuclear export signal that appears to interact with the export factor Xpo1 (Panse et al., 2003). Binding of Ulp1 to the NPC appears dependent on structures positioned on the nucleoplasmic face of the NPC, including proteins such as Mlp1, Mlp2, Nup60, and Nup2 (Zhao et al., 2004; Palancade et al., 2007; Srikumar et al., 2013). However, the molecular basis for these interactions has not been established.

The association of Ulp1 with NPCs is particularly intriguing and has led to the analysis of its role in various processes performed by NPCs, including the regulation of nuclear transport (Stade et al., 2002; Panse et al., 2006; Lewis et al., 2007), certain DNA repair pathways (Zhao et al., 2004; Palancade et al., 2007; Freudenreich and Su, 2016), and the regulation of gene expression (Texari et al., 2013; Bonnet et al., 2015; Abraham and Mishra, 2018). Among the various mechanisms by which NPCs can influence gene expression is their direct interactions with chromatin. NPCs interact with both transcriptionally repressed and active genes through interactions that appear to be mediated by transcription factors (TFs) of various types that bind specific chromatin sites and interact with different sets of Nups (Brickner et al., 2007; Ahmed et al., 2010; Light et al., 2010; Ruben et al., 2011; Van de Vosse et al., 2013; Brickner et al., 2019). These interactions influence both the spatial organization of associated genes and contribute to transcriptional state.

In yeast, numerous studies have examined the relocalization to NPCs of inducible genes following activation. Several genes have been shown to reside in the nuclear interior when repressed, but move to NPCs when induced. Well studied among these is the INO1 locus (Brickner and Walter, 2004; Cabal et al., 2006; Brickner et al., 2007; Ahmed et al., 2010; Light et al., 2010). In the presence of inositol (repressive conditions), INO1 is bound by the repressors Opi1 and Ume6, and the Rpd3(L) histone deacetylase complex, which repress INO1 expression and association with the NPC. Following induction (inositol starvation), Opi1, presumably with Ume6 and Rpd3(L), dissociates from INO1. This is thought to be followed by the binding of TFs (Put3 and Cbf1) to cis-acting DNA elements (termed gene GRS1 and GRS2), which exhibit redundant functions in targeting INO1 to an NPC (Loewen et al., 2003; Brickner and Walter, 2004; Shetty and Lopes, 2010; Brickner and Brickner, 2012; Randise-Hinchliff et al., 2016; Brickner et al., 2019). The SAGA complex (involved in transcription initiation) also appears to contribute to the association of active INO1 with the NPC (Lo et al., 2001, 2005). Here, specific NPC components contribute to the efficient binding to INO1 (Light et al., 2010). These interactions have been proposed to promote optimal transcription and mRNA export. However, our current lack of knowledge on the molecular basis for the interactions of INO1, and other active genes, with the NPC has limited our understanding of its significance.

Several Nups that play a role in the NPC-association of INO1 also functionally interact with Ulp1 suggesting it is positioned at or near the site of gene association. Furthermore, alterations in sumoylation events have been shown to impact INO1 transcription (Felberbaum et al., 2012). Consistent with this idea, Ulp1 has been previously shown to contribute to the activation and NPC-binding of the GAL1 gene (Cabal et al., 2006; Texari et al., 2013). These observations and others implicating sumoylation in chromatin association with the NE and the regulation of gene expression has led us to investigate the role of sumoylation and desumoylation in the localization and expression of INO1. Our analysis of the roles of the SUMO ligase Siz2 and Ulp1 have revealed functions for sumoylation and desumoylation events in the NPC targeting and expression of activated INO1. We show that induction of INO1 is accompanied by Siz2-dependent sumoylation of proteins associated with the INO1 locus and propose that these modifications are required for targeting the gene to the NPC. Once at an NPC, Ulp1 interacts with sumoylated proteins associated with the induced INO1 gene, primarily within its ORF. We propose that subsequent Ulp1-mediated desumoylation promotes expression and NPC association of activated INO1.



MATERIALS AND METHODS


Media, Yeast Strains, and Plasmids

Saccharomyces cerevisiae strains used in this study were derived from YEF473A (Bi and Pringle, 1996) and are listed in Supplementary Table S1. Strains were grown in either fully supplemented synthetic media (SC media) (0.17% yeast nitrogen base, 0.5% ammonium sulfate, 2% glucose) or in synthetic media lacking inositol (INO– media) or were grown in YPD (1% yeast extract, 2% bactopeptone, and 2% glucose). Plasmid bearing strains were grown in the appropriate synthetic dropout media (0.8% dropout powder, 0.17% yeast nitrogen base, 0.5% ammonium sulfate, 2% glucose) that either contained or lacked inositol.

Strain construction employed genome modifications performed using a one-step genomic integration method (Longtine et al., 1998), in which a DNA cassette was transformed into an appropriate strain using the lithium acetate/polyethylene glycol method (Gietz and Woods, 2002). DNA cassettes used to produce C-terminal Protein A, GFP, RFP, and mCherry gene fusions were made using a plasmid/PCR-based method (Longtine et al., 1998). DNA cassettes encoding the various ulp1Δ mutants were made by ligating together PCR generated DNA segments modified with specific restriction enzyme sites. For ulp1Δ1–150 and ulp1Δ1–340, these DNA cassettes (bracketed) and restriction sites include: (ULP1 5′UTR)-EcoRI-(ULP1 nucleotides from 451 within the ORF to 26 after the stop codon for ulp1Δ1–150 and nucleotides from 1021 within the ORF to 26 after the stop codon for ulp1Δ1–340)-BamHI-(marker gene: NATMX for ulp1Δ1–150 and KANMX for ulp1Δ1–340)-SpeI-(ULP1 3′UTR). The EcoRI site introduces Glu-Phe codons after the Met start codon. The ulp1Δ150–340 cassette consisted of (ULP1 5′UTR to ULP1 nucleotide 450 within the ORF)-BssHII-(ULP1 nucleotides 1021–1861 within the ORF)-SpeI-(ULP1 nucleotides 2–26 after the stop codon)-BamHI-(marker gene NATMX)-SpeI-(ULP1 3′UTR). The BssHII restriction site introduces Ala-Arg codons, while the SpeI restriction site at the 3′ end of ulp1Δ150–340 overlaps with the stop codon and introduces a Lys to Asn codon substitution at the 3′ end of the ORF. PCR-based generation of DNA cassettes also introduced a point mutation in, ulp1Δ1–340 resulting in an F610S amino acid residue substitution, and in ulp1Δ150–340 resulting in an E409G residue substitution, that have no apparent effect on the relative function of these deletion derivatives. The NUP53-ulp340–621 DNA cassette consisted of (ULP1 5′UTR)-NdeI-(NUP53)-SalI-(ULP1 nucleotides from 1018 within the ORF to 26 after the stop codon)-SpeI-(ULP1 nucleotides 2–26 after the stop codon)-BamHI-(marker gene NATMX)-SpeI-(ULP1 3′UTR). The SalI restriction site adds Val-Asp codons at the fusion point between NUP53 and ulp1340–621. The SpeI restriction site at the 3′ end of ulp340–621 overlaps with the stop codon and introduces a Lys to Asn codon substitution at the 3′ end of the ORF. PCR-based generation of NUP53-ulp340–621 introduced point mutations resulting in an E409G, and V584A amino acid substitutions in ulp340–621 that have no apparent effect on the relative function of this fusion.

To visualize INO1 gene localization, a previously described genomic tagging system was employed (Straight et al., 1996). GFP-lacI-HIS was integrated at the his-Δ200 locus using the pAFS78 plasmid (Robinett et al., 1996). To tag the INO1 locus, the plasmid pAFS52.INO1 was made by cloning PCR amplified INO1, containing XhoI sites at its 5′ and 3′ ends, into pAFS52 (Straight et al., 1996). BglII digested pAFS52.INO1 was then transformed into yeast to integrate the lacO256-TRP array. This resulted in a duplication of the INO1 locus with lacO256-TRP found between the duplicates.

Plasmids used here are derivatives of pRS315 (pEMPTY) (Sikorski and Hieter, 1989) and include pRS315.Ulp1-GFP and pRS315.ulp1CSDN-GFP (Elmore et al., 2011), as well as pRS315.Ulp1 and pRS315.ulp1CSDN (this work).



INO1 Gene Induction

To induce INO1 gene expression, cell cultures were grown overnight at room temperature in SC media, diluted into fresh SC media to an OD600 = 0.2, and then grown at 30°C until the cultures reached mid-log phase (OD600 = ∼0.8). A sample of these cultures was then taken as the uninduced control, and processed as required. A second sample of cells from these cultures were collected by centrifugation, washed once with water, and then resuspended in INO– media to an OD600 = 0.5 to induce INO1 expression. These cultures were then grown at 30°C. Cells were collected at the stated time points and processed as indicated.



qRT-PCR for INO1 Gene Expression

INO1 induction was carried out as described above and, at each time point, an OD600 = 10 equivalent of cells was pelleted and processed. RNA preparation from these cells and subsequent real-time qRT-PCRs were performed as previously described (Wan et al., 2009). cDNA was amplified using 2 μg of DNAse-treated RNA that was reverse transcribed using 200 units of Superscript II reverse transcriptase (Invitrogen) at 42°C for 50 min and the resulting cDNAs were diluted 100-fold. Reactions were assembled using SYBR green super mix (Quanta), as per the manufacturer’s protocol, and included sense (S) and antisense (AS) primers against ACT1 (S-GGATTCCGGTGATG GTGTTA, AS-TCAAATCTCTACCGGCCAAA) and INO1 (S-CACCAT GGAAAACCTCTTGC, AS-GGGGACACCTTCCAAGATAGA) as previously described (Brickner et al., 2007). Reactions were carried out on an Mx3000P QPCR System (Agilent Technologies). INO1 mRNA levels were normalized relative to ACT1 mRNA levels from three independent qRT-PCR analyses.



ChIP for Protein Localization at INO1

INO1 induction was carried out as described above and, at each time point, an OD600 = 50 equivalent of cells was pelleted and processed. Chromatin immunoprecipitation experiments were performed as previously described (Wan et al., 2009). For immunoprecipitation, 4 μl of rabbit polyclonal anti-PrA (Sigma) antibody or 4 μl of rabbit polyclonal anti-Smt3 (SUMO) antibody (Wozniak lab) was prebound to 100 μl of Protein G Dynabeads (Invitrogen). Immunoprecipitated DNA was recovered and analyzed by qRT-PCR as described above. Sense (S) and antisense (AS) primers used for qRT-PCR included: Chromosome V intergenic region (S-ACATTCTTGGAAA CCCATCG, AS-TCGTATCATGATTTAGCGTCGT); INO1 regions: GRS1 (S-TC GTTCCTTTTGTTC TTCACG, AS-GCCTCCGCATATTTCA CATT), A (S-AAATGCGGCATGTGAAAAGT, AS-AGAG GTG CGCTTTCTCTGC), B (S-AGAGAAAGCGCACCTCTGC, AS- (AGGAACCCGACAACAGAACA), C (S-CGACAAGTGCACG TACAAGG, AS-CAGTGGGCGTTACATCGAA), D (S-CTTC GGCTCC ATGACTCAAT, AS-GCTAACCATGGGCAACAG AG), E (S-GGACTCAAAAGTGGCAATGG, AS-TCAAGGGC GTAGCCAGTAAA), F (S-CGTCTTAAAAGGGGCGTTTT, AS-TTTACTGAGG TGGCCCTTGA). To quantify the ChIP experiments, we first expressed the amount of INO1 or Chromosome V intergenic region sequence immunoprecipitated as a percentage of total input (% of input). Using these values, we calculated ratios comparing the% of input from each region of the INO1 gene to the% of input for the Chromosome V intergenic region for both uninduced (cells grown in the presence of inositol) and induced (cells grown in the absence of inositol for 1 and 3 h) samples. Relative fold change for the induced samples was then calculated by dividing the induced ratio determined for a given region of the INO1 gene by the uninduced ratio for that same region.



Fluorescence Microscopy

To image the GFP-lacI/lacO256 tagged INO1 locus, cell cultures were treated as described above for INO1 gene induction. Cells from 1 ml of culture were pelleted by centrifugation, washed once with the appropriate synthetic media, and then resuspended in the same media; 1.5 μl of cells was then spotted onto a microscope slide for live-cell image acquisition. Epifluorescence images were acquired on a DeltaVision Elite imaging system (GE Healthcare Life Sciences) at 60x magnification using a 1.42 NA oil, Plan Apo N objective (Olympus). Images were collected and saved as 15 × 0.2 μm z-stacks using SoftWoRx software (version 6.5.2, GE Healthcare Life Sciences), then rendered and analyzed using Image J (NIH). INO1 localization (GFP-lacI signal) was assessed relative the nuclear periphery (Nup49-mRFP signal) and was considered to colocalize with NPCs when the GFP-lacI focus fully or partially overlapped with Nup49-mRFP, similar to the previously described method (Brickner and Walter, 2004; Brickner and Brickner, 2010).

To assess the localization of the various Ulp1-GFP and Ulp1-mCherrry derivatives, strains producing these derivatives were grown in YPD media at 30oC to mid-log phase; 1 ml of cells from each culture was then pelleted by centrifugation, washed once with 1 ml of SC media, and resuspended in 20 μl of SC media; 1.5 μl was then spotted onto a microscope slide for epifluorescence imaging. Images were acquired using an Axio Observer.Z1 microscope (Carl Zeiss, Inc.), equipped with an UPlanS-Apochromat 100x/1.40 NA oil objective lens (Carl Zeiss, Inc.) and an AxioCam MRm digital camera with a charge-coupled device (Carl Zeiss, Inc.). Images were acquired in a single focal plane through the center of nuclei. Images were saved using AxioVision (Carl Zeiss, Inc.) software and rendered for display using Image J (NIH) software.



Western Blot

Ulp1-GFP and various ulp1Δ-GFP derivatives were detected using western blot. Proteins from cells lysates were separated by SDS-PAGE and then transferred to nitrocellulose membranes. Membranes were incubated in blocking buffer (TBS containing 0.1% Tween-20 and 5% milk powder) for at least 1 h at room temperature. Blocking buffer was then removed and replaced with fresh blocking buffer supplemented with rabbit polyclonal antibodies directed against GFP, GSP1, or SUMO (Makhnevych et al., 2007) then incubated overnight at 4°C. Membranes were then washed three times using 0.1% Tween-20 in TBS, followed by incubation in blocking buffer supplemented with goat anti-rabbit HRP conjugated antibody (BioRad) at a 1:10,000 dilution for at least 1 h at room temperature. Membranes were then washed three times using 0.1% Tween-20 in TBS. Bound anti-rabbit HRP conjugated antibody was detected by chemiluminescence (Amersham) using an ImageQuant LAS 4000 (GE) imaging system.



RESULTS


Activation of the INO1 Gene Is Accompanied by Sumoylation of Associated Proteins

Following their activation, numerous yeast genes are repositioned from the nuclear interior to the nuclear envelope (Brickner and Walter, 2004; Texari et al., 2013; Brickner et al., 2019). A well-studied example is the INO1 gene. When cells are switched from medium containing inositol to medium lacking this carbon source, the INO1 gene is induced and the gene locus is targeted to NPCs (Brickner and Walter, 2004; Cabal et al., 2006; Brickner et al., 2007; Ahmed et al., 2010; Light et al., 2010). Since changes in the expression of genes are often accompanied by changes in the levels of sumoylation of associated TFs and other chromatin-associated proteins, we examined whether the induction of INO1 alters the sumoylation state of proteins associated with the INO1 locus. To test this, antibodies directed against SUMO were used in ChIP analysis targeting the INO1 gene prior to and following induction. For these experiments, various sets of oligonucleotides were used to detect interacting regions along the INO1 gene (Figure 1A). Prior to induction, the sumoylation state of chromatin associated proteins within the GRS1 and ORF regions of the INO1 gene were higher than that detected in a control intergenic region (Supplementary Figure S1B). Following induction, we observed significant changes in the levels of sumoylated proteins associated with specific regions of the gene (Figure 1B). In a 5′ region containing the previously identified INO1 gene recruitment sequence 1 (GRS I), we observed a decrease in sumoylation of associated proteins while adjacent regions containing the transcriptional start site showed increases. Downstream regions within the ORF and the 3′ regions showed little or no change in the levels of associated sumoylated proteins.


[image: image]

FIGURE 1. Induction of INO1 leads to changes in the sumoylation of INO1-associated proteins. (A) Diagram of the INO1 locus showing the relative positions of the transcriptional start site (arrow), the GRS1 sequence, the open reading frame, and regions targeted for the ChIP analysis shown in B. (B) WT cells were grown in medium containing inositol (repressing/uninduced conditions) to an OD600 of ∼0.8, washed, and transferred to medium lacking inositol (inducing conditions). Cells were then subjected to ChIP analysis using antibodies directed against the SUMO polypeptide (anti-SUMO antibody) prior to and at 1 and 3 h post induction of INO1. qRT-PCR was used to quantify levels of DNA corresponding to the various regions of INO1 (see A) bound to sumoylated proteins. Shown is the relative fold change in the occupancy of sumoylated proteins associated with the various regions of INO1 at the indicated times after induction relative to the uninduced samples (see section “Materials and Methods”). Results are the means ± SEM of five biological replicates. Asterisks indicate a significant difference relative to uninduced as determined by a Student’s paired t-test. *p < 0.05, **p < 0.01, ***p < 0.001.




The SUMO Ligase Siz2 Is Required for Recruitment of the INO1 Locus to the NE

Our observations that the levels of sumoylated proteins bound to the INO1 locus, in particular those associated with 5’ regions containing the GRS1 sequence, changed upon induction led us to investigate the role of sumoylation in the NPC association of INO1. As the SUMO ligase Siz2 had been previously shown to play a role in the nuclear envelope association of telomeres (Ferreira et al., 2011; Churikov et al., 2016; Lapetina et al., 2017), we examined the role of Siz2, and the related SUMO ligase Siz1, in INO1 localization following its induction. The position of INO1 was monitored by tagging with an adjacent lacO256 cassette in cells producing the GFP-lacI protein (Brickner and Walter, 2004; Ahmed et al., 2010; see Figure 2A). Induction of INO1 led to a rapid (within 1 h) accumulation of INO1:lacO256/GFP-lacI foci at the nuclear periphery in WT cells and those lacking Siz1 (siz1Δ) (Figure 2B). By contrast, we observed that in cells lacking Siz2 (siz2Δ), INO1 recruitment to the NE was not observed following induction. We also measured INO1 mRNA levels following induction in these various strains, and observed no differences in the induction profiles (Figure 2C). These results suggest that Siz2 is required for INO1 binding to the nuclear periphery upon induction, but its loss has no significant effect on INO1 expression.
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FIGURE 2. The SUMO ligase Siz2 is required for NE-association, but not transcription, of induced INO1. Localization of the INO1 locus prior to and following INO1 induction was examined in cells containing the INO1-lacO256 construct and producing GFP-lacI (green). The position of the nuclear envelope (NE) in these cells relative to the INO1-lacO locus was determined using Nup49-RFP (red). (A) Examples of cell nuclei in which the INO1 locus (green) was (left panels) or was not (right panels) associated with the nuclear periphery (red) are shown. INO1 was scored to be NE-associated if the GFP-lacI signal fully or partially overlapped with the Nup49-mRFP signal. (B) The percentage of cells showing NE-association of INO1-lacO prior to (0 h) or at 1 and 4 h after induction was determined in the indicated strains. Results are the means ± SD of three biological replicates. At least 100 cells were counted for each sample. (C) Levels of INO1 mRNA were examined in the indicated strains. Cell cultures were grown in medium containing inositol (repressing conditions) to an OD600 of ∼0.8 and then washed and placed in medium lacking inositol (inducing conditions) for the indicated times. Levels of mRNA encoded by the INO1 gene were evaluated by qRT-PCR and their abundance relative to ACT1 mRNA was determined. Results are the means ± SEM of three biological replicates. Asterisks indicate a significant difference from WT as indicated by Student’s unpaired t-test, *p < 0.05, **p < 0.01.


The requirement of Siz2 for the binding of induced INO1 to the NE led us to examine whether Siz2 contributed to sumoylation at the INO1 locus. To test this idea, we examined levels of sumoylated proteins at the INO1 locus in the siz2Δ mutant. In contrast to WT cells, the siz2Δ mutant cells showed reduced levels of sumoylation within the ORF of the INO1 locus in uninduced cells. Moreover, induction of INO1 did not significantly alter sumoylated proteins levels along the INO1 locus (Supplementary Figure S1C). These results are consistent with Siz2 functioning in the sumoylation of proteins associated with regions of the INO1 locus prior to and following INO1 activation.

We also examined whether Siz2 physically interacted with the INO1 locus upon activation of the INO1 gene. Using protein A tagged Siz2 (Siz2-PrA) and ChIP analysis, we examined the binding of Siz2-PrA along the INO1 locus prior to and following 1 and 3 h induction (Supplementary Figure S2 and Figure 3B). In uninduced cells, we detected significantly higher levels of Siz2-PrA bound to the GRS1-containing region relative to the intergenic control, while other regions show no enrichment (Supplementary Figure S2). Upon induction of INO1, we observed no significant change in Siz2-PrA binding within 5′ regions of INO1 locus (from site GRS I to site B, see Figure 3A for map). However, Siz2-PrA occupancy within the INO1 ORF (region C to F) increased markedly upon induction (Figure 3B). These results are consistent with Siz2 functioning in the sumoylation of proteins associated with various regions of the INO1 locus both prior to (upstream of the ORF) or in response to INO1 activation (within the ORF).
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FIGURE 3. Induction of INO1 is accompanied by recruitment of Siz2 to the INO1 locus. (A) Diagram of the INO1 locus and regions detected by ChIP analysis (see Figure 1A) in B. (B) Cells expressing protein A tagged Siz2 (Siz2-PrA) were grown as described in the Figure 1 legend, and harvested at 0, 1, and 3 h after INO1 induction. Changes in Siz2-PrA occupancy along the INO1 locus following induction were examined by ChIP and qRT-PCR using primer pairs that amplify regions of INO1 indicated in A. Relative fold change in Siz2-PrA binding was determined as described for SUMO binding in Figure 1. Results are the means ± SEM of at least three biological replicates. Asterisks indicate a significant difference relative to uninduced as determined by a Student’s paired t-test. *p < 0.05, **p < 0.01, ***p < 0.001.




INO1 Interacts With Ulp1 Following Induction

The association of activated genes with NPCs is thought to occur through interactions between the transcriptional machinery and proteins located on the nuclear face of the NPC. Among these, Nup60 and the related proteins Mlp1/Mlp2 are required for INO1 association with NPCs (Brickner et al., 2007; Ahmed et al., 2010; Light et al., 2010; Brickner et al., 2019). These NPC proteins are also required for the association of the desumoylase Ulp1 with NPCs (Zhao et al., 2004; Palancade et al., 2007; Srikumar et al., 2013). As Ulp1 is an important regulator of protein sumoylation, we investigated its role in the expression and NPC targeting of the induced INO1 gene. We tested whether the INO1 gene physically interacts with Ulp1. Using ChIP, no significant enrichment of Ulp1-pA was detected along the INO1 locus prior to induction (Supplementary Figure S2C). However, following activation, we observed that Ulp1 occupancy significantly increased specifically within the INO1 ORF (Figure 4). By contrast, no detectable change was observed in regions upstream of the ORF. These results suggest that induction of INO1 is followed by the association of Ulp1 with specific regions of the INO1 gene.
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FIGURE 4. Ulp1 interacts with the induced INO1 gene. (A) Diagram of the INO1 locus and regions detected by ChIP analysis (see Figure 1A). (B) Cells producing protein A tagged Ulp1 (Ulp1-PrA) were grown as described in the Figure 1 legend, and harvested at 0, 1, and 3 h after INO1 induction. Changes in Ulp1-PrA occupancy throughout the INO1 locus upon induction were examined by ChIP and qRT-PCR using primer pairs that amplify regions of INO1 indicated in A. Relative fold change in Ulp1-PrA binding was determined as described for SUMO binding in Figure 1. Results are the means ± SEM of three biological replicates. Asterisks indicate a significant difference relative to uninduced as determined by a Student’s paired t-test. *p < 0.05.




NPC Recruitment and Expression of INO1 Require NPC-Associated Ulp1

To evaluate the role of Ulp1 in the recruitment of activated INO1 to NPCs, we examined whether ulp1 mutants that lacked domains required for Ulp1 association with NPCs altered the localization of the INO1 gene. Our strategy was to uncouple Ulp1 from NPCs without altering its catalytic domain (contained within amino-acid residues 403-621) and its essential function in SUMO maturation (Li and Hochstrasser, 2003). Mutants lacking either of the two of previously described NPC binding domains of Ulp1, residues 1–150 (ulp1Δ1–150) or 150–340 (ulp1Δ150–340), were previously shown to still bind to NPCs (Li and Hochstrasser, 2003; Panse et al., 2003). However, a mutant lacking both domains, i.e., residues 1–340 (ulp1Δ1–340), showed greatly reduced levels of NPC association (Panse et al., 2003). Each of these truncation mutations was integrated within the context of the endogenous ULP1 locus by replacing the endogenous ORF and thus retaining the endogenous promoter and single copy number of the gene. This approach reduces the potential for artifacts arising from elevated levels of Ulp1 derived from plasmid-encoded genes. An examination of the integrated GFP-tagged versions of these mutants revealed similar protein levels to WT (Supplementary Figure S3B) and a localization pattern consistent with previous reports, with both the ulp1Δ1–150-GFP and the ulp1Δ150–340-GFP showing NE levels similar to WT Ulp1, while ulp1Δ1–340-GFP showed low levels of NE-association with a concomitant increase in cytoplasmic and nucleoplasmic localization relative to WT Ulp1-GFP (Supplementary Figure S3A). Similarly, sumoylation patterns in the ulp1Δ1–150 and the ulp1Δ150–340 mutants appeared largely similar to WT cells. However, levels of sumoylated proteins are slightly reduced in the ulp1Δ1–340 mutant (Supplementary Figure S3C).

We examined the effects of ulp1 truncation mutants on the inducible recruitment of INO1 to NPCs (Figure 5A). Induction of INO1 led to a rapid (within 1 h) accumulation of INO1 foci at the nuclear periphery in cells producing the ulp1Δ1–150 or ulp1Δ150–340 truncation, similar to that observed in WT cells. By contrast, cells producing the ulp1Δ1–340 mutant showed no localization of INO1 to the NE following induction. Furthermore, in monitoring mRNA levels at various times post induction, we found that INO1 transcript levels were reduced in the ulp1Δ1–340 mutant and failed to reach levels detected in the ulp1Δ1–150, ulp1Δ150–340, or WT strains (Figure 5B). Importantly, both the recruitment of INO1 to the NE and WT levels of INO1 mRNA levels could be restored in the ulp1Δ1–340 mutant by the introduction of WT ULP1 (Figures 5A,C), suggesting the phenotype detected in ulp1Δ1–340 mutant arises from the loss of Ulp1 at NPCs, and not the presence of the ulp1Δ1–340 mutant protein outside of the NPC.
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FIGURE 5. Ulp1 is required for INO1 expression and NE-association following induction. (A) The percentage of cells showing NE-association of INO1-lacO256 was determined as described in Figure 2 prior to (0 h) and at 1 and 3 h post induction in WT and the indicated ulp1 mutant strain backgrounds. Shown on the right are the results of similar experiments performed on a ulp1Δ1–340 strain transformed with either an empty plasmid (pEMPTY) or a plasmid containing a version of WT ULP1 (pULP1). Results are the means ± SD of three or more biological replicates. At least 50 cells were counted for each sample. (B,C) Levels of mRNA encoded by the INO1 gene were evaluated by qRT-PCR as described in Figure 2 following induction for the specified times in the indicated strains. Results are the means ± SEM of three biological replicates. Note, C shows data from the indicated strains transformed with either an empty plasmid (pEMPTY) or a plasmid containing a version of WT ULP1 (pULP1). Asterisks indicate a significant difference from WT as indicated by a Student’s unpaired t-test, **p < 0.01.


The effects of the ulp1Δ1–340 mutant on the INO1 localization and expression could occur as a consequence of the loss of functions linked to its N-terminal domain (residues 1–340) or the loss of Ulp1 isopeptidase activity at the NPC. To investigate these possibilities, we examined the effects of expressing a ulp1 double point mutant (ulp1CSDN) that abrogates SUMO binding and isopeptidase activity (Mossessova and Lima, 2000; Elmore et al., 2011) but does not alter its N-terminal domain or targeting to NPCs. This catalytically dead ulp1CSDN does not support cell viability in the absence of WT Ulp1 (Elmore et al., 2011), thus we expressed the ulp1CSDN mutant in WT cells and assessed whether the mutant exhibited dominant negative phenotypes. As shown in Figure 6A, ulp1CSDN-GFP localizes to NPCs, consistent with the known functionality of its N-terminus. Levels of the mutant protein at the nuclear periphery varied between cells, likely due to cell-to-cell variations in the amount of ulp1CSDN-GFP (arising from cell-to-cell variation in the plasmid encoded gene). Inspection of these cells revealed that the amount of ulp1CSDN-GFP at the NE appeared inversely proportional to the amount of endogenous WT Ulp1p at the same locale, suggesting the mutant protein was capable of competing with the WT protein for NPC binding sites (Figure 6B).


[image: image]

FIGURE 6. The ulp1-CSDN mutant inhibits INO1 targeting to the NE. (A) Shown are images of WT cells producing exogenously expressed, plasmid-encoded Ulp1-GFP or Ulp1CSDN-GFP. (B) The localization of plasmid-encoded Ulp1-GFP or Ulp1CSDN-GFP in cells producing mCherry-tagged endogenous wild-type Ulp1 (Ulp1-mCherry) was examined. Shown are cells containing relatively high or low levels of the GFP fusion, likely stemming from cell to cell variability in plasmid copy number. Competition of NE-associated binding between the plasmid-encoded Ulp1-GFP or Ulp1CSDN-GFP and endogenous Ulp1-mCherry proteins is indicated by the relative GFP and mCherry signal intensities at the NE. Scale bars = 2 μm. (C) Recruitment of INO1 to the NPCs was measured as in Figure 2 in a WT strain containing INO1-lacO256/GFP-lacI and the indicated plasmid. Results are the means ± SD of three or more biological replicates. At least 50 cells were counted for each sample. (D) Levels of mRNA encoded by the INO1 gene were evaluated by qRT-PCR as described in Figure 2 following induction for the specified times in the indicated strains. Asterisks indicate a significant difference from WT (pEMPTY) as indicated by a Student’s unpaired t-test, *p < 0.05, **p < 0.01.


The expression of the ulp1CSDN mutant had little effect on cell growth and no striking changes were seen in global protein sumoylation patterns (Supplementary Figures S4A,B). However, when we examined the localization of INO1 following induction, the presence of the ulp1CSDN mutant protein inhibited the INO1 locus from relocating to the NE (Figure 6C). By contrast, plasmid-borne ULP1 did not alter induction-dependent INO1 association with the NE. These results led us to conclude that the association of Ulp1 catalytic activity at the NPC is required for recruitment of the INO1 locus. However, cells producing the ulp1CSDN-GFP mutant did not exhibit altered INO1 expression following induction (Figure 6D), suggesting that the mutant may not exhibit a dominant negative phenotype with respect to INO1 expression.

Our analysis of the ulp1CSDN mutant suggests a role for the Ulp1 catalytic activity in the association of induced INO1 with NPCs; however, these data provided no insight into its function in INO1 expression. Therefore, we asked whether positioning of the Ulp1 catalytic domain at NPCs would be sufficient for INO1 expression. To do this, we constructed a chimeric gene encoding the Ulp1 catalytic domain (residues 340–621) fused to the C-terminus of the nucleoporin Nup53 (Figure 7A). The Nup53-ulp1340–621 fusion protein showed a similar localization pattern to that observed for nucleoporins, consistent with its association with NPCs (Figure 7B). Moreover, cells producing the Nup53-ulp1340–621 protein, and lacking endogenous Ulp1, grew similar to WT cells (Supplementary Figure S4C), suggesting that the Ulp1 catalytic domain of the fusion protein could replace the essential function of WT Ulp1. In these Nup53-ulp1340–621 producing cells, we observed levels of INO1 mRNA production following induction similar to that detected in WT cells, and analysis of INO1 localization showed its recruitment to the NE was comparable to that seen in WT cells (Figures 7C,D). Thus, positioning of the Ulp1 catalytic domain at NPCs was sufficient to support INO1 expression and NPC association.
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FIGURE 7. The NPC association of the C-terminal domain of Ulp1 is sufficient to support recruitment of induced INO1. (A) Endogenous ULP1 was replaced by a NUP53-ulp1340– 621 chimera under the control of the ULP1 promoter in a haploid yeast strain. A schematic representation of the construction of this chimeric gene is shown. (B) Localization of the Nup53-ulp1340– 621 fusion protein C-terminally tagged with GFP was examined in an otherwise WT background or in strains lacking NUP60 or NUP2. (C,F) Levels of mRNA encoded by the INO1 gene were evaluated by qRT-PCR following induction for the indicated times; (C) in WT, NUP53-ulp1340– 621, and ulp1Δ1–340 strains and (F) in WT, nup60Δ, nup2Δ, NUP53-ulp1340– 621 nup60Δ, and NUP53-ulp1340– 621 nup2Δ strains as described in Figure 2. Results are the means ± SEM of three biological replicates. (D,E) Localization of the INO1-lacO256 locus was examined prior to (0 h) or at 1 and 3 h after induction in the indicated strain backgrounds. Note that the data shown here for ulp1Δ1–340 in D are the same as that in Figure 5A and are shown here for comparison. Localization of INO1-lacO256 locus was assessed as described in Figure 2. Results are the means ± SD of at least three biological replicates. For D and E, at least 100 cells were counted for each replicate. Asterisks indicate a significant difference from WT samples at the corresponding time points as indicated by Student’s unpaired t-test. *p < 0.05, **p < 0.01.


Several nup mutants have been previously shown to inhibit post-induction INO1 association with the NE, including a strain lacking Nup60 (nup60Δ) or Nup2 (nup2Δ) (Ahmed et al., 2010; Light et al., 2010; also see Figure 7E). Both Nup60 and Nup2 are functionally linked to Ulp1; the loss of Nup60 results in decreased cellular levels of Ulp1 (Palancade et al., 2007) and Nup2 has been reported as a SUMO target and a Ulp1 interacting partner (Hannich et al., 2005; Srikumar et al., 2013; Folz et al., 2019). Therefore, we tested whether the Nup53-ulp1340–621 protein could rescue the INO1 targeting defects in the nup60Δ and nup2Δ mutants. In these mutants, the Nup53-ulp1340–621-GFP fusion was visible at the NE in a characteristic NPC pattern (Figure 7B). Importantly, we observed that production of the Nup53-ulp1340–621 protein in the nup60Δ and nup2Δ mutants rescued inducible INO1 recruitment to the NPC (Figure 7E). Moreover, an examination of the expression of the INO1 gene in these strains revealed that they produced WT levels of INO1 mRNA (Figure 7F). On the basis of these data, we conclude that the defects previously detected in the nup60Δ and nup2Δ mutants are functionally linked to Ulp1.



NPC-Associated Ulp1 Regulates Sumoylation Levels of Proteins Associated With the INO1 ORF

Since the C-terminal domain of Ulp1 (residues 340–621) possesses both SUMO binding and desumoylase activity, we examined the effects of removing this domain of Ulp1 from the NPC on the sumoylation state of INO1 bound proteins. To test this, we examined SUMO occupancy along the induced INO1 locus in the ulp1Δ1–340 mutant. In this mutant, we observed an increase in sumoylation of proteins in regions A and B of the INO1 gene (adjacent to and containing the transcriptional start site) after induction (Figure 8B) similar to that seen in WT cells (Figure 1B). However unlike WT cells, the ulp1Δ1–340 mutant showed no decrease in sumoylation in the GRS1 region and generally higher levels of protein sumoylation within INO1 ORF (Figure 1B) where we detected Ulp1 binding in WT cells (Figure 4B). These data led us to conclude that Ulp1, within the context of the NPCs, functions to bind and desumoylate proteins associated with the induced INO1 GRS1 and ORF.
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FIGURE 8. Ulp1 regulates sumoylation levels of proteins associated with the INO1 ORF. (A) Diagram of the INO1 locus and regions detected by ChIP analysis (see Figure 1A). (B) ulpΔ1–340 cells were subjected to ChIP analysis using antibodies directed against the SUMO polypeptide (anti-SUMO antibody) prior to and at 1 and 3 h post induction of INO1. qRT-PCR was used to quantify levels of DNA corresponding to the various regions of INO1 (see panel A) bound to sumoylated proteins. Shown are the relative fold changes in the occupancy of sumoylated proteins associated with the various regions of INO1 at the indicated times after induction relative to the uninduced samples. Results are the means ± SEM of five biological replicates. Asterisks indicate a significant difference relative to uninduced as determined by a Student’s paired t-test. *p < 0.05, **p < 0.01, ***p < 0.001.




DISCUSSION

Numerous observations have established that the spatial organization of the yeast genome is dynamic, and the positioning of numerous yeast genes within the nucleoplasm has been shown to be altered by their expression status. For example, transcriptional activation of the INO1 gene, induced by a lack of inositol, is accompanied by its relocalization from the nuclear interior to an NPC. Here we report that these events are dependent on specific regulators of sumoylation, suggesting a role for sumoylation in the expression of the INO1 gene and its targeting to the NPC. Conditions that induce expression of INO1 lead to changes in the sumoylation of proteins associated with the INO1 gene. These sumoylation events are largely mediated by the SUMO ligase Siz2, and, importantly, Siz2 is essential for the relocalization of activated INO1 from the nucleoplasm to the NE. Concomitant with relocalization, INO1 also interacts with NPC-associated Ulp1. Our data suggest that this interaction desumoylates INO1-associated proteins and is required for both targeting of the INO1 locus to an NPC and normal induction of INO1 expression. These results imply that a cycle of sumoylation and NPC-associated desumoylation contribute to INO1 targeting to the NPC and its expression.

The observation that a gene locus relocalizes from the nucleoplasm to an NPC following activation was first described in yeast for the INO1 gene, and it represents one of the most well studied of a growing list of genes exhibiting this behavior (Egecioglu and Brickner, 2011; Randise-Hinchliff and Brickner, 2016). Several factors required for INO1 targeting to the NPC have been identified. Two cis-acting DNA elements 5′ to the INO1 ORF are involved in INO1 recruitment to NPCs following long-term repression (Ahmed et al., 2010; Light et al., 2010; Randise-Hinchliff et al., 2016). Both sites bind TFs, GRS-I binds Put3 and GRS-II binds Cbf1, and each TF is required for directing GRS-containing DNA elements to NPCs (Shetty and Lopes, 2010; Brickner and Brickner, 2012; Randise-Hinchliff et al., 2016; Brickner et al., 2019). Notably, while TFs may be required for NPC association of activated genes (Randise-Hinchliff et al., 2016; Brickner et al., 2019), RNA polymerase II-mediated transcription is not necessarily required, as shown for both GAL1 and INO1 (Schmid et al., 2006; Brickner et al., 2007, 2016).

The functions of Put3 and Cbf1 are not unique as various other TFs, including those functioning in inducible and constitutive expression, or acting as transcriptional regulators (including repressors), also have the potential to target genes to NPCs (Randise-Hinchliff et al., 2016; Brickner et al., 2019). Whether these various factors interact directly or indirectly with Nups is not clear, but it does appear that specific subsets of Nups are required for genes to interact with NPCs. For example, the binding of multiple TFs to NPCs requires Nup2 and Nup100 (Dilworth et al., 2005; Brickner et al., 2019). These and additional Nups positioned on the nucleoplasmic face of NPCs, including Nup60 and Nup1, have been linked to the NPC association of induced INO1 (Brickner et al., 2007; Ahmed et al., 2010; Light et al., 2010). Of note, this function of Nup1 appears to require its phosphorylation by Cdc28 (Brickner et al., 2007; Brickner and Brickner, 2010). This and related observations support the idea that NPC association of activated INO1 is cell cycle regulated, being lost during S-phase and reestablished during G2/M-phase where it primarily resides until the following S-phase (Brickner and Brickner, 2010).

Built upon the various requirements previously established for the expression and NPC-targeting of INO1, our data have led us to conclude that a cycle of sumoylation and desumoylation is essential for the expression and NPC targeting of activated INO1. We envisage a model for these processes that includes multiple steps that we assume initiate in the nucleoplasm (Figure 9). Prior to induction, Siz2 is bound to the GRS1-containing region of INO1 (Supplementary Figure S2B) and Siz2-dependent sumoylation of proteins associated with the ORF is detected (Supplementary Figure S1C). Following induction, Siz2 binding increases within the INO1 ORF (Figure 3B), as does sumoylation of targets associated with the 5′ region of the locus, including the INO1 transcriptional start site (Figure 1, regions A and B). These increases in sumoylation are Siz2 dependent (Supplementary Figure S1C). While we have yet to identify the exact targets of Siz2 sumoylation prior to or following activation of INO1, considering their location within the INO1 gene, it seems likely that these would include TFs that function in INO1 targeting to the NPC, including Put3, which contains consensus sumoylation sites (Zhao et al., 2014), and Cbf1, which has previously been shown to be sumoylated (Wohlschlegel et al., 2004; Denison et al., 2005).
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FIGURE 9. Model for Sumo-mediated recruitment of INO1 to the NPC. Shown is model for the proposed role of sumoylation in the NPC targeting and transcriptional activation of the INO1 gene. (A) In a repressed state, INO1 is positioned in the nucleoplasm. (B) Reducing levels of inositol in the medium leads to recruitment of Siz2 to the INO1 locus and increased Siz2-mediated sumoylation of INO1-associated proteins. These events are required for the targeting of the INO1 locus to the NPC where it interacts with NPC-associated Ulp1. Ulp1 supports the association of INO1 with the NPC and functions to desumoylation of INO1 bound proteins in regions containing the GRS1 and the ORF. Desumoylation of INO1-associated proteins is proposed to promote INO1 transcription.


Siz2-mediated sumoylation events at the INO1 locus may perform several functions. In some contexts, sumoylation of TFs and histones has been shown to contribute to transcriptional repression; whereas, in others, sumoylation has been linked to activation of gene transcription (Rosonina et al., 2010; Chymkowitch et al., 2015). Interestingly, previous reports have also implicated sumoylation in both repression and activation of certain genes, suggesting that the effects of sumoylation at a given gene are dependent on the target proteins bound to the locus. For example, analysis of the expression of the inducible GAL1 gene suggests that it is maintained in a repressed state by sumoylation of two corepressors, Tup1 and Ssn6, that are desumoylated upon activation, reportedly by Ulp1 (Smith and Johnson, 2000; Zhang and Reese, 2004; Texari et al., 2013). Paradoxically, activation of the GAL1 gene is also accompanied by the recruitment of the SUMO conjugating enzyme Ubc9 to the gene locus and increased levels of SUMO-modified proteins within the promoter region (Rosonina et al., 2010).

Similarly, activation of INO1 is accompanied by both increased and decreased levels of bound SUMO-modified proteins at distinct regions of the gene (Figure 1B). In addition to increased sumoylation in regions A and B containing the transcriptional start site, INO1 induction is accompanied by decreased sumoylation levels in the Put3-binding GRS1 region (Figure 1). These events raise the possibility that desumoylation of proteins associated with the GRS1 region contribute to increased INO1 expression. In this regard, increased levels of Siz2-dependent sumoylation within the INO1 gene observed in the ulp1Δ1–340 mutant (Figure 8B) are coincident with reduced levels of INO1 mRNA accumulation following induction (Figure 5B). Whether Siz2 sumoylation may play a repressive role in INO1 expression will require further analysis.

Siz2 is required for targeting the activated INO1 locus to the NE (Figure 2B). This could involve Siz2 directly mediating the binding of INO1 to Nups. However, several observations have led us to conclude that Siz2-mediated sumoylation events direct INO1 relocation to the NPC, including, for example, sumoylation of proteins bound to regions of INO1 such as those near the transcriptional start site (Figure 1B). We speculate that the SUMO polypeptide may function as the NPC targeting signal. This idea is consistent with our observation that Ulp1, a SUMO binding protein, is required for the NE localization of INO1 (Figure 5A). Specifically, we showed that the C-terminal domain of Ulp1, which contains SUMO binding sites within the catalytic pocket and a SIM domain, when alone anchored to the NPC, is sufficient for the accumulation of the activated INO1 gene at the NPC (Figure 7D). Moreover, Ulp1 binds to the INO1 ORF and is required for the desumoylation of Siz2-mediated sumoylation sites positioned within the ORF (Figures 4B, 8B). Finally, we observed that a ulp1CSDN mutant protein, which exhibits reduced SUMO binding and no isopeptidase activity (Elmore et al., 2011) but binds to the NPC and competes with endogenous Ulp1 for NPC-binding (Figure 6B), also inhibits NE localization of INO1 (Figure 6C). Each of these observations is consistent with a role for SUMO, and its association with Ulp1, in the targeting of INO1 to the NPC (see Figure 9).

The requirement for NPC-bound Ulp1 in the targeting of activated INO1 to the NPC provides further insight into previously described defects associated with certain nup mutations, including several encoding Nups positioned on the nucleoplasmic face of the NPC (Ahmed et al., 2010; Light et al., 2010). These include Nup60 and Nup2, both of which physically and functionally interact with Ulp1 (Zhao et al., 2004; Srikumar et al., 2013) and have been shown to play a role in the association of Ulp1 with the NPC. Here we have shown that the INO1 localization defects associated with nup60 and nup2 null mutants can be rescued by positioning the Ulp1 C-terminal catalytic domain at the NPC as part of a fusion protein with Nup53 (Nup53-ulp1340–621; Figure 7) suggesting the role Nup2 and Nup60 play in this process is to position Ulp1 at the NPC.

The positioning of Ulp1 at the NPC is also essential for normal expression of INO1. In cells where NPC association of Ulp1 is inhibited, such as in the ulp1Δ1–340 mutant, levels of INO1 mRNA are reduced (Figures 5A, 7D). Importantly, placing the Ulp1 C-terminal catalytic domain at the NPC using Nup53-ulp1340–621 fusion rescued INO1 expression defects in an otherwise WT background, as well as in the nup60 and nup2 null mutants (Figures 7D,F).

Cumulatively, our observations support a model in which induction of INO1 is followed by increased binding of Siz2 to regions within the INO1 ORF and its 3′ end. We propose that the sumoylation events that arise from the Siz2 binding facilitate binding of the INO1 locus to NPC-bound Ulp1 and desumoylation of ORF-associated targets. The continuous presence of both Siz2 and Ulp1 bound to the INO1 ORF (during the 3 h period of induction examined) may support a cycle of sumoylation and desumoylation of as yet unidentified target proteins that retains these proteins and the associated INO1 gene at the NPC. Furthermore, Ulp1 binding and desumoylation of proteins associated with the GRS1 region are also predicted to facilitate INO1 binding to the NPC and potentially facilitate INO1 transcription. Interestingly, Ulp1 bound near the 3′-end of the INO1 gene might facilitate desumoylation of GRS1 associated proteins as a consequence of INO1 gene looping, which has been previously shown to occur following induction (Kaderi et al., 2009). Such a mechanism could also support Siz2 sumoylation of proteins within the 5′ region of INO1. We envisage that these steps in the NPC targeting and expression of INO1 are built upon other key requirements previously reported for these processes, including specific DNA sequences, TFs, nuclear transport factors, and Nups (Chen et al., 2007; Light and Brickner, 2013; Randise-Hinchliff and Brickner, 2016).

The concepts described here for SUMO-mediated regulation of INO1 localization and expression are likely to apply to other inducible genes. Of note, previous observations made in the analysis of the GAL1 gene revealed sumoylation processes that occur during its activation that parallel events we have observed for INO1. For example, induction of the GAL1 gene is accompanied by sumoylation of associated proteins (Rosonina et al., 2010), and NPC association of activated GAL1 was inhibited when Ulp1 association with NPCs was reduced (Texari et al., 2013). It will be of interest to further test the broader impact of sumoylation and NPC-associated desumoylation.
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FIGURE S1 | Sumoylation of proteins at the uninduced INO1 locus. (A) Diagram of the INO1 locus and regions detected by ChIP analysis (see Figure 1A). (B,C) The graphs show the relative fold enrichment of SUMO modified proteins at each position along the INO1 gene relative to the level of SUMO modified proteins at an intergenic region within chromosome V as assessed by ChIP. B shows ChIP results for uninduced WT samples while C shows results comparing uninduced WT samples (WT 0 h) to samples derived from siz2Δ cells at the indicated times after INO1 induction. Results are the means ± SEM of at least three biological replicates.

FIGURE S2 | Siz2 associates with the GRS1 region of the uninduced INO1 locus. (A) Diagram of the INO1 locus and regions detected by ChIP analysis (see Figure 1A). The graph shows the relative fold enrichment of Siz2-PrA (B) or Ulp1-PrA (C) at each position along the INO1 gene relative to the level at an intergenic region within chromosome V as assessed by ChIP. Results are the means ± SEM of at least three biological replicates.

FIGURE S3 | Characterization of chromosomally encoded ulp1 truncation mutants. (A) Shown are cells producing Ulp1-GFP or the indicated truncation mutants (ulp1Δ1–150-GFP, ulp1Δ150–340-GFP, and ulp1Δ1–340-GFP) encoded by integrated and ULP1 promoter-controlled mutant genes. Camera exposure times are equivalent for each strain. Scale bars = 2 μm. (B) Truncation mutants showed similar expression levels with that of full length Ulp1-GFP. Whole cell lysates of the indicated strains were tested by Western blotting with an anti-GFP antibody. For the loading control, the levels of Gsp1 were tested with an anti-Gsp1p antibody. (C) Whole cell lysates, derived from cultures of the indicated strains, were examined by Western blotting using an anti-Smt3 (SUMO) or an anti-Gsp1 (loading control) antibody. The positions of molecular mass markers are indicated in kilodaltons.

FIGURE S4 | Growth of strains producing ulp1CSDN and Nup53-ulp1341–621. (A) WT cells transformed with an empty plasmid (pEMPTY), a plasmid encoding WT Ulp1 (pULP1), or a plasmid encoding the ulp1CSDN mutant (pulp1CSDN) were grown to mid-log phase in synthetic drop out liquid culture. Tenfold serial dilutions of each culture were made and cells from each dilution spotted onto synthetic drop out plates. Total cells plated ranged between 105 and 102 cells per spot. Plates were then incubated at 30°C for 2 days prior to imaging. (B) Cell lysates, derived from the same cultures described in A, were examined by Western blotting using an anti-Smt3 (SUMO) or an anti-Gsp1 (loading control) antibody. The positions of molecular mass markers are indicated in kilodaltons. (C) WT and NUP53-ulp1341–621 cells were grown in YPD liquid culture to mid-log phase and cells from each culture analyzed as described in A.

TABLE S1 | Yeast strains used in this study.
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A number of studies across different model systems revealed that chromatin undergoes significant changes in dynamics in response to DNA damage. These include local motion changes at damage sites, increased nuclear exploration of both damaged and undamaged loci, and directed motions to new nuclear locations associated with certain repair pathways. These studies also revealed the need for new analytical methods to identify directed motions in a context of mixed trajectories, and the importance of investigating nuclear dynamics over different time scales to identify diffusion regimes. Here we provide an overview of the current understanding of this field, including imaging and analytical methods developed to investigate nuclear dynamics in different contexts. These dynamics are essential for genome integrity. Identifying the molecular mechanisms responsible for these movements is key to understanding how their misregulation contributes to cancer and other genome instability disorders.
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INTRODUCTION: CHROMATIN EXPLORES A LARGER NUCLEAR VOLUME IN RESPONSE TO DNA DAMAGE

A significant number of studies in the past decade have identified essential roles for nuclear dynamics in DNA repair, particularly during homologous recombination (HR) repair of double-strand breaks (DSBs) (Figures 1A–D). First, a larger nuclear volume explored by repair sites is typically detected during inter-homolog recombination (Figure 1A) (Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Cho et al., 2014; Miné-Hattab et al., 2017) (reviewed in Dion and Gasser, 2013; Mine-Hattab and Rothstein, 2013). This change in chromatin mobility in response to DNA damage likely reflects the exploration of the nuclear space during “homology search” (Kalocsay et al., 2009; Dion et al., 2012; Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Agmon et al., 2013; Cho et al., 2014; Saad et al., 2014; Herbert et al., 2017; Miné-Hattab et al., 2017), i.e., the process where a resected DSB covered by a Rad51 nucleoprotein filament scans the genome in search of a homologous donor. Second, undamaged chromatin also becomes more dynamic during DSB repair, albeit to a lesser extent than repair sites (Figure 1B) (Chiolo et al., 2011; Krawczyk et al., 2012; Miné-Hattab and Rothstein, 2012; Seeber et al., 2013; Lottersberger et al., 2015; Strecker et al., 2016; Herbert et al., 2017; Lawrimore et al., 2017; Miné-Hattab et al., 2017; Caridi et al., 2018a; Smith et al., 2019; Zada et al., 2019). The significance of the genome-wide increase in nuclear exploration is still under debate, but this response might increase the frequency of DNA contacts to facilitate homology search (Gehen et al., 2011; Neumann et al., 2012; Mine-Hattab and Rothstein, 2013; Amitai and Holcman, 2018), or reflect chromatin relaxation to promote access for repair (Kruhlak et al., 2006; Ziv et al., 2006; Seeber et al., 2013; Delabaere and Chiolo, 2016). Third, repair sites undergoing HR aggregate into larger units, or “clusters” (Figure 1C) (Lisby et al., 2003; Aten et al., 2004; Kruhlak et al., 2006; Chiolo et al., 2011, 2013; Krawczyk et al., 2012; Neumaier et al., 2012; Cho et al., 2014; Caron et al., 2015; Aymard et al., 2017; Caridi et al., 2018a; Schrank et al., 2018; Oshidari et al., 2019a; Waterman et al., 2019) (reviewed in Chiolo et al., 2013; Guénolé and Legube, 2017; Schrank and Gautier, 2019), likely to facilitate DSB signaling and resection, e.g., by increasing the local concentration of checkpoint and repair proteins (Chiolo et al., 2013; Schrank et al., 2018; Kilic et al., 2019; Oshidari et al., 2019a; Schrank and Gautier, 2019). This response also occurs in G1 in human cells (Aten et al., 2004; Aymard et al., 2017), where HR cannot be completed with the sister chromatid, and clustering might temporarily sequester breaks that will be repaired in S phase (Aymard et al., 2017). Clustering can also be deleterious, as increasing the proximity of DSBs on different chromosomes promotes chromosomal translocations (Agmon et al., 2013; Roukos et al., 2013; Lee et al., 2016; Cohen et al., 2018). Fourth, DSBs relocalize to specific subnuclear compartments when the lesion occurs in DNA regions that are difficult to repair. Specifically, DSBs in pericentromeric heterochromatin relocalize to the nuclear periphery in Drosophila cells (Figure 1D) (Chiolo et al., 2011; Ryu et al., 2015, 2016; Janssen et al., 2016, 2019; Caridi et al., 2018a), and to the periphery of heterochromatin “domains” (or “chromocenters”) in mouse cells (Jakob et al., 2011; Chiolo et al., 2013; Tsouroula et al., 2016; Caridi et al., 2018a). rDNA sequences move to the nuclear periphery in budding yeast (Torres-Rosell et al., 2007; Horigome et al., 2019) and to nucleolar caps in mammalian cells (Harding et al., 2015; van Sluis and McStay, 2015; Korsholm et al., 2019; Marnef et al., 2019). Relocalization of repair sites to the nuclear periphery is also a response to damaged CAG repeats in budding yeast (Su et al., 2015; Aguilera et al., 2020; Whalen et al., 2020), collapsed replication forks in yeast and mammalian cells (Nagai et al., 2008; Su et al., 2015; Lamm et al., 2018; Aguilera et al., 2020; Whalen et al., 2020), and damaged telomeric or subtelomeric sequences in yeast (Therizols et al., 2006; Khadaroo et al., 2009; Cho et al., 2014; Chung et al., 2015; Churikov et al., 2016; Oshidari et al., 2018; Aguilera et al., 2020). Similar relocalization occurs as a result of persistent/unrepairable DSBs (Nagai et al., 2008; Kalocsay et al., 2009; Oza et al., 2009; Horigome et al., 2014, 2016; Swartz et al., 2014; Marcomini et al., 2018). In these contexts, relocalization appears to prevent aberrant recombination with ectopic repeated sequences (Torres-Rosell et al., 2007; Chiolo et al., 2011; Ryu et al., 2015, 2016; Su et al., 2015; Caridi et al., 2018a; Dialynas et al., 2019; Aguilera et al., 2020) and/or promote alternative repair mechanisms (Therizols et al., 2006; Nagai et al., 2008; Khadaroo et al., 2009; Oza et al., 2009; Horigome et al., 2014, 2016; Churikov et al., 2016; Aguilera et al., 2020) (reviewed in Amaral et al., 2017; Caridi et al., 2017, 2019; Rawal et al., 2019). Further dynamics have been associated with other repair pathways. For example, deprotected telomeres are mobilized in mouse cells to promote non-homologous end-joining (NHEJ) (Dimitrova et al., 2008; Lottersberger et al., 2015). Additionally, a few chromosome territories reposition in response to damage in human fibroblasts, perhaps reflecting large-scale changes in chromatin organization (Mehta et al., 2010; Kulashreshtha et al., 2016). Several molecular mechanisms governing chromatin dynamics in response to DSBs have been identified, and specialized pathways appear to participate in different contexts [reviewed in Amaral et al. (2017); Caridi et al. (2017); Zimmer (2018); Oshidari et al. (2019b)]. Together, these studies revealed important roles for nuclear dynamics in DSB repair, particularly for homology search and for isolating repeated DNA sequences at high risk for aberrant recombination, enabling “safe” repair or alternative rescue pathways.
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FIGURE 1. Examples of damage-induced changes in chromatin dynamics. (A) A damaged chromatin site explores a larger nuclear volume during HR repair of DSBs. (B) Larger nuclear exploration is also observed for undamaged chromatin sites, indicating that the change in chromatin mobility is a genome-wide response. (C) Multiple DSB repair sites cluster together. (D) Damaged heterochromatic sites relocalize to the nuclear periphery with directed motions in Drosophila cells. (E,F) Three main approaches to study nuclear dynamics in response to DSBs rely on: (E) enzymatic digestion to induce damage and lacO or tetO arrays to follow damage sites; (F) IR to induce damage and fluorescent tagging of repair proteins to detect repair foci; (G) laser, alpha particles, or heavy ions, to induce damage along linear tracks where repair protein recruitment is detectable by live imaging or immunofluorescence. Illustration by Olga Markova.




METHODS TO CHARACTERIZE NUCLEAR DYNAMICS DURING DSB REPAIR

Several techniques have been applied to study the nuclear dynamics of DSBs in different organisms, with “gold standard” approaches relying on damage induction with endonucleases or ionizing radiation (IR), and on monitoring repair sites with lacO/tetO arrays and fluorescent-tagged HR repair components (Figures 1E–G).

A widely used approach relies on the induction of site-specific DSBs with an endonuclease (e.g., I-SceI, or HO), which recognizes a target sequence proximal to tetO or lacO arrays (Figure 1E). The position of the damage site is monitored using fluorescent-tagged TetR or LacI proteins that bind to the arrays, resulting in bright nuclear spots (or foci) (Robinett et al., 1996). Given that endonucleases can digest both sister chromatids, the sister is mostly unavailable as a template for repair, promoting inter-homolog exchanges (Miné-Hattab and Rothstein, 2012). In yeast, this approach enabled the study of nuclear dynamics associated with inter-homologous recombination (Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Miné-Hattab et al., 2017), unrepairable DSBs (Nagai et al., 2008; Kalocsay et al., 2009; Dion et al., 2012; Horigome et al., 2014, 2016; Saad et al., 2014; Herbert et al., 2017), sub-telomeric breaks (Khadaroo et al., 2009; Chung et al., 2015; Churikov et al., 2016; Oshidari et al., 2019b), and rDNA lesions (Torres-Rosell et al., 2005). Similar systems have been used to characterize DSB clustering in budding yeast and human cells (Lisby et al., 2003; Roukos et al., 2013; Waterman et al., 2019). A variant of this approach employs a lacO array close to the cut site and a tetO array on a different chromosome, enabling the simultaneous tracking of both damaged and undamaged loci (Miné-Hattab and Rothstein, 2012; Miné-Hattab et al., 2017). These studies and others (Seeber et al., 2013; Herbert et al., 2017) revealed that not only damaged sites, but also undamaged chromatin explores a larger nuclear volume in response to DSB formation. An alternative system employed sequence-based tethering of oligomerizing fluorescent proteins that spread along the DNA, to study the dynamics of resected DNA (Saad et al., 2014). Here, resection results in loss of DNA-associated proteins and reduced signal at repair sites, and correlates with a local reduction in focus dynamics (Saad et al., 2014). These approaches are very powerful, but also limited to the site targeted by the endonuclease. Given that repair responses and relocalization pathways are affected by chromatin state (Delabaere and Chiolo, 2016; Hauer and Gasser, 2017), nuclear positioning (Lemaitre et al., 2014), and the phase separated nature of nuclear subdomains (Altmeyer et al., 2015; Kilic et al., 2019; Lenzken et al., 2019; Oshidari et al., 2019a; Pessina et al., 2019) (reviewed in Clouaire and Legube, 2019; Rawal et al., 2019), the endonuclease-based approach would need to be applied to a large number of sites to provide a comprehensive understanding of the mechanisms responsible for these dynamics in different contexts.

Site-specific endonucleases have also been used to induce DSBs in highly repeated DNA sequences. For example, studies using Cas9 targeting heterochromatic satellites (Tsouroula et al., 2016) or PpoI or Cas9 recognizing rDNA sequences (Harding et al., 2015; van Sluis and McStay, 2015; Korsholm et al., 2019; Marnef et al., 2019) revealed the dynamics of these sites in mammalian cells. It is important to consider that Cas9 affects the processing of repair intermediates (Richardson et al., 2016, 2018; Brinkman et al., 2018), potentially affecting outcomes and dynamics of repair.

Another commonly used approach relies on inducing damage with ionizing radiation (IR), and detecting repair sites using fluorescent-tagged HR components (Figure 1F). This has been an invaluable approach to characterize focus mobility relative to other nuclear structures, such as the heterochromatin domain, the nuclear periphery, or other repair foci (Kruhlak et al., 2006; Falk et al., 2007; Miné-Hattab and Rothstein, 2012; Chiolo et al., 2013; Lottersberger et al., 2015; Ryu et al., 2015, 2016; Caridi et al., 2018a, b; Schrank et al., 2018; Dialynas et al., 2019; Oshidari et al., 2019a; See et al., 2020). These studies established, for example, that heterochromatic DSBs move to the nuclear periphery to continue repair in Drosophila cells (Chiolo et al., 2011, 2013; Ryu et al., 2015, 2016; Caridi et al., 2018a). A major advantage of inducing DSBs with IR, relative to using chemical treatments or enzymatic digestion, is that IR-induced DSBs form within a very tight time window. This enables synchronous responses, and an easier characterization of focus dynamics and kinetics at the population level, including in animal tissues (see for example: Lisby et al., 2004; Delabaere et al., 2017; Caridi et al., 2018b; See et al., 2020). Further, IR treatments are well suited to damaging chromatin that is difficult to access with enzymatic digestion, such as heterochromatin (Goodarzi et al., 2008; Iacovoni et al., 2010; Chiolo et al., 2011; Ryu et al., 2015, 2016; Caridi et al., 2018a, b). A potential limitation of this approach is that tracking several sites in the nuclei requires frequent time points to minimize ambiguous tracks, which increases the potential for photobleaching and phototoxicity effects in long kinetics (Caridi et al., 2018b; See et al., 2020).

Alternative approaches employed lasers, alpha-particles, or heavy ions to induce damage along linear tracks in the nucleus of mammalian cells (Figure 1G), and repositioning of damage sites is monitored relative to these tracks and specific nuclear compartments (Aten et al., 2004; Chiolo et al., 2011; Jakob et al., 2011; Reynolds et al., 2013). These approaches revealed, for example, that repair foci cluster over time (Aten et al., 2004), and that damage in pericentric heterochromatin results in relocalization of repair sites to outside the chromocenters in mouse cells (Jakob et al., 2011). Using laser beams mounted on a microscope is also an effective method to investigate early damage responses (Bekker-Jensen et al., 2006). However, the high energy associated with some of these damage sources might also impair the chromatin state and repair outcomes (Singleton et al., 2002; Lukas et al., 2005; Reynolds et al., 2013; Kong et al., 2018), and even directly affect relocalization mechanisms (Chiolo et al., 2011).

Thus, several approaches have been developed to characterize the dynamics of repair foci. The preferred method depends on the type of question and the features of the motion under investigation.



MSD ANALYSIS

A traditional approach to characterize the dynamics of damaged DNA is the mean-square displacement (MSD) analysis of the positional data of repair sites (reviewed in Spichal and Fabre, 2017; Caridi et al., 2018b). The MSD curve represents the amount of space a locus explores in the nucleus, and its shape has been used to describe the nature of the movement (Michalet and Berglund, 2012; Oswald et al., 2014; Spichal and Fabre, 2017; Caridi et al., 2018b; Figure 2). The time-averaged MSD of a single trajectory is calculated using the following equation:
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FIGURE 2. MSD curves identify different types of motions. (A) Illustration of Brownian, anomalous, confined and directed motions, with corresponding MSD curves. (B) Examples of complex motion. Left: a mixed trajectory alternating anomalous, directed, and confined motion. Right: a motion of a site characterized by a diffusion coefficient Amicro, in a region that itself diffuses with a diffusion coefficient Amacro. Inspired by De Gennes’s reptation model (Gennes, 1982). Illustration by Olga Markova.
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where N is the number of points in the trajectory, (x, y, z) the coordinates of the locus in 3-dimensions, and Δt the time interval of the acquisition. MSDs are typically calculated for several trajectories across distinct nuclei, and averaged to extract a time-ensemble-averaged MSD. The data are then fitted to a curve to characterize the type of diffusion. In the following sections, we present different models used in the literature to fit averaged MSD curves.


Brownian Motion

When a molecule freely diffuses, its MSD curve is linear at increased time intervals and its motion is called Brownian (Figure 2A). In this case, the MSD follows:
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where d is the dimension of the movement, D is the diffusion coefficient of the locus, and Δt is the time interval. The term 2dDΔt is the theoretical MSD for Brownian motion in the absence of any experimental noise. However, when measuring the position of a molecule in living cells, the experimental location accuracy can strongly affect the experimental MSD. The error in location for molecules detected by live imaging can be divided into two components (Supplementary Table S1):


•Error in the determination of the position due to convolution of the sample with the point spread function (PSF). This depends on imaging conditions and microscope features (e.g., the numerical aperture of the objective, the number of photons collected by the camera, and the wavelength of light). This error is higher at short acquisition times since the number of photons collected is small.

•Error due to the movement of the spot during the acquisition. This error, referred as “motion blur” is higher at longer exposure times.



Experimental MSD curves for Brownian motion, taking into account the location errors, can be fitted by Michalet (2010):
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where [image: image] is the localization accuracy of an immobile particle;

[image: image] is the variance of the PSF;

tExp is the exposure time of the camera.



Sub-diffusive Motion

In living cells, DNA motion is often slower than Brownian and is called “sub-diffusive” (Barkai et al., 2012). This is due to the existence of constraints that limit chromatin movement, including the polymeric nature of the chromatin, chromatin compaction, molecular crowding, phase separation, and anchoring to subnuclear compartments (Marshall et al., 1997; Spichal and Fabre, 2017; Caridi et al., 2018b). Two types of sub-diffusive motions have been described: confined sub-diffusion and anomalous sub-diffusion.


Confined Sub-diffusion

When a chromosomal locus stays confined inside a sub-volume of the nucleus, its motion is called confined sub-diffusion (Figure 2A). The MSD exhibits a plateau (Marshall et al., 1997) and follows the equation:
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where R∞ is the measured plateau of the MSD, D is the diffusion coefficient of the locus and ε is the noise due to the experimental measurements. The confinement radius (Rc) of the motion is given by the relation: [image: image], where d is the dimension of the motion. It refers to the radius of a sphere inside which the motion is contained. The MSD curve starts to bend at time [image: image], representing the characteristic equilibration time after which the effect of boundaries appears.



Anomalous Sub-diffusion

When the force or structure that restricts the motion is not a simple confinement but is modulated in time and space with scaling properties, the motion is called anomalous sub-diffusion (Barkai et al., 2012; Metzler et al., 2014) (Figure 2A). In this case, sub-diffusive loci are constrained, but, unlike confined loci, they can diffuse without boundary and thus reach further targets if given enough time. For sub-diffusive motion, the MSD exhibits a power law,
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where α, the anomalous exponent, is smaller than 1.

The anomalous exponent α is linked to the degree of recurrence of DNA exploration, i.e., the number of times a locus reiteratively scans neighboring regions before reaching a distant position (Ben-Avraham, 2000). When α is small, the locus recurrently explores the same environment for a long time, while a large α indicates that the locus is able to explore new environments often. The anomalous diffusion coefficient A represents the amplitude of the motion; it is proportional to the diffusion coefficient only in the case of normal diffusion (when α = 1), which is rarely observed in biological systems (Barkai et al., 2012).

Experimental noise ε can strongly affect MSD measurements also in the case of anomalous sub-diffusion. The exact formula to fit the MSD curves of anomalous diffusion, including localization accuracy, is given by the formula:
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which has been calculated and used to characterize chromatin mobility at multiple time scales (Miné-Hattab et al., 2017).




Directed Motion

Recent studies of chromatin mobility in the context of DNA repair have revealed the existence of transient directed motion in living cells (Cho et al., 2014; Caridi et al., 2018a, b; Lamm et al., 2018; Oshidari et al., 2018) (Figure 2A). For directed motion, MSD values rapidly increase at higher time intervals, as follows:
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where D is the diffusion coefficient, ν is the velocity of the directed motion and ε is the noise due to the experimental measurements.




MSD ANALYSES REVEAL INCREASED NUCLEAR EXPLORATION OF DAMAGED AND UNDAMAGED CHROMATIN IN RESPONSE TO DSBs

MSD analyses have been used to characterize the dynamics of repair sites in different contexts, from yeast to mammalian cells, deriving descriptive parameters like diffusion coefficient and confinement radius. In yeast, for example, MSD analyses of repair sites in response to ISceI-induced breaks revealed that resected DSBs explore a nuclear volume up to ten times larger than before damage (Dion et al., 2012; Miné-Hattab and Rothstein, 2012). This response depends on resection, chromatin remodeling, checkpoint activation, the strand invasion component Rad51 (Oza et al., 2009; Dion et al., 2012; Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Horigome et al., 2014; Saad et al., 2014; Amitai et al., 2017; Miné-Hattab et al., 2017; Smith et al., 2018), and it has been linked to homology search (Dion et al., 2012; Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Miné-Hattab et al., 2017). This process is exceptionally efficient. For example, in S. cerevisiae, a single recipient locus and a single donor locus that share as little as 1.2 kb of homology will find each other in the 15,000 kb of genome, and engage in repair with 90% efficiency within 2 h after DSB formation (Aylon et al., 2003; Miné-Hattab and Rothstein, 2012). Increased nuclear exploration is more pronounced in diploid than in haploid cells (Dion et al., 2012; Miné-Hattab and Rothstein, 2012), potentially reflecting a more active search when the homologous partner is available (Mine-Hattab and Rothstein, 2013). Indeed, HR repair with the sister chromatid, which is kept in close proximity through cohesion, is not associated with extensive dynamics (Dion et al., 2012, 2013), further linking nuclear exploration with inter-homologous repair in yeast.

Importantly, studies in yeast revealed that undamaged loci also become more dynamic in response to damage, exploring a nuclear volume up to four times larger, and more DSBs induce larger nuclear exploration (Miné-Hattab and Rothstein, 2012; Seeber et al., 2013; Herbert et al., 2017; Lawrimore et al., 2017; Miné-Hattab et al., 2017). Changes in chromatin mobility are thus a general feature of the cellular response to DSBs affecting the whole genome. Experimental and theoretical studies suggest that changes in chromatin mobility of both damaged and undamaged loci increase the probability of contact between distant loci, thus promoting the kinetics of homologous pairing (Miné-Hattab and Rothstein, 2012; Guerin et al., 2016; Miné-Hattab et al., 2017; Amitai and Holcman, 2018).

Increased nuclear exploration of damaged sites during HR repair is also observed in mammalian and Drosophila cells (Chiolo et al., 2011; Krawczyk et al., 2012; Becker et al., 2014; Cho et al., 2014; Lottersberger et al., 2015; Ryu et al., 2015; Caridi et al., 2018a, b; Schrank et al., 2018). Studies of Rad52 foci in S phase of human cells revealed significant dynamics even when the sister chromatid is used as a template, and linked it to clustering of repair sites (Schrank et al., 2018) (Supplementary Table S1). Notably, in human cells NHEJ appears to operate more frequently than HR (Beucher et al., 2009), and does not require extensive movement (Krawczyk et al., 2012; Aymard et al., 2017; Schrank et al., 2018; Schrank and Gautier, 2019), except at unprotected telomeres (Dimitrova et al., 2008; Lottersberger et al., 2015). This might explain why repair focus dynamics have not been detected in early studies (Nelms et al., 1998; Soutoglou et al., 2007; Jakob et al., 2009). Further, studies in Drosophila cells treated with IR, revealed that both euchromatic and heterochromatic repair foci are mobilized (Caridi et al., 2018a), with the most extensive nuclear exploration associated with heterochromatic sites that relocalize to the nuclear periphery (Ryu et al., 2015; Caridi et al., 2018a).

Although the movement of undamaged sites has not been consistently tracked in these systems, the dynamics of other (undamaged) chromosomal loci (e.g., telomeres and centromeres) before and after damage suggest that global chromatin mobilization is also conserved (Lottersberger et al., 2015; Caridi et al., 2018a).

What promotes the dynamics of undamaged loci in response to DSBs? Different contributing mechanisms have been identified: (i) the release of structures that anchor chromosomal loci to the nuclear periphery, (ii) repair and checkpoint proteins; (iii) the transfer of cytoplasmic forces to the chromatin through the LINC complex; and (iv) global chromatin modifications. Specifically, anchoring of centromeres, telomeres and the nucleolus to the nuclear envelope provides constraints to the motion of interphase chromosomes in budding yeast, limiting chromosome dynamics (Berger et al., 2008; Therizols et al., 2010; Wong et al., 2012; Agmon et al., 2013; Verdaasdonk et al., 2013; Strecker et al., 2016; Lawrimore et al., 2017). Releasing telomere and centromere attachments reproduces chromatin mobility observed in response to DSBs (Strecker et al., 2016; Lawrimore et al., 2017). These studies also identified a Mec1-dependent phosphorylation of the kinetocore protein Cep3 as an essential player in global chromatin mobilization (Strecker et al., 2016). In addition to checkpoint kinases, Rad51 and Rad52 HR proteins are required to facilitate global chromatin dynamics (Seeber et al., 2013; Miné-Hattab et al., 2017; Smith et al., 2018, 2019). Further, studies in yeast and mammalian cells suggest that cytoplasmic actin and microtubules induce a global chromatin “shake-up” in response to DSB formation (Lottersberger et al., 2015; Spichal et al., 2016; Amitai et al., 2017; Lawrimore et al., 2017). Finally, intrinsic modifications of chromatin properties following DSBs, such as chromatin decondensation and changes in chromatin stiffness, appear to contribute to the global increase in chromatin dynamics. Global chromatin decondensation in response to DNA damage has been described across different model systems and likely results from histone modifications, chromatin remodeling, and histone loss (Ziv et al., 2006; Ayoub et al., 2008; Chiolo et al., 2011; Luijsterburg et al., 2012; Seeber et al., 2013; Strecker et al., 2016; Amitai et al., 2017; Hauer et al., 2017). These modifications might promote nuclear exploration by reducing chromatin compaction and increasing its flexibility. Additional studies applied numerical simulation of chromatin dynamics, mainly based on Rouse-like models (Arbona et al., 2017), to predict chromatin mobility in response to DSBs both at the damaged site and genome-wide (Herbert et al., 2017; Lawrimore et al., 2017; Miné-Hattab et al., 2017). For example, β-polymer modeling and simulations suggest that local chromatin expansion is sufficient to drive extrusion of the damage site from its local domain, affecting longer-range dynamics (Amitai et al., 2017). However, multi-scale tracking of chromatin (see: Multi-scale motion section, below) and polymer simulations also suggest the importance of chromatin stiffening in local and global chromatin dynamics (Herbert et al., 2017; Lawrimore et al., 2017; Miné-Hattab et al., 2017). This is potentially in contradiction with the role of chromatin relaxation in the same responses, and might reflect a different extent of relaxation/stiffening across distinct loci or time points following damage formation. Thus, more studies are needed to establish the relative contribution of chromatin stiffening and relaxation to increased chromatin exploration, toward an integrated model for damage-induced chromatin dynamics.

Of note, studies in yeast revealed that increased nuclear exploration does not correlate with higher speed of locus movement. In fact, the diffusion coefficient does not significantly change in response to damage, both at damaged and undamaged loci (Miné-Hattab and Rothstein, 2012; Mine-Hattab and Rothstein, 2013). In other words, changes in mobility allow chromatin to go further but not faster.

Overall, MSD analyses have been an invaluable tool for identifying damage-induced nuclear dynamics, revealing a significant increase of nuclear exploration in response to DSBs for both damaged and undamaged chromatin, and identifying several molecular mechanisms responsible for these dynamics.



LIMITATIONS OF MSD ANALYSES

Recent studies of chromatin trajectories in response to DNA damage revealed that MSD analyses also suffer from several limitations, and can even mask the existence of certain characteristics of the motion. First, MSDs are typically calculated as time-ensemble-averaged values over several trajectories to obtain a precise estimate of the parameters describing the motion (e.g., confinement radius and diffusion coefficient). This is in part to compensate for the location measurement errors mentioned above, and in part to enable the use of relatively short trajectories limited by photo-bleaching and photo-toxicity effects. However, averaging the behavior of several trajectories affects the ability to detect the differences between them, i.e., it does not account for heterogeneity across different cells and break sites. Second, MSD calculations assume that each site undergoes homogenous motion during the time of acquisition, which is rarely the case. For example: (i) repair sites can be transiently bound to the nuclear periphery or other nuclear structures; (ii) their motion can be different inside or outside phase separated domains; and (iii) directed motions can occur for limited time periods (Figure 2B, left). A locus can also undergo distinct diffusion regimes at different time scales, which simultaneously contribute to the motion of a particle. For example, a locus can exhibit a subdiffusive motion characterized by Amicro, in a region that itself moves with a diffusion coefficient Amacro (Figure 2B, right). Additionally, chromatin motion is not purely sub-diffusive even in the absence of DNA damage; studies in budding yeast (Heun et al., 2001) and Chinese hamster ovary cells (Levi et al., 2005) showed that chromatin undergoes confined random motion alternating with rare fast jumps that likely reflect rare events of active diffusion.

Accordingly, simulations of a particle moving with different types of motions: confined, directed, and a combination of confined and directed (mixed trajectory), show how MSD curves can mask the presence of directed motions (Figure 3 and Supplementary Movies S1–S3) (Bacher et al., 2004; Masedunskas et al., 2017). The simulation of a mixed trajectory accounts for asynchronous motion, where the starting point of directed motion and its duration is different for each particle as observed experimentally. While MSD curves for confined and directed motions display the expected shapes (Figures 4A,B), the MSD graph for mixed trajectories resembles that describing a subdiffusive confined motion (Figure 4C), confirming that the MSD approach is not suitable to describe heterogenous and asynchronous motions.
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FIGURE 3. Simulation of confined motion, directed motion and mixed trajectories. The motion of a particle in a sphere of 1 μm radius was simulated using 1,000 iterations (Bacher et al., 2004; Masedunskas et al., 2017). Early timepoints are colored in red, late timepoints in yellow. (A) Example of a trajectory obtained by simulating a confined motion (D = 0.005 μm2/s, Rc = 0.3 μm) (see also corresponding Supplementary Movie S1). (B) Example of a trajectory obtained by simulating directed motion until the particle reaches the surface of the sphere (D = 0.005 μm2/s, ν = 1 μm) (see also corresponding Supplementary Movie S2). (C) Example of a mixed trajectory characterized by confined motion (D = 0.005 μm2/s, Rc = 0.3 μm) lasting 200 timepoints, followed by directed motion (D = 0.005 μm2/s, ν = 1 μm for t = 201–400) and confined motion for the last 600 time points (D = 0.005 μm2/s, Rc = 0.3 μm. Time-ensemble MSDs were calculated over 10 trajectories. For panel (C), each trajectory is characterized by a different time point when the directed motion starts, and different duration of the directed motion (see also Supplementary Movie S3).
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FIGURE 4. (A) Illustration of examples of mixed trajectories. Left: in Drosophila cells, the motion of DSBs leaving the heterochromatin domain and reaching the nuclear periphery is characterized by: (1) confined diffusion inside the heterochromatin domain; (2) myosin-driven directed motion along actin filaments between the heterochromatin domain periphery and the nuclear periphery; and (3) confined diffusion at the nuclear periphery. Right: in budding yeast, repair sites: (1) cluster into larger foci; (2) are “captured” by short microtubules; and (3) move by kinesin-driven directed motions along long nuclear microtubules that pivot around the microtubule organizing center (MTOC). (B) Illustration of multi-scale motion. Chromatin imaging at different time scales reveals anomalous diffusion at short time intervals (Δt) and confined diffusion at longer time intervals. It is important to keep in mind that experiments reveal only the mobility of molecules accessible with the specific imaging conditions used during the acquisition. Thus, different imaging settings can shed light on different diffusive behaviors, which are visible only at certain time scales. Illustration by Olga Markova.


In the following sections, we will illustrate two major types of complex motions occurring in response to DNA damage (Figure 4), and we will discuss experimental approaches and analytical methods that enabled their characterization beyond simple MSD analyses.



MIXED TRAJECTORIES

A major question in the field of nuclear dynamics is whether repair focus motion is driven by active forces, or alternatively subdiffusive motions followed by anchoring to subnuclear structures are sufficient to generate these dynamics. Recent studies revealed the existence of directed motions in a context of mixed trajectories for at least some damage-induced responses (reviewed in Caridi et al., 2019).

First, IR-induced heterochromatic repair foci that relocalize to the nuclear periphery in Drosophila cells, are characterized by directed motion driven by transient nuclear actin filaments (F-actin) and myosins (Caridi et al., 2018a; Dialynas et al., 2019; See et al., 2020) (reviewed in Caridi et al., 2019) (Figure 4A, left). Repair foci slide along the filaments, and focus movement requires myosins’ ability to walk along filaments, suggesting that nuclear F-actin provides “highways” for the relocalization of repair sites via myosin motors (Caridi et al., 2018a). Myosins and the actin nucleator Arp2/3 associate with the heterochromatin repair component Smc5/6 in response to damage, suggesting Smc5/6 as a physical link between heterochromatic repair sites and the motor system (Caridi et al., 2018a). Smc5/6 also recruits the myosin activator Unc45 to repair sites, inducing chromatin mobilization (Caridi et al., 2018a). Further, relocalization requires SUMOylation, checkpoint and resection proteins, similar to other relocalization pathways (Chiolo et al., 2011; Ryu et al., 2015, 2016; Amaral et al., 2017; Caridi et al., 2018a). Defective relocalization results in unrepaired or misrepaired DSBs, revealing the importance of this pathway for “safe” HR in heterochromatin (Chiolo et al., 2011; Ryu et al., 2015, 2016; Caridi et al., 2018a; Dialynas et al., 2019). Notably, in this context, directed motions primarily occur between the periphery of the heterochromatin domain [a distinct structure in Drosophila cells (Chiolo et al., 2011; Li et al., 2017)] and the nuclear periphery, which is where most nuclear actin filaments are organized (Caridi et al., 2018a). Directed motions typically last 24 min, corresponding to the average time required for repair sites to reach the nuclear periphery and the average duration of nuclear actin filaments (Caridi et al., 2018a). However, time points coinciding with the initial movement of repair sites from inside the heterochromatin domain to its periphery are characterized by confined diffusion (Caridi et al., 2018a; Rawal et al., 2019), similar to the rest of undamaged heterochromatin that behaves like a phase separated domain (Larson et al., 2017; Strom et al., 2017). Time points following focus association with the nuclear periphery also display confined diffusion (Ryu et al., 2015; Caridi et al., 2018a; Rawal et al., 2019). In this context where directed motions alternate with diffusive motions, and initiate asynchronously in the population of foci, directed motions are not detected in a simple time-ensemble MSD analysis (Ryu et al., 2015; Caridi et al., 2018a, b) (Supplementary Table S1). Time points characterized by directed motions were identified using an analytical method that scans the trajectory of each focus at variable time windows and initiation times, and detects time windows in which MSD graphs displays upward curvature (Caridi et al., 2018a, b) (Supplementary Table S1). Isolating these time points also required imaging techniques that minimize cell movement and correct for modest rotational and translational motion of the nuclei (Amitai et al., 2017), removing a significant amount of noise from the system (Caridi et al., 2018b; See et al., 2020) (Supplementary Table S1). Additionally, given the long time span along which these motions occur, optimizing imaging conditions for long time imaging and sufficiently spaced time intervals is essential for their detection (Ryu et al., 2015; Caridi et al., 2018a, b; See et al., 2020).

Notably, these studies also established that the average speed of focus motion associated with the relocalization of heterochromatic DSBs is not higher at time points characterized by directed motion relative to time points characterized by confined diffusion (Caridi et al., 2018a; Rawal et al., 2019). This is consistent with a model where actin filaments and motors do not increase motion speed. Rather, they provide directionality and counteract other forces that might limit the release of repair foci from the heterochromatin domain (e.g., chromatin compaction and/or phase separation) (Rawal et al., 2019).

Second, in a study currently in preprint, application of similar analysis methods identified short time points characterized by directed motions for damaged replication forks in human cells, which also correlate with the formation of nuclear actin filaments and the restart of stalled forks (Lamm et al., 2018).

Third, directed motions have been detected during homology search for HR repair of telomeres in ALT human cells (Cho et al., 2014), which might also potentially include C-circles released from telomeres (Henson et al., 2009; Schrank and Gautier, 2019; Zhang et al., 2019). In this case, time-ensemble-average MSD graphs were characterized by α > 1 when calculated at selected time points preceding telomere-telomere association for ALT repair, effectively limiting the analysis to time points when the motion is homogeneous (Supplementary Table S1).

Fourth, directed motions have been described for subtelomeric DSBs repaired by the HR sub-pathway break-induced replication (BIR) in S. cerevisiae (Oshidari et al., 2018) (Figure 4A, right). These damage sites move along a single nuclear microtubule but directed motions are not easily detectable using canonical MSD analyses because of two major confounding effects: (i) DSB movement along microtubules is transient; and (ii) microtubules pivot around the microtubule organizing center (MTOC), resulting in non-linear directed motions (Oshidari et al., 2018). In this case, directed motions were identified by directional change distribution (DCD) analysis, which measures changes in the angle of a trajectory and can reveal broader motion profiles by increasing the temporal coarse graining (Oshidari et al., 2018) (reviewed in Oshidari et al., 2019b) (Supplementary Table S1). This study also identified a role for Kar3 in kinesin-dependent directed motions and BIR completion (Oshidari et al., 2018). Notably, loss of Kar3 does not affect the average speed of motion (Oshidari et al., 2018), suggesting that also in this context, filaments and motors have a role in providing directionality to the repair site motion rather than affecting speed. In addition to these functions, short nuclear microtubules have been proposed to generate a flow that facilitates clustering of repair foci, and additional short filaments departing from these clusters promote the capturing of repair centers by the main microtubule (Oshidari et al., 2019a).

Fifth, application of the DCD analysis also identified directed motions for persistent DSBs that move to the nuclear periphery in budding yeast (Oshidari et al., 2018), reverting the previous conclusion that these are characterized by diffusive motion followed by nuclear periphery anchoring (Amitai et al., 2017).

Finally, Arp2/3 and nuclear actin polymerization contributes to repair focus clustering and HR repair in Drosophila and mammalian cells (Caridi et al., 2018a; Schrank et al., 2018), and short actin filaments travel with repair foci in human cells (Schrank et al., 2018), suggesting a direct role of these structures in mobilizing damage sites. While directed motions have not been directly investigated in this context, and myosins do not seem to be involved (Caridi et al., 2018a), the requirement of nuclear filaments suggest that directed motions might also contribute to these dynamics (Caridi et al., 2019).

It is worth noting that, in addition to heterochromatin, other membraneless -or phase separated- compartments exist in the nucleus, including nucleoli and repair foci per se (Altmeyer et al., 2015; Frottin et al., 2019; Kilic et al., 2019; Min et al., 2019; Singatulina et al., 2019) (reviewed in Mine-Hattab and Taddei, 2019; Rawal et al., 2019), which can affect the dynamics of repair foci at different levels. Phase separation of a nuclear domain might promote diffusion of repair sites inside the domain, while limiting release from the domain due to surface tension (Hyman et al., 2014). Phase separation properties of repair components might also contribute to the clustering of repair foci into larger structures, promoting local dynamics (Altmeyer et al., 2015; Kilic et al., 2019; Oshidari et al., 2019a). Notably, as repair sites move from one domain to another, their motion is likely to change properties exhibiting successive diffusion regimes, which cannot be detected with time-ensemble MSD analyses (Figure 4A, right). In all these cases, dedicated analytical methods should be applied to characterize the diffusion regimes involved.

Further, damage-induced nuclear dynamics can occur in the context of a dynamic nucleus, which adds rotational motion to the system. In yeast, removal of nuclear rotations via Latrunculin treatment enabled the identification of modes of diffusion that are otherwise masked by the nuclear rotational movement (Amitai et al., 2017). In mouse and Drosophila cells, these rotational movements were corrected by registering the nuclei relative to repair foci prior to tracking repair sites to establish repair locus trajectories (Ryu et al., 2015; Caridi et al., 2018a, b; See et al., 2020) (Supplementary Table S1).

These studies point to the importance of applying dedicated imaging approaches, image processing methods, and analytical tools to identify directed motions. They also suggest that nuclear structures and motors contribute to repositioning repair sites in more situations than initially thought, including where diffusive motions appear to prevail. More studies are needed to identify repair contexts relying on directed movements and the structural/motor components mediating these dynamics, and more methods need to be developed to account for different types of mixed trajectories.



MULTI-SCALE MOTION

Chromatin presents several levels of organization, which translates into different scales of chromatin mobility (Mine-Hattab and Darzacq, 2018). These different modes of diffusion can be unraveled by imaging the chromatin at different time-scales (Figure 4B and Supplementary Table S1). For example, in the absence of DNA damage, chromatin undergoes anomalous diffusion when observed at short time intervals (10-ms to 1-s) (Maeshima et al., 2010; Weber et al., 2010; Burnecki et al., 2012; Hajjoul et al., 2013; Lucas et al., 2014; Backlund et al., 2015; Amitai et al., 2017; Miné-Hattab et al., 2017). However, at longer time scales, MSD exhibits a plateau characteristic of confined diffusion, consistent with the chromatin remaining confined inside a sub-volume of the nucleus (Marshall et al., 1997; Heun et al., 2001; Maeshima et al., 2010; Masui et al., 2011; Miné-Hattab and Rothstein, 2012; Backlund et al., 2015).

Several recent studies applied multi scale imaging to characterize chromatin mobility in response to DSBs. Increased exploration of the nuclear space is detected in response to I-SceI-induced DSBs when imaging is done at 1.5s or longer time intervals (Dion et al., 2012; Miné-Hattab and Rothstein, 2012). However, remarkably, imaging at 100 ms time intervals or faster reveals lower mobility of the damaged site relative to undamaged conditions (Miné-Hattab et al., 2017). Given that a shorter time scale for data collection investigates chromatin motion on a smaller temporal and spatial scale, the low mobility observed at short time scales reflects reduced local mobility of the cut site (Miné-Hattab et al., 2017). These dynamics can be modeled assuming that chromatin persistence length (a measure of the bending stiffness of a polymer) globally increases (Herbert et al., 2017; Miné-Hattab et al., 2017). At the damaged sites, such response likely results from the recruitment of the repair machinery that increases chromatin stiffness (Mine et al., 2007). Accordingly, reduced local mobility has been associated with resected DNA and requires Rad51 (Saad et al., 2014; Miné-Hattab et al., 2017).

The reduced mobility detected at lower time scales also characterizes undamaged chromatin, consistent with a global increase in chromatin stiffness that spreads beyond the damaged loci (Herbert et al., 2017; Miné-Hattab et al., 2017). This might depend on H2A phosphorylation, which spreads for kilobases to megabases from the cut site (Rogakou et al., 1999), and introduces negative charges into the chromatin (Herbert et al., 2017). As a consequence of a global increase in chromatin stiffness, intrachromosomal loci become more distant and their dynamics change, as observed experimentally in yeast (Herbert et al., 2017; Miné-Hattab et al., 2017).

It has been proposed that increased rigidity of the chromatin facilitates the movement of the cut site through the dense nucleoplasm (Miné-Hattab et al., 2017). In other words, a stiffer chromatin (with more rigidity associated with the break site) would enable resected DNA to navigate through adjacent obstacles more efficiently, thus allowing it to reach farther targets. The stiffer chromatin would act like a needle to help move damaged DNA through the chromatin mesh, likened to a “ball of yarn” (Miné-Hattab et al., 2017). Of note, there is currently no method to directly measure chromatin flexibility in living cells. The two studies referred to here (Herbert et al., 2017; Miné-Hattab et al., 2017) use indirect methods to assess chromatin stiffness, by comparing conformation and dynamics of tagged chromosomal loci with polymer simulation.

These studies emphasize the importance of interrogating different spatiotemporal scales to understand chromatin motions, potentially revealing distinct dynamic processes and regulatory mechanisms. Additionally, more sophisticated and refined mathematical tools are necessary to account for the composite nature of chromatin motion, and for example to distinguish between the local diffusion of a locus in a region that itself moves with a different mode of diffusion.



CONCLUSION AND PERSPECTIVES

A large number of studies in the past decade have shown that DSBs trigger a larger exploration of the nucleus for damaged and undamaged chromatin sites, and this response is conserved from yeast to mammalian cells. Increasing chromatin confinement radius, or changing the nature of its motion, dramatically enhances the ability of a locus to sample neighboring DNA sequences during homology search. In addition to this response, recent studies have shown that chromatin motion is more complex than initially anticipated. Relocalization of repair sites via molecular motors typically results in mixed trajectories, where directed motions occur in alternation with subdiffusive regimes. Further, the transient directed movement of repair sites along oscillating structures (e.g., nuclear microtubules), nuclear flows, and phase separation of nuclear domains, add complexity to the trajectories. Additionally, distinct diffusion regimes typically occur at different time scales, likely reflecting different level of chromatin organization. A simple MSD analysis is not adapted for such composite motions, as it assumes a homogenous mode of diffusion during the acquisition. Additionally, time-ensemble MSD analyses mix different type of motions that start asynchronously and occur for different durations. New analytical methods enabled the dissection of some of these dynamics. To reveal the existence of several diffusion regimes, multi-scale tracking, simulations, and mathematical models of complex motions need to be performed. The identification of several contexts where nuclear dynamics is dependent on nuclear actin filaments or microtubules, and characterized by short or long tracts of directed motions, suggests the existence of forces that drive the motion in more situations than initially thought. The development of new dedicated analytical methods started unlocking the door toward a deeper understanding of these dynamics, and the discovery of the molecular mechanisms responsible for their regulation. Nuclear dynamics facilitate DNA repair in different contexts, but nuclear exploration of damaged sequences is also responsible for chromosome rearrangements (Neumann et al., 2012; Roukos et al., 2013; Marcomini et al., 2018). Defects in relocalization pathways also result in genome instability (Torres-Rosell et al., 2007; Chiolo et al., 2011; Ryu et al., 2015, 2016; Su et al., 2015; Caridi et al., 2018a; Dialynas et al., 2019; Aguilera et al., 2020) (reviewed in Caridi et al., 2017; Caridi et al., 2019; Schrank and Gautier, 2019), and establishing the mechanisms responsible for these dynamics is a necessary step to understand how their misregulation contributes to cancer and other genome instability disorders.
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