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Figure:
(A) Activation maps for whole-brain GLM analysis related to verb generation task vs. rest. The contrast data between groups are presented at a threshold of p < 0.05, cluster corrected for Z > 2.3.
(B) Average BOLD signal time-course extracted from the motor seed ROI (left) and from the Broca’s seed ROI (right) during the verb generation task are displayed for all the groups separately (M1-, lesions involving the primary motor cortex; M1+, lesions sparing M1; HC, healthy controls).

A central question of cognitive neuroscience concerns the role of sensory and motor information in representing conceptual knowledge in the brain. The extent to which conceptual representations are held to be grounded in sensory and motor systems has yielded different hypotheses as to how conceptual knowledge is organized. On the one hand, the embodied hypothesis promotes the idea of conceptual representations that are modality-dependent and built from sensory and motor experiences, i.e. by re-enacting sensorimotor memories acquired through experience (Barsalou, 1999; Pulvermueller, 1999; Barsalou et al., 2003; Gallese & Lakoff, 2005). Thus, recognizing objects, actions and words is accomplished via simulation, i.e. by re-enacting sensorimotor memories acquired through experience. On the opposite extreme, the disembodied hypothesis holds that conceptual representations are abstract (symbolic), modality-independent (amodal), that is to say separated from sensorimotor information (e.g., Fodor, 1983; Caramazza et al., 1990; Tyler & Moss, 2001). To reconcile these two extreme views, the grounding by interaction hypothesis proposes that what we know about the word, for instance, is meant to benefit from the contribution of both abstract content and sensory and motor systems (Mahon & Caramazza, 2008; Bedny & Caramazza, 2011).

From the start, neuropsychological and neuroimaging studies contributed to this debate with the necessary evidence to constrain hypotheses about the role of sensory and motor processes in understanding objects, actions and words. The three theoretical accounts reviewed above generate different predictions as to the involvement of mental simulation in these operations. For the embodied hypothesis, mental simulation appears necessary, however how the brain implements abstract concepts and symbolic operations is still not easily explained within the embodied account. According to the disembodied hypothesis mental simulation is ancillary, whereas the grounding by interaction hypothesis specifies its dependency upon the contextual factors. Even though both the disembodied hypothesis and grounding by interaction hypothesis agree that concepts are stored in an abstract way, a direct demonstration that this actually is the case is seldom documented. A related aspect that still requires more theoretical and empirical effort concerns the role of implicit motor imagery in understanding words. In fact, despite the growing evidence, results are contradictory: motor activity has been observed not only for bodily actions related verbs but also for imaginable concrete words that are not grounded in sensorimotor experience.
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A fundamental question of cognitive neuroscience concerns the role of sensory and motor information in representing the conceptual knowledge in the brain. Indeed, the extent to which conceptual representations are held to be grounded in sensory and motor systems has yielded different hypotheses as to how conceptual knowledge is organized. On the one hand, the embodied hypothesis promotes the idea that conceptual representations are modality-dependent and built from sensory and motor experiences, that is by re-enacting sensorimotor memories acquired through experience (Barsalou, 1999; Pulvermuller et al., 1999; Barsalou et al., 2003; Gallese and Lakoff, 2005). Thus, recognizing objects, actions and words is accomplished by re-enacting sensorimotor memories that have been previously acquired (this is also called motor simulation). On the opposite extreme, the disembodied hypothesis holds that conceptual representations are abstract (symbolic) and modality-independent (amodal), separated from sensorimotor information, e.g., (Fodor, 1983; Caramazza et al., 1990; Tyler and Moss, 2001). To reconcile these two extreme views, the grounding by interaction hypothesis proposes that what we know about words, for instance, is meant to benefit from the contribution of both abstract content and sensory and motor systems (Mahon and Caramazza, 2008; Bedny and Caramazza, 2011).

From the beginning, neuropsychological and neuroimaging studies contributed to this debate with the necessary evidence to constrain hypotheses about the role of sensory and motor systems in understanding objects, actions and words. The three theoretical accounts reviewed above generate different predictions as to the involvement of such systems in these cognitive operations. For the embodied hypothesis, the involvement of sensorimotor systems appears to be a fundamental, however, how the brain implements abstract concepts and symbolic operations is still not easily explained within the embodied account. According to the disembodied hypothesis the involvement of mental simulation is ancillary, whereas the grounding by interaction hypothesis specifies its dependency upon the contextual factors. Even though both the disembodied hypothesis and grounding by interaction hypothesis agree on concepts being stored in an abstract way, a direct demonstration that this is actually the case is seldom documented. A related aspect that still requires more theoretical and empirical effort concerns the role of implicit motor imagery in understanding words. In fact, despite the growing evidence, results are contradictory: motor activity has been observed not only for action-related verbs but also for imaginable concrete words that are not grounded in sensorimotor experience.

In order to promote the development of the neuroscientific investigation and discussion on how conceptual knowledge is represented, this Frontiers Research Topic aimed at bringing together contributions from researchers whose interests focus on the action-related and abstract concepts processing. We collected both reviews and original research articles in which the authors used neuropsychology, behavioral methods, electromyography recordings, event-related potentials, fMRI experiments on patients and healthy controls, and reversible virtual lesions. Taken together these contributions strongly indicate that the role of the sensorimotor context is neither automatic nor a necessary one.

In a study in which the neuropsychological approach was used, Gvion and Friedmann (2013) presented the intriguing case of patient Nissim with a lesion of the left occipital lobe whose ability to retrieve and understand words with visual and sensory characteristics, such as ball, spoon, carrot (and proper names) was dependent on the item imageability. The patient showed severe difficulties in retrieving and understanding imageable words, while with abstract and complex items he was perfect. Nissim's ability to retrieve gestures for objects and pictures he saw was much better than his retrieval of the names of the same objects. Kemmerer et al. (2013) studied 10 patients with Parkinson's disease who performed a semantic judgment task including action and non-action related verbs both while they were ON and OFF medication as accurately as a group of 10 healthy controls. Garcea et al. (2013) studied patient AA with a left fronto-parietal lesion and hemiplegia who presented a dissociation between action and object knowledge, with an impairment in object-associated action production and in his conceptual knowledge about actions, while his knowledge of objects was largely preserved. Maieron et al. (2013), combining neuropsychological and fMRI-PPI connectivity data, failed to find an effect of neurosurgical lesions in the primary motor cortex (M1) on the ability to name action verbs as well as a functional coupling between M1 and functional nodes of the linguistic network during verb generation for both controls and patients. Crutch et al. (2013) used a new approach, i.e., the abstract cognitive feature (ACF), to examine semantic relatedness of abstract words and to obtain ratings of the contribution of different cognitive systems (e.g., sensation, action, emotion morality, space, time, social interaction) to abstract concepts. The mapping was tested and confirmed by studying patient SKO, with a lesion involving the left fronto-parietal area causing him a verbal comprehension deficit, who was significantly worse at distinguishing targets presented within word pairs with low ACF distances. Items with small distance are more semantically related and therefore more difficult to distinguish for a patient with impaired comprehension.

In a study based on reversible virtual lesions produced by transcranial magnetic stimulation (TMS), Sartori et al. (2013) stimulated M1 while left- and right-handed participants observed a left- or a right-handed model grasping an object. The authors found that motor resonance is mediated by effector-independent motor representations, since the observer's handedness shaped motor resonance in right- as well as in left-handers regardless of the identity of the observed hand, and the correspondence between the model's and the observer's effector was no longer revealed in the non-dominant hand.

Putting a cognitive network under stress can be a way to simulate neuropsychological deficits, e.g., (Tessari and Rumiati, 2004). Postle et al. (2013) used a dual task paradigm, where concurrent processing of hand related information should interfere more with hand tapping movements than processing of unrelated body parts (e.g., foot or mouth actions) information. Concurrent reading of single words related to specific body-parts, or the same words embedded in sentences differing in syntactic and phonological complexity (to manipulate context-relevant processing), and reading while viewing videos of the actions and body-parts described by the target words (to elicit visuomotor associations) all interfered with the right-hand but not left-hand tapping rate. However, this motor interference was not differentially affected by hand-related stimuli. Thus, the results provide no support for proposals that body-part specific resources in cortical motor systems are shared between overt manual movements and meaning-related processing of words related to the hand. In another behavioral study, Cacciari and Pesciarelli (2013) investigated the relation between the non-literal use of language and the sensorimotor activation by showing that foot button presses were significantly faster than finger responses only for foot-related actions embedded in literal motion, as compared to fictive, idiomatic, metaphorical motion related items, thus confirming that the sensorimotor activation in linguistic processing is constrained by the linguistic context in which stimuli occur.

Taking advantage of electromyography (EMG) recordings, Foroni and Semin (2013) showed that the response of the muscles involved in the description of an action is non-automatic but rather modulated by the context. A context-dependent activation of the zygomatic muscle while processing sentences describing emotional expressions was found while the negation forms of these sentences inhibited zygomatic muscle activity as measured by EMG, as compared to when the same sentences were presented in an affirmative form.

Studies using fMRI also evidenced that the sensorimotor activation is not solely triggered bottom-up by action word stimuli. Schuil et al. (2013) showed that the activation of motor regions is context-dependent and it is greater for silent reading of arm and leg related actions presented in a literal context than for non-literal contexts. However, this was independent of stimulus category, i.e., there was no evidence for a semantic somatotopic organization of the motor cortex. In addition, Sakreida et al. (2013) found sensorimotor cortex activation for silent reading of both concrete and abstract multi-word expressions in an action context. Eckers et al. (2013) showed that syllable processing activated the precentral gyrus bilaterally, independent of the input modality and response mode, supporting the existence of a supramodal hub and different sensorimotor representations. They provided preliminary evidence for the speech-action-repository or mental syllabary as the central module for sensorimotor processing of syllables. Lastly, Kumar et al. (2013) used mu rhythm analysis over regions involved in motor programming and enactment and showed that motor-based affordances such as hand grips (irrelevant to the task) affected object recognition, thus confirming a tight interaction between the action and object recognition domains often acknowledged in recent years.

In addition to original research articles, the present special topic includes also reviews as well as hypothesis and theory articles. Papeo et al. (2013) reviewed TMS studies in which lexical-semantic tasks have been used as paradigms, and words as stimuli. They showed that TMS induced effects on the M1 and the premotor cortex cause behavioral changes that are inconsistent and thus argued that the relation between action word processing and the motor system is far from clear. Amoruso et al. (2013), on the other hand, reviewed the literature on the N400 component, considered a neural signature of the semantic integration of a given stimulus into a previous context, and showed that it is involved in the processing of meaning based on the expectancies formed by previous experiences and that it is highly context-dependent. Crepaldi et al. (2013) carried out a meta-analysis on neuroimaging data of noun and verbs processing by using hierarchical clustering algorithm, and concluded that there is no evidence in support of the view that verbs processing is based on embodied motoric information.

The last contribution of this special issue is by Shallice and Cooper (2013) who argued that the embodied view and the feature-based representation of semantics are insufficiently powerful to capture abstract concepts-related processing. In addition, patients with reversed concreteness effect and those with deep dyslexia are reviewed as some evidence that the semantic representations of abstract and concrete words are separable in the cognitive system. This view is supported from the fMRI studies which highlight the importance of the inferior frontal gyrus in processing abstract-related words.

Taken together, these studies indicate that sensorimotor activation is not automatically triggered by the type of stimulus and it is not necessary but accessory to linguistic processing (Mahon and Caramazza, 2005, 2008; Papeo et al., 2009; Raposo et al., 2009; Tomasino et al., 2010a,b; Willems et al., 2010; Postle et al., 2013). Rather, results indicate that the involvement of sensorimotor areas depends on the context (van Dam et al., 2010, 2012a,b) in which conceptual features are retrieved. Flexibility is characterized by the relative presence or absence of activation in motor and perceptual brain areas. In addition, the involvement of sensorimotor areas may be subject to a top-down modulation which explicitly or automatically select the type of strategy adopted while processing language (Tomasino and Rumiati, 2013).
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Nissim, a 64 years old Hebrew-speaking man who sustained an ischemic infarct in the left occipital lobe, exhibited an intriguing pattern. He could hold a deep and fluent conversation about abstract and complex issues, such as the social risks in unemployment, but failed to retrieve imageable words such as ball, spoon, carrot, or giraffe. A detailed study of the words he could and could not retrieve, in tasks of picture naming, tactile naming, and naming to definition, indicated that whereas he was able to retrieve abstract words, he had severe difficulties when trying to retrieve imageable words. The same dissociation also applied for proper names—he could retrieve names of people who have no visual image attached to their representation (such as the son of the biblical Abraham), but could not name people who had a visual image (such as his own son, or Barack Obama). When he tried to produce imageable words, he mainly produced perseverations and empty speech, and some semantic paraphasias. He did not produce perseverations when he tried to retrieve abstract words. This suggests that perseverations may occur when the phonological production system produces a word without proper activation in the semantic lexicon. Nissim evinced a similar dissociation in comprehension—he could understand abstract words and sentences but failed to understand sentences with imageable words, and to match spoken imageable words to pictures or to semantically related imageable words. He was able to understand proverbs with imageable literal meaning but abstract figurative meaning. His comprehension was impaired also in tasks of semantic associations of pictures, pointing to a conceptual, rather than lexical source of the deficit. His visual perception as well as his phonological input and output lexicons and buffers (assessed by auditory lexical decision, word and sentence repetition, and writing to dictation) were intact, supporting a selective conceptual system impairment. He was able to retrieve gestures for objects and pictures he saw, indicating that his access to concepts often sufficed for the activation of the motoric information but did not suffice for access to the entry in the semantic lexicon. These results show that imageable concepts can be selectively impaired, and shed light on the organization of conceptual-semantic system.
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INTRODUCTION

When a neuropsychologist uses the term “imageability effect” we usually understand that imageable words are better than abstract ones. Indeed, most studies that report an effect of imageability on naming in aphasia present individuals who name imageable target words more accurately than abstract ones. This can already offer some insight into the organization of the conceptual-semantic system. In the current study we examined in detail the opposite effect: we report on Nissim, a 64 years old man who sustained a left occipital stroke, who had good naming and comprehension of abstract words and concepts and impaired access to words and concepts that have visual attributes. A line of tests that we report below shows that Nissim had a selective impairment in the conceptual system that did not allow him to fully process concepts that have visual properties. This in turn did not allow him to go from a concept that has visual attributes to the lexical item, or to access such concepts from the semantic lexicon. Such dissociation, in which words and concepts that have visual attributes are impaired, alongside good access to abstract words and concepts, can be informative about the organization of the conceptual-semantic system.

The more frequently witnessed dissociation is the one in which the performance on concrete words is better than that of abstract words. Such pattern was reported in various papers. For example, Nickels and Howard (1995) showed an imageability effect in naming in three aphasic patients, as well as at the group level for 15 individuals with aphasia. Whereas Nickels and Howard made a distinction between concreteness and imageability, they suggested (as did Franklin et al., 1995), that both imageability and concreteness might assist naming by richness of semantic representation (rather than by the accessibility to sensory experience or imageability per se). Franklin et al. (1995) reported on the case of DRB, who showed specific difficulty in the retrieval of abstract words. Additional discussions of the imageability effect and reports of aphasic patients who showed significant imageability effect, with better performance on high imageability words compared to low imageability words were reported by Franklin (1989); Nickels (1995); Tyler and Moss (1997); Bird et al. (2000); Luzzatti et al. (2002); Crepaldi et al. (2006, 2012), and others.

This effect was also found for semantic dementia (SD) and Alzheimer's disease (AD) patients. For example, Jefferies et al. (2009) examined synonym judgment of high and low imageability words (in fact, they were looking to see whether a reversed imageability effect characterizes semantic dementia). They tested 11 patients with semantic dementia and found only the common effect, with better comprehension of imageable words than abstract ones. Yi et al. (2007) studied naming to definition in semantic dementia and Alzheimer's disease, and found the same direction of dissociation: both naming to definition and comprehension from definition were worse on abstract nouns than on imageable ones.

This direction of dissociation, with imageable words being better than abstract ones is evinced not only in aphasia and semantic dementia, but also in healthy individuals in a wide range of tasks (Bourassa and Besner, 1994; Walker and Hulme, 1999; see Paivio, 1991 for review). This direction of dissociation is also seen in various neuropsychological conditions such as deep dyslexia (Coltheart, 1980), and also in recalling early items in serial recall tasks, as shown in the performance of patients who suffer from phonological short term memory limitation (Saffran and Martin, 1990). This advantage has been generally ascribed to the assumption that concrete words have richer semantic representations (Plaut and Shallice, 1991, 1993; Nickels and Howard, 1995), or that concrete words benefit from having visual features in addition to their semantic features (Paivio, 1991).

The opposite effect, which we report in the current study, with better performance on abstract words than on imageable words, is less frequently reported. However, some patients were reported to show this direction of effect. Warrington (1975) described AB, a patient who showed poor picture recognition and picture-word matching, who had particular difficulty in defining spoken (low frequency) concrete words, but was better at defining abstract words. Warrington (1981) reported on CAV, who showed the same effect in reading, with better reading of abstract words than of concrete words, and showed considerable difficulty in naming objects and pictures. Later on Warrington and Shallice (1984) described SBY, who defined correctly 94% of the (low frequency) abstract words given to him, but only 50% of the (low frequency) concrete words. Another very thoroughly-tested case that clearly demonstrates this dissociation was described by Marshall et al. (1996). They reported a man with semantic jargon aphasia, RG, who named and understood abstract words better than imageable ones, in a list of tests: naming to pictures and to definitions, word to picture matching, word association, and synonym judgment. A similar pattern of better performance on abstract words was also reported for a patient with semantic dementia by Breedin et al. (1994). Their patient, DM, showed abstract word advantage on a wide range of tasks including word definition and synonym judgment tasks, as well as in spontaneous speech. Similarly, FB, reported by Sirigu et al. (1991), produced better definitions of abstract than of concrete words, produced more items in a verbal fluency task of abstract compared to concrete words, and his spontaneous speech also showed better production of abstract words. Yi et al. (2007), who tested semantic dementia participants showed this pattern for verbs, but not for nouns. They showed a more severe impairment on motion verbs, which are more imageable, compared to cognitive verbs, which are related to psychological mental states. Thus, albeit less common, a selective impairment in abstract words or concepts is also attested.

Other dissociations that shed light on the organization of the conceptual-semantic system come from the extensive literature on category-specific impairments in naming and comprehension, beyond the concrete-abstract dissociation. These dissociations have been reported for broad categories such as living versus non-living concepts or words, and also for more specific semantic categories, such as fruits and vegetables, animals, musical instruments, tools, body-parts, clothes, and gemstones (see De Bleser, 2009, for review), and double dissociations were also reported. For example, Warrington and McCarthy (1983, 1987) reported a dissociation with inferior performance in the production and/or comprehension of non-living things compared to living things and Warrington and Shallice (1984) reported the opposite side of dissociation, with better performance on non-living than on living items. Warrington and Shallice (1984) suggested that this double dissociation can be explained by the different semantic features involved in the semantic representations for living and non-living items. According to their account, identification of living things (e.g., animals) relies more heavily on visual features, whereas the representation of artifacts critically hinges on their function. Along these lines of visual-functional distinctions, the difference in semantic features within the representation of different concepts can also account for further selective deficits. For example, body parts have very salient functional features, and hence pattern with non-living entities, whereas the distinction between gemstones depend on visual features, like living things (see De Bleser, 2009 for a review).

In the current study we explore, using a long line of tasks and modalities, the ability of a patient with abstract-imageable dissociation to name from pictures, objects, definitions, and from tactile presentation, to understand words and sentences, to provide a gesture for a picture or a definition, to make lexical decisions, to repeat and to write to dictation. This extensive assessment allowed us to point to the specific locus of impairment that gives rise to the pattern he shows, and from there to learn about the conceptual-semantic system, the way it encode concepts with visual attributes, the way it encodes motoric information, and to shed further light on the effect of various semantic features in the representation of concepts.

PARTICIPANT

Nissim was a 64 years old right handed man, a native speaker of Hebrew. He was referred to the clinic following an ischemic left sub-acute occipital infarct. Upon arrival at the hospital, he was diagnosed with severe aphasia and right hemiparesis, right and left arm apraxia (which improved by the time we tested him), finger agnosia, dyscalculia, and right hemianopsia. CT revealed, in addition to the occipital infarct, chronic lacunar left caudate and right thalamus infarcts. He had 12 years of education, worked before the stroke as a guard in a children's day care center, and had no premorbid language, reading, or writing disorders. He was diagnosed with severe naming and comprehension deficits according to the Hebrew version of the WAB (Kertesz, 1982; Hebrew version by Soroker, 1997). His spontaneous speech was fluent, with semantic jargon, severe word-finding difficulties (which we later found out occurred when he searched for an imageable word), and press of speech. He was unable to read words.

At the time of the assessment reported below, Nissim was 3 months post his stroke. In spontaneous speech, he could discuss complex issues using abstract words, but failed to retrieve even very frequent imageable words. For example, we heard him hold a detailed conversation about the social risks of unemployment, where he could develop profound ideas using abstract words. Yet he failed to convey even the simplest information regarding what he ate for breakfast, or retrieve the names of his wife and children. When he described to us his failure to convey messages and to name objects or pictures, he said “I have become a person that has no answers. I don't have my words.” In his attempts to describe the WAB picture of the picnic scene, he produced semantic jargon, perseverations, and empty speech: “A person that is guarding himself or guarding someone else through language that is here that appears quite clear and he actually he reads.”

THE PHENOMENON: A DISSOCIATION BETWEEN ABSTRACT AND IMAGEABLE

To examine the extent of Nissim's difficulty and the difference between imageable and abstract words and concepts, to examine whether the difficulty existed in comprehension as well as in production, and to find out whether it affects the lexical-semantic level or the conceptual level, we ran a series of tests of picture naming, tactile naming, and naming to definition, of word and sentence comprehension and association tasks, and gesture production.

PICTURE AND OBJECT NAMING

We tested Nissim's naming from the visual modality using picture-naming and object naming tasks.

Method

The picture-naming test (SHEMESH, Biran and Friedmann, 2004) includes 100 pictures of objects of various semantic categories. Nissim saw the pictures, each presented on a separate card for an unlimited time and was asked to say the object's name. The object names are one to four syllables long, 3–10 phonemes, with ultimate and penultimate stress and with various first phonemes. The target word frequency as estimated by a Hebrew corpus encompassing 165,000,000 written words (Linzen, 2009) was 0.2–485 times per million words (M = 24, SD = 76). The average performance of adults aged 50–70 without a language deficit in this test is 96% correct.

The object naming task included 16 daily objects 1–3 syllables long, 3–10 phonemes, with ultimate and penultimate stress and with various first phonemes. The target word frequency (Linzen, 2009) was 1–64 times per million words (M = 18, SD = 23).

Results

Nissim could not name any of the pictures. Because of his extremely poor performance and the deep frustration he expressed, we stopped the test after 15 pictures (0/15). He also could not name any of the objects presented to him visually (0/16).

His responses were failed definition attempts, semantic jargon, and perseverations (see examples in Table 1. The examples throughout this article are translated from Hebrew). There were only two instances in which he produced definitions that were relatively good definitions of the objects he attempted to name, which reflected semantic knowledge of the object.

Table 1. Examples of Nissim's picture and object naming.
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Interestingly, whereas he made no attempt to use other names for the objects, and hence made no paraphasias, he was able to produce some superordinate category names, and to use abstract words in the definition attempts. The fact that he used superordinate names can be explained by accounts according to which the basic level of concepts is the highest level that can be imagined. Namely, a superordinate is not related to a single perceptual image (Rosch et al., 1976; Violi, 2001; Feldman, 2006). Hence, the name of a superordinate category, which is not related to a visual image, is easier for Nissim to retrieve.

Importantly, and as demonstrated in Table 1, although he was not requested to do so, alongside his attempts at the naming task, Nissim provided 17 correct gestures to the pictures and objects he failed to name (see Sirigu et al., 1991, for a patient with severe object identification problems who was still able to demonstrate object manipulations, and Lhermitte and Beauvois (1973), for a patient who could not name objects from the visual modality but correctly mimed their use).

TACTILE NAMING

To further examine the naming deficit and to find out whether it is specific to naming from the visual modality, we tested Nissim's tactile naming.

Method

Seven daily-used objects: a cup, a spoon, a key, a toothbrush, reading glasses, a cap, and a TV remote control were given to Nissim for tactile naming. Each object was put in Nissim's left hand (he was allowed to touch the objects with both hands) while his eyes were closed. He was requested to touch the object and grope it for as long as he needed, and then to name it.

Results

Nissim named correctly only one of the seven objects (14%). He produced five perseverations, for example, instead of naming the cap he said: “It seems to me like a musical instrument, not music”; a similar response was given for a tooth brush: “It may be a heavy musical instrument… it is a musical instrument,” reading glasses: “It can only be a musical instrument,” and a remote control: “This is music… it can be a musical instrument.” In addition he attempted to produce definitions for the target items but he managed to produce a partially relevant paraphrase only for a cup: “That we drink in a specific holiday something that belongs to a hot Passover.” It is worth mentioning that this task immediately followed a task in which he was requested to list as many holidays as he could in 1 min and then to list as many musical instruments in 1 min, so this is where the perseverations came from.

We already had a clue that Nissim's difficulty was not limited to naming from the visual modality, as he had imageable word finding difficulties also in spontaneous speech. The tactile naming task further stresses this conclusion, as Nissim showed very poor naming from the tactile modality as well.

In marked contrast with his inability to name the objects, he provided appropriate gestures to each of the seven objects he held. (He provided these gestures although he was not requested to do so). Even given the relatively small number of items in this task, the difference between his naming (1/7) and gesturing (7/7) was significant (using a McNemar test), p = 0.03. This, and his good spontaneous gesturing in the picture naming task, suggest that the information he gains from the object is enough to access the correct concept and to activate the gestural information in the concept that would then activate the correct entry in the praxicon.

NAMING TO DEFINITION: ABSTRACT AND IMAGEABLE CONCEPTS

So far Nissim's naming was found to be severely impaired in visual and tactile presentations. To evaluate Nissim's ability to produce abstract words and to compare abstract and imageable words, this experiment tested his naming to definition of high and low imageability concepts.

Method

The test included definitions for 120 target items, 70 low imageability target words and 50 high imageability target words. We read to Nissim a definition of a word (a noun or an adjective) and he was requested to orally produce the word. For example, definitions for high-imageability concepts included: A tool used for cutting bread; What does the hen lay?, and the definitions for the low-imageability words included What is information that is whispered in the ear and is not for distribution?; Assets that are left by someone after he passed away. The definitions of the high and low imageability target words were presented together, in random order. Most of the definitions provided for the target imageable words included an imageable word (40/50) and most of the definitions for the abstract words were abstract (66/70). The target high and the low imageability words did not differ with respect to frequency (Hebrew frequency database, Linzen, 2009; p = 0.26).

Results

Nissim named correctly 56/70 (80%) of the low imageability words, but only 24/50 (48%) of the high imageability words. His naming of the low imageability words was significantly better than his naming of the high imageability ones, χ2 = 13.44, p = 0.0002. For example, he easily named inheritance, elections, and advertising, while failing to name imageable words such as carrot, necklace, or chocolate.

Analysis of the naming errors reveals that for the high imageability target words he produced 13 semantic paraphasias, 9 perseverations, 3 attempted definitions, 2 correct gestures that indicated that he accessed the concept, 2 partially correct gestures, and one incorrect gesture. In addition there were 3 (10%) correct but delayed responses. He made no phonological errors.

Analysis of the errors Nissim made for the low imageability target words reveals that he produced 4 semantic paraphasias, 3 repetitions of words from the question, 2 “don't know” responses, and 5 consecutive responses in which he was requested to provide the opposite of a word and instead he explained the word the experimenter said. Here, too, he made no phonological errors.

Interestingly, he did not have perseverative responses when he tried to retrieve the abstract words, indicating that the perseverations are entering a void left by words that do not activate an entry in the semantic lexicon. Table 2 presents examples of responses that he produced for definitions of imageable and abstract concepts.1

Table 2. Examples of Nissim's responses in the naming to definition task: high and low imageability words.
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Another analysis we have done related to the effect of operativity on Nissim's naming of imageable words. Concepts are defined as operative if they can be readily grasped, manipulated, and operated upon. Whereas some studies reported that operativity played a crucial role in participants' performance (Gardner, 1973; Howard et al., 1995; Nickels and Howard, 1995), Nissim showed no such effect (χ2 = 0.64, p = 0.42): he had 10/18 correct responses on operative concepts (which included mainly tools and kitchenware), and 14/32 correct on non-operative imageable concepts (such as the sun, or a giraffe).

NAMING HIGH AND LOW IMAGEABILITY PROPER NAMES: NAMING TO DEFINITION

The naming to definition test revealed a clear imageability effect in Nissim's naming, with better naming of low imageability words. The next test examined the imageability effect within one category: proper names. All the target words in this task were proper names, but some of the proper names were of people that are closely tied to a visual image, and others were names of people without a visual image (figures from the bible, for example). Some of the names in the two categories were the same name, which appeared once in the abstract condition (Moshe Rabenu, Moses) and once in the visual-image condition (Moshe Dayan).

Method

We orally presented to Nissim 31 descriptions of people, and he was asked to retrieve a name for each description. All the names were names of familiar people: well known politicians, actors, football players, singers, figures from the bible and Nissim's family members. Of the target proper names, 17 were people that are well known by their image, because they appeared in electronic and written media, or known specifically to Nissim because they are his family members. The 14 other proper names were names that are very familiar but are not connected to a visual image. The list of famous “imageable” people consisted of political leaders (such as the first Israeli prime minister, David Ben-Gurion), Nissim's family members (wife and children), and famous football players2 (Maradona, Pelé). The list of the familiar “non-imageable” people consisted of biblical figures (such as Abraham and King David) and famous Israeli early twentieth century poets. The descriptions did not include any visual properties of the person described.

Results

Nissim named the low imageability names (10/14, 71%) significantly better than he named the high imageability ones (6/17, 35%), χ2 = 4.01, p = 0.045. Whereas he could name Moshe, the biblical Moses who does not have a visual image related to him (at least not in Judaism, where religious figures are rarely depicted), he failed to name Moshe Dayan, a well known Defense Minister and Foreign Minister of Israel, who was very tightly connected with a well-defined visual image, which included an eye patch. Whereas he could name Isaac, the son of biblical Abraham, he could not retrieve the names of his own sons.

Nissim's incorrect responses for the high imageability proper names included 4 definitions, two of which did not convey any accurate information, 4 “don't know” responses, 3 semantic paraphasias, and one perseveration. As for the low imageability proper names there were 2 “don't know” responses, 2 definitions, and one correct but delayed response (see Table 3 for examples).

Table 3. Examples of Nissim's responses in the naming to definition task: high and low imageability proper names.
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PICTURE NAMING: PROPER NAMES

We also tested Nissim's production of proper names using a picture naming task. Naturally, in this test all target people were easily identifiable by their picture, and hence, imageable.

Method

Nine color pictures of famous people, 7 politicians (for example Bill Clinton) and 2 famous singers (Elvis Presley) were introduced for naming.

Results

Nissim could not name any of the pictures (0/9 correct). He produced only one name, which was incorrect (naming the picture of Elvis Presley “Shimon Peres,” the Israeli president). For each of the pictures he attempted to provide semantic information about the person in the picture, but none of these definitions was accurate. For two of the pictures he produced some relevant information. For example, when he saw the picture of Elvis Presley he said: “Peri.. Peri… Shimon Peres… he was the leader number one… he will last for a long time on top of the calibers of the type of music.”

COMPREHENSION OF IMAGEABLE WORDS: WORD-PICTURE MATCHING

The previous tests clearly indicated Nissim's severe deficit in the production of imageable words. We now assessed whether the same deficit applies to his word comprehension.

Method

Auditory comprehension was tested using a spoken word to object/picture matching task, taken from the Hebrew version of the WAB (Kertesz, 1982; Hebrew version by Soroker, 1997). This subtest includes five 6-item sets (real objects, pictures of the same objects, letters, numbers, and colors). Nissim heard a word that matched one of the six pictures/objects in the set, and was requested to point to the matching picture/object.

Results

Nissim performed only 5/30 correct on this test, where the guessing pattern distributes around 5/30. Namely, he showed a guessing pattern. His performance in each category was at or just below chance level: 3/6 correct in real objects, 1/6 correct in the pictures of the same objects, 1/6 correct in the color category, and 0/6 in the letters and numbers sets.

COMPREHENSION OF HIGH AND LOW IMAGEABILITY WORDS: WORD ASSOCIATION TASK

To compare between Nissim's comprehension of high and low imageablity words, we administered a word association task. Nissim heard triads of words: a target word and two other words, and was requested to choose which of the two words is semantically related to the target word. For example: “What relates to shoes, hands or feet?” He was asked to say the word (feet) or to say “The first word/the second word.”

Method

The test used the MA KASHUR word association task (Biran and Friedmann, 2007b), to which we added six triads. In total, the task included 39 triads of words, 27 triads of high imageability words, and 12 triads of abstract words. For example: imageable triads: shoes—hands/feet; cow—milk/coke. Abstract triads: honesty—truth/lie; Education—enlightenment/primitiveness. The target high and low imageability words did not differ in frequency [t(37) = 0.61, p = 0.55], based on Linzen (2009) Hebrew frequency database.

Results

Similarly to the high/low imageability dissociation in production, in this task too, Nissim performed significantly better on the low-imageability words, with 12/12 (100%) items correct, than in the high imageability sets, in which he was correct only on 20/27 (74%) of the items, χ2 = 3.79, p = 0.05. For example, he incorrectly chose the word bag (rather than pillow) as related to bed, and chose a door (instead of window) as related to curtain. However he correctly associated the word crime to prison and not to award and time to seconds and not to kilos.

COMPREHENSION OF HIGH IMAGEABILITY WORDS: A SURPRISING DISSOCIATION BETWEEN OBJECTS AND BODY PARTS

Comprehension of high imageability words within sentences

Another way to assess Nissim's comprehension of words was to test high imageability words within sentences. This was evaluated through the analysis of his performance in the Sequential Commands subtest of the WAB.

Method

The 11 commands in this subtest include 20 imageable nouns: 18 names of objects in the room (“Point to the chair”) and 2 body parts (“Raise your hand”). We examined for each of the nouns whether Nissim was able to identify it (by manipulating the relevant object) or not.

Results

Nissim, again, showed very poor comprehension of the objects, and did not perform correctly any of the 9 commands that included an object. However, surprisingly, he performed well on the two commands that involved his body parts—his hand and his eyes.

Comprehension of names of body parts

To further explore this relatively preserved comprehension of the names of his body parts, we used the body parts and the right/left body parts subtests of the auditory comprehension WAB test, in which Nissim was requested to point to 9 of his body parts when he heard their names (point to your ear, nose, eye, stomach, neck, chin, nails, palm of the hand, arm), and then 7 body parts for which we also specified the side (your right ear, right shoulder, left knee, left ankle, right hip, left elbow, right cheek).

Results

Whereas, as reported in the Word-Picture Matching Section, Nissim performed at chance level with objects and pictures in the auditory comprehension task, he performed relatively well when the task required him to point to his own body parts (15/16 correct), and his performance on the body parts was significantly better than his performance on the objects and pictures, χ2 = 30.73, p < 0.0001.3

A possible explanation for Nissim's better performance with pointing to his body parts is that his body parts are encoded proprioceptively, and not visually. Sadly, we did not test his comprehension of pictures of body parts to examine this hypothesis.

COMPREHENSION OF HIGH AND LOW IMAGEABILITY SENTENCES: SENTENCE VERIFICATION TASK

To evaluate Nissim's comprehension beyond the word level, we tested his sentence comprehension using the sentence verification task of the WAB.

Method

The task involved 8 sentences that include high imageability words, such as: Is the door closed? And 9 items that included only low imageability words, such as: Does March precede June? Nissim heard each sentence and answered the question.

Results

As in the single word level, in the sentence level, too, Nissim showed a clear dissociation between sentences with high and low imageability words. Whereas he performed at ceiling (9/9 correct) on the low imageability sentences, he performed poorly and at chance level on the high imageability ones (5/8) with a significant difference between the conditions, χ2 = 4.1, p = 0.04.

COMPREHENSION OF COMPLEX ABSTRACT CONCEPTS: INTERPRETATION OF PROVERBS

The single word comprehension tests indicated that Nissim is not only impaired in the production of imageable words, he also struggles with the comprehension of imageable words. The sentence comprehension task showed that he also fails to understand simple sentences that involve imageable words, whereas he comprehends simple abstract sentences well.

In the next experiment we went beyond the single word level and the simple sentence level, and assessed Nissim's comprehension of proverbs. We selected proverbs for which the literal meaning is highly imageable, both because they include imageable words and because the literal meaning of the phrase or sentence as a whole is imageable. The meaning of the proverb, i.e., its figurative meaning was, however, abstract. This allowed us to test whether he could reach the abstract interpretation even when the literal meaning is highly imageable. This would enable us to examine whether the inability of Nissim, based on the findings so far, to extract the imageable, literal reading of the proverb blocks him from extracting the abstract figurative meaning of the proverb. Beyond telling us something about Nissim's impairment, it would also assist in a long-standing discussion in the literature of proverb comprehension: do we have to pass through the literal meaning to access the figurative one?

Method

The task included 13 proverbs, which were auditorily presented one by one. We selected proverbs for which the literal meaning was highly visually imageable, but their figurative proverb interpretation was abstract. After hearing each proverb Nissim was requested to explain the proverb's meaning in his own words.

Results

Nissim correctly described the meaning of 10/13 proverbs (77%, see Table 4 for examples). In four of these proverbs he correctly explained the proverb after it was put in a sentence. Interestingly, even in the three proverbs he did not explain correctly, he never provided an interpretation that was based on the literal meaning of the proverbs. Rather, in these cases he produced vague general responses for which we could not be sure that he interpreted the proverb correctly.

Table 4. Examples of Nissim's proverb explanation.
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Interim discussion: theoretical implications of proverb comprehension. These results shed light on a discussion regarding the process of access to the figurative meaning of proverbs (Temple and Honeck, 1999; Keysar et al., 2000). At this point in the study we can already safely conclude that Nissim cannot access visual aspects of concepts. His good performance in the comprehension of proverbs suggests that it is not necessary to go through the literal meaning of the proverb, which in this case was rich in visual features, in order to access the figurative meaning. In a way, his extreme difficulty in accessing words that had visual attributes, even if it seemed that he had enough information to access them without the visual attributes, suggests that the visual attributes block his word access. Thus, his good comprehension of proverbs might suggest something stronger than that the figurative comprehension meaning can be accessed without accessing the literal one. It might suggest that some inhibition on the literal meaning is active in normal interpretation of proverbs, which allowed Nissim to access their meanings correctly.

DESCRIBING PHYSICAL ATTRIBUTES OF FAMOUS PEOPLE

The tests up to now indicate that Nissim has tremendous difficulty in accessing words and proper names for concepts that include visual attributes. He also found it difficult to fully understand words that include visual attributes. We next tested his ability to describe visual attributes of people, when given their names.

Method

We said the names of 7 famous political leaders, and Nissim was requested to describe how they look. All of these people have a typical visual feature. For example Theodor Herzl (father of modern political Zionism) had a full, medium-long black beard; Moshe Dayan, a past Israeli Defense Minister and Foreign Minister, was well-known for his eye patch.

Results

Whereas none of Nissim's verbal descriptions were accurate, four gestures, for two of the people, conveyed relevant information about the person he was describing. This suggests that the gestures have better access not only to motor-gestural information about concepts but also to some visual information. For example, for Moshe Dayan, he showed, with his hand, an eye patch on his eye, but said “in one leg he had no hair in the right leg. A person without hair.” and showed an eye patch again with his hand. In other cases he knew what the characteristic dimension of the person was, but could not decide where the person was on this dimension (in a way similar to his ability to name the superordinate categories of objects he could not name). For example, when asked to describe Napoleon, he could say that his dominant visual feature was his height, but then continued to say “wasn't he the tallest person in the world?”. When asked to describe Barack Obama, he said: “Hair? color? In the face maybe? A color a bit darker than usual?”

This difficulty may be attributable either to difficulty in fully accessing the concept from the semantic lexicon, to a difficulty in the visual features in the conceptual system.

WHAT IS THE LOCUS OF THE DEFICIT?

The next step is to try and further focus on the locus of deficit that gives rise to Nissim's selective pattern of impairment. We assume a multi-stage model of lexical processing, schematically shown in Figure 1. For production, the first stage is the conceptual stage, in which a non-verbal message is created (possibly after the identification of an object, in case of object naming), followed by access to the appropriate entry in the semantic lexicon that includes words organized semantically, and then a phonological lexicon that holds phonological information about the word, and a phonological output buffer (Butterworth, 1989; Levelt et al., 1999; Nickels, 2001, 2002; Friedmann et al., 2013). For the input route we assume a phonological input buffer after the first auditory stages, which is followed by a phonological input lexicon, and then the semantic lexicon and the conceptual system, which are shared with the output process.


[image: image]

Figure 1. Lexical processing model.



At this point we know that Nissim had difficulties in the production of imageable words from visual and tactile presentation of objects, from definitions, and in spontaneous speech, as well as in the comprehension of imageable words. We will now examine whether the visual processing is impaired and whether it can be the source of his difficulty, and then move to examine the various lexical and conceptual stages of word processing and find the component that is responsible for his pattern of impairment.

VISUAL AGNOSIA? A TEST OF VISUAL PERCEPTION

We already saw in the previous experiments that Nissim's impairment could not be ascribed solely to a deficit in visual processing, as he made errors in tactile naming, naming to definition, and spontaneous speech, which do not involve visual perception.

To further examine whether the failure to name from the visual modality may be ascribed to visual agnosia, we tested Nissim's visual perception.

Method

We administered the visual perception subtests in the LOTCA (Loewenstein Occupational Therapy Cognitive Assessment, Katz et al., 1989). This test examines visual discrimination, visual memory, visual-spatial relationships, visual form constancy, visual sequential memory, visual figure-ground, and visual closure.

Results

Nissim performed flawlessly on the LOTCA's visual perception subtests, reaching the maximum score in each of the subtests. This good performance indicates that his impaired performance in the picture and object naming tests and in the spoken word to object/picture matching task cannot be ascribed to a visual perception deficit.

PHONOLOGICAL INPUT AND OUTPUT ABILITIES: AUDITORY LEXICAL DECISION, WORD AND SENTENCE REPETITION, AND WRITING TO DICTATION

Given Nissim's poor word production and comprehension, we evaluated his input and output phonological lexicons and buffers. We did so using an auditory lexical decision task, word, word sequence, and sentence repetition tasks, and writing to dictation.

Nissim's auditory lexical decision, assessed using PALPA 5/1 (Kay et al., 1992; Hebrew version by Gil and Edelstein, 1999) was very good. He performed 100% correct in this task (46/46), indicating that his phonological input lexicon was spared, and so was the path to it from auditory presentation (auditory perception, phonological input buffer).

His repetition of single words and sentences in the WAB (six 1–3 syllable high-imageablity single words and nine phrases and sentences of 2–10 words) was also good (with a final score of 92/100). He also repeated well 6 sequences of two unrelated 2-syllable words and eight sequences of three 2-syllable words (FriGvi, Friedmann and Gvion, 2002; Gvion and Friedmann, 2012). This supports the previous conclusion that his input phonological buffer and lexicon are spared, and further indicates that his phonological output buffer was spared, and given that he repeated well sentences that included up to 10 words, his phonological output lexicon is probably also spared, supporting the repetition of this large amount of phonemes.

Importantly, his repetition of imageable words, as single words and within sentences, was spared, indicating that he can retrieve imageable words from the phonological output lexicon, and the deficit in naming of imageable words lies in an earlier stage of the process, in the conceptual of lexical-semantic stages. This finding can also shed light on the repetition process, showing that it can proceed without going through the conceptual system.

The effects on his naming also pointed in the same direction of intact phonological stages: whereas he showed a very strong imageability effect as we saw before, he showed no length effect (with 20%, 16%, 30%, 33%, 25% correct performance in 2, 3, 4, 5, 6 and more letter words, respectively), excluding the phonological output buffer as the source of his impairment. He also showed no frequency effect (χ2 = 0.02, p = 0.09), ruling out a phonological output lexicon impairment.

A further instantiation of Nissim's preserved input phonological lexicon is his good writing to dictation. We dictated to Nissim 52 words (from the TILTAN writing screening task, Friedmann et al., 2007). He showed some errors that are mainly attributable to incorrect allograph selection (15 errors), 6 letter omission/migration that are typical for graphemic output buffer deficits (Yachini and Friedmann, 2009), and 4 sublexical writing errors (surface dysgraphia-like errors). However, importantly, he did not make errors in writing that even slightly resembled his difficulties in oral naming. There were 33 imageable words in this tasks, and he wrote all of them. This indicates, again, that his phonological input buffer and lexicon are intact.4 Given the pattern of Nissim's poor access to the semantic lexicon of imageable words, this indicates that he does not go through the conceptual-semantic system in writing to dictation.

A CONCEPTUAL DEFICIT? PICTURE ASSOCIATION TASK

Given Nissim's relatively good performance in the visual tasks, his impaired imageable word production and comprehension, and his spared phonological input and output buffers and lexicons, two possible loci in the model remain that could give rise to his pattern of deficit: the conceptual system or the semantic lexicon (or the connection between them). To explore this question and decide between these two possibilities, we examined Nissim's conceptual abilities in a picture task that did not involve words and hence, did not involve the semantic lexicon, only the conceptual system.

Method

Nissim's conceptual ability was tested using a picture association task (MA KASHUR, Biran and Friedmann, 2007a). This task includes 35 triads of colored pictures. Each triad included a top picture, and a pair of pictures below it, from which he was requested to choose the picture that was semantically related to the top picture. For example, he saw a picture of a glove, and had to choose between a hand and a foot; or a picture of bread, and underneath it a knife and scissors. The foil in all triads was related visually or semantically to the other picture but not to the top one.

Results

Nissim performed 23/35 (71%) correct, a performance that is not significantly different from chance, using the binomial distribution. Furthermore, even when he made a correct choice he frequently hesitated and commented that he does not know or is unsure that this is indeed the correct picture. This indicates a deficit in Nissim's ability to associate two pictures on the basis of conceptual knowledge. Namely, even when no words are involved, the difficulty is already present, indicating that that the deficit lies in the early stage of the concept itself, prior to the access to its verbal representation in the semantic lexicon.

The comparison of his performance in this test to the parallel word association task (of imageable items) reported earlier indicated a similar and poor performance (71% vs. 74%, χ2 = 0.50, p = 0.48) in the picture and word tasks. This further points to the conceptual system as the source for Nissim's deficit. Had the deficit been located at the semantic lexicon or in the access to it from the conceptual system, we would have expected Nissim's performance on the picture association task to be good, and better than in the word association task. (Individuals with a semantic lexicon impairment perform well on this test that involves only pictures, and fail on the parallel word association test, see for example Biran and Friedmann, 2012).

Thus, all these considerations point to a selective deficit in the conceptual system that affects imageable concepts, and specifically the visual attributes within imageable concepts.

DISCUSSION

This case study showed a clear pattern of dissociation between abstract and imageable concepts. The participant was unable to retrieve words for imageable concepts in a variety of tasks: picture naming, object naming, naming to definition and tactile naming. He also failed in understanding imageable words. His deficit was also evident in a test in which he was requested to find semantic associations between pictures. When trying to retrieve imageable words, he made attempts at definitions, which were often incorrect, some semantic paraphasias, and many perseverations. In contrast, his production and comprehension of abstract words were relatively good, and did not give rise to perseverations. His ability to perform gestures for pictures and objects was much better preserved than his retrieval of the names of the same objects. Additional tests indicated that his visual perception, as well as his phonological input and output lexicons and phonological input and output buffers were intact.

This pattern of impairment and sparing indicates that Nissim's deficit lies in a selective impairment in the conceptual system. The picture that emerges from his performance suggests that concepts in the conceptual system are multi-faceted. A concept of an object, for example, includes its visual attributes, semantic features, functional features, and motoric-gestural information (see for example Shallice, 1988 and his discussion there of Allport, 1985). We suggest that Nissim's impairment lies in the visual properties within each concept. As a result, Nissim is often able to roughly access the relevant concept from a picture, from seeing or touching an object, or from a definition, in a way that provides him with enough information to access the motor features of the object, and retrieve the relevant gesture from the praxicon, but the information contained in the concept is not enough for him to access the entry in the semantic lexicon, or, in the other direction, to access the relevant concept from the semantic lexicon. Notice that we do not talk here about “richness of concepts,” as has been, for example, suggested by Franklin et al. (1995) and Nickels and Howard (1995) for the superior access to imageable concepts for some patients. Had it been simply a matter of richness of concepts, we would expect Nissim to be able to access the names, for example, of his sons, for whom he no doubt has a rich semantic representation. Instead, we suggest that it is the impairment of the visual features in the concepts that hinder the access to the name in the semantic lexicon.

One can think about Nissim's inability to access the semantic lexicon from the conceptual system as a case of insufficient information, or as a case of blocking, in which the inability to access the visual information is blocking further lexical access. The absence of phonological errors and his good performance in auditory lexical decision, in word and sentence repetition, and in writing to dictation show that his phonological lexicons and buffers are intact, and point to the conceptual system and, specifically to the visual attributes within the concepts as the source of his deficit (See Figure 1). For concepts without visual attributes, the processing of the concept in the conceptual system and the access from it to the semantic lexicon are more successful, because the information in the concept suffices to access the lexical entry (under the no-sufficient-visual-information explanation), or because no blocking occurs, as access to visual information is not required. The results also suggest that the visual attributes of the concept are not required for retrieving the appropriate gesture from the output praxicon, where the physical attributes of familiar gestures, such as their kinetic parameters, are stored and activated (Gonzalez Rothi et al., 1991; Heilman and Gonzalez Rothi, 1993). This would explain the good pantomime that Nissim was able to present when he failed to retrieve a name of an object.

This explanation follows in the footsteps of several researchers who accounted for various selective naming impairments in terms of the semantic features in the representation of concepts, such as Warrington and Shallice (1984); Franklin et al. (1995) and Nickels and Howard (1995). We do not assume (or exclude) here separate modality-specific semantic systems (see discussions for and against modality-specific semantic systems in Shallice, 1987, 1988; Caramazza et al., 1990; Hillis et al., 1990) but rather discuss the features internal to the each concept within the conceptual system.

The dissociation between concepts with and without visual attributes applied both for objects and for proper names. Just like in other nouns and adjectives, Nissim was able to retrieve names of people who are not related to a visual image, but failed to retrieve names of people who are tied to a visual image. The case of proper names is especially interesting because, unlike other nouns, the exact same proper name can be related to a person whose visual image is part of his concept (like Abraham Lincoln), and to a person with no visual image (the biblical Abraham). The finding that Nissim showed the same abstract-imageable dissociation in proper names suggests that the conceptual storage of person information is similar to the one described above: some people are stored with visual attributes, in which case Nissim fails to retrieve their names or appropriate information about them, whereas others, biblical figures for example, are stored without visual properties, and hence are accessed more easily by Nissim.

Another result that has interesting theoretical bearing is Nissim's good comprehension of abstract proverbs for which the literal meaning is highly imageable. Researchers of the process of access to proverbs' figurative meaning debate as to whether access to the figurative meaning is obligatorily preceded by a stage of access to the literal meaning of the concept (Temple and Honeck, 1999; Keysar et al., 2000). Nissim's good comprehension of proverbs with highly imageable literal meanings is thus very informative in this debate. Given that Nissim cannot access imageable concepts from words, his good comprehension of the figurative meaning of proverbs suggests that he did not go through a phase of accessing the literal meaning of the proverbs. More generally, this may suggest that it is not necessary to go through the literal meaning in order to access the figurative meaning of proverbs. According to a blocking account of his performance, i.e., that the existence of a visual image in the concept actually blocks further processing, the results might even suggest that the figurative meaning of proverbs involves inhibition of the literal meaning, which explains how come Nissim was not blocked in accessing the figurative meaning of the proverbs.

Another interesting point relates to the source of perseverations. Whereas Nissim's speech was replete with perseverations when he tried to retrieve imageable words, he had no or almost no perseverations when the target had no visual attributes. A similar tendency for perseverations when the target words are imageable seems to characterize also the error examples Warrington and Shallice (1984, p. 842) provided from SBY attempts to define highly imageable words. This suggests that the origin of the perseverations can be the attempt to produce output when no entry in the semantic lexicon is activated. In this case, the semantic lexicon does not pass on information to the phonological output lexicon so a word that is left activated from previous production in the phonological output lexicon is used instead.

Finally, previous studies described optic aphasia, a deficit in which the patient cannot name visually presented objects, but is able to identify them correctly by sight and to name them when they are presented in another sensory modality (Lhermitte and Beauvois, 1973; Beauvois, 1982; Davidoff and de Bleser, 1993; Luzzatti et al., 1998; Luzzatti, 2003). Whereas, similarly to cases of optic aphasia, Nissim was unable to name visually presented objects, his impairment clearly differed from optic aphasia. Beauvois (1982) clearly defines optic aphasia, and determines that the naming impairment in optic aphasia is specific to the visual modality. According to her the term “optic aphasia” is appropriate only for cases of normal language abilities, without anomia in speech production, and with normal spontaneous speech (as was the case with the patient reported in Lhermitte and Beauvois, 1973, for example). Because Nissim showed the same difficulty in concrete words in spontaneous speech, as well as in naming to definition and naming of tactilely presented objects, the diagnosis of optic aphasia does not seem to apply to him.5
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Footnotes

1Interestingly, when one talks about “imageability” it is unclear which sensory modalities enter this definition. Most of our investigation involved the visual modality. We only touched this point by asking Nissim to name to definition two concepts with auditory attributes (what appears after the lightning? Which sound does a dog make?) and three tastes (what is the taste of sugar/lemon/Bamba). He succeeded in both auditorily-related names, and in 2 of the 3 tastes. (For the taste of Bamba, a Israeli peanut-based snack, he said “Blue, sweet, no… reddish mint?”, possibly failing because the target word given to him was highly visually imageable). These are too few items to make a solid conclusion but they may be carefully taken to suggest that Nissim's deficit was specifically related to visual attributes, rather than to general sensory ones.

2Nissim's primary hobby was sports and he was particularly very knowledgeable about football players history.

3He did, however, make three left/right errors when he was required to point to a body part on a specific side of his body. Although right/left disorientation is a primary symptom of Gerstmann's syndrome (Wilkins and Brody, 1971; Mayer et al., 1999; Roux et al., 2003), and he also showed dysgraphia and finger agnosia, which are characteristic of this syndrome, we do not think he should be diagnosed with this syndrome: a. His finger agnosia, or rather, his inability to name fingers, was probably part of his general inability to name concrete objects. b. Pure cases of Gerstmann's syndrome do not show any difficulty in language other than the inability to name fingers and numbers (Roeltgen et al., 1983; Cipolotti et al., 1991; Mayer et al., 1999; Rusconi et al., 2010), which is clearly not the case for Nissim, who had vast problems in spontaneous speech and in naming of all kinds of objects in various tasks. c. Gerstmann's syndrome is typically a result of a parietal damage (Rusconi et al., 2010), but Nissim had an occipital damage.

4As for the implication of his performance in this task about the status of the phonological output lexicon—this depends on the path one assumes for spelling to dictation: if the input arrives to the orthographic output lexicon directly from the phonological input lexicon, then this finding has no bearing as to the phonological output lexicon. If, however, the information goes from the phonological input lexicon via the phonological output lexicon to the orthographic output lexicon, then his writing performance also supports the conclusion that his phonological output lexicon is intact.

5Beauvois et al. (1978) and Beauvois (1982) discuss the possible effect of a visualization strategy on performance in tasks that do not straightforwardly involve the visual modality, like tactile naming. Whereas one may suggest that such strategy was involved in Nissim's difficulty in naming proper names to definition and in tactile naming, we believe that it is less plausible in accounting for his severe concrete word deficit in spontaneous speech.
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The Embodied Cognition Framework maintains that understanding actions requires motor simulations subserved in part by premotor and primary motor regions. This hypothesis predicts that disturbances to these regions should impair comprehension of action verbs but not non-action verbs. We evaluated the performances of 10 patients with Parkinson's disease (PD) and 10 normal comparison (NC) participants on a semantic similarity judgment task (SSJT) that included four classes of action verbs and two classes of non-action verbs. The patients were tested both ON and OFF medication. The most salient results involved the accuracies and reaction times (RTs) for the action verbs taken as a whole and the non-action verbs taken as a whole. With respect to accuracies, the patients did not perform significantly worse than the NC participants for either the action verbs or the non-action verbs, regardless of whether they were ON or OFF their medication. And with respect to RTs, although the patients' responses were significantly slower than those of the NC participants for the action verbs, comparable processing delays were also observed for the non-action verbs; moreover, there was again no notable influence of medication. The major dissociation was therefore not between action and non-action verbs, but rather between accuracies (relatively intact) and RTs (relatively delayed). Overall, the data suggest that semantic similarity judgments for both action and non-action verbs are correct but slow in individuals with PD. These results provide new insights about language processing in PD, and they raise important questions about the explanatory scope of the Embodied Cognition Framework.

Keywords: verbs, action, Parkinson disease, mirror neuron system, embodied cognition, mental simulation

INTRODUCTION

In recent years, a great deal of research on the neural substrates of semantics has focused on theoretical and empirical issues surrounding the Embodied Cognition Framework, also known as the Grounded Cognition Framework or the Simulation Framework (for overviews see Gibbs, 2006; Barsalou, 2008; Semin and Smith, 2008; Coello and Bartolo, 2012). The central tenet of this theory is that conceptual knowledge is not purely amodal in format, but is instead anchored in modality-specific input/output systems, such that many forms of semantic processing involve transient re-enactments of various sensorimotor and affective states. When we interact with the world, complex unimodal (e.g., visual) feature patterns that are common across different presentations of the same category of stimuli are captured by conjunctive units in correspondingly unimodal memory systems, and correlations between feature patterns across different modalities (e.g., visual and auditory) are captured by higher-order conjunctive units in more integrative crossmodal memory systems. Conceptual tasks, such as processing word meanings, are assumed to involve partial re-enactments of the sensorimotor and affective states that occurred when the referents were directly experienced. According to the Embodied Cognition Framework, these recapitulations or simulations are modality-specific in format. However, because they are driven in top-down rather than bottom-up fashion, they are modulated by many task-specific factors, are rarely represented as complete images, and are not necessarily conscious. Not surprisingly, this theory is quite controversial. It has, however, received support from many sources, including studies which suggest that the comprehension of nouns for concrete entities involves the rapid activation of cortically distributed, modality-specific representations of object properties such as shape (e.g., Wheatley et al., 2005), color (e.g., Simmons et al., 2007), sound (e.g., Kiefer et al., 2008), smell (e.g., González et al., 2006), taste (e.g., Barrós-Loscertales et al., 2012), and manipulability (e.g., Hoenig et al., 2008).

Within the Embodied Cognition Framework, there has been growing interest in the domain of action concepts. One particular question that has been attracting increasing attention is whether comprehending an action verb involves simulating the kind of action to which it refers, using some of the same brain structures that underlie the execution of that action. More precisely, the question is this: are the body-part-specific motor features of the meanings of action verbs—e.g., the types of lip/tongue, arm/hand, and leg/foot actions designated by lick, pick, and kick, respectively—subserved by the corresponding body-part-specific regions of the left primary motor and/or premotor cortices? In accord with the Embodied Cognition Framework, numerous studies employing diverse brain mapping methods suggest that reading or hearing action verbs does in fact elicit motor activations that are somatotopically mapped, rapidly triggered, and functionally relevant to comprehension (for reviews see Pulvermüller, 2005, 2008; Willems and Hagoort, 2007; Fischer and Zwaan, 2008; Hauk et al., 2008; Fernandino and Iacoboni, 2010; Kemmerer and Gonzalez-Castillo, 2010; Coello and Bartolo, 2012).

At the same time, however, there are also reasons to suppose that motor simulation during the comprehension of action verbs, as well as during the recognition of directly perceived actions, is not an all-or-nothing affair, but is instead an experientially dependent, situationally variable phenomenon (Taylor and Zwaan, 2009; Willems and Casasanto, 2011). For example, a recent fMRI study showed that handedness significantly influences the hemispheric asymmetry of cortical activation patterns when subjects process manual action verbs, such that right-handers engage predominantly left-lateralized hand-related premotor areas, whereas left-handers engage predominantly right-lateralized hand-related premotor areas (Willems et al., 2010; for related data on action observation see Willems and Hagoort, 2009). Focusing on a much more specific kind of expertise, another recent fMRI study demonstrated that skilled hockey players not only understood sentences about hockey maneuvers better than novices, but also exhibited greater activation in the left dorsal premotor cortex while processing such sentences (Beilock et al., 2008; see also Lyons et al., 2010). Several other brain mapping studies have reported similar expertise effects in non-linguistic action recognition, essentially showing that greater skill at executing certain kinds of actions correlates with greater engagement of body-part-congruent frontal motor regions when those kinds of actions are perceived (Calvo-Merino et al., 2006; Cross et al., 2006, 2009; Aglioti et al., 2008; Van Elk et al., 2008; Candidi et al., 2013).

Of all the unresolved questions in this field of inquiry, perhaps the most important is the following: Under what conditions is motor simulation actually necessary for understanding linguistically represented and/or directly perceived actions? A few studies have provided some hints that damage to motor-related regions of the frontal lobes does cause deficits affecting semantic aspects of action verbs (Kemmerer and Tranel, 2003; Neininger and Pulvermüller, 2003; Bak and Hodges, 2004; Hillis et al., 2004, 2006; Grossman et al., 2008; Kemmerer et al., 2012). To take just one example, in a study involving 34 patients with amyotrophic lateral sclerosis, Grossman et al. (2008) found that atrophy in the motor cortex significantly disrupted comprehension of action verbs but not object nouns. Conversely, several investigations have generated results that appear to challenge the Embodied Cognition Framework. For instance, Arévalo et al. (2012) conducted an experiment in which 27 patients with left-hemisphere strokes were given a task that required them to judge whether a given word correctly described a picture of an action involving face-related, arm/hand-related, or leg/foot-related movement. Many of the patients had lesions that included frontal motor areas, but contrary to the predictions of the theory, significant correlations were not found between impaired performance on specific body-part-related action categories and damage to the corresponding body-part-related motor areas. In another notable study, Papeo et al. (2010) asked 12 patients with left-hemisphere strokes to not only imitate pantomimes of certain actions, but also produce and comprehend the verbs that designate them. Challenging the theory once again, double dissociations were observed between the imitation and verb processing tasks. Of greatest relevance in the current context are a few patients who could no longer imitate actions accurately, but could nevertheless understand the associated verbs without major difficulty. These results suggest that motor simulations may not always be necessary to appreciate linguistic descriptions of actions (for further discussion see Papeo and Hochmann, 2012).

Conflicting results have also been reported regarding the issue of whether non-linguistic action understanding necessarily requires motor simulation. On the one hand, a few neuropsychological studies suggest that frontally mediated motor simulation may in fact be essential for the proper recognition of visually perceived actions (Tranel et al., 2003; Saygin et al., 2004; Saygin, 2007; Serino et al., 2009; Kemmerer et al., 2012). In this context, two recent studies by Pazzaglia et al. (2008a,b) are especially noteworthy, since they indicate that some brain-damaged patients with limb apraxia have parallel production and recognition impairments for actions involving tool use, with strong deficit-lesion associations that are selective for particular action categories and particular frontal regions. On the other hand, it has also been shown that some apraxic patients have impaired knowledge of how to use tools, but can nevertheless discriminate between correct and incorrect uses of tools when they see the objects being manipulated by other people (e.g., Halsband et al., 2001; Rumiati et al., 2001; Negri et al., 2007; for theoretical discussion see Mahon and Caramazza, 2005, 2008). And in a similar vein, although rhesus monkeys are biomechanically incapable of throwing objects in an overhand manner, they can nevertheless predict quite accurately the outcomes of overhand throwing actions that they see humans perform (Wood et al., 2007; see also Wood and Hauser, 2008).

One potentially fruitful way to shed more light on the role(s) that frontal motor areas play in action verb comprehension would be to study patients with Parkinson's disease (PD), a degenerative movement disorder characterized mainly by akinesia, bradykinesia, gait abnormalities, resting tremor, and rigidity. PD is caused by progressive dopamine deficiency in the nigrostriatal pathway (Dauer and Przedborski, 2003; Bartels and Leenders, 2009). Striatal dopamine depletion reduces basal ganglia outflow to frontal motor regions (Alexander et al., 1986; Alexander and Crutcher, 1990), leading to dysregulation of the presupplementary motor area, supplementary motor area, primary motor cortex, and ventral premotor cortex (for a review of functional neuroimaging studies, see Grafton, 2004). The literature has yielded partly conflicting results regarding the exact nature of the altered activation levels in these motor cortices during movement execution; however, the most common pattern appears to be the following: (1) hypoactivation in the presupplementary motor area, supplementary motor area, and primary motor cortex (Jenkins et al., 1992; Playford et al., 1992; Rascol et al., 1992; Jahanshahi et al., 1995; Sabatini et al., 2000; Buhmann et al., 2003); and (2) hyperactivation in the ventral premotor cortex (Samuel et al., 1997; Catalan et al., 1999; Hanakawa et al., 1999; Sabatini et al., 2000), perhaps reflecting a compensatory mechanism (Sabatini et al., 2000; Rothwell and Huang, 2003). Relatively normal levels of activation in all of these cortical regions can be restored, however, by levodopa (L-DOPA) treatment (Dick et al., 1987; Ridding et al., 1995; Haslinger et al., 2001; Pierantozzi et al., 2001).

The relevance of PD to current research on the neural substrates of action verbs, and to the Embodied Cognition Framework more broadly, is as follows. If, as the strong version of the theory maintains, the motor features of the meanings of action verbs rely on left frontal motor regions, then one might expect the processing of those semantic features to be affected by the dysregulation of those cortical regions that occurs in PD. Guided by such reasoning, Boulenger et al. (2008) recently investigated how non-demented PD patients both ON and OFF their medication performed on a lexical decision task in a masked repetition priming paradigm. On each trial, participants were first shown a masked stimulus for 50 ms. Then, 100 ms later, they were shown a letter string which they had to judge as being either a real word or a non-word. The real words were either action verbs or object nouns, and the masked stimuli were either consonant strings or the same real words that were used for lexical decision. In the OFF condition, the patients' responses to nouns were significantly faster when the masked stimuli were the very same nouns, compared to when they were consonant strings; however, the patients' responses to verbs were not significantly faster when the masked stimuli were the very same verbs, compared to when they were consonant strings. In the ON condition, significant priming effects were found for both nouns and verbs. The authors argue that their study supports the Embodied Cognition Framework, claiming specifically that the results provide “compelling evidence that processing lexico-semantic information about action words depends on the integrity of the motor system” (Boulenger et al., 2008, p. 743).

Boulenger et al.'s (2008) study is not without shortcomings, however. First, Mahon and Caramazza (2008) point out that in the OFF condition relative to the ON condition, the difference between the patients' average response time for nouns and their average response time for verbs was only substantial when the masked stimuli were consonant strings; it was miniscule when the masked stimuli were identical words. According to Mahon and Caramazza (2008), this is problematic because “on the view that the observed interaction is driven by ‘deviant’ semantic processing, the expectation would be for the interaction to be carried by modulations in the identity condition, rather than the consonant string baseline condition” (p. 65). Second, even if that expectation had been borne out, such a result would not necessarily have constituted evidence for the Embodied Cognition Framework. This is because all of the verbs in the study encoded actions and all of the nouns encoded objects, making it impossible to reliably distinguish between semantic category effects and grammatical category effects.

A recent study investigating action verb comprehension in PD patients corrected for the aforementioned confounds present in Boulenger et al.'s (2008) study. Fernandino et al. (2013) administered a semantic similarity judgment task (SSJT) to non-demented PD patients and age-matched healthy controls. The majority of PD patients (17 out of 20) were ON dopaminergic medication at the time of testing. Action verbs as well as abstract verbs were organized into 40 triads for each verb type, and each triad was presented in a triangular arrangement. Subjects made judgments about which of the two verbs at the base of the arrangement was most similar in meaning to the verb at the top. Whereas no differences were found in the profiles of reaction times (RTs) between the two groups of subjects, significant differences did emerge between their accuracies. The healthy controls were equally accurate at judging action verbs and abstract verbs, but the PD patients were significantly less accurate at judging action verbs than abstract verbs. At first glance, these findings appear to confirm one of the predictions made by the Embodied Cognition Framework—specifically, that PD patients should be impaired at processing action verbs but not abstract verbs. However, there are several problems with the researchers' analyses that warrant caution when interpreting their results this way.

According to the Embodied Cognition Framework, patients with PD should be worse at comprehending action verbs compared to subjects without a motor impairment. This requires an analysis between the different groups (PD and healthy controls), namely a demonstration that there is an interaction between group type and verb type. However, Fernandino et al.'s (2013) analyses were confined almost entirely to within-group t-tests that can only expose differences in processing each verb type within a group. While an independent samples t-test was performed on the verb type accuracy differences between each group, this is an unconventional method for demonstrating an interaction. Furthermore, while a significant difference between each group was found (p = 0.031, one-tailed), it is unclear whether this difference was due to a very slight deficit in action verb comprehension (PD mean: 95.5%, control mean: 96.7%) or a very slight facilitation in abstract verb comprehension (PD mean: 97.5%, control mean: 96.9%). This can only be determined by using alternative between-group tests, which were not performed. It is also worth noting that although the researchers did not find a significant difference in RT between the two groups, this too was based on an independent samples t-test. Alternative between-group tests might have led to different outcomes, since the data indicate that the PD patients required considerably more time than the control subjects to make their judgments for both action verbs (PD mean: 2451 ms, control mean: 2022 ms) and abstract verbs (PD mean: 2332 ms, control mean: 1890 ms).

The purpose of the present study was to explore in greater detail the question of whether PD affects the semantic processing of action verbs. To that end, we employed a modified version of a task that was used in a recent fMRI study (Kemmerer et al., 2008). That study tested several predictions, all derived from the Embodied Cognition Framework, about the neural correlates of subtle conceptual distinctions between verbs belonging to the following five classes, each defined in terms of both semantic and syntactic properties (Levin, 1993): Running (e.g., run, jog, walk), Hitting (e.g., hit, poke, jab), Cutting (e.g., cut, slice, hack), Speaking (e.g., yell, whine, whisper), and Change of State (e.g., bloom, blossom, wilt). The main task was called the SSJT, and, as in Fernandino et al.'s (2013) investigation, it involved making fine-grained discriminations among triads of verbs within each class (e.g., determining that trudge is more like limp than stroll, that pound is more like pummel than prod, that hack is more like chop than carve, etc.), and the baseline task involved making comparable judgments about strings of characters in Wingdings font. Contrary to the authors' expectations, and also contrary to the previous fMRI studies by Tettamanti et al. (2005) and Aziz-Zadeh et al. (2006), Speaking verbs did not engage any lip/tongue-related motor regions1. However, in keeping with the Embodied Cognition Framework, Running verbs engaged a putatively leg/foot-related left primary motor region, Hitting verbs engaged a putatively arm/hand-related left primary motor region, Cutting verbs engaged a putatively arm/hand-related (and tool-related; see Lewis, 2006) left premotor region, and Change of State verbs did not engage any left primary motor or premotor regions, which was exactly as predicted, since they do not necessarily encode bodily actions2.

In the current study, we administered a slightly different version of the SSJT to 10 non-demented PD patients and 10 age- and education-matched normal comparison (NC) participants. In particular, this version of the task included a sixth verb class—namely, so-called Psych verbs (e.g., amuse, delight, startle; see Levin, 1993, pp. 188–193). The task therefore consisted of four classes of action verbs—Running, Hitting, Cutting, and Speaking—and two classes of non-action verbs—Change of State and Psych. The PD patients were tested both ON and OFF their dopaminergic treatment.

At the outset of our study, we made the following predictions based on the strong form of the Embodied Cognition Framework—that is, the form which maintains that motor simulations are essential for understanding actions. Relative to the NC participants, when the PD patients are OFF their medication they should exhibit significantly lower accuracies and/or significantly longer response times for the four classes of action verbs, but the two groups should not perform differently for the two classes of non-action verbs. In addition, the patients' performance on action verbs should improve when they are ON their medication, due to the increase in dopamine in the nigrostriatial pathway and the corresponding improvement in the functional afferentation of motor-related left frontal regions. Our primary goal was to test these predictions that derive from the strong form of the Embodied Cognition Framework3. In interpreting our results, however, we also took into consideration a weaker form of the Embodied Cognition Framework—that is, a form which maintains that, as suggested by some of the literature reviewed above, although motor simulations can deepen or enrich the understanding of actions, they are not always necessary for such understanding (Binder and Desai, 2011; Meteyard et al., 2012). We return to these issues in the Discussion.

METHODS

PARTICIPANTS

The PD patients were 10 individuals with the following demographic characteristics: age (M = 75.5, SD = 6.3); education (M = 16.3, SD = 3.7); sex (5 male, 5 female); racial composition (100% white). All were right-handed as measured by the Geschwind–Oldfield Questionnaire (M = +99.0, SD = 2.0), were native speakers of English, and reported no history of neurological or psychiatric illness other than PD. Additional clinical features of the patients are shown in Table 1. They had been diagnosed with PD between 4 and 13 years prior to their participation in this study (M = 7.6, SD = 2.8), and were undergoing levodopa therapy (M = 475 mg/day, SD = 175). Although motor disability is often assessed with the Unified Parkinson's Disease Rating Scale (Fahn and Elton, 1987), we were unable to obtain such data for our patients because their neurologists do not routinely use that method of evaluation. We therefore relied on the less complex but still informative Hoehn and Yahr (1967) system for determining each patient's stage of PD (M = 2.8, SD = 0.4). In addition, we used the Beck Depression Inventory (Beck et al., 1961) to assess each patient's mood (M = 13.3, SD = 7.5).

Table 1. Demographic and clinical details for PD patients.
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To ensure that all of the patients were non-demented and had adequate cognitive function to support performance on the verb processing task described below, the Cognitive Linguistic Quick Test (CLQT; Helm-Estabrooks, 2001) was administered. It screens an individual's mental capacities in the domains of attention, memory, executive function, language, and visuospatial skills, and it provides a “composite” measure of overall cognitive function; in addition, it includes a clock drawing task. For each separate domain, as well as for the composite measure and the clock drawing task, scores are interpreted as indicating one of four levels of severity: within normal limits, mildy impaired, moderately impaired, or severely impaired. We established the following exclusionary criteria for participation in our study. No patient could be classified as more than mildly impaired on the composite measure or the clock drawing task; furthermore, no patient could be classified as severely impaired in any of the separate cognitive domains. Based on these criteria, two patients were excluded from the study prior to forming the final group of 10 patients. While our exclusionary criteria are admittedly somewhat arbitrary, we suspect that no approach is perfect, and the particular method we employed was sufficient for our unique purposes because it allowed us to be confident that all of the patients who we ultimately selected were fully capable of understanding and following the instructions for the verb task. The CLQT results for each of the 10 patients are shown in Table 2.

Table 2. Cognitive Linguistic Quick Test (CLQT) results for PD patients.
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A group of NC participants was also studied. These were 10 native English speakers, selected so as to be free of neurological or psychiatric illness yet closely matched with the PD patients in terms of both age and education. They had the following demographic characteristics: age (M = 71.5, SD = 9.6); education (M = 16.5, SD = 3.4); sex (6 male, 4 female); racial composition (100% white). Nine of the participants were fully right-handed (+100), and one was predominantly left-handed (−70), as measured by the Geschwind–Oldfield Questionnaire.

All of the PD patients and NC participants gave written informed consent in accordance with the Human Subjects Committee of Purdue University and federal regulations. They enrolled in the study on a voluntary basis and were financially compensated for their time.

MATERIALS

All of the participants performed the SSJT. It requires the participant to compare relatively subtle aspects of the meanings of verbs. Each item consists of three verbs in a triangular array—one at the top and two at the bottom—and the task is to indicate, as quickly and accurately as possible, which of the two bottom verbs is more similar in meaning to the one on top. For example:
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For each item, all three verbs come from the same semantic class, and the “odd one out” is only moderately different from the other two, so performing the task requires the participant to think carefully about how the verbs relate to each other.

The SSJT contains a total of 144 items—24 from each of the six classes mentioned in the Introduction, namely Running, Hitting, Cutting, Speaking, Change of State, and Psych (for details concerning these verb classes, see Levin, 1993). As noted by Kemmerer et al. (2008), the verbs comprising the items based on the first five classes are not significantly different with respect to either frequency (M = 44.9, SD = 8.0, p = 0.24, frequency data drawn from Carroll et al., 1971) or letter length (M = 5.0, SD = 1.2, p = 0.14). The verbs comprising the items in the Psych condition are closely matched with the verbs comprising the items in the other conditions in terms of frequency (M = 43.4, SD = 5.8), but they are somewhat longer in terms of letters (M = 6.9, SD = 1.3).

PROCEDURES

The SSJT was administered to each participant in 4 separate runs. Each run lasted 4 min and 54 s and contained 6 blocks of items from the SSJT. At the beginning of each block, the word “Verbs” was presented for 5 s followed by 1 s of blank screen. Then 6 items from the SSJT were presented, with each item being shown for 5 s followed by 1 s of blank screen. The verbs comprising the 6 items within a given block were all from the same class (e.g., 6 consecutive items involving Cutting verbs). Each of the 6 classes was represented by 1 block in each run, but the order of class-specific blocks varied across the 4 runs in an unpredictable way. The 6 blocks in each run were separated from each other by 6-s periods during which the participant viewed a flashing fixation cross. In addition, each run began and ended with a 6-s period during which the participant viewed a flashing fixation cross. A complete list of the items is provided in the Appendix.

The SSJT was administered via a laptop computer, and stimulus presentation and response collection were controlled using MacStim (http://www.brainmapping.org/WhiteAnt). The participants responded to each item either by pushing the “m” key with the right index finger to indicate that the verb on the right side of the triangular array was more similar to the one on top, or by pushing the “v” key with the left index finger to indicate that the verb on the left side of the triangular array was more similar to the one on top.

PD patients one through nine were visited at their homes on three separate occasions. (The scheduling of visits for the tenth patient is described below.) On the first visit, each patient received just one run of the SSJT while ON his or her medication. This was done both to familiarize the patient with the task and to obtain an initial baseline measure of performance. The CLQT, Beck Depression Inventory, and Geschwind–Oldfield Questionnaire were administered during the first visit as well, with the following exceptions: the fifth patient (PD5) received the CLQT 15 days prior to the first visit; the sixth patient (PD6) received the CLQT 56 days prior to the first visit; the eighth patient (PD8) received the CLQT 15 days after the first visit; and the ninth patient (PD9) received the CLQT 248 days prior to the first visit. On the second and third visits, each patient received the entire SSJT. The single run of the SSJT that the patient received during the first visit was always the last of the four runs that he or she received during the second and third visits. Moreover, during the second and third visits, the patient received the same sequence of four runs. However, over the course of the study, we employed a Latin-square design such that PD1 received run sequence 1,2,3,4, PD2 received run sequence 2,3,4,1, PD3 received run sequence 3,4,1,2, and so on. One half of the patients were ON their medication during the second visit and OFF it (for at least 12 h) during the third visit, whereas the other half were OFF their medication during the second visit and ON it during the third visit. Across patients one through nine, the first and second visits were separated by an average of 14.3 days (range = 2–44, SD = 12.9), and the second and third visits were separated by an average of 19.9 days (range = 14–30, SD = 7.1). On each of the three visits, the patients received a practice block of six items before receiving the SSJT. None of the items in this practice block was also included in the SSJT. Finally, with regard to the tenth patient (PD10), she was only visited twice at her home. She was ON her medication during the first visit, and received the entire SSJT as well as the CLQT, Beck Depression Inventory, and Geschwind–Oldfield Questionnaire. She was OFF her medication during the second visit (19 days later), and received the entire SSJT again.

RESULTS

EXCLUDED TRIALS

Some participants failed to respond to certain items in the SSJT within the allotted 5-s period. These trials were excluded from the analyses of accuracy and RT presented below. Table 3 indicates the number and proportion of such trials in each verb class for the NC participants, the PD patients in the ON condition, and the PD patients in the OFF condition. Although very few trials were excluded, a t-test revealed that the PD patients failed to respond to significantly more items in the OFF condition than in the ON condition (p < 0.05).

Table 3. Number (and proportion) of trials in the Semantic Similarity Judgment Task (SSJT) to which participants failed to respond within the allotted 5-s period.
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ACCURACIES

The accuracy results for the SSJT are shown in Table 4 and Figure 1.

Table 4. Accuracy results for the Semantic Similarity Judgment Task (SSJT).
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Figure 1. Accuracy results for the Semantic Similarity Judgment Task (SSJT). Verb classes are plotted on the horizontal axis, and percent correct is plotted on the vertical axis. Bars represent means and standard deviations. C.o.S., Change of State; NC, normal comparison participants; PD ON, PD patients ON medication; PD OFF, PD patients OFF medication.



Action verbs

Three repeated measures analyses of variance (ANOVAs) were used to explore the performance patterns of the NC participants, the PD patients ON medication, and the PD patients OFF medication for the four classes of verbs that collectively fall under the rubric of “action verbs.”

In the first analysis, the between-subjects factor was group—NC vs. PD-ON—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. There was no effect of group, indicating that the PD patients ON medication did not perform significantly worse than the NC participants. However, there was an effect of action verb class, F(3, 54) = 8.873, p < 0.001. Follow-up Bonferroni-corrected pairwise comparisons revealed that this effect was driven by significant differences between Cutting verbs and the other three classes of action verbs (all ps < 0.05).

In the second analysis, the between-subjects factor was group—NC vs. PD-OFF—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. There was no effect of group, indicating that the PD patients OFF medication did not perform significantly worse than the NC participants. However, there was again an effect of action verb class, F(3, 54) = 8.261, p < 0.001. Follow-up Bonferroni-corrected pairwise comparisons identified significant differences between Cutting verbs and two of the other three classes of action verbs, specifically Hitting verbs and Speaking verbs (all ps < 0.05).

In the third analysis, the between-subjects factor was group—PD-ON vs. PD-OFF—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. There was no effect of group, indicating that the PD patients did not perform worse OFF than ON their dopaminergic medication. But once more there was an effect of action verb class. Follow-up Bonferroni-corrected pairwise comparisons pointed again to significant differences between verbs of Cutting and verbs of both Hitting and Speaking (all ps < 0.05).

Non-action verbs

We also conducted three repeated measures ANOVAs analogous to those described above, only with reference to the two classes of non-action verbs. Across these three analyses, the between-subjects factor was always group, but the particular variables shifted as follows: (1) NC vs. PD-ON; (2) NC vs. PD-OFF; (3) PD-ON vs. PD-OFF. The within-subjects factor was always non-action verb class: Change of State vs. Psych. No significant effects emerged for either factor.

Action verbs vs. non-action verbs

Finally, we investigated whether the NC participants, the PD patients in the ON condition, and the PD patients in the OFF condition exhibited significantly different degrees of accuracy on the action verbs taken as a whole compared to the non-action verbs taken as a whole. First we generated for each subject a mean percentage correct score for all four classes of action verbs and another mean percentage correct score for both classes of non-action verbs. This was done twice for the PD patients, once for the ON condition and again for the OFF condition. Then we entered those scores into a repeated measures ANOVA with two factors—group (NC vs. PD-ON vs. PD-OFF) and verb type (action vs. non-action). The analysis revealed no significant effects, indicating that for each of the three groups of interest—namely, NC participants, PD patients ON medication, and PD patients OFF medication—action and non-action verbs elicited comparable levels of accuracy.

REACTION TIMES

The RT results for the SSJT are shown in Table 5 and Figure 2.

Table 5. Reaction time results for the Semantic Similarity Judgment Task (SSJT).
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Figure 2. Reaction time results for the Semantic Similarity Judgment Task (SSJT). Verb classes are plotted on the horizontal axis, and reaction time in seconds is plotted on the vertical axis. Bars represent means and standard deviations. C.o.S., Change of State; NC, normal comparison participants; PD ON, PD patients ON medication; PD OFF, PD patients OFF medication.



Action verbs

As before, three repeated measures ANOVAs were used to explore the performance patterns of the NC participants, the PD patients ON medication, and the PD patients OFF medication for the four classes of action verbs.

In the first analysis, the between-subjects factor was group—NC vs. PD-ON—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. There was an effect of group, F(1, 18) = 4.545, p < 0.05, indicating that the PD patients in the ON condition responded to the action verbs significantly more slowly than the NC participants. There was also an effect of action verb class, F(3, 54) = 14.246, p < 0.001, and follow-up Bonferroni-corrected pairwise comparisons revealed significant differences between the following classes (all ps < 0.05): Running vs. Speaking; Hitting vs. Cutting; and Cutting vs. Speaking.

In the second analysis, the between-subjects factor was group—NC vs. PD-OFF—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. Again, there was an effect of group, F(1, 18) = 4.575, p < 0.05, indicating that the PD patients in the OFF condition responded to the action verbs significantly more slowly than the NC participants. In addition, there was an effect of verb class, F(3, 54) = 8.920, p < 0.001, and follow-up Bonferroni-corrected pairwise comparisons revealed significant differences between Hitting and Cutting verbs as well as between Cutting and Speaking verbs (all ps < 0.05).

In the third analysis, the between-subjects factor was group—PD-ON vs. PD-OFF—and the within-subjects factor was action verb class—Running vs. Hitting vs. Cutting vs. Speaking. No effect of group emerged, indicating that the PD patients were not markedly slower in the OFF than the ON condition. However, an effect of action verb class appeared once more, F(3, 54) = 18.685, p < 0.001, and follow-up Bonferroni-corrected pairwise comparisons revealed significant differences between all of the classes except Running vs. Hitting (all ps < 0.05).

Non-action verbs

Another set of repeated measures ANOVAs focused on the RT results pertaining to the two classes of non-action verbs.

In the first analysis, the between-subjects factor was group—NC vs. PD-ON—and the within-subjects factor was non-action verb class—Change of State vs. Psych. There was an effect of group, F(1, 18) = 4.225, p < 0.05, indicating that the PD patients in the ON condition were significantly slower than the NC participants. In addition, there was an effect of non-action verb class, F(1, 18) = 8.679, p < 0.01, and follow-up analyses confirmed that response latencies for Change of State verbs were significantly longer than for Psych verbs.

In the second analysis, the between-subjects factor was group—NC vs. PD-OFF—and the within-subjects factor was non-action verb class—Change of State vs. Psych. Again, there was an effect of group, F(1, 18) = 2.116, p < 0.05, indicating that the PD patients in the OFF condition were slower than the NC participants. Moreover, there was an effect of non-action verb class, F(1, 18) = 11.758, p < 0.01, with follow-up analyses demonstrating once again that RTs for Change of State verbs were significantly longer than for Psych verbs.

In the third analysis, the between-subjects factor was group—PD-ON vs. PD-OFF—and the within-subjects factor was non-action verb class—Change of State vs. Psych. No significant effects were found.

Action verbs vs. non-action verbs

Finally, we investigated whether the NC participants, the PD patients in the ON condition, and the PD patients in the OFF condition displayed significantly different RTs for the action verbs taken as a whole compared to the non-action verbs taken as a whole. As in the treatment of accuracy data described in section Action Verbs vs. Non-Action Verbs, we first generated for each subject a mean RT for all four classes of action verbs and another mean RT for both classes of non-action verbs. This was done twice for the PD patients, once for the ON condition and again for the OFF condition. Then we entered those data into a repeated measures ANOVA with two factors—group (NC vs. PD-ON vs. PD-OFF) and verb type (action vs. non-action). Although the analysis revealed no effect of verb type, it did yield an effect of group, F(1, 2) = 4.31, p < 0.05. However, none of the follow-up adjusted Tukey-Kramer tests reached significance: NC vs. PD-ON, p = 0.098; NC vs. PD-OFF, p = 0.059; PD-ON vs. PD-OFF, p = 0.981. Overall, the most important finding is that for each of the three groups of interest—namely, NC participants, PD patients ON medication, and PD patients OFF medication—RTs for action verbs were comparable to those for non-action verbs.

ADDITIONAL ANALYSES

Given the relatively small samples of subjects in this study, one might argue that non-parametric statistical analyses are more appropriate than parametric ones. For this reason, we also conducted analyses similar to those presented above, only employing Wilcoxon tests. The results of those analyses are consistent with the results of the aforementioned ANOVAs.

In addition, we investigated whether the PD patients' disease durations significantly correlated with their accuracies and/or RTs for the different classes of action and non-action verbs. Regarding accuracies, we did not find any significant correlations when the patients were ON medication; however, we did find two significant correlations when they were OFF medication. Specifically, accuracies for Cutting verbs [r(9) = −0.81, p < 0.01] and Psych verbs [r(9) = −0.61, p < 0.05] were negatively correlated with disease duration. Thus, longer disease duration led to decreased performance for these verb classes. As for RTs, no significant correlations emerged in either the ON or OFF condition.

DISCUSSION

In this study we evaluated the ability of 10 non-demented PD patients and 10 NC participants to make fine-grained semantic similarity judgments about four classes of action verbs—Running, Hitting, Cutting, and Speaking—and two classes of non-action verbs—Change of State and Psych. Some interesting effects emerged for one specific class, namely Cutting verbs, and we will briefly consider those findings below. However, the most salient and theoretically relevant results involved the accuracies and RTs for the action verbs taken as a whole and the non-action verbs taken as a whole. With respect to accuracies, the PD patients did not perform significantly worse than the NC participants for either the action verbs or the non-action verbs, regardless of whether they were ON or OFF their dopaminergic medication. And with respect to RTs, although the PD patients' responses were significantly slower than those of the NC participants for the action verbs, comparable processing delays were also observed for the non-action verbs; moreover, there was again no notable influence of medication status. The most pronounced dissociation was therefore not between action and non-action verbs, but rather between accuracies (relatively intact) and RTs (relatively delayed). Overall, the data suggest that semantic similarity judgments for both action and non-action verbs are, for the most part, correct but slow in individuals with PD.

As we pointed out in the Introduction, a similar study was recently reported by Fernandino et al. (2013), and although their statistical analyses had some non-trivial limitations, it is noteworthy that several aspects of their results are comparable to our findings. To briefly reiterate: with respect to accuracies, their patients, like ours, performed at virtually the same level as the healthy control subjects for both action verbs (PD mean: 95.5%, control mean: 96.7%) and abstract verbs (PD mean: 97.5%, control mean: 96.9%). And with respect to RTs, their patients, like ours, took considerably longer than the healthy control subjects to make their judgments for both action verbs (PD mean: 2451 ms, control mean: 2022 ms) and abstract verbs (PD mean: 2332 ms, control mean: 1890 ms).

These behavioral patterns are important not only because they add to the literature on language processing in PD, but also because they are relevant to recent debates surrounding the Embodied Cognition Framework. In what follows, we elaborate several alternative explanations of our results, focusing first on the finding of relatively preserved comprehension of both action and non-action verbs, and then on the finding of relatively delayed semantic processing of both action and non-action verbs. Throughout the discussion, we explore some of the ways in which our study might bear on the Embodied Cognition Framework.

PD PATIENTS HAVE RELATIVELY PRESERVED COMPREHENSION OF BOTH ACTION AND NON-ACTION VERBS

As already noted, the strong form of the Embodied Cognition Framework maintains that understanding actions—both directly perceived and linguistically represented—necessarily requires motor simulations that are mediated in part by left frontal regions, particularly the primary motor and premotor cortices. Because these regions are dysfunctional in PD due to altered afferentation from the basal ganglia, one might suppose that they would no longer be able to support normal motor simulations of the kinds of bodily actions that are typically encoded by verbs. Such a view predicts that PD patients OFF medication would be at least moderately impaired on a task like the SSJT, which forces participants to make subtle semantic similarity judgments about action verbs. We found, however, that when the four classes of action verbs in the SSJT were analyzed as a whole, the PD patients OFF medication performed just as accurately as the control subjects. This discovery therefore seems to pose a challenge to the strong form of the Embodied Cognition Framework.

It is important to recognize, though, that this line of argumentation hinges on the key assumption that the capacity for motor simulation is in fact disrupted in PD. To be sure, there are a few hints that in this population implicit motor simulations are abnormal during the observation of actions. Specifically, two recent studies have shown that, relative to control subjects, PD patients do not exhibit normal corticomotor facilitation (Tremblay et al., 2008) or behavioral facilitation (Castiello et al., 2009) during the observation of actions performed by neurologically healthy adults. In addition, a few studies have revealed abnormalities involving explicit motor imagery in PD patients (Dominey et al., 1995; Cunnington et al., 2001; Thobois et al., 2002; Amick et al., 2006; Helmich et al., 2007). To the best of our knowledge, however, nothing else is currently known about the capacity for motor simulation in PD, and this raises difficult questions about whether it is really possible, at this stage of inquiry, to use the Embodied Cognition Framework to formulate clear predictions regarding the status of verb comprehension in PD.

Several possibilities are worth considering. One is that PD does disrupt motor simulations during verb comprehension, but only to a mild degree, so that such simulations can still help patients determine the semantic relations among the action verbs in the SSJT. This view is still compatible with the strong form of the Embodied Cognition Framework; however, it predicts that PD patients would exhibit lower accuracies on a task that required substantially more attention to the motor features of verb meanings. In addition, it predicts that stroke patients who have suffered direct focal lesions to body-part-specific motor areas would have, relative to PD patients, more severely disrupted capacities for motor simulation, and hence would be more likely to perform poorly on the action verbs in the SSJT. Further research is needed to test these hypotheses.

Yet another possibility is that the capacity for motor simulation is impaired to a non-trivial extent in PD; however, this disturbance is not sufficient to prevent patients from achieving a high level of accuracy on the action verbs in the SSJT. This view cannot easily be reconciled with the strong form of the Embodied Cognition Framework, but it is consistent with a weaker form of the theory which maintains that it is not always necessary to run motor simulations in left frontal regions in order to appreciate the nuances of action verbs; instead, other types of modality-specific semantic representations subserved by other cortical areas may be adequate for many comprehension tasks, including the SSJT (Taylor and Zwaan, 2009). For example, it is noteworthy that in Kemmerer et al.'s (2008) fMRI study, verbs of Running, Hitting, and Cutting engaged not only somatotopically mapped motor areas in the left frontal lobe, but also a number of additional regions, one of which was the left posterolateral temporal cortex (encompassing the posterior superior temporal sulcus and the adjacent posterior middle temporal gyrus), an area that may contribute to representing, at least in a schematic manner, the types of visual motion patterns that are encoded by verbs (see also Kable et al., 2002, 2005; Tranel et al., 2003, 2005, 2008; Deen and McCarthy, 2010; Wallentin et al., 2011; Kemmerer et al., 2012; Humphreys et al., 2013; Peelen et al., 2013; for a review see Gennari, 2012). Importantly, the fact that all of these areas were engaged does not mean that all of them are essential for successful task performance. Indeed, taken by themselves, the fMRI results are compatible with the possibility that healthy individuals—and also, crucially, the PD patients in the current study—might be able to perform fairly well on the SSJT by relying more on visual information represented in the left posterolateral temporal cortex than on motor information represented in the left frontal cortex.

Although this account is internally coherent, its explanatory power is also limited. As we mentioned in the Introduction, there is independent evidence that directly affecting the operations of the left primary motor and/or premotor cortices does, at least in some circumstances, have functional consequences for understanding action verbs. For example, single-pulse TMS applied to hand-related left primary motor cortex facilitates lexical decisions for hand-related verbs but not leg-related verbs, and conversely, stimulation of leg-related left primary motor cortex facilitates lexical decisions for leg-related verbs but not hand-related verbs (Pulvermüller, 2005). In addition, repetitive TMS applied to hand-related left primary motor cortex delays the process of making morphological transformations of both action verbs and action nouns, but does not influence this process for either state verbs or state nouns (Gerfo et al., 2008). Furthermore, a few neuropsychological studies suggest that damage to left motor areas can impair the understanding of not only action verbs (Kemmerer and Tranel, 2003; Bak and Hodges, 2004; Hillis et al., 2004, 2006; Grossman et al., 2008; Kemmerer et al., 2012) but also non-linguistic action concepts (Tranel et al., 2003; Saygin et al., 2004; Saygin, 2007; Pazzaglia et al., 2008a,b; Serino et al., 2009; Kemmerer et al., 2012). Nevertheless, it is also worth recalling from the Introduction that the neuropsychological literature on this topic is somewhat mixed, since some patients with action production deficits can still appreciate the corresponding verbs (Papeo et al., 2010) and/or still visually discriminate between correct and incorrect object-directed movements (e.g., Halsband et al., 2001; Rumiati et al., 2001; Negri et al., 2007).

So far we have been dealing with action verbs in general, but at this juncture it is worth recalling that our study did reveal some relatively small but nevertheless statistically significant accuracy differences between the four classes of action verbs in the SSJT. In particular, Cutting verbs elicited lower scores than the other types of verbs, and performance differences emerged not only between the NC participants and the PD patients, but also between the PD patients in the ON and OFF conditions. Converging with this finding is the additional discovery that the patients' accuracies on Cutting verbs, but not on any of the other types of action verbs, correlated significantly with their disease duration such that the lowest scores were obtained by those patients with the longest histories of PD. In keeping with these results, it is also notable that in Kemmerer et al.'s (2008) fMRI study, Cutting verbs engaged by far the largest cluster of voxels in the left frontal lobe, encompassing portions of the hand-related ventral premotor region that is well-established as being dysfunctional in PD (Samuel et al., 1997; Catalan et al., 1999; Hanakawa et al., 1999; Sabatini et al., 2000). Taken together, these considerations suggest that if we restrict our attention to just this one narrow class of action verbs, the accuracy data can in fact be accommodated by the strong form of the Embodied Cognition Framework. At the same time, however, we would like to emphasize that in the broader context of the study as a whole, this is a fairly minor result that should not be over-interpreted.

More generally, it remains puzzling why the PD patients in the current study manifested relatively intact comprehension of the other three classes of action verbs, and it is hard to determine precisely what this finding implies about the Embodied Cognition Framework. We submit that the correct interpretation is uncertain mainly because of the following two factors, both of which we elaborated above: first, it is not clear how much PD affects the ability of the frontal lobes to support motor simulations during action observation and action verb comprehension; and second, there are different forms of the Embodied Cognition Framework—strong and weak—that make different claims about the functional importance of motor simulations during action observation and action verb comprehension.

Before moving on to discuss the RT results, it may be worthwhile to step back for a moment and take a broader theoretical perspective on the issues surrounding the accuracy data. According to recent research on the neural substrates of semantic knowledge, the meanings of words depend not only on modality-specific brain systems for perception and action, but also on higher-order integrative mechanisms in the anterior temporal lobes (ATLs) that serve to bind and organize the multifarious crossmodal features of concepts (e.g., Simmons and Barsalou, 2003; Patterson et al., 2007; Binney et al., 2010; Lambon Ralph et al., 2010; Visser et al., 2010; Peelen and Caramazza, 2012; note that the left angular gyrus may have similar integrative functions, as suggested by Binder et al., 2009, Bonner et al., 2013 and Seghier, 2013). Although most of this work has focused on object concepts, there is growing evidence that the ATLs also contribute to the representation of action concepts (Cotelli et al., 2006; Hillis et al., 2006; Murray et al., 2007; Pulvermüller et al., 2009) and abstract concepts (Jefferies et al., 2009; Pobric et al., 2009; Wang et al., 2010; Hoffman and Lambon Ralph, 2011). Now, some investigators—see especially the work of Matthew Lambon Ralph and his colleagues—have argued that the semantic representations in the ATLs are completely amodal in character. This proposal has been challenged (Skipper et al., 2011; Gainotti, 2012), but even if we assume, for the sake of argument, that it is correct, we are not necessarily forced to accept a theory that accounts for conceptual processing entirely in terms of amodal representations. Instead, the possibility opens up for a theory that posits rich interactions between amodal representations on the one hand and modality-specific representations on the other, along the lines of the so-called “hub and spoke” model that Lambon Ralph and his colleagues have been developing (e.g., Lambon Ralph et al., 2010; Pobric et al., 2010; Hoffman and Lambon Ralph, 2013). This type of hybrid approach builds on the Embodied Cognition Framework in important ways, and it suggests that the PD patients in the current study may have benefited from having intact amodal representations of verb meanings in the ATL. It is also possible that these amodal representations are accessed rapidly and automatically, whereas the related modality-specific representations are accessed more slowly and strategically, but further research is required to determine whether this is really the case (for theoretical discussion see Mahon and Caramazza, 2008, and Tomasino and Rumiati, 2013; and for related electrophysiological data involving object concepts see Chan et al., 2011 and Naci et al., 2012).

PD PATIENTS HAVE RELATIVELY SLOW SEMANTIC PROCESSING OF BOTH ACTION AND NON-ACTION VERBS

We turn now to the RT results. Based on the strong form of the Embodied Cognition Framework, together with the fact that PD reduces basal ganglia outflow to the frontal lobes and thereby leads to hypoactivation of the majority of motor cortices, one could reasonably predict that PD patients OFF medication would have abnormally long RTs for the action verbs, but not the non-action verbs, in the SSJT. What we found, however, is that the patients' responses were markedly delayed for both of these general categories of verbs. In addition, these delays were not significantly reduced when the patients performed the task while ON medication. These results therefore appear to challenge the strong form of the Embodied Cognition Framework.

One way to explain the RT results, in a manner that would still be compatible with the weak form of the Embodied Cognition Framework, would be to assume that PD prolongs either or both of the following two phases of the comprehension process that is tapped by all of the items, action-related as well as non-action-related, in the SSJT: (1) the initial activation of the idiosyncratic semantic features of particular verbs; and (2) the subsequent analysis and comparison of the semantic features of different verbs through the deliberate use of working memory and attentional control. Regarding phase 1, as indicated in the Introduction, Boulenger et al. (2008) ostensibly demonstrated that immediate semantic activation is more impaired for action verbs than object nouns in PD. However, we pointed out several limitations of that study, and it is noteworthy that several other studies suggest that dopamine and the basal ganglia exert an influence on semantic activation for not just action verbs but also object nouns (Kischka et al., 1996; Copland, 2003; Angwin et al., 2004, 2009; Pederzolli et al., 2008; Copland et al., 2009; see also Crosson et al., 2007). It is therefore conceivable that the patients in our study suffered from delays in initial semantic activation for many kinds of words, and that these delays contributed to their abnormally long response times for both the action verbs and the non-action verbs in the SSJT.

Regarding phase 2 of the comprehension process, it is also possible that the patients' abnormally long response times for both types of verbs reflect delays in carrying out the voluntarily controlled semantic analyses and comparisons that are necessary for explicitly judging the different degrees of similarity among the three verbs comprising each item in the SSJT, regardless of whether those verbs do or do not designate actions. Recent research suggests that semantic working memory depends on certain sectors of the left inferior frontal gyrus, with the pars orbitalis (~BA47) supporting mainly the retrieval of specific semantic structures stored in other brain regions, and the pars triangularis (~BA45) supporting mainly the post-retrieval resolution of competitions among activated representations (for a review see Badre and Wagner, 2007; see also, e.g., Thompson-Schill et al., 1998, 1999; Moss et al., 2005; Gold et al., 2006; Bedny et al., 2008). These left inferior frontal areas were engaged by all of the verb classes in Kemmerer et al.'s (2008) fMRI study, and from the perspective of the Embodied Cognition Framework, they may play important roles in the strategic process of guiding and manipulating simulations of various modality-specific aspects of verb meaning in other cortical regions. Importantly, these areas may be involved in circuits with the basal ganglia (Ullman, 2006), and hence they may be dysfunctional in PD, leading to a general slowing of strategic semantic processing. The hypothesis that PD affects phase 2 of the comprehension process tapped by the SSJT has the additional virtue of converging with a large literature pointing to deficits in working memory and attentional control in PD (e.g., Lees and Smith, 1983; Taylor et al., 1986; Cooper et al., 1991; Gabrieli et al., 1996; Lewis et al., 2003; Moustafa et al., 2008; for a review see Owen, 2004).

Might slowness in the initiation and/or execution of button pressing be another factor contributing to the patients' abnormally long RTs for both action and non-action verbs in the SSJT? This is certainly possible. Unfortunately, we did not include in our experiment an independent measure of the speed of cued button pressing. However, we suspect that even if slowness in this domain were present, it would only account for a relatively small proportion of the patients' response delays when performing the SSJT. For instance, in Boulenger et al.'s (2008) study of lexical decisions in a masked repetition priming paradigm, when PD patients pressed buttons in response to nouns while ON their medication, their RTs were only about 70 ms slower than those of the control subjects, and of course some of that delay could have reflected slowness in the lexical decision process itself, rather than in the planning and/or execution of button pressing. In our study, if one averages across all six classes of verbs, the PD patients ON medication were about 400 ms slower than the NC participants (consistent with the results reported by Fernandino et al., 2013), and the PD patients OFF medication were about 500 ms slower. Thus, while slowness in button pressing may have contributed slightly to the patients' response delays, those delays were most likely due primarily to protracted semantic processing.

Finally, although the PD patients failed to meet the 5-s response time cutoff for significantly more trials in the OFF condition than in the ON condition (see section Excluded Trials), it is noteworthy that for the trials that they did complete, they were not significantly slower at making judgments in the OFF condition than in the ON condition. This outcome goes against our expectation that dopaminergic treatment would significantly facilitate semantic processing in the ON condition. However, while such treatment is known to improve the motor symptoms of PD, its effects on cognition are more complex, and a wide range of positive, negative, and neutral influences have been observed, depending on a variety of factors such as task demands and basal dopamine levels (for a review see Cools, 2006). For example, at least two studies have found that L-DOPA does not change PD patients' performance on the Wisconsin Card Sorting Task (Gotham et al., 1988; Lange et al., 1995). Consequently, one cannot simply assume that cortical activity levels are completely “normal” when patients are ON medication. Our findings suggest that current medications may not be very effective at ameliorating delayed semantic processing in PD. Further investigation will hopefully shed more light on this topic.

CONCLUSION

We investigated the ability of PD patients to make subtle semantic similarity judgments about action and non-action verbs. Our results indicate that such judgments are, for the most part, accurate but slow for both types of verbs, regardless of whether the patients are ON or OFF medication. We have interpreted these findings largely in the context of one of the most controversial theories of knowledge representation, namely the Embodied Cognition Framework, which maintains that concepts are grounded in modality-specific input/output systems, such that many forms of semantic processing involve transient re-enactments or simulations of sensory, motor, and affective states. After considering the relevant issues from several perspectives, we have concluded that, at this stage of inquiry, it is very difficult to draw any definitive implications of our findings for the Embodied Cognition Framework because, first, it is not clear to what extent frontally mediated motor simulations are disrupted in PD, and second, there are currently at least two alternative versions of the theory—strong and weak—which differ as to whether motor simulations play an essential or merely augmentative role in action verb comprehension. Nevertheless, it remains the case that the empirical results of our study are novel and valuable, since they contribute substantially to the literature on how language is and is not affected by PD.
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Footnotes

1This could reflect the greater importance of auditory and emotional features, relative to motor features, in the meanings of Speaking verbs.

2As indicated by Kemmerer et al. (2008), some of the Change of State verbs in the SSJT encode internally caused object transformations (e.g., rust), which clearly have nothing to do with bodily actions. Most of the Change of State verbs in the SSJT, however, encode externally caused object transformations (e.g., shatter), and they can optionally specify agentive object-directed movement (e.g., The glass shattered alternates with Bill shattered the glass; see Levin, 1993, pp. 5–11, 240–248). Nevertheless, even when externally caused Change of State verbs are used transitively, they rarely refer to particular kinds of body-part-specific actions. For all of these reasons, the meanings of Change of State verbs in general are not expected to depend on somatotopically mapped primary motor and/or premotor cortices, unlike verbs of Running, Hitting, Cutting, and Speaking.

3One of the reviewers noted that some advocates of the Embodied Cognition Framework maintain that not only concrete concepts but also abstract concepts depend to some extent on the sensorimotor system (e.g., Barsalou and Wiemer-Hastings, 2005; Pecher et al., 2011; Scorolli et al., 2011; Wilson-Mendenhall et al., 2011). This point is well-taken. However, regarding the current study, as indicated above, we already have fMRI data showing that when normal subjects make semantic similarity judgments involving the specific Change of State verbs that we used in our task, somatotopically mapped motor areas are not significantly engaged (Kemmerer et al., 2008). In addition, other fMRI work has shown that the comprehension of sentences encoding mental states/processes does not significantly activate somatotopically mapped motor areas (Tettamanti et al., 2005). Partly for this reason, we would not expect the Psych verbs in our study to rely upon those areas. It is also noteworthy that, like the Change of State verbs, none of the Psych verbs refer to body-part-specific actions.
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APPENDIX

The matrix below shows the stimuli for the Semantic Similarity Judgment Task (SSJT), organized according to the design of the 6 blocks of verb trials in each of the 4 runs of the experiment. The names of the verb classes are provided only for explanatory purposes; they were not included in the experimental paradigm itself, and the subjects were unable to predict which verb class would be represented in each consecutive block. The block and trial sequences are, however, exactly as they were in the actual experiment. For each trial, the pivot verb that appeared at the top of the triangular array is listed first; that verb is followed by the one that appeared below and to the left of the pivot; and that verb in turn is followed by the one that appeared below and to the right of the pivot. For further details see the Appendix of Kemmerer et al. (2008).
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A number of studies have observed that the motor system is activated when processing the semantics of manipulable objects. Such phenomena have been taken as evidence that simulation over motor representations is a necessary and intermediary step in the process of conceptual understanding. Cognitive neuropsychological evaluations of patients with impairments for action knowledge permit a direct test of the necessity of motor simulation in conceptual processing. Here, we report the performance of a 47-year-old male individual (Case AA) and six age-matched control participants on a number of tests probing action and object knowledge. Case AA had a large left-hemisphere frontal-parietal lesion and hemiplegia affecting his right arm and leg. Case AA presented with impairments for object-associated action production, and his conceptual knowledge of actions was severely impaired. In contrast, his knowledge of objects such as tools and other manipulable objects was largely preserved. The dissociation between action and object knowledge is difficult to reconcile with strong forms of the embodied cognition hypothesis. We suggest that these, and other similar findings, point to the need to develop tractable hypotheses about the dynamics of information exchange among sensory, motor and conceptual processes.
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INTRODUCTION

On a daily basis we do remarkable things: we drive our automobiles to work, we send messages to our friends with the push of a few buttons, and use tools that extend the capabilities of our bodies. An indefinite set of object concepts are spontaneously called upon in the service of our day-to-day interactions with the environment. How are object concepts organized and represented in such a way to make everyday behavior possible? How do sensory and motor representations contribute to the organization and representation of object concepts? A prominent theory that proposes an answer to these questions is the embodied cognition hypothesis. That hypothesis argues that conceptual knowledge consists, in whole or in part, in the simulation, or re-enactment of the same sensorimotor processes that are engaged during actual interactions with the relevant types of stimuli. The first clear articulation of this proposal was by Allport (1985):

“The essential idea is that the same neural elements that are involved in coding the sensory attributes of a (possibly unknown) object presented to the eye or hand or ear also make up the elements of the auto-associated activity-patterns that represent familiar object concepts in ‘semantic memory.’ This model is, of course, in radical opposition to the view, apparently held by many psychologists, that ‘semantic memory’ is represented in some abstract, modality-independent, ‘conceptual’ domain remote from the mechanisms of perception and of motor organization.” (p. 53).

On that hypothesis, when one is asked to name a hammer, a necessary, and intermediary step in the naming process involves retrieval of motor-relevant information associated with the use of hammers (e.g., Barsalou, 1999, 2008; Glenberg and Kaschak, 2002; Barsalou et al., 2003; Simmons and Barsalou, 2003; Zwaan, 2004; Gallese and Lakoff, 2005; Pulvermüller, 2005; Kiefer and Pulvermüller, 2012). The embodied cognition hypothesis thus predicts that if an individual were to incur brain injury that impaired his/her ability to use tools, then the person would also have a conceptual impairment for tools. In Allport’s (1985) words: “… the loss of particular attribute information in semantic memory should be accompanied by a corresponding perceptual (agnostic) deficit.” (1985, p. 55; emphasis in original). In other words, according to the embodied cognition hypothesis of tool recognition, loss of motor knowledge about how to use tools should be associated (necessarily) with a corresponding semantic deficit. This prediction can be tested with cognitive neuropsychological evaluations of individuals with acquired brain damage. The goal of the current investigation was to test the embodied cognition hypothesis of tool recognition with a detailed case study of a 47-year-old individual who sustained a left cerebrovascular accident (CVA) and presented with a circumscribed impairment for knowledge of the typical actions associated with objects.

EMPIRICAL AND THEORETICAL BACKGROUND

The embodied cognition hypothesis of concept representation is an example of a broader theoretical framework based on the idea that comprehension involves covert production. Perhaps the best known example of this class of theories is the motor theory of speech perception (e.g., Liberman et al., 1967; Liberman and Mattingly, 1985; for a recent review, see Galantucci et al., 2006). That theory made the important contribution of emphasizing the idea that recognition should not be conceived of as a passive process of, for instance, matching a percept to a template stored in memory. Motor theories of perception have recently gained widespread popularity in the context of the putative mirror properties of some neurons in premotor and parietal regions of the macaque. In macaques, it has been shown that neurons in premotor and parietal cortex are activated when performing gestures and when observing others perform gestures (i.e., mirror neurons). This finding has been argued to provide support for the hypothesis that motor processes involved in action production are constitutively (i.e., necessarily) involved in action recognition (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti et al., 2001; for review see Rizzolatti and Arbib, 1998; Rizzolatti and Craighero, 2004; Rizzolatti and Sinigaglia, 2010) for critical reviews and discussion see Mahon and Caramazza, 2005; Dinstein et al., 2008; Hickok, 2009, 2010; Stasenko et al., in press).

However, whereas motor theories of action recognition are proposals about how perceptual information is comprehended and interpreted, the embodied hypothesis of concept representation is a claim about the representation of object concepts. A range of findings has been argued to support the embodied cognition hypothesis of concept representation. For instance, it has been shown that transcranial magnetic stimulation (TMS) of somatotopic specific portions of motor cortex selectively affects processing of information relevant to the corresponding effector (words describing hand actions, or foot actions; Pulvermüller et al., 2005; for review see Pulvermüller, 2005). Another TMS-based finding is that there is modulation of motor-evoked potentials (MEPs) in distal limb muscles associated with corresponding effector-specific action words. For instance, MEPs in hand muscles are modulated by processing of hand-related action words compared to foot-related action words (Buccino et al., 2005; Papeo et al., 2009). In sum, data from TMS have shown that there is an association between the activation of the motor system and comprehension of action words, in a somatotopic manner. That basic phenomenon has also been observed using functional magnetic resonance imaging (fMRI; Buccino et al., 2001; Hauk et al., 2004; Tettamanti et al., 2005).

Another class of findings demonstrates automatic activation of object use information when viewing manipulable objects. A widely replicated finding is differential BOLD contrast in parietal and premotor structures when naming or viewing tools (e.g., Chao and Martin, 2000; Noppeney et al., 2006; Mahon et al., 2007). These data have been taken as evidence for the automatic retrieval of motor-relevant information associated with the processing of tools. Finally, a number of behavioral findings have also been argued to support the claim that the motor system is involved in language comprehension. The most common finding is that response times (RTs) are facilitated when processing the semantics of sentences whose meaning implies an action in the same direction as a manual response (toward the body; away from the body; e.g., the “Action-sentence Compatibility Effect,” or ACE, of Glenberg and Kaschak, 2002; Glenberg et al., 2008).

THE CURRENT INVESTIGATION

If conceptual understanding of tools and their names necessarily involves simulation of motor-relevant content, it follows that impairments affecting knowledge of object-associated actions should be associated with conceptual impairments for tools. To foreshadow the results, Case AA presented with an action production impairment (i.e., apraxia of object use), as well as an impairment for conceptual knowledge of actions. However, his ability to extract semantic information from object stimuli remained relatively intact. The results are discussed in the context of the embodied cognition hypothesis and alternative explanations of the empirical phenomena that have been argued to support that theory.

CASE REPORT

Case AA was a right-handed man born in 1963 with 13 years of education who suffered an ischemic stroke in February 2010. Diffusion-weighted images taken at the time of clinical care in February 2010 revealed a large left-sided infarction (see Figure 1A); the occlusion originated in the distal M1 branch of the left middle cerebral artery (MCA), sparing the anterior and posterior cerebral arteries (see Figure 1B). Case AA’s ischemic stroke lesioned a large portion of frontal and parietal cortex, pre/post-central gyrus, and posterior lateral temporal cortex. We first saw this individual in February 2011 when he was referred from the Unity Rehabilitation and Neurology Center in Greece, NY, USA; he had hemiplegia that affected the mobility of his right arm and leg. His speech and executive functioning were affected by the stroke as well. All testing sessions took place between February 2011 and June 2011. Case AA gave informed written consent in accordance with the University of Rochester Institutional Review Board.
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Figure 1. (A) Diffusion-weighted images of Case AA’s left-hemisphere lesion. (B) Angiography and origin of Case AA’s left-hemisphere lesion.



CONTROL PARTICIPANTS

Six participants (males) served as controls for Case AA’s performance. All control participants gave written informed consent in accordance with the University of Rochester Institutional Review Board. Control participants had no history of neurological illness, and were matched to Case AA for age (mean = 49.3 years; range 42–55 years), education level (mean = 14.9 years; range = 12–18 years), and handedness (Edinburgh Handedness Questionnaire, Oldfield, 1971; mean = 0.92; range = 0.53–1; Case AA’s reported pre-morbid handedness coefficient = 1). Control participants completed the battery of tests in two sessions that lasted approximately 2 h each. Unless otherwise noted, control performance refers to this group of matched controls.

GENERAL METHODS

Across all tasks, unless otherwise noted, Case AA was asked to quickly and accurately complete every trial. Each trial lasted 10 s or until a response was given, whichever came first. If Case AA was not able to respond in 10 s the trial was considered incorrect and scored as zero. All picture stimuli were grayscale and 400 by 400 pixels (all in-house test stimuli can be found in the Supplementary Material). For experiments requiring overt verbal responses, responses were spoken into a microphone and stimulus presentation, and response recordings were controlled with DMDX (Forster and Forster, 2003). The responses were analyzed offline as wav files. All experiments that required keyboard presses were controlled with EPrime Software 2.0 (Psychology Software Tools, Pittsburgh, PA, USA). (Monitor information: View Sonic, 1620 × 1050 pixels, 120 Hz).

STATISTICAL ANALYSES

Modified t-tests were computed to assess if the performance of Case AA was different from the performance of the control participants using software provided by Crawford et al. (1998) and Crawford et al. (2010)
1.The software takes as input healthy control participants’ mean, standard deviation, number of control participants, and the patient’s score, and computes a t-test, a point interval (percentage of the population that would have a lower score), 95% confidence intervals associated with the point interval, an effect size (z-score) associated with the patient’s performance, and 95% confidence intervals on the effect size2.

The Revised Standardized Difference Test (RSDT) was used to calculate a dissociation between Case AA’s performance on two tests. The RSDT takes as input the patient’s performance on two tests, as well as control participants’ mean, standard deviation, and the correlation between control participants’ scores on the two tests. The program computes the same measurements as above, and tests whether the patient’s accuracy difference between two tests meets the criterion for a dissociation (strong or classical; for precedent, see Shallice, 1988); dissociations may be “classical” (Case AA is impaired on Task 1 but not on Task 2) or “strong” (Case AA is impaired on Task 1 and Task 2, but Task 1 is impaired to a greater degree than Task 2).

NEUROPSYCHOLOGICAL EVALUATION

EXPERIMENTAL STUDY I: VISUAL OBJECT RECOGNITION, LINGUISTIC PROCESSING, AND VISUAL LONG-TERM MEMORY ENCODING

Case AA was administered a battery of tests probing mid- and high-level visual processing, number identification, word reading, short-term memory retrieval, and visual long-term memory encoding and retrieval. Here we give a brief overview of his (generally intact) performance (for details, see the Methods and Results in the Supplementary Materials).

Visual object recognition

Case AA’s motion and color perception, object decision, and letter identification were within control range or at ceiling (see Table S1A in Supplementary Material). Case AA was flawless when naming one- and two-digit numbers. He was impaired relative to controls when naming three-digit numbers (p < 0.05), making two errors mixing the order of the digits, Case AA had a mild impairment when asked to match two of three overlapping figures (p < 0.05). Case AA’s performance on the Birmingham Object Recognition Battery (BORB; Riddoch and Humphreys, 1993) was within the range of controls on all the subtests he completed (See Table S1A in Supplementary Material for all results).

Linguistic processing: the psycholinguistic assessment of language processing in Aphasia

Case AA was similar to controls across a number of The Psycholinguistic Assessment of Language Processing in Aphasia (PALPA; Kay et al., 1992) word reading tests that manipulated various psycholinguistic properties of words (e.g., imageability, frequency, grammatical class, spelling irregularity, etc., see Table S2A in Supplementary Material). The only difficulty Case AA had was with reading non-words with four letters (3/6, 50%; p < 0.05), and reading low imageability and low frequency words (18/20, 90%; p < 0.01). Independent of those factors, his ability to read words from different grammatical classes (nouns, verbs, adjectives) was comparable to controls (see Table S2A in Supplementary Material for all results).

Sentence repetition

Case AA successfully repeated 34 out of 36 sentences auditorily presented by the experimenter (FG). Of the two errors that Case AA committed, both involved rearranging one word in an auditorily presented sentence, and pluralizing one word,

Experimenter: “The horse’s got less chickens to scare.”

Case AA: “The horse’s got more chickens to scare.”

Experimenter: “The man’s moving the horse.”

Case AA: “The man’s moving with horses.”

Cookie theft

Case AA’s spontaneous language production was evaluated several times with the Cookie Theft test, a subtest of the Boston Diagnostic Aphasia Examination (BDAE; Goodglass and Kaplan, 1972). Case AA was given 2 min to provide as detailed a description as possible. Generally, across all testing sessions Case AA’s speech was fluent but clearly impoverished. He did not make phonological or morphological errors when explaining the contents of the scene.

2.14.2011. They’re standing on a cookie jar and uh, he’s falling. She’s washing dishes, the sink is overflowing with water.

2.23.2011. She’s reaching for the cookie jar, up on the stool, the stool’s about to fall over. She’s washing dishes, but the dishes are overflowing, going onto the floor. She’s laughing.

Visual long-term memory encoding and retrieval

Case AA’s ability to encode long-term semantic information from visually presented stimuli was also within control range; when asked to identify repeated images embedded within a series of 216 images, Case AA was at ceiling (task and stimuli modified from Brady et al., 2008). All results can be found in Table S3 in Supplementary Material.

DISCUSSION

Case AA performed within control range or had only mild impairments on a number of tasks investigating visual perception, visual object recognition, long-term visual memory, word and number reading, and spontaneous speech. His ability to follow directions and perform various tasks was not affected by his brain injury. Having ruled out general impairments Case AA may have had with object recognition, language, and memory, and ensuring his ability to follow directions over different forms of input and output was intact, we set out to characterize the boundaries of Case AA’s impairment for action knowledge, specifically at the semantic level.

EXPERIMENTAL STUDY II: ACTION PRODUCTION AND ACTION RECOGNITION

Action recognition: action decision

Two videos of an individual (FG) performing actions were presented for Case AA on every trial, and he had to decide which was meaningful/real. Real actions (e.g., intransitive: saluting) were gestures that conveyed meaning, while “unreal” actions were gestures that did not convey meaning but made similar use of the limbs. Case AA was at ceiling when making action reality decisions over meaningful intransitive action clips (10/10).

Pantomime discrimination

Eighteen videos of transitive actions were centrally presented with two words denoting objects to the left and to the right below the video. On every trial Case AA was asked to decide which object was used in the action being pantomimed in the video. Case AA was not significantly impaired relative to controls for discriminating pantomimes (14/18, 78%, p = 0.22). See Table 1 for all Action Recognition results; see also Figure 2.

Table 1. Action recognition.
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Figure 2. The dissociation between Case AA’s ability to produce meaningful actions and Case AA’s ability to recognize meaningful action.



Action production: overview of methods and tasks

Over multiple sessions Case AA was asked to imitate transitive and intransitive pantomimes, to pantomime transitive and intransitive actions from verbal command, and tactilely identify and use objects in hand. Because Case AA had a right hemiplegia, he was confined to using his non-dominant left hand for all action production tasks; thus, all control participants used their non-dominant left hand when performing actions. Fifteen objects (hammer, screwdriver, scissors, hairbrush, spray bottle, spoon, cup, pliers, wrench, stapler, hole puncher, nail clipper, paint roller, feather duster, clothespin) were used across multiple tests probing action and object knowledge; 10 gestures that did not necessitate the use of objects were also used (i.e., intransitive actions: peace sign, thumbs up, hitchhiking, waving goodbye, beckoning “come here,” making a fist, military salute, gesturing crazy, signaling someone to stop, signaling to be quiet). For all action production tasks (pantomime from verbal command, imitation), pantomimes were blocked by type (e.g., transitive/intransitive) and Case AA was asked to perform each pantomime immediately after the experimenter had completed the action; if Case AA was not able to respond within 10 s the trial was scored as a zero. However, if Case AA responded within 10 s, he was given ample time to produce the action. For the pantomime imitation tasks, the experimenter (FG) performed a transitive or intransitive gesture on each trial and Case AA was asked to imitate the gesture immediately after the experimenter had completed the action. If Case AA did not imitate within 10 s after the experimenter finished the action the trial was scored as a zero.

All actions, for both Case AA and controls, were scored using the criteria established by Power et al. (2010). The Florida Apraxia Battery-Extended and Revised Sydney (FABERS) is set of scoring criteria for apraxia that accounts for the diverse types of apraxic errors. The scoring criteria are organized by content errors (e.g., perseverations, semantically related responses), spatial errors (e.g., misconfigurations of fingers/limb, body part as tool), temporal errors (e.g., incorrect sequencing of actions), and “other” errors (e.g., incorrect pantomime not used in test, failure to produce any response). This scoring approach thus registers the specific error patterns of patients while accounting for healthy performance for other aspects of the action.

Case AA and control participants’ actions were video recorded and scored offline by the experimenter (FG) and an individual naïve to the goal of the current investigation. For each trial, the video was scored for each dimension as specified in the FABERS protocol. For instance, there are several types of content errors that apraxics may commit (e.g., semantically related errors such as pantomiming the use of a hammer when asked to pantomime using a butcher knife), or several types of spatial errors apraxics commit (e.g., using their hands/fingers to pantomime object use (body-part-as-tool – BPAT – errors) or internal/external configuration errors that index abnormal hand/arm posture with respect to how the object should be appropriately manipulated). For a description of the error types see Appendix F from Power et al., 2010; for precedent see Rothi et al. (1988, 1997).

The experimenter (FG) and a naïve individual coded every action along the 15 dimensions (i.e., Case AA and controls were given a “1” if the action was in accordance with each individual dimension, or “0” if the action was incorrect along the various dimensions). If Case AA and controls accurately produced an action, they received a score of 15 for that action. In the situation where Case AA sporadically would forget how to pantomime an object’s use (which is scored in the ‘other’ error type), his action was not coded “0” for content, spatial, and temporal errors (i.e., actions were only coded as errors that Case AA and controls committed). In this way, failure to produce an action effectively removed that item from the analysis of the error types, in order to have a “clean” measure of his error breakdown by type. When calculating Case AA’s performance along content, spatial, temporal, and “other,” the final score was derived by averaging within error type, across objects, which resulted in a vector of 15 values (one for every error type) for each coder; coder values were then averaged. In order to measure Case AA’s object use, values within object, collapsing across error type, were averaged for each coder; this resulted in a vector of 15 values (one for every object) for each coder; coder object values were then averaged for each object, and the average of all object values were then averaged together to derive the object use metric. This scoring protocol was carried out for Case AA and control participants.

Pantomime from verbal command: transitive actions

A composite score for overall object use can be derived by averaging across all error types for each action; Case AA was impaired with respect to control participants (13.1/15, 87%, p < 0.001; see Table 2.). The analysis by error type revealed that Case AA was normal with respect to content-related properties when pantomiming transitive actions (14.9/15, 99%, p = 1), but was impaired for spatial properties of the same actions (11.4/15, 76%, p < 0.001). The temporal aspects of Case AA’s transitive pantomimes were also (albeit more mildly), affected (14.3/15, 95%, p < 0.05). The final error category within the FABERS scoring system is somewhat of a catch-all (e.g., unrecognizable action production); Case AA was impaired along this dimension as well (14/15, 93%; p < 0.01), principally reflecting his sporadic failure to pantomime object use (see Figure 2).

Table 2. Action production.
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Pantomime from verbal command: intransitive actions

In contrast to his performance with transitive actions, Case AA was at ceiling for pantomiming the content and spatial properties of intransitive actions (15/15, 100%, for each). He committed one temporal (14.7/15, 98%) and one “other” error (14.7/15, 98%), respectively.

Imitation: transitive actions

Collapsing over all error types, Case AA was impaired relative to controls (13.7/15, 91%; p < 0.001; for all results see Table 2). The analysis by error type indicated that Case AA was similar to controls for content-related properties of the gestures he imitated (14.9/15, 99%). Spatial properties for imitated transitive pantomimes were impaired (11.6/15, 77%, p < 0.001), as well as temporal aspects of transitive imitations (14.3/15, 95%, p < 0.05). Case AA was at ceiling for other properties of the actions he imitated (15/15, 100%).

Imitation: intransitive actions

Case AA was at ceiling or similar to controls when imitating intransitive pantomimes. The spatial and temporal aspects of Case AA’s pantomime imitations were between 98–99% (14.8/15–14.9/15), and the content of his imitation was at ceiling (15/15; for all results see Table 2).

Tactile recognition, object use, and knowledge of object function

While keeping his eyes closed, Case AA was asked to identify objects from tactile exploration. An object was placed in front of him on a soft (i.e., noiseless) surface and he used his left hand to feel the object. If Case AA was able to identify the object he was asked to open his eyes. If Case AA was not able to identify the object with his eyes closed he was allowed to open his eyes in order to identify the object (however, the trial was scored as a 0 if Case AA was not able to identify the object with his eyes closed). Case AA was then asked to describe the function of the object in his hand, and to show how to use the object. Case AA’s ability to name objects from tactile feedback was worse than control participants (12.5/15, 83%, p < 0.01). Case AA’s ability to explain the function of tools was severely impaired with respect to control performance (7.1/15, 47%, p < 0.001).

The content of Case AA’s demonstrations of object use was similar to control participants (14.9/15, 99%), and Case AA was also similar to controls with respect to “other” properties of object use (14.8/15, 98%). However, as was the case for the pantomiming tests (see above), Case AA exhibited an impairment for the spatial (13.7/15, 91%, p < 0.001), and a mild impairment with the temporal, aspects of the produced actions (14.4/15, 96%; for all results see Table 2).

DISCUSSION

When Case AA was asked to judge if an observed action was familiar he was at ceiling; furthermore, when asked to match object names with a visually presented transitive pantomime he was not different than control participants. In contrast to his normal performance for action recognition, Case AA presented with impairments for action production: spatial properties of the transitive gestures Case AA imitated or produced from verbal command were impaired relative to control participants. In addition, when pantomiming from verbal command, Case AA committed “other” errors, as he would sporadically forget how to pantomime an object’s use. The temporal aspects of Case AA’s imitations and pantomimes from verbal command were also impaired, albeit less severely, as his accuracy was always in the mid-nineties, and statistically different due to small standard deviations among control participants3.

Note the dissociation in performance between transitive and intransitive gestures: Case AA was a ceiling or within control range when imitating and pantomiming from command intransitive gestures. This finding rules out limb weakness, confusion, or an inability to carry out the task as the cause of his difficulties with transitive actions. On the basis of the dissociation between imitating transitive and intransitive gestures it has been argued that there may be separate mechanisms that process transitive and intransitive actions (e.g., see Rumiati and Tessari, 2002; Tessari et al., 2007). Alternatively, transitive gestures may be harder to produce rather than processed by discrete cognitive mechanisms (Carmo and Rumiati, 2009; Mozaz et al., 2009). However, the results from the control participants do not suggest that task difficulty modulated performance when pantomiming from verbal command or imitating transitive gestures.

The dichotomy within transitive action production (i.e., impaired spatial content, spared conceptual content) was observed over several testing sessions, spanning 5 months. Thus, the main theoretical motivation of this investigation was to characterize the extent to which Case AA’s action knowledge was impaired, and the degree to which object concepts were commensurately damaged. Embodied cognition theories, as discussed in the Introduction, predict that conceptual analysis of tools necessarily requires retrieval of motor information necessary to use tools. Therefore it follows that the embodied cognition hypothesis would argue that conceptual knowledge for tools should be proportionately impaired in this individual.

EXPERIMENTAL STUDY III: ACTION-RELATED OBJECT KNOWLEDGE

Matching objects by function

A matching by function task was created using the same 15 objects in the Action Production tasks. On every trial Case AA was visually presented with pictures in a triad of three objects and was asked to decide which object (to the left or right of fixation) shared similar functional properties as the (top) target object. For instance, a triad could consist of scissors, pliers, and knife (where scissors and knife are used to cut; See Buxbaum et al., 2000; Buxbaum and Saffran, 2002; see also Garcea and Mahon, 2012). Case AA was within control range when making decisions about object function (13/15, 87%, p = 0.32). This finding is in contrast to his spontaneous production of the function of objects when the objects were in his hand; however, recognition tasks are generally easier than production tasks, and so the production task may be a more sensitive measure of AA’s abilities. In addition, Case AA’s knowledge of object function (using the same objects from the action production battery) classically dissociated from his ability to pantomime object use from verbal command: despite the fact that Case AA was impaired for spatial properties of the actions he was asked to pantomime, his knowledge of those objects’ function (as measured with the matching by function task) remained relatively similar to controls.

Matching objects by identity

In order to ensure that Case AA had no difficulty visually recognizing the objects he had been asked to use, a matching by identity task was created. This task was identical in format and materials to the Matching objects by Function test, except Case AA was asked to decide which object shared the same identity as the target object (but using different exemplars of the 15 tools). Case AA was at ceiling (15/15, 100%, p = 0.80) when asked to match objects based on identity.

Object sound decision

On every trial Case AA was presented with two nouns and had to decide which of two objects made the louder sound when used. Case AA was within control range when judging which object made the louder sound when used (27/31, 87%, p = 0.85).

Declarative knowledge of tools

Multiple-choice questions about properties of tools were auditorily presented to Case AA and control participants (for original design see Moreaud et al., 1998). The four questions examined goal of use (e.g., is a hammer used to nail, separate, or cut objects?), function of use (is a hammer used to do office jobs, cook, or build?), manner of use (to use a hammer, must you pull, lean, or swing with it?), and context of use (do teachers, doctors, or carpenters use a hammer?). Case AA was impaired with respect to control participants when deciding the precise use of tools (7.1/15, 47%, p < 0.001), and motor knowledge of tool use (9/15, 60%, p < 0.05). Case AA was impaired with respect to control performance for function of use questions (11/15, 73%, control range, 15/15), and context of use questions (13.1/15, 87%, p < 0.05). Interestingly, while always worse than controls, Case AA’s ability to make decisions about contextual information of tools (e.g., is a spoon used by a chef, a painter, or a doctor) was spared (i.e., strongly dissociated) relative to his knowledge of precise tool use (e.g., is a hammer used by swinging, throwing, or dropping).

DISCUSSION

Despite Case AA’s poor performance with action production, his knowledge of action-related object properties remained relatively intact (see Table 3). His ability to match objects based on their functional properties was similar to controls, and he was at ceiling when asked to match those objects with other exemplars of those same objects. Additionally, Case AA’s knowledge of the relative loudness of the sound given off by an object when used was intact. The former finding (spared function knowledge) is an issue that has previously been discussed in the context of apraxia. For instance, Buxbaum and Saffran (2002) and Buxbaum et al. (2000) found that apraxic patients with impairments for naming tools were also impaired when making decisions about which two of three objects were manipulated similarly; interestingly, those authors found that apraxics were relatively spared when making similar decisions about which two of three objects shared functional properties.

Table 3. Action-related object knowledge.
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Thus, the neuropsychological dissociations between impaired manipulation knowledge and (relatively) spared function knowledge suggest that these different object properties may be processed by separable systems (for further discussion, see Garcea and Mahon, 2012). The data from Case AA lend credence to that hypothesis: despite Case AA’s impaired action production ability, his knowledge of object function was similar to controls. In the next section we investigated the degree to which Case AA’s knowledge of non-action object properties was spared.

EXPERIMENTAL STUDY IV: FORM-, AND COLOR-RELATED OBJECT KNOWLEDGE

Object size judgment

Case AA and control participants were asked to decide which of two visually presented printed words (denoting noun concepts) were larger. Objects were from living and non-living categories (e.g., Which is larger, a hammer or a piano?). Case AA was within control range when making size judgments about object concepts (41/45, 91%, p = 0.39).

Object color judgment

Thirty black and white line drawings of items with prototypical colors from the Snodgrass and Vanderwart (1980) corpus were presented with two color choices. Case AA and controls were asked to decide which color best matched the line drawing; Case AA’s object color matching was within control range (27/30, 90%, p = 0.27).

Definition naming

A spoken definition was presented for Case AA and controls to identify; target items came from multiple categories of the Snodgrass and Vanderwart (1980) picture naming battery (e.g., fruits, vegetables, animals, body parts, musical instruments, tools, clothing, and vehicles). Case AA was at ceiling for fruit definitions (9/9, 100%, p = 0.15), and was within control range for vegetable (9/10, 90%, p = 0.45) and vehicle definitions (7/9, 78%, p = 0.48). Furniture definitions were marginally impaired (6/10, 60%, p = 0.05), and animals (5/9, 56%, p < 0.01), body parts (7/10, 70%, p < 0.01), musical instruments (4/9, 44%, p < 0.01), and tools (1/6, 17%, p < 0.01) were significantly impaired relative to control participants.

DISCUSSION

Case AA’s non action-related knowledge of objects was further assessed with several matching and naming tests. Case AA was similar to controls when making judgments about object size and color. However, and potentially directly relevant to the theoretical focus of the investigation, the patient was impaired for definition naming of several categories of objects (including tools). However, given that his impairment was general it is not clear what the source of Case AA’s impairment was. The majority of Case AA’s incorrect responses were timeouts (i.e., he did not respond within 10 s or could not come up with a name; see Table 4 for results).

Table 4. Form-,and color-related object knowledge.
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While it has been established that Case AA is impaired when producing actions associated with objects, his knowledge of action- and non action-related properties of objects was relatively spared. We thus took to explicitly measuring Case AA’s action knowledge with a battery of tests that required Case AA to name and match actions with their associated names and objects.

EXPERIMENTAL STUDY V: NAMING AND MATCHING OBJECTS AND ACTIONS

Naming objects and actions

Objects: snodgrass and vanderwart picture stimuli. Two-hundred and sixty black and white line drawings of animals, fruits, furniture, kitchen items, musical instruments, tools, vegetables, and vehicles were presented for Case AA to identify (Snodgrass and Vanderwart, 1980). The stimuli were randomly ordered and Case AA completed this naming test on three separate testing occasions. The first two sessions were separated by 1 week; the third session was administered 4 months after the second session. However, the three scores were averaged into a composite score that was tested against control values; this procedure did not change any of the effects associated with the three individual sessions.

On the Snodgrass and Vanderwart Picture Naming task, Case AA was within control range for all categories except insects and fruits (name agreement values from 42 participants were obtained from Appendix B, Table B1 in Snodgrass and Vanderwart, 1980 and are summarized in Table 5); Case AA was impaired for naming fruits (8/11, 73%, p = 0.05) and marginally impaired when naming insects (3.36/8, 42%, p = 0.06). His errors were marked by omissions (no response within 10 s) and semantically related responses (e.g., cricket → beetle).

Table 5. Naming and matching objects and actions.
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It is known that visual and linguistic factors (e.g., visual complexity, lexical frequency, concept familiarity) may affect picture naming speed and accuracy. We did not seek to statistically control (e.g., through logistic regression) the influence of visual and linguistic factors that might co-vary by semantic category, as the pattern of his category dissociation was not of theoretical importance. In other words, if it is the case that visual complexity or concept familiarity could explain the difficulty that Case AA had with fruit and insects, this is not germane to the theoretical goal of the current study, because Case AA’s ability to name tools was not impaired with respect to control participants.

Actions: action identification

One-hundred pictures of actions were presented for Case AA to identify. On every trial a picture was presented and Case AA was asked to name the action occurring in the picture with a one-verb response (e.g., juggling; for original materials see Fiez and Tranel, 1997; Kemmerer et al., 2001, 2012). The Action Identification task was administered twice over the span of 2 months, and controls values (see Table 5) were obtained from Kemmerer et al. (2012). Once again, we collapsed both sessions into one score; the pattern of results did not change when considering each session separately. Case AA was severely impaired when identifying actions (36/100, 36%; p < 0.001); his errors were marked by omissions and naming the objects in the photographs rather than the actions (squirting → spray bottle). Case AA persisted in naming the objects rather than the actions even after (repeated) explicit instructions were given to name the action performed in the photograph.

MATCHING OBJECTS AND ACTIONS

Picture-word matching with objects

Sixty-four black and white line drawings from the Snodgrass and Vanderwart (1980) corpus were presented with a word below each picture; on each trial Case AA was asked to decide if the picture and word were the same. The foils (i.e., “no” trials) were systematically related to the pictures: foils could be phonologically related (e.g., picture: pear, word: pencil), semantically related (e.g., picture: mouse, word: swan), or not related (e.g., picture: lemon, word: vase) to the target picture. Case AA was impaired relative to controls (113/120, 94%, p < 0.05). Of the seven errors he committed, five were semantically related, one was phonologically related, and one was unrelated.

Picture-word matching with actions

Sixty-nine verbs were presented in the infinitive form at the top of the screen (e.g., running) with two pictures depicting actions below the verb (for control values see Table 5; see also Kemmerer et al., 2012); Case AA was asked to decide which picture best matched the verb. Case AA was impaired when asked to match verbs and action pictures (50/69, 72%, p < 0.001).

Kissing and dancing test

Three verbs were presented in a triangular format and Case AA was asked to identify which verb to the left or to the right of fixation was most associated to the central target (for the original design and materials see Bak and Hodges, 2003). Case AA’s performance was not different than control participants (43/52, 83%, p = 0.27).

Pyramids and palm trees

The Pyramids and Palm Trees test (PPT; Howard and Patterson, 1992) was administered to Case AA on two test sessions separated by 1 week. On the first visit Case AA completed the picture version, and on the second session Case AA completed the word version. Case AA was not different than control participants when making conceptual decisions for pictures (41/52, 79%, p = 0.12). While the word version of this experiment was not administered to control participants, Case AA’s accuracy with word stimuli was comparable to his accuracy with picture stimuli (38/52, 73%, χ2 < 1).

DISCUSSION

When asked to identify black and white line drawings of objects, Case AA was largely unimpaired: Case AA showed marginal impairments for insects and fruit. All other categories of objects were within control range. It is particularly noteworthy that Case AA was within control range when naming the same tools that he showed impairments for when producing actions (for all naming results see Table 5; see also Figure 3). In contrast to his intact object naming ability, Case AA was impaired for naming actions. Case AA’s errors consisted of omissions (50%) and naming the objects in the pictures rather than the actions (39%). One possibility is that Case AA could have an impairment for verbs compared to nouns, rather than actions compared to objects (e.g., Caramazza and Hillis, 1991; Shapiro and Caramazza, 2003). A second (and not exclusive) possibility’s that Case AA had a semantic impairment for actions but not objects.
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Figure 3. Case AA and controls’ tool and action naming accuracy.



It may be of note that while Case AA was severely impaired over a majority of the action tasks, he was not different than controls for the Kissing and Dancing test. While Case AA was impaired for matching pictures of both objects and actions to words, his ability to match pictures of objects to their corresponding words was overall less impaired than his ability to match action pictures and words (for all results see Table 5; see also Figure 4). In this context it is important to note that Case AA was equally as accurate when asked to read verbs and nouns (see Linguistic Processing in the Supplementary Materials). We therefore set out to further investigate the locus of Case AA’s impaired action knowledge, and to elucidate further whether this impairment affected Case AA’s object knowledge.
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Figure 4. Case AA and controls’ picture-word matching accuracy with actions and objects.



EXPERIMENTAL STUDY VI: ATTRIBUTE KNOWLEDGE OF ACTIONS

Case AA completed the Attribute Knowledge of Actions battery (Kemmerer et al., 2012) on two separate occasions separated by 4 months. We collapsed session 1 and session 2 when calculating the modified t-test; this procedure had no effect on the magnitude of the difference between Case AA and control values. All control values can be found in Table 6 (obtained from Kemmerer et al., 2012).

Table 6. Attribute knowledge of actions.
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Word attribute test for actions

On every trial an attribute question (e.g., which would make the loudest noise?) and two verbs were presented (for control values see Table 6). Case AA was asked to decide which of the two verbs best satisfied the attribute question. Case AA was impaired relative to controls (42/62, 68%, p < 0.001). Interestingly, recall that when Case AA made similar decisions over object stimuli he was not different than control participants (see Object Sound Decision test).

Picture attribute test for actions

This test was identical to the Word Attribute Test but the stimuli were action photographs. Case AA was significantly different than controls (48/72, 67%, p < 0.001).

Word comparison test for actions

On every trial three verbs were presented and Case AA was asked to decide which two were most similar in meaning. Case AA was severely impaired and performed at chance levels (20.7/44, 47%, p < 0.001; chance cutoff: 66%).

Picture comparison test for actions

This was identical to the Word Comparison Test but the stimuli were action photographs. Case AA was at chance and significantly different than control participants (8/24, 33%, p < 0.001; chance cutoff: 71%).

DISCUSSION

Case AA’s performance in the Attribute Knowledge of Actions battery provides more evidence that his impairment affected semantic information about actions. For instance, over a number of action property judgment tasks Case AA was at chance; those effects were consistent, and remained when Case AA was asked to perform the same action property judgment tasks 2 months later (see Table 6 for all results; see also Figure 5). Another example is the difference in performance when making loudness decisions with action and object stimuli: Case AA was impaired in the Word Attribute Test for Actions but was similar to controls when making loudness decisions in the Object Sound Decision test.
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Figure 5. Case AA and controls’ accuracy for attribute knowledge of actions.



EXPERIMENTAL STUDY VII: SEMANTIC KNOWLEDGE FROM NON-LINGUISTIC AUDITORY STIMULI

In order to further investigate Case AA’s action knowledge impairment we developed several auditory sound-word matching experiments. Case AA and controls were presented with sounds of actions and objects, and were asked to match the sound that was presented with the appropriate action or object that it represents. This set of tests also permitted us to investigate the modality-independence of Case AA’s impairment for actions (i.e., if Case AA’s impairment was restricted to pictorial and lexical stimuli, or if Case AA’s impairment involved more generally the extraction of semantic information from action stimuli).

Limb- and mouth-related sound recognition

On every trial Case AA was presented with an action sound and two verbs, and was asked to match the sound with the appropriate action. The sounds were natural kinds (10 animal), limb-related (9 transitive, e.g., hammering; 10 intransitive, e.g., scratching one’s neck), and mouth-related (8 transitive, e.g., slurping soup; 10 intransitive, e.g., sneezing; for original experiment see Pazzaglia et al., 2008). In addition to the animal sounds, two non-biological noises (e.g., cooling fan buzzing) were included as filler items. The experiment was carried out twice, and the foils were manipulated such that there was an “easy” and “hard” version. The hard version was completed first, and the easy version was administered later that test session. The “hard” version was normed with age-matched controls, and was “hard” because the foils were effector-related to the targets and correct choices. The “easy” version contained foils that were unrelated to the correct answer. Case AA’s recognition of limb transitive (e.g., hammering; 9/14, 64%, p < 0.01) and mouth intransitive (7/10, 70%, p < 0.01) sounds were impaired in comparison to controls. Interestingly, mouth transitive discriminations were similar to controls (e.g., slurping from a straw; 7/8, 88%, p = 0.12). Case AA’s discrimination of limb intransitive action sounds (e.g., scratching neck), while not significantly different from control participants, was at chance (5/9, 56%, chance cutoff: 67%). In contrast to his poor performance with action stimuli, Case AA was not different than controls when discriminating animal sounds (9/10, 90%, p = 0.12).

Animal sound discrimination

On each trial two animal names were presented with an animal sound (e.g., cow mooing, dog barking) for Case AA to discriminate. Case AA was asked to match the correct animal name with the sound that was presented to him. His performance was within control range (16/20, 80%, p = 0.17).

Environmental sound discrimination

This test was identical in format to the Animal Sound Discrimination test: Case AA was asked to match the correct object name with the sound being presented. The sounds were comprised of human noises (e.g., yawning), tool noises (e.g., chainsaw), and natural sounds (e.g., ocean, rain); foils were semantically related to the correct answer choice. Case AA was mildly impaired relative to controls (12/15, 80%, p = 0.05). While his performance was mildly impaired, it is important to note that the three errors Case AA committed were not tool-related.

DISCUSSION

Case AA was consistently at chance or significantly different than controls when discriminating transitive and intransitive limb- and mouth-related sounds (see Table 7, and Figure 6). Pazzaglia et al. (2008) have shown that limb apraxia patients who were impaired for using objects were similarly impaired when making discriminations of limb-related sounds. Those authors also found that buccofacial apraxia patients who were impaired for producing gestures with their mouth, were impaired when making discriminations over mouth-related sounds. However, when discriminating animal sounds he was not different than controls, and when asked to discriminate bodily sounds and natural sounds his performance was only marginally impaired. These results help to clarify the boundary of Case AA’s impairment with action stimuli.

Table 7. Semantic knowledge tested from non-linguistic auditory stimuli.
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Figure 6. Case AA and controls’ accuracy when discriminating object and action sounds.



Although Case AA was impaired for limb- and mouth-related sounds, the pattern of performance is consistent with the results from other experiments: Case AA’s ability to extract semantic information from action stimuli is worse than object stimuli. This finding does not appear to depend on stimulus modality, as the dissociation between object and action semantics is preserved for linguistic, pictorial, and sound input.

GENERAL DISCUSSION

The theoretical objective of this study was to test the embodied cognition hypothesis of tool recognition with a detailed analysis of the dissociation between action and object knowledge in a 47-year-old individual who suffered a left CVA. Case AA presented with impairments for object-associated action production, both when pantomiming from verbal command, imitating action, and in actual object use. In addition, Case AA’s conceptual knowledge of action was moderately to severely impaired, and those impairments were stable across several months of testing. In contrast to his impaired performance with action production and action knowledge tests, Case AA’s object knowledge was relatively preserved: visual object recognition, object naming, and attribute judgments of several categories of object concepts were within control range.

As reviewed in the Introduction, a number of fMRI, TMS, and behavioral studies have been argued to support the embodied cognition hypothesis (Barsalou, 1999, 2008; Glenberg and Kaschak, 2002; Barsalou et al., 2003; Simmons and Barsalou, 2003; Zwaan, 2004; Gallese and Lakoff, 2005; Kiefer and Pulvermüller, 2012). At a general level, it is well established that the motor system is activated during tasks that do not require overt action or even the retrieval of action information (e.g., picture naming, word reading), when the meaning of stimuli implies action. The pattern of dissociated abilities we have reported in Case AA indicate that action information is not constitutive of manipulable object concepts. Here, ‘action information’ refers both to motor-relevant processes involved in actual object manipulation as well as more abstract semantic knowledge of actions. Here we step through the theoretical implications of the principal associations and dissociations in Case AA.

Dissociation I: action production vs. action recognition

When asked to use actual objects, pantomime object use from verbal command, and imitate transitive gestures, Case AA committed spatial and temporal errors associated with the action (e.g., hand/finger misconfigurations). In contrast, his action recognition was largely or entirely preserved: He was able to make action decisions about and discriminate between meaningful gestures. Case AA was at ceiling or within control range when judging that intransitive actions were familiar, as well as matching transitive gestures with the appropriate tool. The observation of impaired action production in the context of spared action recognition has been observed in several other cases (Rapcsak et al., 1995; Rumiati et al., 2001; for the opposite dissociation see Rothi et al., 1986; Negri et al., 2007). That pattern of dissociation is problematic for the motor theory of action recognition (Gallese et al., 1996; Fadiga et al., 2002; Rizzolatti and Craighero, 2004; for critical reviews see Mahon and Caramazza, 2005; Hickok, 2009, 2010; Stasenko et al., in press).

One counterargument against this line of reasoning is that the foils used in the action recognition tasks with which Case AA was tested were foils of content. However, the types of errors that the patient made in action production were not errors of content, but rather spatio-temporal errors. In this context, it is important to note that not all of the tests involved foils of content (e.g., the test requiring recognition of actions as familiar or not). Nevertheless, future work with similar patients should systematically vary the nature of the foils to match the types of errors that the patient is making in production (see Rumiati et al., 2001 for such an approach).

Dissociation II: action vs. object knowledge

The observation that Case AA was unimpaired for naming objects but impaired for naming actions, and the associated impairments on tasks requiring non-verbal access to the semantics of actions, is problematic for the hypothesis that a necessary aspect of the meaning of manipulable objects involves action representations. For instance, according to the embodied cognition hypothesis of tool recognition, naming a visually presented picture of a hammer requires simulation of the motor processes that would be engaged in using that object. For instance, Case AA made spatio-temporal errors in transitive actions, but also had difficulty performing various matching tasks that did not require overt action production but instead required retrieval of semantic level information about actions. Similarly, multiple aspects of object knowledge were tested (e.g., object decision, picture naming, object color knowledge, object sound discrimination, matching objects by functional properties), and were relatively less impaired than action knowledge. Importantly, while Case AA’s performance was peppered with impairments at multiple levels of processing for actions, the various levels of object knowledge remained relatively preserved.

While it is clear that there is a privileged relationship between action representations and manipulable object identification, the neuropsychological data we and others have reported undermine the strong form of the embodied theory of tool recognition (Rothi et al., 1986; Ochipa et al., 1989; Rapcsak et al., 1995; Rumiati et al., 2001; Mahon et al., 2007; Negri et al., 2007; Papeo et al., 2010; for review see Mahon and Caramazza, 2005, 2008). One objection that may be raised about this conclusion is that a subtle impairment to object naming may have been missed with the coarse measure of accuracy. We thus set out to further elucidate Case AA’s ability to name manipulable objects with the more subtle measure of RT.

Magnie et al. (2003) conducted a norming study where undergraduate students were asked to rate items from the Snodgrass and Vanderwart corpus. Participants were asked to rate the ease with which they could pantomime an item’s use so that others could recognize the object that corresponds with that action (1 = no, 3 = unknown, 5 = yes). Magnie and colleagues ranked objects as ‘strongly manipulable’ if 80% of subjects rated the objects from 4 to 5; “strongly unmanipulable” objects were items for which 80% of participants rated from 1 to 2. Thus, it is possible to study the relationship between the naming performance and the manipulability of the items. An example of such an analysis is that of Wolk et al. (2005), who reported a patient with a disproportionate impairment for living things, and relatively less impaired performance for naming items high along the manipulability dimension. The authors argued that motor-based representation of objects with high manipulability indices insulated them from impairment. We have, in the context of our case, a clear opportunity to explore this very important prediction from almost the exact opposite direction: i.e., in a patient with apraxia of object use.

For simplicity, we calculated the average percent correct naming accuracy, and correct RT latencies for each item, and binned the data by manipulability index bins: (e.g., 1–2; 2–3; 3–4; 4–4.9) to derive a single naming accuracy, and a single RT latency for each discrete manipulability index (see Table 8; see also Appendix B in Wolk et al. (2005) for manipulability indices). Importantly, these are the same bins that Wolk and colleagues used. Case AA’s naming performance was positively correlated with the manipulability index, and the RTs were negatively correlated with manipulability index. That is, Case AA was more accurate and faster when naming manipulable objects with higher manipulability ratings (see Figure 7 and Table 8 for values).

Table 8. Manipulability index naming analysis.
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Figure 7. Case AA’s naming accuracy and response time of Snodgrass and Vanderwart stimuli as a function of Manipulability Index from Magnie et al. (2003).



While Case AA’s performance was (admittedly) weakly modulated by manipulability index, it is interesting to note that the trends in his naming accuracy and RTs mirror that of the patient reported by Wolk and colleagues. Thus, despite the fact that Case AA’s ability to produce actions was grossly impaired, his ability to name objects rated along the manipulability dimension goes against the prediction of the embodied cognition hypothesis: Case AA’s ability to name highly manipulable items should be impaired commensurate with his action production ability. However, we find the exact opposite pattern.

It should be noted that there is an association between action knowledge and action production: Case AA’s impairment in producing meaningful actions was correlated with his impairment for action knowledge. This suggests that damaging the ability to produce (and putatively simulate) meaningful action would have a deleterious effect on action semantics, which may rely, in part, on simulation; however, it is not clear that anyone would deny that action semantics is intimately related with motor-relevant information. Whether or not action knowledge is reducible to motor-relevant information is a separate question, and thus the question becomes whether action knowledge impairments dissociate from apraxia more generally. Critical, however, for present purposes, is that despite the fact that Case AA was impaired with action knowledge and action production, Case AA was able to name tools and match manipulable objects based on their functional properties (see Figure 8 for principal findings).
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Figure 8. Case AA’s principal dissociation between the ability to use and name manipulable objects. * denotes a significant impairment relative to control participants. The threshold of impairment is plotted two standard deviations below control participants’ mean.



CONCLUSIONS AND FUTURE DIRECTIONS

We have argued that the available patient evidence, together with the new data that we have reported, are difficult to reconcile with strong forms of the embodied cognition hypothesis of manipulable object recognition. This conclusion raises the issue of what the implications are then of the range of findings that have been argued to support that hypothesis? We have argued elsewhere (Mahon and Caramazza, 2008; Garcea and Mahon, 2012) that inferences about the format of conceptual representations cannot be drawn without an articulated model of the dynamics of information exchange among sensory, motor, and conceptual representations. For instance, if it were the case that activation spreads between sensory-motor and conceptual levels of processing ahead of selection (i.e., cascading activation) the mere fact that motor processes are activated or engaged when viewing manipulable objects would have no implications for the format of the conceptual representation of that object.

While we have emphasized in the current case report a dissociation between impaired action knowledge and spared object knowledge, it is important to note that performance on action and object tests are correlated in large group level analyses. For instance, Buxbaum et al. (2005) (see also Negri et al., 2007) have observed that production and recognition of actions, or action knowledge and understanding of object concepts, tend to be correlated in large groups of patients (see also Pazzaglia et al., 2008). However, there is an asymmetry between associations and dissociations in their relevance to the hypothesis of embodied cognition: there are a number of possible explanations of associations. For instance, associations could arise from shared vasculature among the regions supporting functionally dissociable processes. One interesting possibility for future research is whether associations at the group level arise, in part, from disruptions in network function, caused either by damage to a hub or to white matter tracts. In contrast, it may be that selective loss of a knowledge type arises from lesions that largely spare the critical pathways mediating a broader network’s function, and/or from lesions that selectively affect a region that does not have hub-like properties. Patient-based investigations that combine the techniques and experimental paradigms that have been developed to study conceptual processing in healthy individuals have the power to open up new avenues for articulating a model of information exchange among sensory, motor, and conceptual processes, and the format of representations at those levels.
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Footnotes

1The modified t-test is computed by taking the difference between the patient’s score and the mean of the control sample, and dividing it by the product of the control sample’s standard deviation (SD) and the square root of the sample size (N), plus one, divided by the sample size. Thus, as the control sample size increases, the denominator decreases in size, and the t-score increases.

2In the text we report t- and p-scores associated with Case AA’s performance; see the Supplemental Online Materials for point and interval estimates, and effect size and effect size estimates for all tests that Case AA completed.

3We chose to score actions separately for content, spatial, temporal, and “other” action properties in order to have a sensitive measure to capture dissociations across different types of errors. It is important to note that this method underestimates the impairments Case AA had when producing transitive actions (e.g., Case AA scored a 13.95/15 for “other” errors, but those “other” errors were composed of Case AA not remembering how to pantomime object use from verbal command). In comparison, control participants never forgot how to pantomime object use from verbal command. This effect cannot be due to an impairment associated with pantomiming from verbal command in general, as Case AA was similar to controls when pantomiming intransitive actions from verbal command.
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The relation between the sensorimotor cortex and the language network has been widely discussed but still remains controversial. Two independent theories compete to explain how this area is involved during action-related verbs processing. The embodied view assumes that action word representations activate sensorimotor representations which are accessed when an action word is processed or when an action is observed. The abstract hypothesis states that the mental representations of words are abstract and independent of the objects' sensorimotor properties they refer to. We combined neuropsychological and fMRI-PPI connectivity data, to address action-related verbs processing in neurosurgical patients with lesions involving (N = 5) or sparing (N = 5) the primary motor cortex and healthy controls (N = 12). A lack of significant changes in the functional coupling between the left M1 cortex and functional nodes of the linguistic network during the verb generation task was found for all the groups. In addition, we found that the ability to perform an action verb naming task was not related to a damaged M1. These data showed that there was not a task-specific functional interaction active between M1 and the inferior frontal gyrus. We will discuss how these findings indicate that action words do not automatically activate the M1 cortex; we suggest rather that its enrolment could be related to other not strictly linguistic processing.
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INTRODUCTION

There is an important debate concerning the neural processes underlying semantic representations of action words (Kemmerer and Gonzalez-Castillo, 2010). The processing of sentences and words that describe body part movements and actions has been shown to activate the sensorimotor areas of the brain, in addition to the classical language-related regions (Hauk et al., 2004; Buccino et al., 2005; Pulvermuller, 2005; Pulvermuller et al., 2005a; Tettamanti et al., 2005; Aziz-Zadeh et al., 2006; Tomasino et al., 2007; Tettamanti et al., 2008; Tomasino et al., 2008; Boulenger et al., 2009). Although it has been demonstrated that the motor system is activated during action word processing, some issues remain open for discussion, e.g., for an overview see (Willems and Hagoort, 2007); in particular there is debate on the nature of such motor activation (Mahon and Caramazza, 2005, 2008). Theories of embodied cognition argue that conceptual representations are modality-dependent and built from sensory and motor experiences (e.g., Barsalou, 1999; Gallese and Lakoff, 2005; Barsalou, 2008). Another view suggests that sensory-motor simulation is involved in linguistic processing depending on the task, on the strategies and on the context (Tomasino et al., 2007; Mahon and Caramazza, 2008; Postle et al., 2008; Tomasino et al., 2008; Papeo et al., 2009; Raposo et al., 2009; Tomasino et al., 2010; Willems et al., 2010; Papeo et al., 2012b; Tomasino et al., 2012).

Deficits in processing action-related stimuli have been reported in several studies involving patients with diseases affecting the motor system, e.g., Parkinson's disease (Boulenger et al., 2008), motor neuron disease (Bak and Hodges, 2001) and stroke involving the left hemisphere (Neininger and Pulvermuller, 2001, 2003; Kemmerer et al., 2010; Arevalo et al., 2012; Papeo et al., 2012a). Other studies, however, showed that lesions to the motor cortex do not predictably cause deficits in action word processing (De Renzi and di Pellegrino, 1995; Saygin et al., 2004; Mahon et al., 2007; Negri et al., 2007; Mahon and Caramazza, 2008; Tomasino et al., 2012). An important point in the above mentioned studies is the extent and the location of the lesions. Especially for studies involving patients with stroke, the deficit in action word processing was found to be associated with several regions across the left hemisphere and not solely with the premotor/motor or the somatosensory regions (Neininger and Pulvermuller, 2001, 2003; Kemmerer et al., 2010; Arevalo et al., 2012; Papeo et al., 2012a). Patients with relatively circumscribed lesions invading the motor areas of the brain e.g., a neurosurgical lesion (Tomasino et al., 2012) offer the possibility to specifically address the role of the sensorimotor cortex in action-related word processing. The fact that the lesions to the M1 cortex do not predictably cause deficits in action word processing is in accordance with a large body of literature addressing the neural basis of semantic memory (e.g., Vandenberghe et al., 1996; Rogers et al., 2004; Pobric et al., 2007; Binney et al., 2010; Lambon Ralph et al., 2010; Visser and Lambon Ralph, 2011). These studies used a variety of experimental approaches, such as computational models of semantic representation (Rogers et al., 2004), repetitive transcranial magnetic stimulation (rTMS) of the anterior temporal lobe, classical neuropsychological studies of patients with semantic dementia (Lambon Ralph et al., 2010), distortion-corrected fMRI, PET H2O (e.g., Vandenberghe et al., 1996; Binney et al., 2010; Visser and Lambon Ralph, 2011) and probabilistic tractography (e.g., Binney et al., 2012). Taken together, these studies indicate that concept representations reflect the conjoint action of modality-specific sources of information, such as the motor-related semantic associations between the words and the action in the case of action-related verbs processing, as well as a transmodal hub which is required in order to form “coherent” concepts (Lambon Ralph et al., 2010). For instance, the computational models indicate that the representational hub plays an important role in concept creation; moreover, in patients with semantic dementia the neuropsychological data show that damage to the ventrolateral anterior temporal regions generates a selective yet considerable degradation of conceptual knowledge (Lambon Ralph et al., 2010), which is not affected by damage to modality-specific association regions.

Although previous studies also point to an involvement of the motor system in processing action verbs (e.g., Tettamanti et al., 2005; Aziz-Zadeh et al., 2006), in the present study we were primarily interested in the role of the (left) M1 cortex, given that resection of lesions in the sensorimotor cortex is rare. We used a block design fMRI experiment where 12 healthy participants and 10 neurosurgical patients with lesions involving or sparing the primary motor cortex performed an action-verb generation task. It has been suggested that the response to an object picture is a valid way to address the relationship between the neural substrates of language processing and the motor system (Peran et al., 2010). In that study, authors found activation in the pre- and post-central gyrus during action-verb generation (Peran et al., 2010). Similarly, other authors found activation for the semantic generation task in proximity of the hand or foot motor cortex (Esopenko et al., 2012). It has been argued that action-related representations are involved in tasks implying active semantic search during the generation of action verbs (Peran et al., 2010). For these reasons, we used a verb generation task in response to pictures; this task was designed to suit even cognitively impaired subjects, since it is known that subjects are faster at performing semantic tasks with pictures than words (Chainay and Humphreys, 2002) and that pictorial stimuli have privileged access to manipulation knowledge compared to word stimuli (Thompson-Schill et al., 2006). In addition, it is held that to generate a verb in response to a picture one must select concepts that are associated with the object picture. In our experiment, we addressed two main points: firstly, the anatomo-functional correlates of action-verb generation task in healthy participants and in neurosurgical patients with lesions involving or sparing the M1 cortex and the main differences between their activations under classical General Linear Model assumptions. Secondly, to highlight the results, we also assessed the functional connectivity, using psycho-physiological interactions (PPI) (Friston et al., 1997).

The embodied view suggests that the linguistic processing of action-related words and the M1 cortex interact (Hauk et al., 2004) which implies an increase of the functional connectivity between language-related areas and motor-related areas. For instance, the comprehension of action-related sentences should be associated with a relatively stronger functional integration between the perisylvian regions and M1. There is a limited number of studies addressing how do language-related areas and motor-related areas functionally talk to each other. In one of those studies, authors used dynamic causal modeling (DCM) to analyze fMRI data during a listening task involving action- and non-action related stimuli presented first as affirmative and then negative sentences (Tettamanti et al., 2008). It was found that within the action representation system, the modulatory effects of action-related vs. abstract sentences were stronger for affirmative than negative sentences. Another result of the study was that the degree of functional integration between the left inferior frontal gyrus and the left fronto-parieto-temporal system, including the dorsal premotor cortex, the supramarginal gyrus, and the left posterior inferior temporal gyrus, was more positive for processing action-related vs. abstract sentences (Tettamanti et al., 2008). Authors argued that their results complement the findings of more classical analyses of functional specialization underlying action-related conceptual representations (Pulvermuller, 2005) and that they are in agreement with previous studies showing a more positive functional integration among the left fronto-parieto-temporal region for action-related semantic processing, in particular for pictures of tools vs. animals (Vitali et al., 2005; Noppeney et al., 2006). In a further study, DCM was used to test the semantic domain-specific patterns of the functional integration between the language and the modal semantic brain regions during the listening of either action-related or abstract sentences (Ghio and Tettamanti, 2010). Authors found that the left superior temporal gyrus was more strongly connected with the left-hemispheric action representation system, including sensorimotor areas when participants processed for action-related sentences, and with the left infero-ventral frontal, temporal, and retrosplenial cingulate areas for abstract sentences. Furthermore, authors found that causal modulatory effects were exerted by the perisylvian language regions on peripheral modal areas, and not vice versa (Ghio and Tettamanti, 2010). Lastly, other authors used psychophysiological interaction analysis (PPI) for testing whether the functional integration between the auditory brain regions and the perception/action areas is modulated by a context in which words with both motor and visual properties are presented (van Dam et al., 2012a). Results showed that the bilateral superior temporal gyrus was more strongly connected with brain regions relevant for coding action information when subjects were processing action color words (as compared to abstract words), and for action color words presented in a context that emphasized action vs. a context that emphasized color properties. Authors argued that their results corroborate the view that language representations are flexible and context-dependent (van Dam et al., 2012a).

In the present study, we first measured the functional connectivity between language-related areas and M1 as calculated by psycho-physiological interactions (PPI) in healthy controls and in patients whose lesion affected the motor areas. Neurosurgical patients were studied before surgery. PPI analyses were performed on the left M1 (as revealed by the motor localizer task) and on the left inferior frontal gyrus (Pars Opercularis, as revealed by the whole brain analysis of the main fMRI experiment) as seeds to assess the areas with increased connectivity with the left primary motor area and with the left inferior frontal gyrus during action-related word processing. PPI analysis is used to explain the neural responses in one brain area in terms of the interaction between influences of another brain region and a cognitive process (here: action-related word processing). According to the embodied view, we should expect that the functional connectivity between the language-related areas and M1 is reduced in patients who show a significantly decreased ability in processing action-related words and whose lesions affect the motor areas. On the contrary, a lack of functional connectivity changes would support the view that sensory-motor activity is not necessary but rather accessory to linguistic processing (Tomasino et al., 2007; Mahon and Caramazza, 2008; Postle et al., 2008; Tomasino et al., 2008; Papeo et al., 2009; Raposo et al., 2009; Tomasino et al., 2010; Willems et al., 2010; Papeo et al., 2012b; Tomasino et al., 2012). In addition, showing that lesions to the M1 cortex do not degrade action-related word processing complements a large body of literature addressing the neural basis of semantic memory, and showing that although concept representations reflect the conjoint action of modality-specific sources of information (Lambon Ralph et al., 2010), degradation of conceptual knowledge is generated following damage to the ventrolateral anterior temporal regions (and not to the modality-specific association regions) (Lambon Ralph et al., 2010).

MATERIALS AND METHODS

PARTICIPANTS

Patients

Ten right-handed neurosurgical patients (5 M, 5 F) whose tumor involved the left hemisphere either sparing (N = 5, 3 F, mean age 48.2 years, range 31–62) or involving (N = 5, 2 F, mean age 43.6 years, range 26–58) the primary motor cortex (M1+ and M1−, respectively), gave informed consent to participate in the study. All participants were native Italian speakers, had normal or corrected-to-normal vision and reported no history of psychiatric disease nor drug abuse. All the patients participated in the study before surgery (see Figure 1).
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Figure 1. (A) Whole brain analysis results for the group of patients with lesions involving M1 (M1−) performing hand clenching movements vs. rest and (B) activation maps for the group of patients with lesions sparing M1 (M1+) performing lip movements vs. rest. The two types of movement have been selected in this image to highlight the close location of the M1− to the hand representation area, as evidenced by the activation cluster, and the vicinity of the M1+ to the lip representation area, as evidenced by the activation cluster. Data were thresholded at p < 0.05 cluster corrected (Z > 2.3). (C) Overlapping of the ROIs drawn on the patients' lesions after normalization (in blue for the M1+ and in red for the M1−) and of the mask created by using the Anatomy Toolbox and the maximum probability maps (MPS) of the left and right M1 (in green) and of the left and right Pm cortex (in pink).



Control group (healthy volunteers)

The control group consisted of twelve right-handed volunteers (6 F, 6 M, mean age 48 years, range 35–60) were selected from a pool of data on healthy controls previously published (Tomasino et al., 2013) and were matched in education level with our patient sample (range 8–17 years of education) (Healthy control Group; HC). All the participants were native Italian speakers, with no history of neurological nor psychiatric disorders and with no structural brain abnormalities.

NEUROPSYCHOLOGICAL EXAMINATION

Each patient was submitted to a neuropsychological battery one day before fMRI. Handedness was evaluated with the Edinburgh Handedness Inventory (Oldfield, 1971). The neuropsychological evaluation included tests assessing non-verbal intelligence (Basso et al., 1987); verbal short-term digit span memory (Orsini et al., 1987); oral apraxia (Spinnler and Tognoni, 1987); ideomotor apraxia (De Renzi et al., 1980) and language. The following language tasks were performed: Token test (De Renzi and Faglioni, 1978); verbal fluency (Novelli et al., 1896); noun and verb naming (Miceli et al., 1994). Using the SPSS software for Windows, version 15 (SPSS Inc, Chicago, Ill, US), a non-parametric t-test (Mann–Whitney U test) was performed to evaluate the accuracy differences between groups of subjects.

FUNCTIONAL MRI AND DTI ACQUISITIONS

MRI data were collected on a whole-body 3 Tesla Philips Achieva (Best, Netherlands) MRI scanner equipped with a SENSE-Head-8 channel coil. Functional runs were acquired using a T2* BOLD—sensitive gradient-recalled EPI sequence; imaging parameters were as follows: TR = 2500 ms; TE = 35 ms; 90° flip angle; SENSE reduction factor in phase encoding direction = 2; FOV = 23 × 23 cm; 128 × 128 image matrix, yielding an in-plane voxel size of 1.8 × 1.8 mm; 34 axial slices, slice thickness = 3 mm; no gap. Head motion was reduced by a foam custom built head cushion around the subject's head. The MR scanner was allowed to reach a steady state by discarding the first four volumes in each scan series, since they were collected before equilibrium magnetization was reached. Anatomical T1-Weighted images MPRAGE were also acquired (190 sagittal slices; TR = 8.1007; TE = 3.707 ms; flip angle 8°; FOV = 24 cm; voxel size 1 × 1 × 1 mm) to obtain structural three-dimensional (3-D) volumes. In addition we acquired DTI data using a single-shot EPI sequence (TR/TE = 8800/74 ms, bandwidth = 1287 Hz/pixel, flip angle = 90°, FOV = 224 × 224 cm, in-plane resolution 1.8 × 1.8 mm). The gradient directions were uniformly distributed on a sphere. Diffusion gradients were applied along 64 non-coplanar axes, using a b-value of 0 and 1000 s/mm2. Seventy contiguous axial slices were acquired, with a thickness of 1.5 mm, with no gap. Total time for diffusion tensor MR imaging was 13 min 56 s.

TASK AND PARADIGM

Participants performed three runs of one task each: two motor tasks and a language task organized in a boxcar paradigm, composed of baseline and activation periods (15 s on −15 s off) the active conditions were repeated four times. In the motor run, participants were required to perform repetitive movements of the lips, and, in the second motor run, clenching hand movements. Instructions about the beginning, the end, and the side of the movement were visually cued during the fMRI acquisition for a total duration of 135 s for the lip localizer and 255 s for the hand localizer. In the language run participants were instructed to silently generate verbs evoked by visually presented objects; in each active block (N = 4) seven items were presented for a total duration of 135 s (see Appendix). The pictures were selected from the Snodgrass and Vanderwart's set of pictures (Snodgrass and Vanderwart, 1980) (mean word length 6.8 ± 2.2; length in syllable 2.8 ± 0.89; frequency 1.4 ± 1.6). For both experiments, participants were instructed to relax and remain still, to keep their arms aligned with the sides of the body, and to breath normally. Stimuli and instructions were presented through a VisuaStim Goggles system (NordicNeuroLab, Bergen, Norway) equipped with the Presentation® software (Version 9.9, Neurobehavioral Systems Inc., CA, USA)

DTI DATA ANALYSIS

Images were analyzed using DTIStudio, version 3.0.3 (2010), (Kennedy Kriger Institute, Baltimore, MD, USA) software obtaining main eigenvector, fractional anisotropy (FA) maps and color maps generated with conventional coding-color (Pajevic and Pierpaoli, 1999). Deterministic tractography was performed in all patients and subjects to reconstruct superior longitudinal fasciculus (SLF) using the fiber assignment by continuous tracking method (Mori et al., 1999, 2005) in both hemispheres. An FA threshold of 1.5 and a turning angle >45° were used as criteria to start and stop tracking. The SLF tract was reconstructed using a multi-ROI approach (Wakana et al., 2007): the first ROI was placed on a coronal view at the level of the middle of the posterior limb of the internal capsule on the intense triangle-shape green structure which identified the SLF tract. The second ROI was even placed on a coronal slice at the splenium of corpus callosum to select the descending branch of the tract. For all the tracts reconstructed, eventual contaminating fibers were removed.

Tracts were then classified as unchanged, displaced or infiltrated/disrupted as described in previous articles (Witwer et al., 2002; Jellison et al., 2004). Unchanged reconstructed tracts exhibited normal anisotropy, location and orientation, compared with homologous contralateral tracts. Displaced tracts had a normal or any slightly reduced anisotropy and showed abnormal location or trajectories when compared with contralateral hemisphere. Infiltrated tracts showed considerably decreased FA with altered color patterns on directional maps. Disruption represented an extreme case of infiltration, with near-zero anisotropy due to destruction of fibers and interruption of DTI tractography reconstruction. Fiber tract FA and number of reconstructed fibers were evaluated between groups using a non-parametric t-test (Mann–Whitney U test) by SPSS software.

fMRI DATA ANALYSIS

Image analysis was performed on each subject's data using FSL (FMRIB'S Software Lybrary, www.fmrib.ox.ac.uk/fsl). Data were skull stripped with BET (Smith, 2002), motion corrected with MCFLIRT (Jenkinson et al., 2002), smoothed with gaussian kernel (5 mm FWHM), and registered with FLIRT (Jenkinson et al., 2002) to standard MNI152 template image supplied by the Montreal Neurological Institute using the affine transformation method. We paid particular attention to patient's normalization in order to ensure a correct alignment with the template (Brett et al., 2001): first, for all patients a lesion mask was drawn and linearly registered with FLIRT on the T1-W image using affine transformation parameters with a normalized mutual information cost function. Second, each lesion mask previously registered on the T1-W image was non-linearly registered on the template with FMRIB's non-linear image registration tool (Andersson et al., 2010) using the transformation parameters derived by registering the T1-W image on the template. The nearest neighbor interpolation method was used in both stages. Two observers (M.M. and D.M.) independently checked all the co-registered lesion masks and an agreement was found in all cases. The task timing was convolved with the standard gamma variate function implemented in FSL (lag, 6 s; width, 3 s), and the fMRI signal was then linearly modeled (Worsley and Friston, 1995) on a voxel-by-voxel basis using a general linear model (GLM) approach, with local autocorrelation correction (Woolrich et al., 2001) to calculate the subject-specific parameter estimates for each event type. The estimated translation and rotation parameters were added as confounds in the model. At the single subject level, specific effects were tested by applying linear contrast to the parameter estimates for each event (active vs. rest) and the calculated Z statistic images were thresholded at the whole-brain level using clusters determined with Z > 2.3 voxelwise thresholding and a family-wise error-corrected cluster significance threshold of p = 0.05 (Worsley, 2001). Only for the language task, we performed a higher-level random effects group analysis, assessing the consistency and differences of the language network between healthy controls (HC), patients with a lesion involving or sparing the motor cortex.

In addition, to estimate the functional connectivity during the action naming task, two psycho-physiological interaction (PPI) analyses (Friston, 1997) were conducted in order to test for significant PPIs with activity in Broca's area and in the primary motor area, assessing whether those two areas interact during the language task execution. PPI analysis simply tells us which voxels across the whole brain increase their signal changes related to the seed ROI during and modulated by task execution. PPI analysis is a simple brain connectivity method that characterizes the activity in one brain region by interaction between another region's activity and a psychological factor, and an interregional correlation analysis (O'Reilly et al., 2012). PPI functional connectivity analysis has the capacity to detect regions whose BOLD hemodynamic response significantly covaries with the activity of selected areas during the performance of the task. Brain areas which exhibit significant covariance with the activity of selected ROIs over the time course can be considered as functionally connected to each other's by the task. Our ROIs were functionally and structurally constrained. We identify the seed ROIs from the previous subject-level GLM analysis of the language task and the hand clenching task. From the GLM results of the language task we identify the functionally activated cluster closest to the Broca's area [Areas 44 and 45 of Brodmann's cytoarchitectonic map (Dronkers et al., 2007)] for each subject and patient. We used the coordinates of the local maximum of this cluster as the centre of the seed region, defined as a sphere with a 6 mm radius. In the same way, the second ROI seed was centered on the local maximum of the motor hand area for each participant, as identified by functional analysis of the motor task. The primary motor hand area was identified as the cluster located in the precentralgyrus, structurally defined using the FSL Harvard–Oxford cortical atlas.

We performed two-step analysis: in the first level analysis, for each participant a PPI regressor was extracted. The PPI regressor was the result of the convolution of two functions: the hemodynamic-response-function-convolved task regressor (for the naming actions–baseline contrast), and the BOLD time-course of the spherical seed ROI. This regressor was used to identify the individual effect of task modulation on functional connectivity due to the language task. While the first level analysis involved the subjects at an individual level, the second level analysis was performed at a group level. In both analyses, Z statistic images where thresholded at the whole brain level using cluster determined with Z > 2.3 voxelwise thresholding and a family-wise error-corrected cluster significance threshold of p = 0.05.

PPI analysis estimates the connectivity, allowing to test whether the inter-regional correlation in neuronal activities changes significantly as a function of the task condition, independently of activity due to task differences. This “functional connectivity” analysis differs from the conventional activation mapping approach in that PPI reveals differential interactions between brain regions on residual variance after removing task-related effect, and hence disambiguates inter-regional connectivity from differential task effects (Friston, 1997). With PPI analysis, we tested the connectivity of Broca's area and the primary motor cortices, in order to assess how those areas interact and are functionally connected in a verb generation task.

RESULTS

NEUROPSYCHOLOGICAL EVALUATION

As reported in Table 1, the group with lesions involving M1 (M1−) significantly differed from the group with lesions sparing M1 (M1+) at verb naming (Mann–Whitney U test, Z = −2.66, p = 0.008). While M1− had a performance within the normal range (mean 27.4/28), M1+ had a performance significantly below the normal range (mean 22.6/28). Note that the cut-offs of noun naming and verb naming are 28 and 26, respectively (Miceli et al., 1994), and all the single M1+ patients scored below the normal range at the verb naming task. Possible noun-verb naming dissociations were not the subject of the present study, which focuses on verb naming, irrespective of noun naming performance. On the remaining neuropsychological tasks we didn't find any significant difference between the groups (noun naming, Z = 2.132, p = 0.056; RCPM, Z = −1.786, p = 0.095; oral apraxia, Z = −0.149, p = 1.00; ideomotor apraxia, Z = −1.838, p = 0.095; phonological fluency, Z = 0.21, p = 0.841; Token test, Z = −0.346, p = 0.548; short-term memory Z = −0.346, p = 0.729). As to their performance at noun naming, both groups scored within the normal range (M1− mean naming nouns 29.4/30 and M1+ mean naming nouns 27.2/30, respectively, cut-off 28). Therefore, there was also a dissociation between group and type of stimulus (nouns, verbs). As to the single patient performance, each individual of the M1+ group scored: P1: 23/28, and 29/30 P2:25/28, and 29/30, P3:22/28, and 25/30, P4:23/28, and 28/30, and P5:20/28 and 25/30 at the verb and at the noun naming task, respectively. By contrast, each individual of the M1− group scored: P1: 28/28, and 30/30, P2:27/28, and 29/30, P3:27/28, and 29/30, P4:27/28, and 29/30, and P5:28/28 and 30/30 at the verb and at the noun naming task, respectively.

Table 1. Clinical/demographic data and neuropsychological evaluation for the patients included in the study.
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DTI DATA

In the group of patients sparing M1 (M1+), the analysis of DTI data showed that the left Superior Longitudinal Fasciculus (SLF) was unchanged in P2 (20%), infiltrated in P1 (20%) and displaced in P3, P4, and P5 (60%). In the group with lesions involving M1 (M1−), the analysis of DTI data revealed that the left SLF was unchanged in P1, P3, and P5 (60%), and non-reconstructable in P2 and P4 (40%). The SLF tract in the right hemisphere was reconstructed for all patients. Finally, in all healthy subjects (100%) unchanged SLF tracts were reconstructed on both hemispheres (see Table 2).

Table 2. Results of the DTI analysis.
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Focusing on the number of fibers, interhemispheric differences were found in healthy subjects (using a paired t test) (left side = 659 ± 111, right side 586 ± 102, t = 8.94; p < 0.001), no differences were found for M1− patients (left side = 494 ± 82, right side 435 ± 67, t = 0.58; p = 0.621) and for M1+ patients (left side = 344 ± 151, right side 428 ± 168, t = −2.235; p = 0.89). Interhemispheric asymmetry was found on the FA value for HC group(left side = 0.49 ± 0.11, right side 0.48 ± 11, t = 2.327; p = 0.040) but not for M1− (left side = 0.41 ± 0.13, right side 0.44 ± 0.11, t = −1.732; p = 0.225) and M1+ (left side = 0.41 ± 0.12, right side 0.45 ± 0.12, t = −2.236; p = 0.89).

However, the Mann–Whitney U test shows a significantly decreased value of FA and the number of fibers in the left affected hemisphere for the M1+ group (0.41 ± 0.12 and 344 ± 151) compared with healthy controls (0.49 ± 0.11 and 659 ± 111), Z = −2.747; p = 0.006 and Z = −2.771; p = 0.006.

For the M1− group (0.41 ± 0.13 and 494 ± 82) compared with healthy controls, we found a significant difference only in FA values, Z = 2.634; p = 0.008 but not in the number of fibers, Z = −1.878; p = 0.06. Moreover, FA values and number of fibers showed no differences, when comparing the two patient groups (FA: Z = −0.30, p = 0.786; numbers of fibers: Z = −1.64, p = 0.143).

FUNCTIONAL MRI DATA

Group analysis of the motor tasks

The lip representation area and the hand motor area have been identified for all the patients (Figure 1), thus ruling out the possibility that a lesion affecting the motor areas could have compromised the signal change in the primary motor cortex, if any, during the linguistic task. BOLD time course was extracted from the primary motor cortex of each subject and used for PPI analysis. The motor network activated the standard hand motor region involved in the execution of movements for each subject (Table 3). Even for the group with lesions involving M1 (M1−), fMRI data analysis allows us to identify the correct position of the primary motor area, verifying that no significant displacements or absence of activation occurred.

Table 3. MNI coordinates and Z-value group statistics for most strongly activated voxel during hand motor localizer scan.
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Group analysis of the verb generation task

The verb generation task (verb generation > rest) triggered a cluster of increased activity in a set of brain regions typically found in language-related tasks, including: bilaterally in the occipital lobe, bilaterally in the hippocampus, in the temporal inferior cortex, the left precentralgyrus, the SMA, and the left insula (Table 4, Figure 2A)

Table 4. MNI coordinates and second level group statistics for voxels that were most strongly activated by the verb generation task vs. rest.
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Figure 2. (A) Activation elicited by the verb generation task vs. rest (p < 0.05 cluster corrected (Z > 2.3) for healthy controls (upper row), for patients with lesions involving M1 (M1−, middle row) and for patients with lesions sparing M1 (M1+, lower row). (B) The image shows the activation maps generated by the PPI analysis. Brain regions showing significant increases of connectivity to the left Broca's area during verb generation task for healthy controls and for M1− are shown. For M1+ PPI analysis didn't find any area with a significant activation. (C) Overlapping of the seed regions (Broca's and M1 area) on a rendered 3D template.



The contrast (verb generation > rest) in healthy controls (HC) > group with lesions involving M1 (M1−), showed significantly higher activity in the superior frontal gyrus, the precentralgyrus, the postcentralgyrus, the middle temporal gyrus, the precuneus and the lateral occipital cortex. The opposite contrast (M1− > HC) showed an increased activity in the lateral occipital cortex, the occipital pole, the inferior frontal gyrus.

The contrast (verb generation > rest) in HC > group with lesions sparing M1 (M1+) showed clusters of activity in the right occipital pole, the left precentralgyrus, the right superior parietal gyrus, the left superior temporal gyrus, the left SMA and the left middle temporal gyrus. The opposite contrast (M1+ > HC) showed clusters of activity bilaterally in the occipital cortex, bilaterally in the lateral occipital cortex, in the right suparmarginalgyrus, the right precentralgyrus, the left inferior temporal gyrus and the right angular gyrus (Table 5, Figure 3A).

Table 5. MNI coordinates and group statistic contrasts for voxels that were most strongly activated by verbs generation task vs. rest.
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Figure 3. (A) Activation maps for whole-brain GLM analysis related to verb generation task vs. rest. The contrast data between groups are presented at a threshold of p < 0.05, cluster corrected for Z > 2.3. (B) Average BOLD signal time-course extracted from the motor seed ROI (left) and from the Broca's seed ROI (right) during the verb generation task are displayed for all the groups separately (M1−, lesions involving the primary motor cortex; M1+, lesions sparing M1; HC, healthy controls).



We tested the difference between BOLD signals extracted from the Broca's area seed and the motor area seed during the verb generation task from all three groups by running the ANOVA test. There were no significant differences between all three groups when we tested signals from the motor area [F(2) = 0.586, p = 0.557]. Conversely, when the seed was centered on the Broca's area, we found a significant difference between (verb generation > rest) M1+ versus (verb generation > rest) HC and (verb generation > rest) M1− BOLD signals [F(2) = 18.917, p < 0.001] (Figure 3B).

Functional connectivity analysis with psycho-physiological interactions (PPI)

For all three groups [healthy controls (HC), the group with lesions involving M1 (M1−), the group with lesions sparing M1 (M1+)], there were no regions exhibiting significant functional connectivity depending on the seed activity when it was extracted from the primary motor cortex (see Figure 2C). When the seed ROI was centered on the inferior frontal gyrus (Broca's area), the PPI analysis on healthy participants showed that the verb generation task increased the functional connectivity with a cluster overlapping bilaterally the angular gyrus (Z = 4.2 right, Z = 3.86 left), the left middle frontal gyrus (Z = 3.98), the left frontal pole (Z = 3.72), the left posterior cingulate gyrus (Z = 4.08), the left putamen (Z = 4.59) and the middle temporal gyrus (Z = 3.13) (Table 6, Figure 2B). For the M1− group, the analysis showed an increased connectivity between the inferior frontal gyrus (Broca's area) and the right posterior brain areas, specifically the inferior occipital cortex (Z = 5.03), the calcarine cortex (Z = 3.71), the temporal inferior cortex (Z = 3.62) and the fusiform areas (Z = 3.46).

Table 6. Brain regions showing significant increases of connectivity to the left Boca's area during the verb generation task vs. rest as revealed by the PPI analysis.
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PPI analysis on the M1+ group did not display any brain area showing significant task-specific correlation to the seed ROI on the inferior frontal gyrus (Broca's area) at the predefined threshold.

DISCUSSION

This study was designed to further explore the nature of the interaction between the M1 cortex and linguistic processing. Specifically, we investigated patients' proficiency in performing a verb naming task and we analyzed the functional connectivity between language-related areas and the M1 cortex during a verb generation task. The verb naming task has been widely used in neuroimaging studies of language to explore the lexico-semantic features of the language network (Demonet et al., 2005; Peran et al., 2009). Previous studies addressed the neural correlates of verb generation in healthy participants (Crescentini et al., 2010; Peran et al., 2010) and in Parkinson disease patients (Peran et al., 2009). However, none addressed the functional connectivity in neurosurgical patients who show a decreased ability in processing action-related words, in patients who are proficient and in healthy controls.

Our main finding is a proficient verb naming performance of patients whose lesion involved M1, a degraded verb naming performance of patients whose lesion spared M1, and a lack of significant changes in the functional coupling between the left M1 cortex and other brain areas during the verb generation task both for healthy controls and for patients. Before we address the implications of our main finding, we first discuss results concerning the anatomo-functional correlates of the action-verb generation task in healthy participants and in neurosurgical patients with lesions involving the motor system and the main differences between their activations under classical General Linear Model assumptions. The task-related network reflected language processing; the activations encompassed areas which have been shown by fMRI and PET studies to be involved in semantic processing (e.g., Tettamanti et al., 2005; Peran et al., 2010; Esopenko et al., 2012); areas reflecting language processing were the ventral occipital cortex bilaterally extending to the left anterior superior temporal gyrus and the left TPJ; areas activated in conjunction with bilateral activations of the premotor cortex were found bilaterally in the superior parietal cortex and in the left intraparietal sulcus. These findings confirm earlier reports of a general role of these areas in semantic processing (Chao and Martin, 2000; Price, 2000). The activation of the left inferior frontal region (despite the presence of glioma) and not in right homologue regions rule out the possibility of long-term shifts of function which are typically found in low grade glioma but not in high grade glioma (Thiel et al., 2001; Duffau et al., 2003; Thiel et al., 2005; Keidel et al., 2010). In addition, that semantic processing related areas were activated by the verb generation task is consistent with previous studies that have emphasized graded differences between verbs and nouns in terms of imageability, contextual diversity, etc. (e.g., Bird et al., 2000). Additional activation clusters, included the dorso-lateral prefrontal cortex bilaterally, most likely reflecting the supervisory demands of the task. To sum up, the task induced activation in fronto-temporal and temporo-occipital regions and the SMA as previously found (Peran et al., 2009). It is remarkable that, we did not find any activation in the primary motor area during the verb generation task, either in healthy controls and in patients. This was particularly evidenced by the analysis performed on the parameter estimates extracted from the ROI reconstructed on the M1 hand areas of each participant. In that analysis we found that both patients with a decreased performance in action verb naming and those who were proficient did not show any significant difference from the parameter estimates of healthy controls. By contrast, we found between groups differences in the analysis performed on the parameter estimates extracted from the ROI in the inferior frontal gyrus (Pars Opercularis) of each participant.

The analysis of the fMRI signal showed a consistent reduction on the intensity depending on the group of subjects: patients who had a spared action naming ability showed a significantly lower signal compared to healthy controls; patients with a decreased performance in action verb naming showed the lowest intensity of any group. This result indicates that, activation in M1 cortex is not a necessary component of the network of areas supporting the action verb generation task. Interestingly, we found that, with respect to healthy controls, patients with a lesion involving M1 and a spared verb naming (M1−) differentially activated the left middle temporal gyrus/angular gyrus, the left inferior frontal gyrus/pars triangularis and the left precentral cortex. By contrast, we found that with respect to patients with a lesion sparing M1 cortex and an impaired verb naming (M1+), healthy controls differentially activated the left superior temporal gyrus and bilaterally the middle temporal gyrus. In turn, M1− as compared to M1+ differentially activated the left supramarginalgyrus, bilaterally the middle temporal gyrus and the right inferior temporal gyrus, the left inferior parietal lobe and bilaterally the inferior parietal lobe, whereas M1+ as compared to M1− differentially activated bilaterally the precentralgyrus, the left superior temporal pole, the left inferior parietal lobe and the right angular gyrus. All these areas are key hubs associated to semantic processing, with the left precentralgyrus, especially related to the semantic processing of action related items (e.g., Tettamanti et al., 2005). In the case of M1−, their activation is interpreted here as likely being due to an increased effort required to perform the fMRI tasks, whereas in the case of M1+ a lack of activation in this area seems to indicate a correlation with the low performance in action naming.

In addition, with respect to M1− and to M1+, healthy controls differentially activated the superior and middle frontal gyrus. In turn, with respect to M1+, M1− differentially activated the middle frontal gyrus bilaterally, while M1+ activated the left middle and orbital frontal gyrus, as compared to M1−. This data indicate that healthy controls had more executive control-related resources available with respect to patients, as had M1− with respect to M1+ e.g., for functional interaction between associative retrieval and executive control, see (Crescentini et al., 2010). Healthy controls, with respect to M1+, differentially recruited the right precentralgyrus extending to the inferior frontal gyrus/pars opercularis, as previously found with the verb generation task (Papathanassiou et al., 2000). In addition, with respect to M1−, healthy controls differentially recruited the left postcentralgyrus since the patients' lesions often extended to the left postcentral area and consequently they lacked the BOLD signal from this area. Similarly, healthy controls with respect to M1+, differentially activated the SMA, as did M1− for the right SMA as compared to M1+ patients, since M1+ patients' lesions often extended to this area and consequently they lacked the BOLD signal from it. Lastly, with respect to M1−, controls differentially activated bilaterally the middle temporal gyrus, as previously observed in other studies (Esopenko et al., 2012). A last between-group difference involved the occipital lobe. With respect to M1−, healthy controls differentially activated bilaterally the lateral occipital cortex, which we realized was due to the different field of view we used during acquisition for the patient's groups, accidentally cutting the lower part of the occipital lobes. Indeed also M1−, and M1+, with respect to healthy controls, differentially activated the bilaterally lateral occipital cortex. The DTI analysis revealed that the superior longitudinal fasciculus (SLF) was reconstructed in all the patients. In particular, for the M1+, the DTI analysis revealed that the SLF was intact in one patient, infiltrated in another case, and displaced (but not damaged) in three cases. This suggests that parts of the lesions have probably involved white matter (as it is typical for glioma). However, for the M1+, the SLF was never found interrupted, therefore the possibility that disconnection syndromes as well as local cortical dysfunction could make the picture more complicated can be ruled out.

NEUROPSYCHOLOGICAL DATA

The strong version of the embodied theory of language processing proposes that the sensorimotor cortex is involved in the processing and representation of action-related items. Some theories suggest that sensorimotor areas are an integral part of lexical-semantic representations (Pulvermuller, 2005; Pulvermuller et al., 2005a,b). Others suggest that motor activations are flexible and context-dependent (Tomasino et al., 2010; van Dam et al., 2010; Tomasino et al., 2012; van Dam et al., 2012b). In our study, patients with lesions involving the M1 cortex had a performance within the normal range in action naming, whereas patients with lesions sparing the M1 cortex were impaired, confirming the view that lesions to M1 do not predictably cause deficits in action word processing (De Renzi and di Pellegrino, 1995; Saygin et al., 2004; Mahon et al., 2007; Negri et al., 2007; Mahon and Caramazza, 2008; Tomasino et al., 2012). Those who presented an impaired performance were patients with lesions sparing the M1 cortex. These results complement those reported in studies addressing the neural basis of semantic memory (e.g., Vandenberghe et al., 1996; Rogers et al., 2004; Pobric et al., 2007; Binney et al., 2010; Lambon Ralph et al., 2010; Visser and Lambon Ralph, 2011). A parallel distributed processing implementation of the view that suggests that semantic knowledge arises from the interaction of perceptual representations of objects and words has been tested in a computational model of semantic representation (Rogers et al., 2004), indicating that the representational hub is especially important for conceptual formation (Rogers et al., 2004). It has been argued that concept representations reflect the conjoint action of modality-specific sources of information, as well as a transmodal hub which is required in order to form “coherent” concepts (Lambon Ralph et al., 2010). However, it has also been put forward that neuropsychological data from patients with semantic dementia showed that damage to ventrolateral anterior temporal regions (and not to modality-specific association regions) generates a selective degradation of conceptual knowledge (Lambon Ralph et al., 2010). These clinical data from patients with semantic dementia in the context of focal atrophy of the anterior temporal lobe (Lambon Ralph et al., 2010) has been confirmed by a repetitive transcranial magnetic stimulation (rTMS) of the anterior temporal lobe (Pobric et al., 2007). Authors showed that rTMS over the left anterior temporal lobe significantly increased naming latencies for a specific-level naming task but not for number naming, and significantly slowed synonym judgment times but not number quantity decisions (Pobric et al., 2007). Lastly, fMRI data (e.g., Vandenberghe et al., 1996; Binney et al., 2010; Visser and Lambon Ralph, 2011) and probabilistic tractography (e.g., Binney et al., 2012) further supported the role of the temporal cortex as a zone of gradual convergence of sensory information that culminates in modality and perceptually invariant representations found in the most rostral part of this area (Binney et al., 2012). Authors (Binney et al., 2012) explore the connectivity of specific temporal lobe areas to frontal and parietal language regions, and among the regions they found to be connected to the temporal areas, no evidence of connections to M1 cortex or premotor area was found. Similarly, our neuropsychological and fMRI_PPI results suggest that sensorimotor areas are not invariantly involved in the semantic processing and representation of action-related items. To rule out the possibility that the lack of connectivity between the Broca's area and the M1 in M1+ was due to the difficulties that those participants had in generating verbs to pictures of objects, we considered that the lack of connectivity between the Broca's area and the motor system was found also for M1−, whose performance at verb naming is within the normal range, ensuring thus that they properly carried out the task in the scanner. The same result was found in healthy controls. In addition, as a confirmation that the M1+ could produce the verbs used in the experiment, we verified that 50% of the items included in the list of items used in the verb generation fMRI task were part of the neuropsychological verb naming task [B. A. D. A.: A Battery for the assessment of aphasic disorders] (Miceli et al., 1994). Taken together our results contribute to the embodied cognition debate. Supporters of the strong version of this view hypothesize that the M1 area is necessary for the semantic analysis of an action-related word item; however, in our study, a damaged M1 area did not cause a degraded verb naming performance. In particular, the disembodied view argues that the motor system may be activated during action-word processing but not necessarily so (Mahon and Caramazza, 2005, 2008). This view is in line with the notion of flexibility in language representation whereby the degree to which a modality specific region contributes to a representation depends on the context (van Dam et al., 2010, 2012b) in which conceptual features are retrieved. Flexibility is characterized by the relative presence or absence of activation in motor and perceptual brain areas. Our results are also in accordance with the idea of a top down modulation exerting its influence in selecting the type of strategy adopted while processing language, according to which different strategies can cause participants to lean on different sorts of sensorimotor representations (Tomasino and Rumiati, 2013). Therefore, our data provides support to the idea that the activation of the M1 area may not be absolutely necessary for language comprehension.

PSYCHO-PHYSIOLOGICAL INTERACTIONS (PPI)

We measured the functional connectivity between language-related areas and motor-related areas as calculated by psycho-physiological interactions (PPI) in healthy controls and in patients whose lesion affected M1. PPI analysis aimed to explain neural responses in one brain area in terms of the interaction between influences of another brain region and a cognitive process (here: action-related word processing). As a first result we found that the M1 cortex did not show an essential role, since, when the seed for the PPI analysis was positioned in it, this area was not significantly changing its functional connectivity to any nodes of the linguistic network. In addition, by positioning the seed for the PPI analysis in the inferior frontal gyrus, the motor area was not part of the network of areas which were significantly changing their functional connectivity to the inferior frontalgyrus. In more detail, PPI analyses performed with the left primary motor area (as revealed by the motor localizer task) as seed assessed the areas with increased connectivity with the left primary motor area and with the left inferior frontal gyrus during action-related word processing. No significant changes in the functional coupling between the left primary motor area and other brain areas were observed both in healthy controls and in patients during action-related word processing. This result is in contrast with previous studies addressing how do language-related areas and motor-related areas functionally talk to each other (Tettamanti et al., 2008; Ghio and Tettamanti, 2010). Those studies showed that the degree of functional integration between the left inferior frontal gyrus and the left fronto-parieto-temporal system, including the dorsal premotor cortex, the supramarginalgyrus, and the left posterior inferior temporal gyrus, was more positive for processing action-related vs. abstract sentences (Tettamanti et al., 2008). Moreover, the same studies showed that when participants processed action-related sentences during the listening of either action-related or abstract sentences, the left superior temporal gyrus was more strongly connected with the left-hemispheric action representation system, including sensorimotor areas, while the left inferior-ventral frontal, temporal, and retrosplenial cingulate areas were activated when processing abstract sentences (Ghio and Tettamanti, 2010).

Our results, on the other hand, are consistent with a previous psycho-physiological interaction (PPI) study, in which authors corroborate the view that language representations are flexible and context-dependent (van Dam et al., 2012a). In our study, generating action verbs associated with a target object did not automatically activate M1 and did not increase functional connectivity to this area in healthy controls and both in patients that were proficient and those who showed an impaired performance at verb naming.

PPI analyses performed with the left inferior frontal gyrus (Pars Opercularis, revealed by the whole brain analysis of the main fMRI experiment) as seed assessed the areas with increased connectivity with the left inferior frontal gyrus during action-related verb processing. Results showed that in healthy controls the verb generation task increased connectivity between the left inferior frontal gyrus and an extensive network, including the inferior left middle frontal gyrus, the left middle orbital gyrus/frontal pole associated with executive control triggered during verb generation and the left inferior frontal gyrus (pars triangularis), the left putamen, the angular gyrus bilaterally and the left middle temporal gyrus, associated with semantic retrieval and semantic knowledge (Mahon and Caramazza, 2008). It is known that the regions involved in naming tools and other artifacts include the left posterior middle temporal gyrus (pMTG), the bilateral inferior temporal gyri, the left middle temporal gyrus, and the left premotor region (Martin et al., 1996). The relative contribution of the various areas may vary depending on the type of task used (Martin et al., 1996; Tyler and Moss, 2001) [For reviews see (Martin et al., 1996; Mahon and Caramazza, 2009)]. In most current models of language representation, temporal lobe regions have been implicated in aspects of semantic processing, for reviews see (e.g., Martin and Chao, 2001; Binder et al., 2009). Some authors, for example, posit the angular gyrus and anterior inferior temporal regions as key in semantic processing, while others (Indefrey and Levelt, 2004) suggest that lemma retrieval and selection occur in the middle temporal gyrus, or others (Hickok and Poeppel, 2004, 2007) propose a role for the bilateral posterior middle and inferior portions of the temporal lobe corresponding to the lexical interface, which is seen to link phonological and lexical (including semantic) information. In this context, our PPI analysis showed that in healthy controls our task increased the functional connectivity between the inferior frontal gyrus and two essential nodes of the semantic system.

As a second result, we found that in the M1− patients, the verb generation task increased connectivity between the left inferior frontal gyrus and the left lateral occipito-temporal cortex. Previous studies investigating category selective responses by using DCM (Noppeney et al., 2006), showed that the occipito-temporal gyrus was one of the nodes with increased functional connectivity during tool processing. Interestingly, in our study we found that one cluster was localized close to the coordinates of the occipito-temporal/extra-striate cortex, i.e., a complex brain region that processes not only body parts, but also motion and tools (Gitelman et al., 1999; Huk et al., 2002; Downing et al., 2007; Bracci et al., 2010; Kolster et al., 2010; Valyear and Culham, 2010; Bracci et al., 2012); for a review see (Weiner and Grill-Spector, 2011). It has been shown that these body-related occipito-temporal/extra-striate areas are modulated by the simulated use of appropriate tools (Tomasino et al., 2012). Lastly, we found that no significant changes in the functional coupling between the left inferior frontal gyrus and other brain areas were observed during the verb generation task in M1+ patients. This is consistent with the presence of an action naming decrease at behavioral level. Both groups of patients had a different pattern of connectivity with respect to controls. In a study on neurosurgical patients it has been suggested that the effect of brain lesions may be better evaluated over the entire network rather than on the basis of the activity of isolated regions (Briganti et al., 2012). Authors positioned the seed in the inferior frontal gyrus and tested for differences in functional connectivity between patients and controls during a verb generation task and showed that patients had a reduced functional connectivity of the language network. Remarkably, it has been shown that the reduction was not confined to the area surrounding the tumor, but also involved remote areas of the contralateral hemisphere. In particular, similarly to our results, there is evidence that patients showed a decreased bilateral connectivity in the temporo-parietal area (TPJ) (Briganti et al., 2012). Authors underlined the crucial role of TPJ area for the integrity of functional networks and suggested a particular vulnerability of this area to local and non-local disturbances (Briganti et al., 2012).

Taken together, our results suggest that the activation of the M1 cortex is not as automatic as held by the strong version of the embodied accounts of language processing, suggesting that sensorimotor areas are involved in the processing and the representation of action-related items. In our study, patients with lesions involving the M1 cortex had a performance within the normal range in action naming. In addition, both for healthy controls and for patients (either those with a spared and those with an impaired verb naming performance) no significant changes in the functional coupling between the left motor cortex and other brain areas were observed during the verb generation task. Moreover, patients with a lesion in M1 showed that the verb generation task increased connectivity between the left inferior frontal gyrus and the left EBA, an area which has been related to motor imagery of tool use, and the occipito-temporal cortex related to semantic processing of tools.

To conclude, PPI detects regions whose activation could be explained by the activation pattern of a seed region in interplay with a specific cognitive or sensory process. For this reason, the lack of functional connectivity changes between the left inferior frontal gyrus and M1 would support the view that sensory-motor activity is not necessary but rather accessory to linguistic processing (Tomasino et al., 2007; Mahon and Caramazza, 2008; Postle et al., 2008; Tomasino et al., 2008; Papeo et al., 2009; Raposo et al., 2009; Tomasino et al., 2010; Willems et al., 2010; Papeo et al., 2012b; Tomasino et al., 2012).

ACKNOWLEDGMENTS

We would like to thank all the patients and volunteers who participated in this study. We would also like to acknowledge the support that was given by Dr. Serena D'Agostini and the MRI staff of the Neuroradiological Department.

REFERENCES

Andersson, J., Jenkinson, M., and Smith, S. (2010). Non-linear Optimisation. Non-linear Registration, Aka Spatial Normalisation. Tech. Rep. FMRIB technical report TR07JA2. Available at: www.fmrib.ox.ac.uk/analysis/techrep

Arevalo, A. L., Baldo, J. V., and Dronkers, N. F. (2012). What do brain lesions tell us about theories of embodied semantics and the human mirror neuron system? Cortex 48, 242–254. doi: 10.1016/j.cortex.2010.06.001

Aziz-Zadeh, L., Wilson, S. M., Rizzolatti, G., and Iacoboni, M. (2006). Congruent embodied representations for visually presented actions and linguistic phrases describing actions. Curr. Biol. 16, 1818–1823. doi: 10.1016/j.cub.2006.07.060

Bak, T. H., and Hodges, J. R. (2001). Motor neurone disease, dementia and aphasia: coincidence, co-occurrence or continuum? J. Neurol. 248, 260–270. doi: 10.1007/s004150170199

Barsalou, L. W. (1999). Perceptual symbol systems. Behav. Brain Sci. 22, 577–660.

Barsalou, L. W. (2008). Grounded cognition. Ann. Rev. Psychol. 59, 617–645. doi: 10.1146/annurev.psych.59.103006.093639

 Basso, A., Capitani, E., and Laiacona, M. (1987). Raven's coloured progressive matrices: normative values on 305 adult normal controls. Funct. Neurol. 2, 189–194.

Binder, J. R., Desai, R. H., Graves, W. W., and Conant, L. L. (2009). Where is the semantic system? A critical review and meta-analysis of 120 functional neuroimaging studies. Cereb. Cortex 19, 2767–2796. doi: 10.1093/cercor/bhp055

Binney, R. J., Embleton, K. V., Jefferies, E., Parker, G. J., and Ralph, M. A. (2010). The ventral and inferolateral aspects of the anterior temporal lobe are crucial in semantic memory: evidence from a novel direct comparison of distortion-corrected fMRI, rTMS, and semantic dementia. Cereb. Cortex 20, 2728–2738. doi: 10.1093/cercor/bhq019

Binney, R. J., Parker, G. J., and Lambon Ralph, M. A. (2012). Convergent connectivity and graded specialization in the rostral human temporal lobe as revealed by diffusion-weighted imaging probabilistic tractography. J. Cogn. Neurosci. 24, 1998–2014. doi: 10.1162/jocn_a_00263

Bird, H., Howard, D., and Franklin, S. (2000). Why is a verb like an inanimate object? Grammatical category and semantic category deficits. Brain Lang. 72, 246–309. doi: 10.1006/brln.2000.2292

Boulenger, V., Hauk, O., and Pulvermuller, F. (2009). Grasping ideas with the motor system: semantic somatotopy in idiom comprehension. Cereb. Cortex 19, 1905–1914. doi: 10.1093/cercor/bhn217

Boulenger, V., Mechtouff, L., Thobois, S., Broussolle, E., Jeannerod, M., and Nazir, T. A. (2008). Word processing in Parkinson's disease is impaired for action verbs but not for concrete nouns. Neuropsychologia 46, 743–756. doi: 10.1016/j.neuropsychologia.2007.10.007

Bracci, S., Cavina-Pratesi, C., Ietswaart, M., Caramazza, A., and Peelen, M. V. (2012). Closely overlapping responses to tools and hands in left lateral occipitotemporal cortex. J. Neurophysiol. 107, 1443–1456. doi: 10.1152/jn.00619.2011

Bracci, S., Ietswaart, M., Peelen, M. V., and Cavina-Pratesi, C. (2010). Dissociable neural responses to hands and non-hand body parts in human left extrastriate visual cortex. J. Neurophysiol. 103, 3389–3397. doi: 10.1152/jn.00215.2010

Brett, M., Leff, A. P., Rorden, C., and Ashburner, J. (2001). Spatial normalization of brain images with focal lesions using cost function masking. Neuroimage 14, 486–500. doi: 10.1006/nimg.2001.0845

Briganti, C., Sestrieri, C., Mattei, P. A., Esposito, R., Galzio, R. J., Tartaro, A., et al. (2012). Reorganization of functional connectivity of the language network in patients with brain gliomas. AJNR Am. J. Neuroradiol. 33, 1983–1990. doi: 10.3174/ajnr.A3064

Buccino, G., Riggio, L., Melli, G., Binkofski, F., Gallese, V., and Rizzolatti, G. (2005). Listening to action-related sentences modulates the activity of the motor system: a combined TMS and behavioral study. Brain Res. Cogn. Brain Res. 24, 355–363. doi: 10.1016/j.cogbrainres.2005.02.020

Chainay, H., and Humphreys, G. W. (2002). Privileged access to action for objects relative to words. Psychon. Bull. Rev. 9, 348–355.

Chao, L. L., and Martin, A. (2000). Representation of manipulable man-made objects in the dorsal stream. Neuroimage 12, 478–484. doi: 10.1006/nimg.2000.0635

Crescentini, C., Shallice, T., and Macaluso, E. (2010). Item retrieval and competition in noun and verb generation: an FMRI study. J. Cogn. Neurosci. 22, 1140–1157. doi: 10.1162/jocn.2009.21255

De Renzi, E., and Faglioni, P. (1978). Normative data and screening power of a shortened version of the Token Test. Cortex 14, 41–49.

De Renzi, E., and di Pellegrino, G. (1995). Sparing of verbs and preserved, but ineffectual reading in a patient with impaired word production. Cortex 31, 619–636.

De Renzi, E., Motti, F., and Nichelli, P. (1980). Imitating gestures. a quantitative approach to ideomotor apraxia. Arch. Neurol. 37, 6–10. doi: 10.1001/archneur.1980.00500500036003

Demonet, J. F., Pernet, C., Kouider, S., and Musso, M. (2005). The dynamics of language-related brain images. Neurocase. 11, 148–150. doi: 10.1080/13554790590925574

Downing, P. E., Wiggett, A. J., and Peelen, M. V. (2007). Functional magnetic resonance imaging investigation of overlapping lateral occipitotemporal activations using multi-voxel pattern analysis. J. Neurosci. 27, 226–233. doi: 10.1523/JNEUROSCI.3619-06.2007

Dronkers, N. F., Plaisant, O., Iba-Zizen, M. T., and Cabanis, E. A. (2007). Paul Broca's historic cases: high resolution MR imaging of the brains of leborgne and lelong. Brain 130, 1432–1441. doi: 10.1093/brain/awm042

Duffau, H., Capelle, L., Denvil, D., Sichez, N., Gatignol, P., Lopes, M., et al. (2003). Functional recovery after surgical resection of low grade gliomas in eloquent brain: hypothesis of brain compensation. J. Neurol. Neurosurg. Psychiatry 74, 901–907. doi: 10.1136/jnnp.74.7.901

Esopenko, C., Gould, L., Cummine, J., Sarty, G. E., Kuhlmann, N., and Borowsky, R. (2012). A neuroanatomical examination of embodied cognition: semantic generation to action-related stimuli. Front. Hum. Neurosci. 6, 1–12. doi: 10.3389/fnhum.2012.00084

Friston, K., Buechel, C., Fink, G. R., Morris, J., Rolls, E., and Dolan, R. J. (1997). Psychophysiological and modulatory interactions in neuroimaging. Neuroimage 6, 218–229. doi: 10.1006/nimg.1997.0291

Friston, K. J. (1997). Testing for anatomical specified regional effects. Hum. Brain Mapp. 5, 133–136. doi: 10.1002/(SICI)1097-0193(1997)5:2<133::AID-HBM7>3.0.CO;2-4

Gallese, V., and Lakoff, G. (2005). The Brain's concepts: the role of the sensory-motor system in reason and language. Cogn. Neuropsychol. 22, 455–479. doi: 10.1080/02643290442000310

Ghio, M., and Tettamanti, M. (2010). Semantic domain-specific functional integration for action-related vs. abstract concepts. Brain Lang. 112, 223–232. doi: 10.1016/j.bandl.2008.11.002

Gitelman, D. R., Nobre, A. C., Parrish, T. B., LaBar, K. S., Kim, Y. H., Meyer, J. R., et al. (1999). A large-scale distributed network for covert spatial attention: further anatomical delineation based on stringent behavioural and cognitive controls. Brain 122(Pt 6), 1093–1106. doi: 10.1093/brain/122.6.1093

Hauk, O., Johnsrude, I., and Pulvermuller, F. (2004). Somatotopic representation of action words in human motor and premotor cortex. Neuron 41, 301–307. doi: 10.1016/S0896-6273(03)00838-9

Hickok, G., and Poeppel, D. (2004). Dorsal and ventral streams: a framework for understanding aspects of the functional anatomy of language. Cognition 92, 67–99. doi: 10.1016/j.cognition.2003.10.011

Hickok, G., and Poeppel, D. (2007). The cortical organization of speech processing. Nat. Rev. Neurosci. 8, 393–402. doi: 10.1038/nrn2113

Huk, A. C., Dougherty, R. F., and Heeger, D. J. (2002). Retinotopy and functional subdivision of human areas MT and MST. J. Neurosci. 22, 7195–7205.

Indefrey, P., and Levelt, W. J. (2004). The spatial and temporal signatures of word production components. Cognition 92, 101–144. doi: 10.1016/j.cognition.2002.06.001

Jellison, B. J., Field, A. S., Medow, J., Lazar, M., Salamat, M. S., and Alexander, A. L. (2004). Diffusion tensor imaging of cerebral white matter: a pictorial review of physics, fiber tract anatomy, and tumor imaging patterns. AJNR Am. J. Neuroradiol. 25, 356–369.

Jenkinson, M., Bannister, P., Brady, M., and Smith, S. (2002). Improved optimization for the robust and accurate linear registration and motion correction of brain images. Neuroimage 17, 825–841. doi: 10.1006/nimg.2002.1132

Keidel, J. L., Welbourne, S. R., and Lambon Ralph, M. A. (2010). Solving the paradox of the equipotential and modular brain: a neurocomputational model of stroke vs. slow-growing glioma. Neuropsychologia 48, 1716–1724. doi: 10.1016/j.neuropsychologia.2010.02.019

Kemmerer, D., and Gonzalez-Castillo, J. (2010). The two-level theory of verb meaning: an approach to integrating the semantics of action with the mirror neuron system. Brain Lang 112, 54–76. doi: 10.1016/j.bandl.2008.09.010

Kemmerer, D., Rudrauf, D., Manzel, K., and Tranel, D. (2010). Behavioral patterns and lesion sites associated with impaired processing of lexical and conceptual knowledge of actions. Cortex doi: 10.1016/j.cortex.2010.11.001[Epub ahead of print]

Kolster, H., Peeters, R., and Orban, G. A. (2010). The retinotopic organization of the human middle temporal area MT/V5 and its cortical neighbors. J. Neurosci. 30, 9801–9820. doi: 10.1523/JNEUROSCI.2069-10.2010

Lambon Ralph, M. A., Sage, K., Jones, R. W., and Mayberry, E. J. (2010). Coherent concepts are computed in the anterior temporal lobes. Proc. Natl. Acad. Sci. U.S.A 107, 2717–2722. doi: 10.1073/pnas.0907307107

Mahon, B., and Caramazza, C. (2009). Concepts and categories: a cognitive neuropsychological perspective. Ann. Rev. Psychol. 60, 27–51. doi: 10.1146/annurev.psych.60.110707.163532

Mahon, B. Z., and Caramazza, A. (2005). The orchestration of the sensory-motor systems: clues from neuropsychology. Cogn. Neuropsychol. 22, 480–494. doi: 10.1080/02643290442000446

Mahon, B. Z., and Caramazza, A. (2008). A critical look at the embodied cognition hypothesis and a new proposal for grounding conceptual content. J. Physiol. (Paris) 102, 59–70. doi: 10.1016/j.jphysparis.2008.03.004

Mahon, B. Z., Milleville, S. C., Negri, G. A., Rumiati, R. I., Caramazza, A., and Martin, A. (2007). Action-related properties shape object representations in the ventral stream. Neuron 55, 507–520. doi: 10.1016/j.neuron.2007.07.011

Martin, A., and Chao, L. L. (2001). Semantic memory and the brain: structure and processes. Curr. Opin. Neurobiol. 11, 194–201. doi: 10.1016/S0959-4388(00)00196-3

Martin, A., Wiggs, C. L., Ungerleider, L. G., and Haxby, J. V. (1996). Neural correlates of category-specific knowledge. Nature 379, 649–652. doi: 10.1038/379649a0

Miceli, G., Laudanna, A., Burani, C., and Capasso, R. (1994). Batteria per l'analisideiDeficit Afasici. B.A.D.A. [B.A.D.A.: A Battery for the Assessment of Aphasic Disorders.]. Roma: CEPSAG.

Mori, S., Crain, B. J., Chacko, V. P., and van Zijl, P. C. (1999). Three-dimensional tracking of axonal projections in the brain by magnetic resonance imaging. Ann. Neurol. 45, 265–269.

Mori, S., Wakana, S., Nagae-Poetscher, L. M., and Van Zijl, P. C. M. (2005). MRI Atlas Of Human White Matter. Oxford: Elsevier.

Negri, G. A., Rumiati, R. I., Zadini, A., Ukmar, M., Mahon, B. Z., and Caramazza, A. (2007). What is the role of motor simulation in action and object recognition? Evidence from apraxia. Cogn. Neuropsychol. 24, 795–816. doi: 10.1080/02643290701707412

Neininger, B., and Pulvermuller, F. (2001). The right hemisphere's role in action word processing: a double case study. Neurocase 7, 303–317. doi: 10.1093/neucas/7.4.303

Neininger, B., and Pulvermuller, F. (2003). Word-category specific deficits after lesions in the right hemisphere. Neuropsychologia 41, 53–70. doi: 10.1016/S0028-3932(02)00126-4

Noppeney, U., Price, C. J., Penny, W. D., and Friston, K. J. (2006). Two distinct neural mechanisms for category-selective responses. Cereb. Cortex 16, 437–445. doi: 10.1093/cercor/bhi123

Novelli, G., Papagno, C., Capitani, E., Laiacona, M., Vallar, G., and Cappa, S. F. (1896). Tre test clinici di ricerca e produzione lessicale. Taratura su soggetti normali. Arch. Psicol. Neurol. Psichiat. 47, 477–505.

 Oldfield, R. C. (1971). The assessment and analysis of handedness: the Edinburgh inventory. Neuropsychologia 9, 97–113.

 Orsini, A., Grossi, D., Capitani, E., Laiacona, M., Papagno, C., and Vallar, G. (1987). Verbal and spatial immediate memory span: Normative data from 1355 adults and 1112 children. Ital. J. Neurol. Sci. 8, 539–548. doi: 10.1007/BF02333660

O'Reilly, J. X., Woolrich, M. W., Behrens, T. E., Smith, S. M., and Johansen-Berg, H. (2012). Tools of the trade: psychophysiological interactions and functional connectivity. Soc. Cogn. Affect. Neurosci. 7, 604–609. doi: 10.1093/scan/nss055

Pajevic, S., and Pierpaoli, C. (1999). Color schemes to represent the orientation of anisotropic tissues from diffusion tensor data: application to white matter fiber tract mapping in the human brain. Magn. Reson. Med. 42, 526–540. doi: 10.1002/(SICI)1522-2594(199909)42:3<526::AID-MRM15>3.0.CO;2-J

Papathanassiou, D., Etard, O., Mellet, E., Zago, L., Mazoyer, B., and Tzourio-Mazoyer, N. (2000). A common language network for comprehension and production: a contribution to the definition of language epicenters with PET. Neuroimage 11, 347–357. doi: 10.1006/nimg.2000.0546

Papeo, L., Negri, G. A., Zadini, A., and Rumiati, R. I. (2012a). Action performance and action-word understanding: evidence of double dissociations in left-damaged patients. Cogn. Neuropsychol. 27, 428–461. doi: 10.1080/02643294.2011.570326

Papeo, L., Rumiati, R. I., Cecchetto, C., and Tomasino, B. (2012b). On-line changing of thinking about words: the effect of cognitive context on neural responses to verb reading. J. Cogn. Neurosci. 24, 2348–2362. doi: 10.1162/jocn_a_00291

Papeo, L., Vallesi, A., Isaja, A., and Rumiati, R. I. (2009). Effects of TMS on different stages of motor and non-motor verb processing in the primary motor cortex. PLoS. ONE. 4:e4508. doi: 10.1371/journal.pone.0004508

Peran, P., Cardebat, D., Cherubini, A., Piras, F., Luccichenti, G., Peppe, A., et al. (2009). Object naming and action-verb generation in Parkinson's disease: a fMRI study. Cortex 45, 960–971 doi: 10.1016/j.cortex.2009.02.019

Peran, P., Demonet, J. F., Cherubini, A., Carbebat, D., Caltagirone, C., and Sabatini, U. (2010). Mental representations of action: the neural correlates of the verbal and motor components. Brain Res. 1328, 89–103. doi: 10.1016/j.brainres.2010.02.082

Pobric, G., Jefferies, E., and Ralph, M. A. (2007). Anterior temporal lobes mediate semantic representation: mimicking semantic dementia by using rTMS in normal participants. Proc. Natl. Acad. Sci. U.S.A. 104, 20137–20141. doi: 10.1073/pnas.0707383104

Postle, N., McMahon, K. L., Ashton, R., Meredith, M., and de Zubicaray, G. I. (2008). Action word meaning representations in cytoarchitectonically defined primary and premotor cortices. Neuroimage 43, 634–644. doi: 10.1016/j.neuroimage.2008.08.006

Price, C. J. (2000). The anatomy of language: contributions from functional neuroimaging. J. Anat. 197, 335–359. doi: 10.1046/j.1469-7580.2000.19730335.x

Pulvermuller, F. (2005). Brain mechanisms linking language and action. Nat. Rev. Neurosci. 6, 576–582. doi: 10.1038/nrn1706

Pulvermuller, F., Hauk, O., Nikulin, V. V., and Ilmoniemi, R. J. (2005a). Functional links between motor and language systems. Eur. J. Neurosci. 21, 793–797. doi: 10.1111/j.1460-9568.2005.03900.x

 Pulvermuller, F., Shtyrov, Y., and Ilmoniemi, R. (2005b). Brain signatures of meaning access in action word recognition. J. Cogn. Neurosci. 17, 884–892. doi: 10.1162/0898929054021111

Raposo, A., Moss, H. E., Stamatakis, E. A., and Tyler, L. K. (2009). Modulation of motor and premotor cortices by actions, action words and action sentences. Neuropsychologia 47, 388–396. doi: 10.1016/j.neuropsychologia.2008.09.017

Rogers, T. T., Lambon Ralph, M. A., Garrard, P., Bozeat, S., McClelland, J. L., Hodges, J. R., et al. (2004). Structure and deterioration of semantic memory: a neuropsychological and computational investigation. Psychol. Rev. 111, 205–235. doi: 10.1037/0033-295X.111.1.205

Saygin, A. P., Wilson, S. M., Dronkers, N. F., and Bates, E. (2004). Action comprehension in aphasia: linguistic and non-linguistic defictis and their lesion correlates. Neuropsychologia 42, 1788–1804. doi: 10.1016/j.neuropsychologia.2004.04.016

Smith, S. M. (2002). Fast robust automated brain extraction. Hum. Brain Mapp. 17, 143–155. doi: 10.1002/hbm.10062

Snodgrass, J. G., and Vanderwart, M. (1980). A standardized set of 260 pictures: norms for name agreement, image agreement, familiarity, and visual complexity. J. Exp. Psychol. Hum. Learn. Mem. 6, 174–215.

Spinnler, M., and Tognoni, G. (1987). Standardizzazione e taratura italiana di test neuropsicologici. Ital. J. Neurol. Sci. Suppl. 8, 1–120.

Tettamanti, M., Buccino, G., Saccuman, M. C., Gallese, V., Danna, M., Scifo, P., et al. (2005). Listening to action-related sentences activates fronto-parietal motor circuits. J. Cogn. Neurosci. 17, 273–281. doi: 10.1162/0898929053124965

Tettamanti, M., Manenti, R., la Rosa, P. A., Falini, A., Perani, D., Cappa, S. F., et al. (2008). Negation in the brain: modulating action representations. Neuroimage 43, 358–367. doi: 10.1016/j.neuroimage.2008.08.004

Thiel, A., Habedank, B., Winhuisen, L., Herholz, K., Kessler, J., Haupt, W. F., et al. (2005). Essential language function of the right hemisphere in brain tumor patients. Ann. Neurol. 57, 128–131. doi: 10.1002/ana.20342

Thiel, A., Herholz, K., Koyuncu, A., Ghaemi, M., Kracht, L. W., Habedank, B., et al. (2001). Plasticity of language networks in patients with brain tumors: a positron emission tomography activation study. Ann. Neurol. 50, 620–629.

Thompson-Schill, S. L., Kan, I. P., and Oliver, R. T. (2006). “Functional neuroimaging of semantic memory,” in Handbook of Functional Neuroimaging of Cognition. 2nd Edn., eds R. Cabeza and A. Kingstone (Cambridge, MA: MITPress), 149–190.

Tomasino, B., Ceschia, M., Fabbro, F., and Skrap, M. (2012). Motor simulation during action word processing in neurosurgical patients. J. Cogn. Neurosci. 24, 736–748. doi: 10.1162/jocn_a_00168

Tomasino, B., Fink, G. R., Sparing, R., Dafotakis, M., and Weiss, P. H. (2008). Action verbs and the primary motor cortex: a comparative TMS study of silent reading, frequency judgments, and motor imagery. Neuropsychologia 46, 1915–1926. doi: 10.1016/j.neuropsychologia.2008.01.015

Tomasino, B., Marin, D., Maieron, M., Ius, T., Budai, R., Fabbro, F., et al. (2013). Foreign accent syndrome: a multimodal mapping study. Cortex 49, 18–39. doi: 10.1016/j.cortex.2011.10.007

Tomasino, B., and Rumiati, R. I. (2013). At the mercy of strategies: the role of motor representations in language understanding. Front. Psychol. 4, 1–13. doi: 10.3389/fpsyg.2013.00027

Tomasino, B., Weiss, P. H., and Fink, G. R. (2010). To move or not to move: imperatives modulate action-related verb processing in the motor system. Neuroscience 169, 246–258. doi: 10.1016/j.neuroscience.2010.04.039

Tomasino, B., Weiss, P. H., and Fink, G. R. (2012). Imagined tool-use in near and far space modulates the extra-striate body area. Neuropsychologia 50, 2467–2476. doi: 10.1016/j.neuropsychologia.2012.06.018

Tomasino, B., Werner, C. J., Weiss, P. H., and Fink, G. R. (2007). Stimulus properties matter more than perspective: an fMRI study of mental imagery and silent reading of action phrases. Neuroimage, 36(Suppl.2), T128–T141. doi: 10.1016/j.neuroimage.2007.03.035

Tyler, L., and Moss, H. (2001). Towards a distributed account of conceptual knowledge. Trends Cogn. Sci. 5, 244–252. doi: 10.1016/S1364-6613(00)01651-X

Valyear, K. F., and Culham, J. C. (2010). Observing learned object-specific functional grasps preferentially activates the ventral stream. J. Cogn. Neurosci. 22, 970–984. doi: 10.1162/jocn.2009.21256

van Dam, W. O., Rueschemeyer, S. A., Lindemann, O., and Bekkering, H. (2010). Context effects in embodied lexical-semantic processing. Front. Psychol. 1:150. doi: 10.3389/fpsyg.2010.00150

van Dam, W. O., van Dongen, E. V., Bekkering, H., and Rueschemeyer, S. A. (2012a). Context-dependent changes in functional connectivity of auditory cortices during the perception of object words. J. Cogn. Neurosci. 24, 2108–2119. doi: 10.1162/jocn_a_00264

van Dam, W. O., van, D. M., Bekkering, H., and Rueschemeyer, S. A. (2012b). Flexibility in embodied lexical-semantic representations. Hum. Brain Mapp. 33, 2322–2333. doi: 10.1002/hbm.21365

Vandenberghe, R., Price, C. J., Wise, R., Josephs, O., and Frackowiak, R. S. J. (1996). Functional anatomy of a common semantic system for words and pictures. Nature 383, 254–256. doi: 10.1038/383254a0

Visser, M., and Lambon Ralph, M. A. (2011). Differential contributions of bilateral ventral anterior temporal lobe and left anterior superior temporal gyrus to semantic processes. J. Cogn. Neurosci. 23, 3121–3131. doi: 10.1162/jocn_a_00007

Vitali, P., Abutalebi, J., Tettamanti, M., Rowe, J., Scifo, P., Fazio, F., et al. (2005). Generating animal and tool names: an fMRI study of effective connectivity. Brain Lang. 93, 32–45. doi: 10.1016/j.bandl.2004.08.005

Wakana, S., Caprihan, A., Panzenboeck, M. M., Fallon, J. H., Perry, M., Gollub, R. L., et al. (2007). Reproducibility of quantitative tractography methods applied to cerebral white matter. Neuroimage 36, 630–644. doi: 10.1016/j.neuroimage.2007.02.049

Weiner, K. S., and Grill-Spector, K. (2011). Not one extrastriate body area: using anatomical landmarks, hMT+, and visual field maps to parcellate limb-selective activations in human lateral occipitotemporal cortex. Neuroimage 56, 2183–2199. doi: 10.1016/j.neuroimage.2011.03.041

Willems, R. M., and Hagoort, P. (2007). Neural evidence for the interplay between language, gesture, and action: a review. Brain Lang. 101, 278–289. doi: 10.1016/j.bandl.2007.03.004

Willems, R. M., Toni, I., Hagoort, P., and Casasanto, D. (2010). Neural dissociations between action verb understanding and motor imagery. J. Cogn. Neurosci. 22, 2387–2400. doi: 10.1162/jocn.2009.21386

Witwer, B. P., Moftakhar, R., Hasan, K. M., Deshmukh, P., Haughton, V., Field, A., et al. (2002). Diffusion-tensor imaging of white matter tracts in patients with cerebral neoplasm. J. Neurosurg. 97, 568–575. doi: 10.3171/jns.2002.97.3.0568

Woolrich, M. W., Ripley, B. D., Brady, M., and Smith, S. M. (2001). Temporal autocorrelation in univariate linear modeling of FMRI data. Neuroimage 14, 1370–1386. doi: 10.1006/nimg.2001.0931

 Worsley, K. J. (2001). “Statistical analysis of activation images Chapter 14,” in Functional MRI: an Introduction to Methods, eds P. Jezzard, P. M. Matthews, and S. M. Smith (OUP).

Worsley, K. J., and Friston, K. J. (1995). Analysis of fMRI time-series revisited–again. Neuroimage. 2, 173–181. doi: 10.1006/nimg.1995.1023

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 10 December 2012; accepted: 20 May 2013; published online: 07 June 2013.

Citation: Maieron M, Marin D, Fabbro F and Skrap M (2013) Seeking a bridge between language and motor cortices: a PPI study.Front. Hum. Neurosci. 7:249. doi: 10.3389/fnhum.2013.00249

Copyright © 2013 Maieron, Marin, Fabbro and Skrap. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in other forums, provided the original authors and source are credited and subject to any copyright notices concerning any third-party graphics etc.

APPENDIX

List of items included in the verb generation fMRI task and in the neuropsychological battery (verb naming). In bold type the verbs of the fMRI experiment matched with verbs used in the neuropsycological experiment.
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This study harnessed control ratings of the contribution of different types of information (sensation, action, emotion, thought, social interaction, morality, time, space, quantity, and polarity) to 400 individual abstract and concrete verbal concepts. These abstract conceptual feature (ACF) ratings were used to generate a high dimensional semantic space, from which Euclidean distance measurements between individual concepts were extracted as a metric of the semantic relatedness of those words. The validity of these distances as a marker of semantic relatedness was then tested by evaluating whether they could predict the comprehension performance of a patient with global aphasia on two verbal comprehension tasks. It was hypothesized that if the high-dimensional space generated from ACF control ratings approximates the organization of abstract conceptual space, then words separated by small distances should be more semantically related than words separated by greater distances, and should therefore be more difficult to distinguish for the comprehension-impaired patient, SKO. SKO was significantly worse at identifying targets presented within word pairs with low ACF distances. Response accuracy was not predicted by Latent Semantic Analysis (LSA) cosines, any of the individual feature ratings, or any of the background variables. It is argued that this novel rating procedure provides a window on the semantic attributes of individual abstract concepts, and that multiple cognitive systems may influence the acquisition and organization of abstract conceptual knowledge. More broadly, it is suggested that cognitive models of abstract conceptual knowledge must account for the representation not only of the relationships between abstract concepts but also of the attributes which constitute those individual concepts.

Much of the debate surrounding embodied and disembodied theories of cognition has concerned whether sensorimotor processing plays a fundamental, interactive or epiphenomenal role in conceptual knowledge (as outlined in more detail in other papers in this Research Topic). This debate has recently been framed or re-framed as an embodiment continuum or “graded grounding,” highlighting the similarities and differences between so-called strong and weak forms of the embodiment hypothesis (Chatterjee, 2010; Dove, 2011; Meteyard et al., 2012; see also Kiefer and Pulvermüller, 2012). One notable feature of some weak embodiment theories is their emphasis upon the contribution to abstract concepts of not only motor and sensory information but also emotion information [e.g., Andrews et al., 2009; Kousta et al., 2009, 2011; Newcombe et al., 2012; see Pecher et al. (2011), for a review]. Such authors acknowledge that not all abstract words are affectively loaded, but suggest that the acquisition of such affectively loaded concepts provides a framework for the subsequent acquisition of non-affective concepts based on linguistic experience alone (Meteyard et al., 2012).

Motivations for inclusion of emotion information include the fact that most emotion words refer to abstract states, and also that emotional development precedes language development (Bloom, 1998). However, many other cognitive systems also demonstrate development prior to language acquisition. Although emotion does appear to represent a core primitive that is evident prior to proficient language use, the same can be said for many other cognitive skills (e.g., novelty detection). Thus, the focus on emotion as a latent factor driving abstract word representation may in fact present only a portion of the variance of the complex phenomenon.

We have recently reported a new approach to examining abstract conceptual attributes, in which multidimensional ratings are used to evaluate the contribution not only of sensory, motor and emotion information but also of a range of additional types of information (Crutch et al., 2012). Just as motor information represented by activity in the motor, premotor, and supplementary motor areas is hypothesized to be particularly important in the formation and activation of certain concepts (e.g., actions, tools; Hauk et al., 2004; Garcea and Mahon, 2012), so it is hypothesized that other cognitive domains might contribute differentially to the acquisition and organization of abstract concepts. In other words, it is proposed that affect is not the only aspect of internal experience (other than linguistic experience) that contributes to the formation and organization of abstract conceptual knowledge. The additional types of information considered include social interaction, morality, executive function, quantity, time, space, and polarity.

The social interaction dimension was selected following previous work on the “words as tools” (WAT) proposal that social and linguistic information are particularly important in the acquisition of abstract terms (e.g., Borghi et al., 2011; Scorolli et al., 2011), and evidence suggesting the importance of introspection for the development of such concepts (e.g., Barsalou, 1999; Van Overwalle and Baetens, 2009). The morality dimension was selected to try to capture the association between certain words (e.g., “courage”) and the motivation to act in accordance with certain social or group rules, that has been hypothesized to reflect cognitive-emotional association complexes represented across a prefrontal cortex-temoro-limbic network (Moll et al., 2005). The executive function dimension was selected as certain words, particularly more abstract terms with multiple meanings or senses in different contexts, might be more frequently associated with activity in higher order cognitive systems mediating skills such as planning, selection, inhibition, executive flexibility, and strategizing (e.g., Stuss et al., 1995). The quantity dimension was selected as not only is the division between numerical and non-numerical semantics well-established, but also verbal terms which relate to quantity (e.g., quantifiers such as “many” and “few”) have been shown in individuals with semantic dementia to pattern more with numerical than linguistic concepts (Cappelletti et al., 2006). The time dimension was included because our subjective sense of time is fundamental to our psychology and conceptions of reality (Allman and Meck, 2012, p. 656) and the meaning of many words (e.g., “past,” “present,” “future,” “brief,” “lengthy”) are integrally linked to either temporal perspective or perception; however the relationship between such concepts and components of specific timing theories (e.g., scalar expectancy theory; Gibbon et al., 1984) remains unclear. The space dimension was assessed owing to previous work in aphasic stroke patients with refractory access disorders that has suggested that spatial information influences the organization of geographical concepts (Crutch and Warrington, 2003, 2010a); however, little is known about how spatial terms are mediated neurally (e.g., spatial metaphors) but it has been hypothesized that right posterior temporal and parietal cortices may be engaged in methaphoric extensions of spatial events (Chatterjee, 2008). Finally, the overall polarity of concepts (i.e., positive, neutral, negative) was also considered as a possible marker of the reward system (e.g., Rolls, 2000) because appraisal of stimulus valence is central to multiple goal-directed behaviors, and because valence may be linked to a range of stimulus attributes (e.g., spatial “up” and “down” information, as demonstrated in the space-valence congruence effect; Meier and Robinson, 2004). Naturally this is not an exhaustive list of cognitive dimensions which could have been assessed, and there is variability in the extent of the empirical and/or theoretical justification for including these particular dimensions in the current analysis. Dimension selection was also influenced by the practicalities of selecting dimension labels which were easily comprehensible and distinguishable for the lay participants providing the ratings.

At a more methodological level, collecting individual word ratings appears to offer a viable technique for examining the semantic attributes of abstract concepts. Certainly a number of techniques employed to study conceptual structure in the concrete domain are more difficult to translate into the abstract sphere. For example, feature listing, in which healthy individuals are requested to list physical and functional attributes of different entities, holds both intuitive and empirical appeal; hierarchical cluster analyses of the resulting data indicate the validity of the approach through the emergence of item clusters which correspond to recognizable taxonomic categories (e.g., fruit, vegetables, birds, etc.; Garrard et al., 2001; Cree and McRae, 2003; McRae et al., 2005; see Figure 1A). However, the feature listing approach is less easily applied to the domain of abstract words owing to the paucity of taxonomic terms, discrete properties, and other reliable verbal markers. For example, as the features of “cow” might include “is an animal,” “has udders” and “makes a mooing noise,” the equivalent features of abstract terms such as “victory” or “illusion” might be much more difficult to specify. Where abstract feature listing of abstract terms has been attempted, abstract terms have been claimed to have fewer intrinsic item properties, more properties expressing subjective experience, and properties which were less specific and more related to social aspects of situations [Wiemer-Hastings and Xu, 2005; see also Barsalou and Wiemer-Hastings (2005), for an exploratory attempt to investigate the content of three abstract concepts “truth,” “freedom,” and “invention”].
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Figure 1. (A) Example labeling of dendrogram based on concrete item modality ratings [from Hoffman and Lambon Ralph (2012)]. (B) Labeling of dendrogram based on pilot 100-item abstract word ratings.



Instead of a feature generation method, the current study makes use of an abstract conceptual “feature” (ACF) rating which involves asking participants not to list features but rather to rate the importance of particular types of information to the meaning of a given word. Comparable Likert-scale-based rating approaches have been employed previously to explore the contribution of different sensory modalities to particular object categories (e.g., Gainotti et al., 2009; Hoffman and Lambon Ralph, 2012). However, to the best of our knowledge, this approach had not been applied to abstract words prior to our recent pilot studies (Crutch et al., 2012; Troche et al., 2012). Despite the similarity of these rating methods, differences in conceptual structure and availability of a taxonomic vocabulary between abstract and concrete concepts still make it difficult to directly equate studies of concrete and abstract features. This is illustrated by hierarchical cluster analysis of a pilot dataset of 100 abstract words rated for 9 of the cognitive dimensions listed above (Crutch, unpublished). The resulting dendrogram (see Figure 1B) reveals conceptual clusters that are intuitively coherent but less easy to label than the taxonomic clusters found in the concrete domain (see Figure 1A). Examples of words shown to cluster tightly together based on this ACF rating method include “vapor” and “illusion” which, introspectively, share an intangible quality, but nonetheless one which would be difficult to label or classify in a manner comparable to many concrete entities.

Using this ACF method, we have previously shown that some types of information are differentially important in the representation and organization of some types of abstract words (e.g., antonyms; Crutch et al., 2012). This study also demonstrated important differences between pairwise ratings of word similarity (often regarded as the gold standard for estimating semantic similarity in psycholinguistic research) and calculations of similarity based on individual word ratings. Pair-wise ratings (e.g., how similar are these two concepts) bias the rating toward a particular sense or meaning of the words involved, whereas individual ratings elicit data from which more flexible, context-independent semantic similarity metrics can be derived. For example, when completing ratings of antonyms (e.g., good-bad) and synonyms (e.g., good-great), participants' awareness that “opposites” should be maximally different clearly influenced their judgments on the pairwise similarity-ratings task (synonyms were given a much higher overall similarity rating than antonyms), whereas on the individual word ratings, antonyms were found to be as or even more similar than synonyms on every cognitive dimension except polarity.

The aim of the current study was to examine the utility of semantic similarity metrics derived from ACF ratings of abstract words. More specifically, a high dimensional semantic space was generated from control ratings of the contribution to individual abstract concepts of a number of different types of information: sensation, action, emotion, thought, social interaction, morality, time, space, quantity, and polarity. The validity of using inter-concept Euclidean distance within this high-dimensional space as a marker of semantic dissimilarity was then tested by evaluating whether these distances could predict the comprehension performance of a patient with global aphasia. We hypothesized that this patient would find it more difficult to discriminate between words located close together within the high-dimensional space than more distantly located concepts. The ACF Euclidean distance was also compared with Latent Semantic Analysis (LSA; Landauer and Dumais, 1997) cosine values representing word co-occurrence to determine which variable was the better predictor of patient performance. This examination of the semantic attributes of abstract words was motivated by the broader assumption that cognitive models of abstract conceptual knowledge must consider how both the relationships between abstract concepts and the attributes which constitute those individual concepts are represented.

CASE REPORT

SKO is a 65-year-old male former chartered surveyor who developed global aphasia which resolved to a mixed non-fluent aphasia following a large left middle cerebral artery (MCA) territory stroke in 1997 (see Figure 2). The stroke resulted in an extensive left fronto-parietal infarct covering almost the entire MCA territory. Summary background neuropsychological information is provided in Table 1. SKO participated previously in a study of antonym comprehension (Crutch et al., 2012) and was selected for both studies on the basis of a linguistic profile that included deficits in verbal comprehension and impaired phonological–orthographic transcoding. SKO showed impaired performance on the British Picture Vocabulary Scale test of verbal comprehension, and in identifying the Crutch et al. (2007) high frequency items drawn from five categories. Furthermore, on a simple test of spoken non-word to written non-word matching, SKO scored near chance when the target and foil shared no phonemes or graphemes (e.g., “bep”-“bep” or “civ”: 7/10) and at chance when there was a single shared phoneme/grapheme (e.g., “bav”-“bem” or “bav”: 5/10). This transcoding deficit was necessary to enable the use of a simple spoken word to written word matching paradigm, involving the discrimination of two written words (e.g., “faith”-“faith” or “heresy”), as a measure of verbal semantic processing.
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Figure 2. MRI of SKO acquired 9 years post-stroke, demonstrating an extensive left fronto-temporo-parietal lesion. Presented are a single sagittal slice, with nine coronal slices from anterior to posterior through the lesion area.



Table 1. Summary neuropsychological information on patient SKO.
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EXPERIMENT 1—COMPARING THE POWER OF ABSTRACT COGNITIVE FEATURE AND LATENT SEMANTIC ANALYSIS RATINGS TO PREDICT WORD COMPREHENSION PERFORMANCE

STIMULI

The stimuli were drawn from a corpus of 400 nouns on which Abstract Cognitive Feature (ACF) ratings were previously acquired (Troche et al., unpublished). Of these 400 nouns half were classified as concrete and the other half as abstract based on imageability ratings (>500 or <450, respectively) from the MRC Psycholinguistic Database.

Following Crutch et al. (2012), participants were requested to rate individual concepts on 12 different dimensions using 7-point Likert scales. The Likert ratings from 7 (agree) to 1 (disagree) indicated participants' level of agreement with statements concerning the contribution to the concept in question of 9 different cognitive dimensions: sensation, action, thought, emotion, social interaction, morality, time, space, and quantity. Three further rating scales concerning the extent to which a concept was positive or negative (polarity) and the ease with which the concept could be modified1 or taught were also completed. A description of these parameters as presented to participants can be found in Appendix 1 (see also Troche et al., unpublished). Three hundred and sixty-five participants (Mean [SD]: Age = 40.8 [12.5]; Years of education = 15.3 [2.1]; 68% female) were recruited through the online program Mechanical Turk [see Buhrmester et al. (2011) for data on the validity and reliability of this approach] and rating surveys were created and completed within Survey Monkey (www.surveymonkey.com). Data were excluded if participants took less than 10 min to complete the survey, used less than half of the seven point Likert scale, or provided a run of more than 20 identical sequential responses.

For the current experiment, two independent symmetric matrices of pairwise semantic similarity ratings were derived for the 400 word set. Values in the first matrix denoted the Euclidean distance between words in a given pair based upon ACF ratings on the 12 dimensions specified above. The second matrix contained pairwise LSA (www.lsa.colorado.edu) cosines. A multidimensional scaling (MDS) map based on ACF ratings of the 400 words across all 12 dimensions is shown in Figure 3. A scatterplot showing the relationship between ACF distances and LSA cosines for all pairwise combinations of the rated abstract words (N = 208 words; 21,528 combinations) is shown in Figure 4. The two scales showed a modest correlation (r = −0.31), but a number of word pairs showed discrepant relatedness ratings [i.e., highly related on ACF but not LSA (e.g., metaphor-idiom) or vice versa (e.g., heresy-faith)].
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Figure 3. Multidimensional scaling map based on ACF ratings of the 400 words across all 12 dimensions.
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Figure 4. Scatterplot showing the relationship between ACF Euclidean distances (lower values indicate greater relatedness) and LSA cosines (higher values indicate greater relatedness) for all pairwise combinations of the rated abstract words only (N = 208 words; 21,528 combinations).



For the purposes of stimulus selection, both ACF and LSA pairwise ratings underwent a linear transformation on to a common scale between 0 and 1 bounded by the minimum and maximum value in each matrix. The transformed LSA scale was also negated so that for each measure, low values indicate semantic relatedness (semantically close items) and high values indicate semantic un-relatedness (semantically distant items). The difference between the two matrices of transformed distances (ACF minus LSA) is referred to below as the ACF-LSA discrepancy matrix.

These matrices were then cut-down by excluding all concrete words (defined by a concreteness rating of more than 450 on the MRC Psycholinguistic Database; Coltheart, 1981). From these reduced matrices of abstract words, word pairs were selected under five conditions:

1. ACF maximum relatedness (ACFmax; N = 10)—most related words pairs from the ACF Euclidean values (irrespective of LSA ratings; e.g., attitude-belief).

2. LSA maximum relatedness (LSAmax; N = 10)—most related word pairs from the LSA ratings (irrespective of ACF ratings; e.g., opposition-leadership).

3. ACF more related than LSA (ACF > LSA; N = 10)—word pairs with highest values in the ACF-LSA discrepancy matrix (e.g., accumulation-majority).

4. LSA more related than ACF (LSA > ACF; N = 10)—word pairs with lowest (or most negative) values in the ACF-LSA discrepancy matrix (e.g., ignorance-truth).

5. Semantically unrelated (N = 10)—least related word pairs drawn equally from the ACF (ACFmin; N = 5) and LSA (LSAmin; N = 5) matrices (e.g., announcement-category).

In order to minimize overlap of individual words between conditions, the word pairs in each condition were selected from among the 20 highest/lowest rated pairs fitting each of the above descriptions. The mean raw, transformed and discrepancy ACF and LSA ratings are shown in Table 2. Furthermore, MDS plots of the distance between word pairs in each of the 5 experimental conditions are shown in Figure 5. As expected given the definition of the ACF > LSA and LSA > ACF conditions, there was no correlation between the ACF and LSA ratings for the 50 selected word pairs (r = −0.02). Additional data on the average concreteness, imageability, age of acquisition, frequency (Baayen et al., 1993) and length discrepancy of words in each pair are also given in Table 2. The concreteness and imageability of items differed between conditions [F(4, 43) = 2.80, P = 0.04 and F(4, 43) = 2.59, P = 0.05, respectively], but there were no overall significant differences between conditions of age of acquisition [F(4, 33) = 1.72, P > 0.1], frequency [F(4, 45) = 1.83, P > 0.1], familiarity [F(4, 43) = 1.79, P > 0.1], or word length difference [F(4, 45) = 0.10, P > 0.9].

Table 2. Mean (and standard deviation) ratings for word pairs in each of the five conditions in Experiment 1; data are provided for ACF Euclidian distances, LSA cosines, adapted ACF and LSA ratings (where 0 is unrelated and 1 is related), ACF-LSA discrepancy (ACF adapted rating minus LSA adapted rating), concreteness (CNC), imageability (IMG), age of acquisition (A0A), frequency (CELEX), familiarity (FAM), and difference in number of letters (NLET).
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Figure 5. Multidimensional scaling maps of the position of words constituting the word pairs tested in Experiment 1, showing plots for all conditions together and each condition separately.



PROCEDURE

The identities of words in each pair were examined using a spoken word to written word matching paradigm. SKO was presented with a series of arrays comprising two written words. For each array the examiner spoke the name of one of these words aloud, with the identity of the target word varying between arrays in a fixed random order. On each occasion the patient was required to point to the word they had just heard. For each word pair, there were 10 consecutive trials, with each word probed five times in a pseudorandom order (maximum 3 consecutive presentations of the same target item). Written words were presented on opposite sides of the screen, with the position of words varied in a pseudorandom order so that target responses were on each side of the screen equally often (maximum 3 consecutive presentations of written words in the same spatial arrangement). Items were presented with an approximate 1 s response–stimulus interval (RSI) during which a blank screen was presented. This procedure yielded a total of 10 responses per word pair, and thus 100 in each condition, and 500 responses in total. Word pairs from each condition were presented in a pseudorandom order. The word pairs were presented on a MacBook Air laptop in the Print Preview mode of Microsoft Word in black 55 point Arial font on a white background.

ANALYSIS

Response accuracy was assessed using two complementary analyses owing to the lack of independence between responses inherent in the repetitive probing procedure. A logistic regression analysis of binary accuracy data for each response (N = 500) clustered by word pair was conducted with transformed ACF distance, transformed LSA cosine, concreteness, frequency and word length discrepancy as regressors. In addition, total scores were generated for each word pair (/10; N = 50) and analysed using linear regression with the same regressors. This latter model was also re-run replacing the ACF distance with the mean score differences for each of the 12 individual cognitive dimensions.

RESULTS

SKO's response accuracy in each of the five conditions is shown in Figure 6. Inspection of these raw data suggest that SKO responded less accurately in the ACFmax than LSAmax condition and less accurately in the ACF > LSA than LSA > ACF condition. Performance in the ACFmax and ACF > LSA conditions was worse than in the combined control condition but performance in the LSAmax and LSA > ACF conditions was comparable to the combined control condition. Dividing the combined control condition into the ACFmin and LSAmin sets, performance on the ACFmin stimuli was superior. Indeed performance on the ACFmin stimuli was superior to performance on all main experimental conditions (ACFmax, LSAmax, ACF > LSA, and LSA > ACF) whereas performance on the LSAmin stimuli was only superior to the ACFmax and ACF > LSA conditions.
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Figure 6. Percentage correct responses in each of the following conditions: ACF maximum relatedness (ACFmax), ACF more related than LSA (ACF > LSA), LSA maximum relatedness (LSAmax), LSA more related than ACF (LSA > ACF), and semantically unrelated (data shown for both All unrelated, and separately for ACFmin and LSA min items).



The logistic regression of individual item response accuracy revealed a highly significant effect of semantic distance as defined by the ACF distance (z = 3.76, P < 0.001) but not LSA cosine (z = −0.03, P > 0.9). None of the control variable regressors had a significant effect upon response accuracy (concreteness: z = 0.67, P > 0.5; frequency: z = 1.99, P > 0.05; difference in word length: z = −0.88, P > 0.3).

The results of the linear regression analysis of word pair scores revealed similar results, with a significant effect of semantic relatedness as defined by ACF distance (P = 0.005) but none of the other regressors (LSA: P > 0.7; concreteness: P > 0.5; frequency: P > 0.1; difference in word length: P > 0.4). When this model was repeated using the mean discrepancy scores for each of the 12 individual cognitive dimensions instead of the ACF distance, none of the individual rating discrepancies were found to be a significant predictor of SKO's response accuracy.

We also examined whether these apparent differences between comprehension accuracy for words selected on the basis of the ACF and LSA ratings were evident on the first response to each target. The number of correct responses was calculated for ACF (summing across ACFmax and ACF > LSA), LSA (summing across LSAmax and LSA > ACF), and unrelated items (summing across ACFmin and LSAmin). Chi-squared tests revealed performance was significantly worse in the ACF condition than the unrelated condition (χ2[1] = 4.26, P = 0.04), but neither of the remaining comparisons was significant (LSA vs. unrelated: χ2[1] = 1.88, P > 0.1; ACF vs. LSA: χ2[1] = 0.95, P > 0.3).

COMMENT

The ACF distance metric, based on control ratings of the contribution of different cognitive dimensions to each concept, was the only significant predictor of SKO's response accuracy. This suggests that these novel ratings captured important aspects of the conceptual relationship between the two words in each pair which were not captured as strongly by the co-occurrence-based LSA cosine. It is of note that none of the 12 individual rating differences were found to be a significant predictor of performance; only distance within the high-dimensional space generated from these ratings predicted response accuracy.

EXPERIMENT 2—NON-REPETITIVE PROBE COMPREHENSION TASK

The data reported in Experiment 1 indicate that the ACF distance is a predictor of SKO's ability to discriminate two words. In this Experiment, we tested the complementary null hypothesis, that words matched closely for distance would yield comparable levels of patient response accuracy. In particular, we tested whether this held true even when the words being examined were drawn from different areas of the semantic space as defined by representation at different ends (high/low) of an individual rating scale. In this case the “quantity” rating scale was selected as this was the single dimension which approximated most closely to one of the three factors (perceptual salience, emotion/social cognition, and magnitude) which emerged from the hierarchical cluster analysis of all 400 words in the original corpus (Troche et al., unpublished). However, equivalent results would be predicted had another dimension been selected as a means of defining different regions within the semantic space.

STIMULI

All abstract words (CNC rating <450) from the Troche et al. set were rank ordered by their ratings on a single dimension: quantity. The 20 words with the highest quantity ratings and the 20 words with the lowest quantity ratings were selected. From these, two sets of 16 words were selected, and within each set words were formed into word pairs. Critically the mean ACF distance between words in high and low quantity word pairs was matched (i.e., they were very closely matched for the ACF rating of semantic relatedness; t = 0.004, P > 0.99, 2-tailed test). High and low quantity words were also matched for concreteness, imageability, age of acquisition, frequency, familiarity and number of letters, phonemes, and syllables (all P > 0.05, 2-tailed test; see Table 3).

Table 3. Mean (and standard deviation) ratings for high and low quantity items (Experiment 2) on multidimensional ACF semantic ratings (ACFdist), concreteness (CNC), imageability (IMG), age of acquisition (A0A), frequency (CELEX), familiarity (FAM), and number of letters (NLET), phonemes (PHN) and syllables (NSYL).
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PROCEDURE

The task involved spoken word to written word matching as in Experiment 1, except that each item was only probed once per block. Within each block, all written word pairs were presented twice in a pseudorandom order, once with the spoken name of one written word and once with the spoken name of the alternate word (N = 8 word pairs and N = 16 spoken word targets per block). All low quantity items were presented in the first block, and all high quantity items presented in the second block. Later in the testing session, both blocks were repeated in the reverse order with a different within-block pseudorandomized trial order. This yielded a total of 32 responses in each condition.

RESULTS AND COMMENT

SKO showed identical response accuracy rates for the two conditions (High quantity words = 21/32, Low quantity words = 21/32). This result supports the conclusion drawn from Experiment 1 that distance within the ACF high-dimensional space can provide reasonable metric of semantic relatedness, at least in relation to the comprehension performance of patient SKO. The close matching of accuracy levels across words drawn from different areas within that semantic space also suggest that this metric may have utility for determining/predicting semantic relatedness among a diverse set of concepts.

DISCUSSION

The aim of this study was to evaluate a novel metric for measuring the semantic relatedness of abstract words. The study relates to the current Frontiers Research Topic on sensorimotor processing and (abstract) conceptual knowledge because the abstract cognitive “feature” (ACF) ratings described are based on control estimates of the contribution of different cognitive systems to individual concepts. These cognitive dimensions include those central to strong embodiment theories of cognition (sensation and action), additional domains posited by weak embodiment theorists (emotion), and other types of information not previously considered in this regard (labeled: thought, social interaction, morality, time, space, quantity, and polarity), plus ease of modifiability and teaching. These ratings were designed to measure the content or semantic attributes of abstract words, and thus to be loosely analogous to feature generation approaches to the study of the structure of concrete conceptual knowledge (e.g., Garrard et al., 2001; Cree and McRae, 2003). However, like recent attempts to rate the contribution of different modalities to concrete concepts (Gainotti et al., 2009; Hoffman and Lambon Ralph, 2012), the ACF approach avoids the constraints of linguistic labels inherent in feature generation. The approach also benefits from the consideration of concepts individually rather than generating (context dependent and less flexible) pairwise ratings of the specific relationship between two words. The ACF approach described was also intended to complement rather than compete with measures of word co-occurrence such as LSA that better capture linguistic experience and contextual association.

In Experiment 1, we hypothesized that if the high-dimensional space generated from ACF control ratings approximates the organization of abstract conceptual space, then words separated by small Euclidean distances should be more semantically related than words separated by greater distances, and should therefore be more difficult to distinguish for our patient with a comprehension deficit, SKO. It should be emphasized that ACF semantic space is based on numerical ratings for individual words not word pairs, and therefore none of judgments gathered from controls correspond directly to the relationship between the word pairs used in Experiment 1. As predicted, SKO was significantly worse at identifying targets presented within word pairs with low ACF distances. Neither LSA cosines nor any of the background variables were found to be significant predictors of response accuracy. SKO's performance on this spoken word to written word matching task is indicative of semantic processing as his phonological to orthographic transcoding route is so impaired he is forced to make responses on the basis of words' semantic properties (e.g., even in the unrelated condition, SKO occasionally made errors distinguishing items with highly distinct phonological and orthographic forms, such as “opera—responsibility”).

In Experiment 2, we tested the complementary hypothesis that word pairs matched closely for ACF distance would yield equivalent levels of response accuracy. The critical aspect of this otherwise rather drab-sounding experiment was to select items from different areas within the high-dimensional ACF space, namely words rated at opposite ends of a particular rating dimension, quantity. Again as predicted, SKO's response accuracy was perfectly matched across the two conditions. This suggests that the distance provides some measure of word relatedness across quite a diverse array of topics and subject areas. The failure of word pairs constructed from two words both rated highly for a single variable to yield a higher error rate in SKO is also consistent with the idea that it is the combination of different cognitive dimensions rather than any single dimension that contributes to the predictive power of the ACF distance in the current mixed set of abstract words. More direct support for this may be taken from the failure of any single rating dimension to predict SKO's response accuracy in Experiment 1.

Taken together with previous evidence of the explanatory power of ACF ratings for antonym and synonym discrimination in aphasic patients (Crutch et al., 2012), these experiments provide preliminary support for an approach which attempts to quantify the semantic similarity of abstract words based on their constituent semantic attributes rather than their specific, contextually-bound relationships to other abstract words. It should be noted that the data presented does not distinguish between embodied and disembodied theories of conceptual knowledge. The broader approach for which the data argues, namely that a number of different types of information and internal experience contribute to abstract conceptual knowledge, could be incorporated within all but strong embodiment positions. However, given the published literature on the topic of embodiment and our clinical experience working with semantic dementia patients, our working assumption is that conceptual knowledge does require some form of abstract representation (in line with the disembodied and grounding by interaction positions). The corresponding working hypothesis is that the types of information discussed in the current study (e.g., emotion, social interaction, quantity, polarity) influence the acquisition and organization more than the retrieval of abstract conceptual knowledge.

Several caveats and questions regarding the ACF methodology should be raised. First, the cognitive dimensions outlined here (e.g., quantity, polarity) are not equivalent to the sensory modalities referenced in strong embodiment theories (e.g., vision, audition), in that they reflect secondary or higher-order associative processing of information acquired through the primary sensory modalities. The activity of these brain networks may not constitute “embodiment” in the literal sense described for the sensorimotor networks, but two points are of relevance here. The embodiment/disembodiment debate is not binary in nature (Meteyard et al., 2012); “weak” embodiment positions have been advanced which highlight the contribution of emotion/affect (Kousta et al., 2011), another form of higher order information whose acquisition and/or activation in response to internal and external stimuli is often mediated by primary sensory systems. In addition, non-embodiment theorists argue that much of the evidence cited in favor of embodied cognition in fact reflects interactions not with primary sensory cortices but higher-order polymodal cortices (Bedny and Caramazza, 2011). In the light of these two lines of (opposing) argument, the weak embodiment position could potentially incorporate other types of information outside of the primary senses (e.g., magnitude). Alternatively, under a more disembodied framework, these additional cognitive dimensions could be regarded as influencing the organization of conceptual knowledge during acquisition and interacting with conceptual representations when activated.

Second, as noted above, the ACF ratings are for individual words rather than word pairs, yielding the advantages of context-independence and greater flexibility. However, many words have different meanings (homonymy) and/or senses (polysemy), and no precise definition was provided to control participants. Consequently participants may have had slightly different meanings in mind when rating each item. As a result the position of each word within the high-dimensional space should be regarded as an estimate of the “true” locus of each homonymous/polysemous word, and the distance between pairs of words may have greater validity for some meanings than others.

Third, concrete semantic space remains rather under-elaborated owing to (deliberate) selection of dimensions likely to pertain to abstract concepts (see Figure 3). Previous feature generation studies have highlighted a number of different types of knowledge more germane to the concrete domain (e.g., visual—color, visual—parts and surface properties, visual—motion, tactile, olfactory, gustatory, auditory, functional, and encyclopedic; Cree and McRae, 2003). These dimensions could easily supercede the broad “sensation” and “action” dimensions used in the current ratings. This approach might yield a more comprehensive set of “feature” information about concrete concepts, the richness of which would be more suitable for comparison of concepts across the entire concreteness spectrum.

Fourth, differences likely exist between the dimensions rated. For example, the dimension labels used were deliberately non-technical lay terms (e.g., social interaction) so the directness of the mapping between the labeled dimension and the type of information to which it was intended to refer may vary between dimensions. Naturally the list of dimensions employed in the study was also not exhaustive with, for example, no explicit reference to episodic memory. It has also been suggested recently that abstract concepts may also depend in part upon brain circuits involved in introspection (Van Overwalle and Baetens, 2009; see Kiefer and Pulvermüller, 2012), which may relate to one or more the rating dimensions used in the current study.

Fifth, the ACF rating approach was developed to examine the notion that domains of cognition beyond the realm of sensorimotor and emotional processing may play an important role in the acquisition and/or organization of conceptual knowledge. However, the current study represents only one stage in the examination of this broad hypothesis, namely evaluating whether the ratings yield a viable metric of semantic distance between abstract word concepts. The data do not, and were not intended to, provide any direct (neural) evidence that the pattern of comprehension performance observed in SKO is linked causally or non-causally to the activation of these cognitive systems.

One final point worth clarifying is that we regard the “feature”-based similarity data presented in the current paper to be complementary to rather contradictory of previous claims about the relatively greater importance of association than similarity for abstract words (e.g., Crutch and Warrington, 2005, 2010b; Crutch and Jackson, 2011). From the outset, the theory of qualitatively different representational frameworks was proposed to describe a relative rather than absolute distinction between the qualitative representational structures supporting abstract and concrete words. As stated in the Introduction, to understand abstract conceptual knowledge we need not only to investigate the relationships between abstract concepts but also to explore of what those different individual concepts are composed. To that end, the current study builds on a small number of previous attempts to directly compare the features of abstract and concrete words (e.g., Wiemer-Hastings and Xu, 2005; Connell and Lynott, 2012). After all, whilst the meaning of abstract words may be shaped by the context in which they occur, they may also be understood in isolation or in unfamiliar or incompatible contexts.
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FOOTNOTES

1One influential approach to abstract word representation has emphasized the role of context availability in facilitating lexical access for concrete words (Schwanenflugel and Shoben, 1983; Schwanenflugel et al., 1992). Concrete words are thought to more readily stimulate a linguistic context relative to abstract words, especially for words appearing in isolation (Schwanenflugel and Shoben, 1985). One variable related to context availability is the ease with which a word can be modified or predicated. For example, a concrete word such as giant is easily modified (e.g., big, friendly, scary giant) whereas abstract words (e.g., fate) often lack such a structure. We measured ease of modification as a way of quantifying this lexical characteristic.
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Appendix 1. The wording and anchor points for the 7-point Likert Scales used to rate the target words on each of the 12 dimensions.
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The idea of motor resonance was born at the time that it was demonstrated that cortical and spinal pathways of the motor system are specifically activated during both action-observation and execution. What is not known is if the human action observation-execution matching system simulates actions through motor representations specifically attuned to the laterality of the observed effectors (i.e., effector-dependent representations) or through abstract motor representations unconnected to the observed effector (i.e., effector-independent representations). To answer that question we need to know how the information necessary for motor resonance is represented or integrated within the representation of an effector. Transcranial magnetic stimulation (TMS)-induced motor evoked potentials (MEPs) were thus recorded from the dominant and non-dominant hands of left- and right-handed participants while they observed a left- or a right-handed model grasping an object. The anatomical correspondence between the effector being observed and the observer's effector classically reported in the literature was confirmed by the MEP response in the dominant hand of participants observing models with their same hand preference. This effect was found in both left- as well as in right-handers. When a broader spectrum of options, such as actions performed by a model with a different hand preference, was instead considered, that correspondence disappeared. Motor resonance was noted in the observer's dominant effector regardless of the laterality of the hand being observed. This would indicate that there is a more sophisticated mechanism which works to convert someone else's pattern of movement into the observer's optimal motor commands and that effector-independent representations specifically modulate motor resonance.

Keywords: motor representations, handedness, action observation, motor resonance, transcranial magnetic stimulation, motor evoked potentials

INTRODUCTION

The general ability to achieve a goal by means of different effectors suggests that an abstract movement representation is activated regardless of the specific muscle involved (Lashley, 1930). Evidence for effector-independent motor representations has been obtained from studies evaluating the influence of learning a task with one effector on performance with another (Grafton et al., 1998) or showing how covert and overt imitation are goal-directed (Bekkering et al., 2000; Campione and Gentilucci, 2010). Much less is known about the characteristics of motor representations implemented within the action observation-execution matching system implying that perceiving another person's body movements activates corresponding motor representations in the observer's brain (Gallese et al., 1996; Prinz, 1997). Termed motor resonance, this process explains a number of phenomena such as motor contagion (Bouquet et al., 2011), unintentional imitation (Chartrand and Bargh, 1999), motor interference (Kilner et al., 2003; Blakemore and Frith, 2005; Gowen et al., 2008), automatic imitation (Knuf et al., 2001; Wilson and Knoblich, 2005; Heyes, 2011), and action understanding (Iacoboni et al., 1999; Buccino et al., 2004; Rizzolatti and Craighero, 2004).

An aspect concerned with motor resonance which remains partially unsolved is how the laterality of an observed effector shapes a motor resonant response. Investigating this issue would help to clarify whether motor representations developed during action observation are effector-dependent or -independent. Preliminary data have shown that each hemisphere is activated to a greater extent when a person is viewing actions conducted by the contralateral hand, a finding congruent with the pattern of motor representation in each hemisphere (Aziz-Zadeh et al., 2002). More recent evidence has indicated that observation of very simple one-hand movements evokes a bimanual resonant response (Borroni et al., 2008), suggesting that motor resonance does not encode the laterality of the observed hand but a more abstract representation of the movement. Another study reports that left- and right-handers differ in the degree of lateralization and involvement of the action observation/execution matching system during action production and action observation (Rocca et al., 2008; see also Rocca and Filippi, 2010). During execution, left-handers showed a more bilateral pattern of activation in areas of the motor system including the inferior frontal gyrus. During observation, left-handers showed an increased involvement of the superior temporal sulcus. Such differences in activation were interpreted as due to an increased involvement of imitative processes during execution and observation in left-handers as compared to right-handers. However, by adopting a more fine-grained analysis strategy to investigate the issue of laterality during action production as during action observation, Willems and Hagoort (2009) were unable to find selective differences in left- and right-handers depending on modality (execution vs. observation). They showed that neural differences related to preferred handedness during action production were also present during observation of the same action in several parts of the motor system.

From the above mentioned evidence it is evident that the influence of an observer's hand preference on the motor resonant response continues to be debated. Since motor resonance is usually studied in the dominant hand of right-handed participants who are observing right-handed models, it is not clear to what extent previously reported effects reflect a spontaneous manual preference toward the right effector. As left-handed participants have often been excluded from studies in the past, our understanding of the relationship between motor resonance and motor dominance is, in effect, quite limited. If we want to examine motor representation in a more discriminating way, we need to understand the pattern of motor resonance in left-handed subjects. Just as we need to know how the motor system resonates when the observed effector does not correspond to the observer's dominant effector. The present study has attempted to answer these questions.

We used Transcranial magnetic stimulation (TMS) to monitor alterations in corticospinal excitability (CS) that specifically accompany action observation by measuring the amplitude of motor evoked potentials (MEPs) elicited by single-pulse TMS (Fadiga et al., 1995; Strafella and Paus, 2000; Gangitano et al., 2001; Borroni et al., 2005; Montagna et al., 2005; Urgesi et al., 2006; Avenanti et al., 2007; Aglioti et al., 2008). MEPs were thus recorded from the abductor digiti minimi (ADM) muscle of the dominant and non-dominant hands of right- and left-handed participants as they watched video-clips. Half of the clips showed a model reaching and grasping an object with her right hand; the other half displayed the same model performing the same action with her left hand. The MEPs were recorded from the ADM muscle (i.e., the muscle serving little finger abduction) due to its involvement in whole-hand grasping.

We hypothesized that if motor representation is effector-dependent, then motor resonance should be guided only by an anatomical one-to-one correspondence between the effector of the model being observed and the participant's effector. Conversely, if motor representations promote an abstract effector-independent encoding of movements, then the process of motor simulation should not be limited to a direct matching between the model's and the participants' effectors. Motor resonance could occur in effectors different from the ones being observed if another person's actions are encoded at an abstract level.

MATERIALS AND METHODS

PARTICIPANTS

Thirty right-handed (16 females and 14 males, mean age 24 years, range 19–56) and 30 left-handed (24 females and 6 males, mean age 23 years, range 20–47) participants took part in the experiment. All had normal or corrected-to-normal visual acuity, and none had any contraindications to TMS (Wassermann, 1998; Rossi et al., 2009). The participants' degree of handedness was evaluated using a modified version of the Edinburgh Inventory (EHI) (Oldfield, 1971; Salmaso and Longoni, 1985). We converted the EHI total score into a dichotomous variable by computing the laterality quotient (LQ) that ranges from −100 (strong left handedness) to +100 (strong right-handedness), through the following standard expression: LQ = (R − L)/(R + L) × 100. R and L represent the total number of right- and left-hand items endorsed, respectively. A score below 0 (included) identified left-handed participants, while LQ > 0 detected right-handed participants. The LQ ranged between −100 and −14 (mean −63) for the left-handed participants. For the right-handed participants, it ranged between 67 and 100 (mean 89). The study protocol was approved by the Ethics Committee of the University of Padova and was carried out in accordance with the principles of the Declaration of Helsinki. All the participants gave their written informed consent to participate in the study before the experiments were conducted. While they were unaware of its purpose, the participants were partially debriefed once the experimental session was concluded. None of the participants experienced discomfort or adverse effects during the experiment.

EXPERIMENTAL STIMULI

To create the stimulus material, a model was filmed from an allocentric point of view naturally reaching and grasping a thermos with a whole hand grasp (WHG; i.e., the opposition of the thumb with the other fingers) using her right hand. The video-clip was then reflected on a horizontal plane using video editing procedures so that the model appeared to be reaching and grasping the same object with her left hand. An animation effect was obtained by presenting a series of 45 frames each lasting 33 ms (resolution 720 × 576 pixels, color depth 24 bits, frame rate 30 fps) plus the first and last frames which lasted 500 and 1000 ms, respectively.

TMS STIMULATION AND MEP RECORDING

TMS was delivered using a 70-mm figure-of-eight coil connected to a Magstim 2002 stimulator (Magstim, Whitlan, Dyfed, Wales, UK). The coil was angled 45° relative to the interhemispheric fissure and perpendicularly to the central sulcus with the handle pointing laterally and caudally (Brasil-Neto et al., 1992; Mills et al., 1992). This orientation induces a posterior-anterior current in the brain which tends to activate corticospinal neurons indirectly via excitatory synaptic inputs (Di Lazzaro et al., 1998). TMS pulses were delivered over the left and right primary motor cortex (M1) areas corresponding to the hand region in two separate blocks (“left M1” and “right M1” blocks, respectively). The coil was positioned in correspondence with the optimal scalp position, defined as the position at which TMS pulses of slightly suprathreshold intensity consistently produced the largest MEP from the ADM muscle. The coil was held by a tripod and continuously checked by the experimenters to maintain consistent positioning. The individual resting motor threshold (rMT) was determined for each participant as the minimum intensity that induced reliable MEPs (≥50 μV peak-to-peak amplitude) in the relaxed muscle of the dominant hand in five out of ten consecutive trials (Rossini et al., 1994). The same stimulation intensity (110% of the rMT) was used for the left and right M1 sessions in each subject. Stimulation intensity during the recording session ranged between 40 and 65% of the maximum stimulator output intensity (mean 53%) for the right-handed participants. For the left-handed participants, it ranged between 39 and 61% of the maximum stimulator output intensity (mean 54%). Since each hemisphere is specialized in representing movements of the contralateral hand, MEPs were recorded from electrodes placed over the contralateral ADM. Electromyographic (EMG) recordings were made through pairs of 9 mm diameter Ag-AgCl surface electrodes. The active electrode was placed over the belly of the right ADM and the reference electrode over the ipsilateral proximal interphalangeal joint (belly-tendon montage). The electrodes were connected to an isolated portable ExG input box linked to the main EMG amplifier for signal transmission via twin fiber optic cable (Professional BrainAmp ExG MR, Brain Products, Munich, Germany). The ground electrode was placed over the participants' ipsilateral wrist and connected to the common input of the ExG input box. The raw myographic signals were bandpass filtered (20 Hz–1 kHz), amplified prior to being digitized (5 kHz sampling rate), and stored in a database for off-line analysis. Trials in which any EMG activity greater than 100 μV was present in the 100 ms window preceding the TMS pulse were discarded to prevent contamination of MEP measurements by background EMG activity. EMG data were collected for 200 ms after the TMS pulses were delivered.

PROCEDURE

Each participant was tested during a single experimental session lasting approximately 40 min. Testing was carried out in a sound-attenuated Faraday room. Each participant was seated in a comfortable armchair with his/her head positioned on a fixed head rest so that the eye–screen distance was 80 cm. Both arms were positioned on full-arm supports. Each participant was instructed to keep his/her hands in a prone position and as still and relaxed as possible.

The task was to pay attention to the visual stimuli presented on a 19″ monitor (resolution 1280 × 1024 pixels, refresh frequency 75 Hz, background luminance of 0.5 cd/m2) set at eye level. The participants were instructed to passively watch the video-clips and to avoid making any movements. In order to keep the participants fully attentive to what was being shown, they were told that they would be questioned at the end of the session about the visual stimuli presented.

During the “left M1” blocks, TMS-induced MEPs were acquired from the participant's right ADM muscle during stimulation of the left M1. During the “right M1” blocks, MEPs were acquired from the participant's left ADM muscle during stimulation of the right M1. The order in which the two blocks were delivered was counterbalanced across participants. Sixteen TMS-induced MEPs were acquired for each of the two blocks at the time the model's hand reached its maximum aperture just before contacting the object (35° frame), for a total of 32 MEPs per participant.

Prior to the video presentation, a baseline CS was assessed by acquiring 10 MEPs per block while the participants passively watched a white fixation cross on the black background on the computer screen. Ten more MEPs were recorded at the end of each block. By comparing the MEP amplitudes for the two baseline series it was possible to check for any CS changes related to TMS per se in each block. The average amplitude of the two series was utilized to set each participant's individual baseline for the data normalization process.

All the participants watched two types of video-clips presented in random order: the “right-hand” video in which a right-handed model performed a WHG to handle a thermos, and the “left-hand” video in which the model was seen reaching and grasping the same object with her left hand.

Each video presentation was followed by a 10 s rest interval. During the first 5 s of the rest period, a message reminding the participants to keep their hands still and fully relaxed appeared on the screen. A fixation cross was presented for the remaining 5 s. Stimuli presentation and the timing of TMS stimulation were managed by E-Prime V2.0 software (Psychology Software Tools Inc., Pittsburgh, PA, USA) running on a PC.

DATA ANALYSIS

For each condition, peak-to-peak MEP amplitudes recorded from the ADM muscle were measured and averaged. Those amplitudes deviating more than two standard deviations from the mean for each type of action and trials contaminated by muscular pre-activation were excluded as outliers (<3%). A paired-sample t-test (2-tailed) was used to compare the amplitude of MEPs recorded during the two series of baseline trials at the beginning and at the end of each block. Ratios were then computed using the participants' individual mean MEP amplitude recorded during the two fixation periods as baseline (MEP ratio = MEPobtained/MEPbaseline). In order to test any difference for the dominant and non-dominant hands in each subject and the LQ scores across the two groups, we performed a paired-sample t-test (2-tailed) on the mean baseline values of each hand in each subject and another t-test on the absolute score values of the LQ across the two groups. A mixed-design analysis of variance (ANOVA) was conducted on the MEP ratios with “model” (right-handed, left-handed) and “stimulated muscle” (left ADM, right ADM) as within-subjects factors and “group” (right-handed, left-handed) as between-subjects factor. Sphericity of the data was verified prior to performing statistical analysis (Mauchly's test, p > 0.05). Post-hoc pairwise comparisons were carried out using t-tests and the Bonferroni correction was applied for multiple comparisons. The comparisons between normalized MEP amplitude and baseline were performed using one-sample t-tests.

RESULTS

The mean raw MEP amplitudes recorded during the two baseline series at the beginning and the end of each block were not significantly different in the right-handed participants neither during the “left M1” block (1138.85 vs. 999.37 μV, respectively; t29 = 0.62, p = 0.54) nor the “right M1” block (1048.82 vs. 851.08 μV, respectively; t29 = 0.92, p = 0.36). Similarly, the two baseline series were not significantly different in the left-handed participants neither during the “left M1” block (1389.83 vs. 1492.11 μV, respectively; t29 = −0.45, p = 0.66) nor the “right M1” block (1036.92 vs. 840.51 μV, respectively; t29 = 1.96, p = 0.06). This suggests that TMS per se did not induce any changes in CS during our experimental procedure. The absolute LQ score values in left-handers were significantly lower than in right-handers (63 vs. 89; t11 = −2.72, p = 0.02). This suggest that LQ during action execution was less lateralized in the left-hand group than in the right-hand group. Accordingly, a significant difference in the mean baseline values of the dominant and non-dominant hand was found in left handers (94.77 vs. 1455.85 μV, respectively; t29 = −2.31, p = 0.28), but not in right-handers (1065.73 vs. 66.75 μV, respectively; t29 = 0.71, p = 0.48). However, a non-significant correlation between the LQ and motor facilitation [(same hand preference) − (different hand preference)] in the dominant hand of both right-handers (Pearson's r = 0.953, p = 0.95) and left-handers (Pearson's r = 0.08, p = 0.19) seem to rule out the hypothesis of a strict correspondence between the LQ during action execution and action observation. The mean MEP ratios from the left and right ADM muscles for each model condition (right-handed, left-handed) are outlined in Figure 1. The mixed-design ANOVA on the normalized MEP amplitudes showed a significant “muscle by group” interaction [F(1, 118) = 9.91, p < 0.005, η2p = 0.15] and a significant “muscle by model by group” interaction [F(1, 118) = 6.33, p < 0.05, η2p = 0.10]. The results obtained for post-hoc contrasts are reported as follows.


[image: image]

Figure 1. Upper panels represent frames extracted from the two video-clips at the time-points at which TMS pulses were delivered. Lower panels represent normalized MEP amplitude for left ADM (white bars) and right ADM (black bars) muscles across conditions (right-handed model, left-handed model) for right-handed (A) and left-handed (B) groups. Asterisks indicate significant comparisons (p < 0.05). Bars represent the standard error of means. Horizontal dotted lines indicate MEP baseline values.



EFFECTS OF MOTOR RESONANCE

Post-hoc comparisons revealed statistically significant differences in the hand muscles of both groups. In particular, the MEP amplitudes for the right ADM muscle was greater than for the left one when the right-handed group observed the right-handed model (p < 0.05; Figure 1A). And the MEP amplitudes for the left ADM muscle were greater than that for the right one when the left-handed group was observing the left-handed model (p < 0.05; Figure 1B). This signifies that each group was resonating with their dominant hand as they observed models with their corresponding hand preference.

BEYOND MOTOR RESONANCE

Post-hoc comparisons for the left-handed group revealed that MEP activity was greater for the left than for the right ADM muscle also when they observed the right-handed model (p < 0.05; Figure 1B). Moreover, when CS activity for the dominant hand muscles was compared against baseline values, a statistically significant increase was found in MEP amplitudes of both groups regardless of the observer's and the model's hand preference (ps < 0.05; Figures 1A,B). When the non-dominant hand muscles were assessed, instead, there was no statistically significant activation with respect to the baseline value for any condition (ps > 0.05). The fact that there was a statistically significant activation in the dominant hand muscles of both right- and left-handers seems to suggest that observing another person's action leads to a generalized, no-specific effect in the dominant hand of both right- and left-handers and no effect on the non-dominant hand.

EFFECTS OF OBSERVER'S HANDEDNESS

Post-hoc comparisons for the right-handed group revealed statistically significant differences across types of video. In particular, the MEP amplitudes for the dominant (right) ADM muscle were greater while they watched the right-handed with respect to the left-handed model (p < 0.05; Figure 1A). On the contrary, the MEP amplitudes for the dominant ADM muscle of the left-handed participants were not statistically different while they were observing the right- and the left-handed models (p > 0.05; Figure 1B).

EFFECTS OF MODEL'S HANDEDNESS

Post-hoc comparisons revealed statistically significant differences across groups. In particular, the MEP amplitudes for the right ADM muscle were greater in the right than in the left-handed group while they observed the right-handed model (1.40 vs. 1.03, respectively; p < 0.05; see also Figure 1). The MEP amplitudes for the left ADM muscle were greater for the left than for the right-handed participants both while they observed the right-handed model (1.48 vs. 1.11, respectively; p < 0.05; see also Figure 1) and the left-handed model (1.43 vs. 1.13, respectively; p < 0.05; see also Figure 1).

DISCUSSION

Are motor representations elicited during action observation specifically attuned to the laterality of the observed effectors (i.e., effector-dependent representations) or do these provide an abstract code of motor information (i.e., effector-independent representations)? Are motor resonance effects linked in some way to motor dominance? These are the questions that were addressed by our study.

The importance (supremacy) of an observer's hand preference in determining the pattern of CS regardless of the laterality of the effector being observed has been demonstrated here for the first time. The anatomical correspondence between the hand being observed and the hand belonging to an observer classically reported in the literature was confirmed in right-handers only when MEPs from the dominant hand of participants observing models with their same hand preference were recorded (Fadiga et al., 1995; Strafella and Paus, 2000; Gangitano et al., 2001; Borroni et al., 2005; Montagna et al., 2005; Urgesi et al., 2006; Avenanti et al., 2007; Aglioti et al., 2008). This correspondence extended to left-handers but, independently from handedness, motor resonance disappeared when the non-dominant hand was considered. Consistent with the idea of an effector-independent representation, when they observed models with a different hand preference, both left- and right-handers showed motor resonance effects in their dominant hand. Though to a lesser degree in right-handers, who showed a greater amplitude in their dominant hand when they were observing a right- with respect to a left-handed model. These findings confirm and extend previous literature on the effect of preferred handedness during action observation (Borroni et al., 2008; Rocca et al., 2008; Willems and Hagoort, 2009; Rocca and Filippi, 2010) by revealing a stronger lateralized motor resonance in right-handers with respect to left-handers. In first instance the analysis of the interaction between handedness and model's hand might confirm a complex interplay between areas part of the action observation/execution matching system as previously demonstrated by neuroimaging investigations (Rocca et al., 2008). Furthermore, the fact that left-handers seem to equally translate any observed motor program into their dominant effector concords with evidence of more bilaterally spread brain functions in left- than in right-handers (Matsuo et al., 2002; Jorgens et al., 2007; Krombholz, 2008; Müller et al., 2011). In particular, Cabinio and colleagues (2010) showed that activation of the parieto-frontal circuit of the action observation-execution matching system evoked by observation of grasping actions is strongly lateralized in right-handers. In left-handers, on the other hand, the pattern of cortical activation is less lateralized. It is possible that living in a “right-handed world” has modified the tuning of the action observation-execution matching system, therefore hindering left-handers from fully lateralizing their manual preference and increasing the natural disposition of right-handers toward right-handed actions. The present findings suggest that left-handers might be able to deal with this “right” world essentially by resonating with right-handers. A recent fMRI study suggested that a predominant activity in the left parietal cortex would be at the basis of the effector-independent encoding of movement (Swinnen et al., 2010).

An alternative explanation for the facilitation found in the dominant hand of participants observing models with a different hand preference could be found in the general effect of specular imitation, which is a special case of spatial stimulus-response compatibility (SRC, Brebner et al., 1972). The SRC theory sustains that a compatible mapping of stimulus and response leads to faster responses with respect to an incompatible mapping. Previous studies have suggested that spatial compatibility is an important mechanism underlying imitation (van Schie et al., 2008; Catmur and Heyes, 2011; Mengotti et al., 2013). In the present study, the model's right hand was indeed specular with respect to the participant's left hand and vice versa. As a consequence, the hands of the observed model and of the observer shared the same spatial finger position, and this could explain the facilitation that was noted. This explanation, however, does not clarify the lack of facilitation for the non-dominant hand nor does it explicate the results concerning the dominant hand of the participants observing models with a similar hand preference. Although spatial compatibility is certainly an important element which modulates action imitation, our findings indicate that it is probably not the only factor to do so. It must be remembered, in any case, that the participants in our study were not directed to perform actions, but to passively observe. In this respect, it is difficult to compare our findings with previous results detected during imitation tasks (thus not allowing to rule out the bias associated with task execution). Action observation is another and different feature of the action observation/execution matching system.

In view of the fact that motor resonance reflects the motor representation evoked by a perceived action in an observer, our results suggest that the perceptual-motor matching of an observed action is facilitated when an observer sees a movement performed by a model with the same hand preference. But they also support the hypothesis of a more sophisticated rather than a traditional direct-matching model of motor resonance.

The direct-matching hypothesis postulates that viewing an action automatically evokes in the observer a representation of the motor commands necessary to execute that same action. TMS experiments typically show that observed movements are processed in a strictly time-locked, muscle specific fashion (Baldissera et al., 2001; Gangitano et al., 2001; Borroni et al., 2005; Montagna et al., 2005; Borroni and Baldissera, 2008; Candidi et al., 2008; Alaerts et al., 2009; Cavallo et al., 2011). While it is unclear how the direct-matching hypothesis deals with handedness, the findings outlined here suggesting that the perceptual-motor mapping of a movement is also sensitive to the observer's handedness complement those studies and take research one step further.

Previous findings showing that motor resonance is very precise might seem at odds with the notion of a more abstract action representation. According to a recently proposed hypothesis (Lepage et al., 2010; Lago and Fernandez-del-Olmo, 2011), there are two different mechanisms governing motor resonance: the first maps an observed action in terms of its goal and the second specifies the muscles involved in that action. Both the action goal and the motor program are encoded during observation of action preparation, but the specific muscles involved in the action are likewise encoded at the moment that the hand-object interaction actually takes place. Data from our study are consistent with that hypothesis in view of the fact that MEPs were acquired before the contact phase was reached. It cannot be excluded that a more specific representation (i.e., reflecting the model's handedness) is activated during observation of the actual hand-object interaction.

Consistent with the hypothesis that there are two separate processes for action observation, some investigators have distinguished between low- and high-level resonance mechanisms (Rizzolatti et al., 2002). Low level motor resonance can be considered a basic mechanism mirroring phenomenon of direct matching between perception and action thought to be the basis for motor contagion and unintentional imitation (Chartrand and Bargh, 1999) while more complex forms of action understanding probably require resonance at higher functional levels. In particular, the capacity to recognize another person's intention, thus allowing action anticipation and permitting coordination with others, could reflect a higher cognitive level (Hurley, 2005). Interestingly, some studies on action observation have shown that there is a preference for the outcome of the action rather than for the actual hand kinematics involved (Bach et al., 2005; van Elk et al., 2008, 2011; Cattaneo et al., 2009). Conversely, other studies seem to suggest a direct coupling between visual aspects of an observed action and motor cortex excitability (Gangitano et al., 2001; Maeda et al., 2002; Alaerts et al., 2009; Cavallo et al., 2011, 2012). Altogether, these apparently contradictory findings are consistent with the hypothesis that there are two different levels of motor representations: one providing a literal copy of the observed action and the other involving higher cognitive aspects. Notably, in our study the observed action was seen from an allocentric perspective. That is, the viewpoint consistent with looking at someone else's hand performing an action. This perspective entails a complex transformation of the visual information to a body-centered motor frame of reference, and this probably requires a more sophisticated level of motor representation with respect to actions seen from an egocentric perspective. It would be very useful if abstract motor representations could functionally transfer motor resonance from the observed to the own's preferred hand. Shmuelof and Zohari (2008) have shown that observed actions are remapped in the superior parietal lobule to the hand that will probably be used to replicate the action toward the relevant object in space. This mapping occurs without imitation, providing further evidence for an automatic action-simulation system in the parietal cortex. As long as an object becomes relevant to the goal of an action, it is conceivable that a highly efficient mechanism enables subjects to correctly plan movements toward the same target in a functional action-specific mode. Highly efficient systems are needed in the face of the complex, dynamic environments in which humans move about in, often characterized by object-related actions.

The aim of the present study was to provide further information about the relations between motor representation, resonance, and dominance.

A neutral motor representation attuned to both right- and left-hands being observed seems then to be at work in left-handers and—to a lesser degree—in right-handers. Our results extend previous evidence, showing that the observer's handedness shapes motor resonance in right- as well as in left-handers regardless the identity of the observed hand. And that the correspondence between model's and observer's effector is no longer revealed in their non-dominant hand.

Assuming this modulation effect is an index of motor representations' capability of taking into account the observer's hand dominance, the findings outlined here can be considered evidence for a sophisticated mechanism which converts another person's pattern of movement into optimal motor commands in an observer.

These findings, finally, clarify an important aspect of the action observation-execution matching system, indicating that motor resonance is mediated by effector-independent motor representations.
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The present study explored whether semantic and motor systems are functionally interwoven via the use of a dual-task paradigm. According to embodied language accounts that propose an automatic and necessary involvement of the motor system in conceptual processing, concurrent processing of hand-related information should interfere more with hand movements than processing of unrelated body-part (i.e., foot, mouth) information. Across three experiments, 100 right-handed participants performed left- or right-hand tapping movements while repeatedly reading action words related to different body-parts, or different body-part names, in both aloud and silent conditions. Concurrent reading of single words related to specific body-parts, or the same words embedded in sentences differing in syntactic and phonological complexity (to manipulate context-relevant processing), and reading while viewing videos of the actions and body-parts described by the target words (to elicit visuomotor associations) all interfered with right-hand but not left-hand tapping rate. However, this motor interference was not affected differentially by hand-related stimuli. Thus, the results provide no support for proposals that body-part specific resources in cortical motor systems are shared between overt manual movements and meaning-related processing of words related to the hand.
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One assumption of late nineteenth century models of language comprehension was that representations of word meaning are distributed throughout the human brain. Both Freud (1891) and Lichtheim (1885) incorporated this assumption in their models that emerged contemporaneously with an emphasis on cortical localization of other functions, such as those involving motor representations (see Henderson, 1992; e.g., Ferrier, 1874). Over a century later, this assumption about the representation of word meaning has been subject to several proposed modifications. One such proposal is that action-related word meanings are necessarily mediated by the somatotopic organization of the motor cortex, and accessed automatically during conceptual processing, i.e., that semantic and motor systems are functionally interwoven (e.g., Gallese and Lakoff, 2005; Pulvermüller, 2005).

A plethora of neuroimaging and electrophysiological studies have shown that motor cortex activity can occur in association with language comprehension. However, the mechanisms responsible for the motor cortex activity observed in these studies remain contentious. A number of authors propose that this activity reflects motor simulation or imagery that is context-dependent or epiphenomenal, reflecting the flow of activation between essentially separate conceptual and motor systems (e.g., Mahon and Caramazza, 2008; Postle et al., 2008; Willems and Casasanto, 2011). In their critique of embodied language theories, Mahon and Caramazza (2008) provide an illustration of a necessary involvement of motor systems in representing the meanings of actions: “The process of retrieving the concept HAMMER would itself be constituted by the retrieval of (sensory and motor) information about how to use hammers (i.e., swinging the arm, grasping the object, coordinating the visuo-motor relationships between the nail and the head of the hammer, etc.)” (p. 60). However, as Mahon and Caramazza note, simply observing that the motor system can be activated by action words in a neuroimaging study cannot address this issue.

Despite advances in neuroimaging technologies, or perhaps because of them, behavioral paradigms remain the method of choice for investigating the structural properties of language and organization of semantic memory. This is because it is generally accepted that correlational methods such as neuroimaging are unable to provide unambiguous support for a necessary involvement of motor systems in the representation of action word meaning (e.g., Mahon and Caramazza, 2008; Shebani and Pulvermüller, 2013). Although theoretically capable of supporting causal inferences, both lesion-symptom mapping studies and virtual lesioning investigations using cortical stimulation techniques have to date produced equivocal results (e.g., Pulvermüller et al., 2005; Tomasino et al., 2008; Papeo et al., 2009, 2010, 2011; Arévalo et al., 2012; Kemmerer et al., 2012; see Shebani and Pulvermüller, 2013).

One behavioral method employed frequently to establish patterns of motor system involvement in action meaning representation is the go/no-go semantic matching paradigm (e.g., Buccino et al., 2005; Lindemann et al., 2006; Sato et al., 2008; Mirabella et al., 2012). In this paradigm, participants are instructed to make a hand movement to a target on a go-signal, contingent upon the presentation of prime words denoting action meanings; they are to withhold a response (no-go) to non-action related (e.g., abstract) words. A typical finding is that responses with the preferred hand are slower and less accurate for hand-related action words than unrelated action items (e.g., foot-related words; Sato et al., 2008; Mirabella et al., 2012). Similar findings have been reported for names of body-parts (e.g., Lindemann et al., 2006; Experiment 3). These findings have been used to support inferences about the necessary involvement of motor meaning representations and their modularity. However, it is worth noting that the go/no-go paradigm first entails word recognition followed by retrieval of the meaning of the word and its grammatical characteristics prior to the meaning integration required for the matching decision (e.g., Neely, 1991). The matching decision then determines the go response. In addition, the go/no-go investigations have invariably employed a high relatedness proportion for their go condition (i.e., 50% of action words denoted manual movements). High relatedness proportions are known to induce expectancy sets that participants use to strategically enhance their performance in semantic matching tasks (see Neely, 1991). Hence, any influence on go-responses is arguably post-lexical in nature and invoked solely for the purpose of performing the task. Post-lexical motor effects such as these can be explained by spreading activation mechanisms (e.g., Mahon and Caramazza, 2008). Evidence consistent with a post-lexical meaning integration mechanism invoked solely for the purpose of performing the task is provided by Mirabella et al. (2012; Experiment 4), who failed to observe the expected effects of action word category when participants were instead required to respond to the color in which the action words were printed. Similarly, Lindemann et al. (2006; Experiment 4) also failed to observe the expected effects of category with body-part names when the task was letter identification. These differential task effects are not consistent with the hypothesis that body-part specific action meanings are accessed rapidly and automatically by the motor system on word presentation (e.g., Pulvermüller, 2005).

Another behavioral method employed to establish patterns of motor system involvement in action meaning representation is the dual-task paradigm. This interference methodology is based on the premise that when two tasks involving the same cerebral resources are performed concurrently, performance on the tasks is impaired compared to when they are performed alone (Bowers et al., 1978). One of the advantages of the dual task paradigm over the go/no-go paradigm is that no matching task is necessary. Another is that the same response is required for all classes of stimuli (action and non-action). For example, Shebani and Pulvermüller (2013) had 15 participants perform rhythmic movements (paradiddles) of either the hands or the feet paced to a metronome while concurrently performing a working memory task involving recall of concordant arm- and leg-related action word series, compared to no working memory and articulatory suppression conditions (i.e., a 4 × 2 repeated measures design). They reported that hand and foot movements differentially interfered with working memory for words denoting actions performed with those body-parts; a finding that they interpreted in terms of the necessary involvement of motor systems in representing action meaning. By contrast, over five separate experiments, Pecher (2013) found that while concurrent motor (hand grip actions) and verbal (reciting syllables) tasks interfered with visual working memory generally, working memory effects were not more pronounced for pictures of hand manipulable vs. non-manipulable objects.

The dual-task studies by Shebani and Pulvermüller (2013) and Pecher (2013) were primarily concerned with demonstrating motor interference effects on working memory for action-related stimuli. However, if motor systems are necessarily involved in representing action word meanings, then conceptual processing of action words should interfere with motor performance as they share the same neural resources. This is essentially the same logic motivating the abovementioned go/no-go studies. Although Shebani and Pulvermüller (2013) apparently recorded their participants' movement rates, they did not report these results. In order to address this question, Rodriguez et al. (2012; Experiment 2) investigated finger tapping performance while their participants performed concurrent verbal fluency tasks (retrieving words from categories denoting hand manipulable objects vs. “non-motor” objects, e.g., animals). Considerable evidence amassed over several decades of research indicates that right hand motor performance (mediated by left hemisphere motor areas) is significantly reduced while participants perform a concurrent verbal task (due to mediation by left hemisphere language regions; for review see Medland et al., 2002). This robust effect is known as the lateralized dual task decrement, and can serve as a manipulation check by showing that verbal tasks interfere with motor performance to a significant degree. Surprisingly, Rodriguez et al. failed to observe this effect for their hand manipulable objects category, i.e., performance did not differ significantly from the baseline tapping-only condition for either hand, nor did object name generation differ from baseline during tapping (cf. Shebani and Pulvermüller, 2013). However, they did observe a marginally significant reduction in tapping performance for their non-motor category fluency condition that they interpreted in terms of a facilitation effect compared to the manipulable object category.

The present series of three experiments utilized a dual task paradigm to determine whether manual motor systems are necessarily and specifically involved in processing hand-related word meanings. Note that for right-handed individuals, one would expect to find that processing any words would result in greater right hand compared to left hand motor performance decrements (consistent with the lateralized dual task decrement; Bowers et al., 1978; Medland et al., 2002), yet the greatest decrement in right hand motor performance should occur for hand-related words compared to other body-part related words if motor systems are differentially and somatotopically involved in the processing of words with body-part specific action meanings (cf. Rodriguez et al., 2012). This is because, in addition to the left hemisphere being involved generally in mediating language functions and right hand motor performance, the hand area of the left motor cortices would be specifically mediating both hand movement and hand-related word processing (e.g., Shebani and Pulvermüller, 2013). By comparison, for other action words there should be a less pronounced decrement in right hand performance, as other areas of the motor cortices should be involved in representing their meanings. Across all experiments, right handed participants performed a finger tapping task that did not involve visual guidance with their left and right hands and was commenced before a verbal task, followed by a post experiment memory test of the presented words (Lomas, 1980; Hellige and Longstreth, 1981; Medland et al., 2002; Boulenger et al., 2006). The concurrent verbal task involved reading body-part names and related action words in infinitive form for the hand (e.g., hand, grab), mouth (mouth, bite), and foot (e.g., foot, kick) in addition to non-human body-part control words (e.g., tail, wag). Names of body-parts were included in line with previous go/no-go studies (e.g., Lindemann et al., 2006). Conceptual processing demands were manipulated across experiments by presenting the words either on their own, within appropriate sentence contexts, or in conjunction with videos demonstrating the action denoted by the word. Thus, the dual task methodology used in this study was theoretically capable of and designed to optimize the likelihood of finding a necessary differential and somatotopic involvement of the motor cortices in processing words with motor-related meaning, if one exists.

EXPERIMENT 1: SINGLE WORDS

METHODS

Participants

Twenty-five (17 females, 8 males) healthy volunteers participated in this study. All were right handed and native or longstanding English speakers according to their responses on self-report measures. We did not exclude bilingual participants who acquired English as a second language (L2) early in life as the available evidence indicates these individuals have left-hemisphere cerebral language organization similar to monolinguals (see Paradis, 1990, 2006). Their ages ranged from 14 to 49 (M = 24.08, SD = 10.95). Informed consent was obtained from all participants.

Stimuli and apparatus

Stimuli consisted of eight monosyllabic, monomorphemic words 3–5 letters in length (foot, kick, hand, grab, mouth, bite, tail, wag) and “no word” baseline condition. The words were chosen such that one name and one action word related to each of four body-parts with one body-part being a non-human control that also contained concrete concepts, lexical information, yet human body irrelevant semantic content, thus ensuring a low relatedness proportion consistent with automatic meaning activation (see Neely, 1991). All words were related to only one body-part, were of medium to high frequency (>5.5 log HAL frequency; Lund and Burgess, 1996), medium to high imageability (>4.5; Cortese and Fugett, 2004), high familiarity (ratings of 6–7; Nusbaum et al., 1984), and acquired within the first 5.5 years of life (Kuperman et al., 2012). In addition, according to a corpus-based percentage measure of each word's dominant part-of-speech (PoS) relative to total frequency (Brysbaert et al., 2012), the action words were more likely to be assigned verb status (mean 79%, range 58–96) and the body-part names were more likely to be assigned noun status (97%, range 92–99).

Note that in their simplest, unmarked (i.e., infinitive) forms, English action words are ambiguous with respect to grammatical category, i.e., they may be read as either a noun or as a verb in imperative form (e.g., “kick!”; see Postle et al., 2008). If the latter, then it is possible some event structure information addressing aspects of action representation that involve the goals and intentions of agents could be accessed with verb meaning (the agent being the reader), and engage the mirror neuron system according to some embodied theories (e.g., Kemmerer and Gonzalez-Castillo, 2010). Shebani and Pulvermüller (2013) likewise employed English infinitive forms in their dual-task investigation. Like those authors, we use the term “action word” to acknowledge the grammatical ambiguity of the unmarked forms.

While completing the verbal task, participants engaged in the tapping task on a board with two buttons 3 cm in diameter and 6 cm apart (center–center). Computer software recorded the inter-tap-interval (ITI) and calculated the average time in milliseconds taken for participants to complete tapping one button and then the other while verbal stimuli were presented.

Procedure

All participants were tested individually. They were told that they would be required to tap alternate buttons on the tapping board as quickly and consistently as they could and that their tapping speed and not force was being measured. Although they could tap with any part of any finger, they had to move their entire finger/hand from one button to the next. They could start with either button, but could only tap with one hand at a time. They were instructed that while tapping they should repeatedly read aloud the word displayed on the computer screen for the full time while tapping. They were instructed that after the tapping task, they would be required to recall as many of the words they had read aloud during the experiment as they could. It was proposed the best way to accomplish this was to think about the word meanings as they read the words. The recall task ensured all participants attended to the different word semantics and processed all words beyond mere visual perception. More pronounced lateralized dual task decrements have been found if participants expect to be later tested on the content of the verbal task (Hellige and Longstreth, 1981).

The presentation of the 18 different tapping hand × word combinations (two hands × nine concurrent verbal tasks) were randomized and counterbalanced in order to minimize order effects. Each participant completed six sets of these 18 combinations—three sets had a randomized order of presentation and three had the reverse of these randomized sequences. Consequently, participants completed 108 trials in total.

The computer screen displayed the words “FOR THE NEXT CONDITION TAP WITH YOUR X HAND” (X being either LEFT or RIGHT), and then three 3 s later displayed “BEGIN TAPPING NOW.” After two and a half seconds (so they had established a tapping rhythm) the verbal stimuli was presented. At this point participant's ITI began being recorded in milliseconds. The stimuli were displayed for 5 s after which “STOP” was presented. At this point tapping ceased being recorded. This procedure recycled until all trials were presented. The delay between the presentations of each word (while the tapping hand and “BEGIN TAPPING NOW” instructions were displayed) was to reduce any interference from the previous word. If a participant indicated the need for a break, they completed the current trial at which point the program was paused until the participant indicated they were ready to continue. Following the final trial, participants recalled as many of the target words as they could remember.

RESULTS

Word recall results

On average each participant correctly recalled 7.32 (SD = 0.95) of the 8 target words. No one semantic or lexical category was substantially better recalled than any other semantic or lexical category.

Dual task results: Diagnostics

There was no missing data. Outliers in the raw ITI data (cut-off = ±3 SD) were removed and each participant's mean and standard deviation ITI for each of the 18 conditions was calculated from the raw ITI data. Checking the z-scores (cut-off = ±3.29) and all possible bivariate scatterplots for this final data set revealed no univariate or bivariate outliers. Each variable's skew, kurtosis (cut-offs = ±3.29) and histograms indicated normality. The sphericity assumption was violated for several omnibus tests, however, assuming sphericity for these analyses did not produce different outcomes from those obtained using Greenhouse–Geisser, Huynh–Feldt, and lower-bound epsilon adjustments. As such all analyses were run and interpreted as if the sphericity assumption was met. An alpha level of 0.05 was used for all statistical tests, with Bonferroni and Helmert procedures used and noted where appropriate.

2 × 3 (tapping hand × reading condition) ANOVA

A 2 × 3 factorial repeated measures ANOVA was conducted to assess the base lateralized dual task decrement. The variables in this analysis were: tapping hand with two levels (right vs. left); and reading condition with three levels (no reading, reading body-part names, reading action words). This analysis indicated a significant main effect of tapping hand, F(1, 24) = 88.78, p < 0.001, MSE = 119.87, part-η2 = 0.79, such that left hand tapping was significantly slower (M = 242.14, SD = 28.84) than right hand tapping (M = 226.60, SD = 31.67). There was also a significant main effect of reading condition, F(2, 48) = 6.11, p = 0.004, MSE = 56.79, part-η2 = 0.20. When further analyzed by Helmert linear contrasts to control family wise error (α = 0.05), this main effect indicated that participants tapped significantly slower while reading any words (M = 234.86, SD = 30.37) than while not reading (M = 230.48, SD = 27.90), F(1, 24) = 6.33, p = 0.019, MSE = 75.65, part-η2 = 0.21, and slower while reading body-part names (M = 235.60, SD = 30.76) than while reading action words (M = 234.12, SD = 30.07), F(1, 24) = 4.30, p = 0.049, MSE = 12.71, part-η2 = 0.15.

There was also a significant tapping hand × reading condition interaction for this 2 × 3 ANOVA, F(2, 48) = 6.81, p = 0.002, MSE = 22.98, part-η2 = 0.22. This interaction was further examined by comparing the effects of reading condition on the right and left hand separately. The tests for the simple effects of reading condition at the two levels of tapping hand indicated, as predicted, no effect of reading on left hand tapping, F(2, 48) = 1.78, p = 0.180, MSE = 32.91, part-η2 = 0.69, indicating no difference between the tapping speed of the left hand regardless of whether there was no reading (M = 240.85, SD = 28.63), body-part names read (M = 243.58, SD = 29.42) or action words read (M = 241.03, SD = 28.79). There was, however, a significant effect of reading condition on right hand tapping, F(2, 48) = 9.50, p < 0.001, MSE = 46.85, part-η2 = 0.28. Simple comparisons using a Bonferroni correction to control family wise error (α = 0.05), indicated that, as predicted, right hand tapping was significantly slower while reading body-part names (M = 227.61, SD = 32.70) or action words (M = 227.20, SD = 31.96) than while not reading (M = 220.11, SD = 28.62), t(24, 3 comparisons) = −3.23, p = 0.011, d = 0.65; t(24, 3 comparisons) = −3.20, p = 0.011, d = 0.64, respectively. However, there was no difference in right hand tapping speed between reading body-part names (M = 227.61, SD = 32.70) and action words (M = 227.20, SD = 31.96), t(24, 3 comparisons) = 0.42, p > 0.999, d = 0.08. Thus, the base lateralized dual task decrement was found. Figure 1 summarizes these results.
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Figure 1. Mean inter-tap intervals of each hand under the different reading conditions (error bars represent the standard error of the mean).



2 × 8 (tapping hand × word read) ANOVA

The question of whether the right hand lateralized dual task decrement would be more pronounced when participants read hand-related words (compared to other words), was tested by a 2 × 8 factorial repeated measures ANOVA. The variables in this analysis were: tapping hand with two levels (right vs. left); and word read with eight levels (hand, grab, foot, kick, mouth, bite, tail, and wag). This analysis indicated a significant main effect of tapping hand F(1, 24) = 72.53, p < 0.001, MSE = 306.06, part-η2 = 0.75, such that left hand tapping was significantly slower (M = 242.14, SD = 28.84) than right hand tapping (M = 226.60, SD = 31.67). However, the main effect of word read was not significant, F(7, 168) = 0.98, p = 0.445, MSE = 39.75, part-η2 = 0.04, indicating no difference in tapping speed while reading the different words. The interaction was also not significant, F(7, 168) = 1.52, p = 0.165, MSE = 39.14, part-η2 = 0.06. Figure 2 summarizes these results.
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Figure 2. Mean inter-tap intervals of each hand while reading the different words (error bars represent the standard error of the mean).



3 × 2 × 9 (trial set × tapping hand ×word read) ANOVA

Given that Medland et al. (2002) found that the lateralized dual task decrement decreased with practice, a 3 × 2 × 9 factorial repeated measures ANOVA was conducted to test for any practice effects. The variables in this analysis were: trial set with three levels (first, second, and third set of randomly generated forward and reverse presentations of condition trials); tapping hand with two levels (right vs. left); and word read with nine levels (no reading, reading of “hand,” “grab,” “foot,” “kick,” “mouth,” “bite,” “tail,” or “wag”). However, no significant differential practice effect was found as evidenced by the three way interaction being non-significant, F(16, 384) = 0.90, p = 0.565, MSE = 120.49, part-η2 = 0.04. That is, right and left hand tapping speed while reading the different words did not vary across the three sets of trials.

DISCUSSION

The base lateralized dual task decrement was found; performing word reading concurrently with hand tapping differentially reduced right hand tapping rate. Despite this effect, individual word effects were not found. Although lexical category (action words vs. body-part names) was found to influence overall tapping rates, this effect was not significant for the tapping rates of either hand. That is, right hand motor performance did not differ according to the semantic or lexical category of word being read. This cannot be attributed to practice effects as the lateralized dual task decrement did not diminish with practice. That is, while motor performance became faster across all conditions as the experiment progressed (as would be expected), right and left hand motor performance during the reading task did not differ between the three sets of trials. Three possible explanations exist for these null results.

The first potential explanation for these null results relates to the degree of complexity of the stimuli. Specifically, it is possible that a differential dual task effect was not found for hand-related words (action words and body-part names), as the verbal stimuli were simple one-syllable words and thus not sufficiently cognitively demanding to differentially activate the motor areas. For example, Ashton and McFarland (1991) found the dual task decrement to be more pronounced for right hand tapping while reciting a tongue twister (high cognitive demands) compared to reciting single phonemes (e.g., “la-la”; low cognitive demands). Therefore, it is possible that simplicity of the stimuli resulted in a less pronounced dual task effect, masking any differential dual task effect for the different words. However, it is worth noting the majority of go/no-go studies have employed single words (e.g., Lindemann et al., 2006; Sato et al., 2008; Mirabella et al., 2012).

The second potential explanation for the null results is also associated with the relative simplicity of the verbal stimuli. Specifically, evidence indicates that prolonged inspection and/or repetition of a word can temporarily block access to the word's meaning, resulting in the subjective experience of decreased word meaningfulness (Esposito and Pelton, 1971; Smith and Klein, 1990; Frenck-Mestre et al., 1997; Black, 2001). This effect, commonly referred to as semantic satiation, may have occurred in this experiment and would have resulted in the target words not being readily associated with their meanings. Although participants recalled the stimuli in this experiment, it could be that repeated exposure to the simple stimuli rather than processing of word meaning was responsible for the high recall rate. Again, it is worth noting that the majority of go/no-go studies have likewise employed multiple repetitions of single words (e.g., Lindemann et al., 2006; Sato et al., 2008; Mirabella et al., 2012).

The third potential explanation for the null results is that having participants read the words aloud entailed articulatory-motor movements, and the associated motor system activity may have “over-ridden” any meaning related activity differences. Reading silently has been found to produce less pronounced dual task decrements than reading aloud (Bowers et al., 1978; Hellige and Longstreth, 1981; Medland et al., 2002). However, as the motor task involved hand tapping, such an explanation would not be consistent with claims regarding a motor semantic somatotopy.

Finally, it is also possible that the non-significant result for hand related words reflects the absence of a motor semantic somatotopy.

EXPERIMENT 2: SENTENCE CONTEXT AND READING ALOUD vs. SILENTLY

Experiment 2 was conducted to test whether the null results from Experiment 1 were due to the stimuli being too simple via manipulating the complexity of the verbal task. This was to ensure that participants processed the target words and associated them with the actions and body-parts they describe. Despite evidence indicating simple cognitive tasks reduce the strength of the dual task effect (e.g., Ashton and McFarland, 1991), the verbal task cannot be made too demanding as evidence also indicates that the dual task decrement is reduced when concurrent cognitive tasks are overly demanding (e.g., McFarland and Ashton, 1978a,b). As such, Experiment 1 was repeated with the target words embedded in sentences differing in syntactic and phonological complexity. Embedding the target words in sentence contexts was also likely to making their meanings more clear and reduce effects of semantic satiation.

Chomsky (1957) proposed the theory of transformational grammar, which suggested that every sentence has two structures: surface structure representing the arrangement and choice of words; and deep structure representing the sentence meaning. He proposed that to extract a sentence's meaning the brain transforms the surface structure to make it reflect the deep structure. Kernel sentences, or “declarative and active (sentences) with no complex verb or noun phrases” (Chomsky, 1957; p. 107) and no phonological sequences that are difficult to read, more closely reflect the deep structure than other sentences. As such, they require no transformations and thus less cognitive effort to extract the sentence's meaning. However, reading these sentences would still involve more cognitive effort than reading single words. Consequently, this was used as the definition of a simple sentence.

Syntactic transformations can be applied to kernel sentences to make them more syntactically complex and cognitively demanding without altering the deep structure (Chomsky, 1957). For instance, passive transformations of kernel sentences have the same deep structure but are more syntactically complex as they alter the surface structure from being the more common (in English) subject-verb-object to the less common (in English) object-verb-subject. Thus, the sentence must be rearranged (transformed) to extract the deep structure—a process involving cognitive effort. This is supported by evidence suggesting that passive sentences take longer to read and process, are more attention demanding (Miller, 1962; Britton et al., 1982; Clifton and Duffy, 2001) yet do not differ in comprehension accuracy (Bradley and Meeds, 2002) when compared to the active sentences from which they were derived. However, passive transformations add words to the kernel sentence and can change the tense, which may detract from the content of the target words. Thus, this experiment used a passive like transformation as the definition for syntactic complexity requiring the sentence to be rearranged to extract the deep structure (thereby involving more cognitive effort than reading the simple kernel sentence) while keeping the number of words and tense constant across the transformation.

Making a sentence phonologically complex can also increase the cognitive demand associated with processing it. Phonological complexity is best represented by tongue twisters, or sentences where the majority of words have the same initial phoneme (McCutchen and Perfetti, 1982). When processing tongue twisters, many key words with the same initial phoneme must be substituted with synonyms with a different initial phoneme to reduce articulation demands and make the sentence more easily reflect the deep structure, a process involving cognitive effort. That tongue twisters require greater cognitive effort is demonstrated by their taking longer to read (aloud or silently), involving more recall errors and less accurate semantic judgments than phonologically simple sentences with the same deep structure (McCutchen and Perfetti, 1982; Hanson et al., 1991; McCutchen et al., 1991; Zhang and Perfetti, 1993; Keller et al., 2003). Furthermore, Ashton and McFarland (1991) found greater right hand tapping dual task interference when participants recited tongue twisters compared to single phonemes. Therefore, this experiment used tongue twisters to manipulate phonological complexity.

In summary, compared to simple sentences, passive sentences involve additional cognitive processing though do not affect sentence comprehension, while phonologically complex sentences (tongue twisters) require additional cognitive processing and do influence sentence comprehension. Consequently, if sentence complexity moderates body-part related word comprehension, this manipulation should elicit differential right hand tapping rates for hand related sentences compared to the other stimuli. Finally, Experiment 2 also included a between-groups manipulation of reading aloud vs. silently, to determine whether articulatory-motor movements might have obscured any dual-task differences in Experiment 1.

METHODS

Participants

Fifty (31 females, 19 males) healthy volunteers participated in this study. Their ages ranged from 15 to 48 (M = 21.98, SD = 6.40). Informed consent was obtained from all participants. All were right handed and native or longstanding English speakers. The 50 participants were randomly allocated to one of two groups—reading aloud or silently. The reading aloud group consisted of 20 participants (13 females, 7 males) whose ages ranged from 15 to 34 (M = 20.25, SD = 3.97). The reading silently group consisted of 30 participants (18 females, 12 males). Their ages ranged from 17 to 48 (M = 23.13, SD = 7.45).

Stimuli and apparatus

These were identical to Experiment 1, however, each of the eight target words were embedded in simple, syntactically complex or phonologically complex sentences (24 sentences in total). Tense, perspective, serial position of the target word, and number of syllables and words was constant and the sentences put the target words in a context likely to evoke strong associations with the body-part/action. Furthermore, the tongue twister remained as such when the key noun/verb was substituted for the target words (see Table 1). Including the no reading condition brought the total number of conditions performed with each hand to 25.

Table 1. Sentence stimuli of Experiment 2.
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Procedure and design

The procedure replicated that of Experiment 1 with the addition of a between-groups independent variable (reading aloud vs. silently). The presentation of the 50 different tapping hand × verbal task combinations (two hands × 25 verbal conditions including no reading baseline) were randomized and counterbalanced in order to minimize order effects. Each participant completed two sets of these 50 combinations—one randomized order of presentation and one the reverse of this randomized sequences. Consequently, participants completed 100 trials in total.

RESULTS

Sentence recall results

On average each participant correctly recalled 14.64 (SD = 4.69) of the 24 sentences. There was no significant difference in the number of sentences recalled between the reading aloud (M = 15.55, SD = 5.06) and reading silently groups (M = 14.03, SD = 4.41), t(48) = 1.12, p = 0.267. Furthermore, no one semantic, lexical or complexity category of sentences was substantially better recalled than any other.

Dual task results: diagnostics

There was no missing data. Outliers and violations of sphericity were treated identically to Experiment 1. Initially the data and hypotheses were analyzed as two separate data sets (reading aloud ITIs and reading silently ITIs). These data sets were then combined and the analyses re-run on this one larger data set to increase sample size, and thus power.

Reading aloud: 2 × 3 (tapping hand × reading condition) ANOVA

A 2 × 3 factorial repeated measures ANOVA was conducted to assess the base lateralized dual task decrement, from which all other predictions were derived. The variables in this analysis of the reading aloud data were: tapping hand with two levels (right vs. left); and reading condition with three levels (no reading, reading aloud sentences containing body-part names, reading aloud sentences containing action words). This analysis indicated a significant main effect of tapping hand, F(1, 19) = 35.77, p < 0.001, MSE = 148.94, part-η2 = 0.65, such that left hand tapping was significantly slower (M = 251.23, SD = 40.27) than right hand tapping (M = 237.91, SD = 44.05). There was also a significant main effect of reading condition, F(2, 38) = 9.46, p < 0.001, MSE = 80.57, part-η2 = 0.33. When further analyzed by Helmert linear contrasts to control family wise error (α = 0.05), this main effect indicated that participants tapped significantly slower while reading aloud any sentences (M = 247.09, SD = 41.75) than while not reading (M = 239.54, SD = 47.83), F(1, 19) = 10.32, p = 0.005, MSE = 110.37, part-η2 = 0.35, however, no tapping speed differences existed between reading aloud sentences containing body-part names (M = 246.83, SD = 41.47) and reading aloud sentences containing action words (M = 247.34, SD = 42.02), F(1, 19) = 0.39, p = 0.542, MSE = 3.38, part-η2 = 0.02.

There was also a significant tapping hand × reading condition interaction for this 2 × 3 ANOVA, F(2, 38) = 5.78, p = 0.006, MSE = 70.34, part-η2 = 0.23. This interaction was further examined by comparing the effects of reading condition on the right and left hand separately. The tests for the simple effects of reading condition at the two levels of tapping hand indicated, as predicted, no effect of reading on left hand tapping, F(2, 38) = 0.65, p = 0.530, MSE = 44.25, part-η2 = 0.03, suggesting no difference between the tapping speed of the left hand regardless of whether there was no reading (M = 249.88, SD = 47.96), reading aloud of sentences containing body-part names (M = 351.66, SD = 39.89) or reading aloud of sentences containing action words (M = 252.15, SD = 40.28). There was, however, a significant effect of reading condition on right hand tapping, F(2, 38) = 10.69, p < 0.001, MSE = 106.67, part-η2 = 0.36. Simple comparisons using a Bonferroni correction to control family wise error (α = 0.05), indicated that, as predicted, right hand tapping was significantly slower while reading aloud sentences containing body-part names (M = 241.99, SD = 43.74) or action words (M = 242.54, SD = 44.18) than while not reading (M = 229.19, SD = 49.56), t(19, 3 comparisons) = −3.19, p = 0.005, d = 0.71; t(19, 3 comparisons) = −3.37, p = 0.003, d = 0.75, respectively. However, there was no difference in tapping speed between reading aloud sentences containing body-part names (M = 241.99, SD = 43.74) and action words (M = 242.54, SD = 44.18), t(19, 3 comparisons) = −1.11, p = 0.281, d = 0.24. Figure 3 summarizes these results.
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Figure 3. Mean inter-tap intervals of each hand under the different reading conditions in the reading aloud data set (error bars represent one standard error of the mean).



Reading aloud: 2 × 3 × 8 (tapping hand × sentence complexity × target word) ANOVA

The question of whether the right hand lateralized dual task decrement would be more pronounced when participants read sentences (especially simple sentences) containing hand-related words (compared to other words), was tested by a 2 × 3 × 8 factorial repeated measures ANOVA. The variables in this analysis of the reading aloud data were: tapping hand with two levels (right vs. left); sentence complexity with three levels (simple vs. syntactically complex vs. phonologically complex); and target word embedded in the sentence with eight levels (hand, grab, foot, kick, mouth, bite, tail, and wag). This analysis indicated a significant main effect of tapping hand F(1, 19) = 18.33, p < 0.001, MSE = 1218.02, part-η2 = 0.49, such that left hand tapping was significantly slower (M = 251.23, SD = 40.27) than right hand tapping (M = 237.91, SD = 44.05). However, the main effect of sentence complexity was not significant, F(2, 38) = 0.39, p = 0.638, MSE = 204.46, part-η2 = 0.02, suggesting no difference in tapping speed while reading aloud sentences differing in syntactic and phonological complexity. The main effect of target word was also not significant, F(7, 133) = 0.32, p = 0.942, MSE = 172.82, part-η2 = 0.02, suggesting no difference in tapping speed while reading aloud sentences containing semantically different target words.

None of the interactions of this analysis were significant. Specifically, the tapping hand × sentence complexity interaction F(2, 38) = 1.12, p = 0.336, MSE = 184.14, part-η2 = 0.06, tapping hand × target word interaction F(7, 133) = 1.25, p = 0.278, MSE = 152.66, part-η2 = 06, the sentence complexity × target word interaction F(14, 266) = 0.96, p = 0.501, MSE = 188.85, part-η2 = 0.05, and tapping hand × sentence complexity × target word interaction F(14, 266) = 0.80, p = 0.667, MSE = 151.22, part-η2 = 0.04. Figure 4 summarizes these results.
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Figure 4. Mean inter-tap intervals for the tapping hand × target word conditions for each type of sentence complexity in the reading aloud data set (error bars represent the standard error of the mean).



Reading silently: 2 × 3 (tapping hand × reading condition) ANOVA

A 2 × 3 factorial repeated measures ANOVA was conducted to assess the base lateralized dual task decrement. The variables in this analysis of the reading silently data were: tapping hand with two levels (right vs. left); and reading condition with three levels (no reading, silently reading sentences containing body-part names, silently reading sentences containing action words). This analysis indicated a significant main effect of tapping hand, F(1, 29) = 37.95, p < 0.001, MSE = 140.41, part-η2 = 0.59, such that left hand tapping was slower (M = 271.78, SD = 47.84) than right hand tapping (M = 263.93, SD = 52.08). However, the main effect of reading condition was not significant, F(2, 58) = 3.72, p = 0.060, MSE = 88.17, part-η2 = 0.11, suggesting no difference in tapping speed between no reading (M = 268.81, SD = 52.68), silently reading sentences containing body-part names (M = 268.11, SD = 49.44) and silently reading sentences containing action words (M = 267.53, SD = 50.03).

There was also a significant tapping hand × reading condition interaction for this 2 × 3 ANOVA, F(2, 58) = 4.10, p = 0.022, MSE = 112.42, part-η2 = 0.12. This interaction was further examined by comparing the effects of reading condition on the right and left hand separately. The tests for the simple effects of reading condition at the two levels of tapping hand indicated, as predicted, no effect of reading on left hand tapping, F(2, 58) = 0.08, p = 0.920, MSE = 107.99, part-η2 < 0.01, suggesting no difference between the tapping speed of the left hand regardless of whether there was no reading (M = 272.44, SD = 48.04), silent reading of sentences containing body-part names (M = 271.97, SD = 47.52) or silent reading of sentences containing action words (M = 271.35, SD = 47.95). There was, however, a significant effect of reading condition on right hand tapping, F(2, 58) = 8.42, p < 0.001, MSE = 92.59, part-η2 = 0.23. Simple comparisons using a Bonferroni correction to control family wise error (α = 0.05), indicated that, as predicted, right hand tapping was significantly slower while silently reading sentences containing body-part names (M = 264.24, SD = 51.76) or action words (M = 263.71, SD = 52.61) than while not reading (M = 255.16, SD = 49.97), t(29, 3 comparisons) = −3.05, p = 0.005, d = 0.56; t(29, 3 comparisons) = −2.82, p = 0.009, d = 0.51, respectively. However, there was no difference in tapping speed between silently reading sentences containing body-part names (M = 264.24, SD = 51.76) and action words (M = 263.71, SD = 52.61), t(29, 3 comparisons) = 0.82, p = 0.421, d = 0.18. These results are consistent with those of the reading aloud data set. Figure 5 summarizes these results.
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Figure 5. Mean inter-tap intervals of each hand under the different reading conditions in the reading silently data set (error bars represent one standard error of the mean).



Reading silently: 2 × 3 × 8 (tapping hand × sentence complexity × target word) ANOVA

The question of whether the right hand lateralized dual task decrement would be more pronounced when participants read sentences (but especially simple sentences) containing hand-related words (compared to other words), were tested by a 2 × 3 × 8 factorial repeated measures ANOVA. The variables in this analysis of the reading silently data were: tapping hand with two levels (right vs. left); sentence complexity with three levels (simple vs. syntactically complex vs. phonologically complex); and target word that the sentence contained with eight levels (hand, grab, foot, kick, mouth, bite, tail, and wag). This analysis indicated a significant main effect of tapping hand F(1, 29) = 16.54, p < 0.001, MSE = 1284.51, part-η2 = 0.36, such that left hand tapping was significantly slower (M = 271.78, SD = 47.84) than right hand tapping (M = 263.93, SD = 52.08). However, the main effect of sentence complexity was not significant, F(2, 58) = 1.16, p = 0.321, MSE = 178.71, part-η2 = 0.04, suggesting no difference in tapping speed while silently reading sentences differing in syntactic and phonological complexity. The main effect of target word was also not significant, F(7, 203) = 1.07, p = 0.385, MSE = 120.58, part-η2 = 0.04, suggesting no difference in tapping speed while silently reading sentences containing semantically different target words. These results are consistent with those of the reading aloud data.

As was the case in the reading aloud data set, none of the interactions of this analysis of the reading silently data were significant. Specifically, the tapping hand × sentence complexity interaction F(2, 58) = 1.22, p = 0.302, MSE = 116.30, part-η2 = 0.04, the tapping hand × target word interaction F(7, 203) = 0.70, p = 0.675, MSE = 94.95, part-η2 = 0.02, the sentence complexity × target word interaction F(14, 406) = 1.12, p = 0.342, MSE = 114.74, part-η2 = 0.04, and the tapping hand × sentence complexity × target word interaction F(14, 406) = 0.92, p = 0.539, MSE = 118.34, part-η2 = 0.03. Figure 6 summarizes these results.
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Figure 6. Mean inter-tap intervals for the tapping hand × target word conditions for each type of sentence complexity in the reading silently data set (error bars represent the standard error of the mean).



Combined reading aloud and silently datasets: 2 × 3 (tapping hand × reading condition) ANOVA; and 2 × 3 × 8 (tapping hand × sentence complexity × target word) ANOVA

As there were no substantiative differences between the interpretation of the reading aloud and reading silently analyses, these two data sets were combined and all analyses rerun to increase the sample size, and thus power. These analyses revealed the same pattern of results as those found in the separate reading alone and reading silently data sets.

More specifically, a 2 × 3 factorial repeated measures ANOVA was conducted to assess the base lateralized dual task decrement. The variables in this analysis of the combined data set were: tapping hand with two levels (right vs. left); and reading condition with three levels (no reading, reading sentences containing body-part names, reading sentences containing action words). As in the separate data set analyses, this analysis indicated a significant main effect of tapping hand, F(1, 49) = 73.75, p < 0.001, MSE = 143.05, part-η2 = 0.60, such that left hand tapping was significantly slower (M = 263.80, SD = 45.62) than right hand tapping (M = 255.05, SD = 49.78). The main effect of reading condition was also significant, F(2, 98) = 11.49, p < 0.001, MSE = 85.61, part-η2 = 0.19. When further analyzed by Helmert linear contrasts to control family wise error (α = 0.05), this main effect indicated that participants tapped significantly slower while reading any sentences (M = 259.52, SD = 47.38) than while reading nothing (M = 257.10, SD = 52.34), F(1, 49) = 12.25, p = 0.001, MSE = 120.37, part-η2 = 0.20, however, no tapping speed differences existed between reading sentences containing body-part names (M = 259.59, SD = 47.16) and reading sentences containing action words (M = 259.45, SD = 47.60), F(1, 49) = 0.09, p = 0.762, MSE = 10.71, part-η2 < 0.01.

As in the separate data set analyses, there was also a significant tapping hand × reading condition interaction for this 2 × 3 ANOVA, F(2, 98) = 9.20, p < 0.001, MSE = 93.90, part-η2 = 0.16. This interaction was further examined by comparing the effects of reading on the right and left hand separately. The tests for the simple effects of reading at the two levels of tapping hand indicated, as predicted, no effect of reading on left hand tapping, F(2, 98) = 0.30, p = 0.972, MSE = 81.80, part-η2 < 0.01, suggesting no difference between the tapping speed of the left hand regardless of whether there was no reading (M = 263.42, SD = 48.81), reading of sentences containing body-part names (M = 263.85, SD = 45.33) or reading of sentences containing action words (M = 263.67, SD = 45.61). There was, however, a significant effect of reading on right hand tapping, F(2, 98) = 18.88, p < 0.001, MSE = 97.71, part-η2 = 0.28. Simple comparisons using a Bonferroni correction to control family wise error (α = 0.05), indicated that, as predicted, right hand tapping was significantly slower while reading sentences containing body-part names (M = 255.34, SD = 49.49) or action words (M = 255.24, SD = 50.05) than while not reading (M = 244.77, SD = 50.94), t(49, 3 comparisons) = −4.43, p < 0.001, d = 0.64; t(49, 3 comparisons) = −4.34, p < 0.001, d = 0.61, respectively. However, there was no difference in tapping speed between reading sentences containing body-part names (M = 255.34, SD = 49.49) and action words (M = 255.24, SD = 50.05), t(49, 3 comparisons) = 0.23, p = 0.816, d = 0.03. Figure 7 summarizes these results.
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Figure 7. Mean inter-tap intervals of each hand under the different reading conditions in the combined data set (error bars represent one standard error of the mean).



The question of whether the right hand lateralized dual task decrement would be more pronounced when participants read sentences (but especially simple sentences) containing hand-related words (compared to other words), were tested by a 2 × 3 × 8 factorial repeated measures ANOVA. The variables in this analysis of the combined data set were: tapping hand with two levels (right vs. left); sentence complexity with three levels (simple vs. syntactically complex vs. phonologically complex); and target word that the sentence contained with eight levels (hand, grab, foot, kick, mouth, bite, tail, and wag). As in the separate data set analyses, this analysis indicated a significant main effect of tapping hand F(1, 49) = 34.58, p < 0.001, MSE = 1243.84, part-η2 = 0.41, such that left hand tapping was significantly slower (M = 263.80, SD = 45.62) than right hand tapping (M = 255.05, SD = 49.78). However, the main effect of sentence complexity was not significant, F(2, 98) = 1.52, p = 0.224, MSE = 185.15, part-η2 = 0.03, suggesting no difference in tapping speed while reading sentences differing in syntactic and phonological complexity. The main effect of target word was also not significant, F(7, 343) = 0.73, p = 0.647, MSE = 140.07, part-η2 = 0.02, suggesting no difference in tapping speed while reading sentences containing the semantically different target words.

As in the separate data set analyses, none of the interactions in the combined data were significant. Specifically, the tapping hand × sentence complexity interaction, F(2, 98) = 2.26, p = 0.110, MSE = 132.91, part-η2 = 0.04, the tapping hand × target word interaction, F(7, 343) = 1.43, p = 0.191, MSE = 117.22, part-η2 = 0.03, the sentence complexity × target word interaction, F(14, 686) = 1.40, p = 0.148, MSE = 143.33, part-η2 = 0.03, the tapping hand × sentence complexity × target word interaction, F(14, 686) = 0.71, p = 0.768, MSE = 131.47, part-η2 = 0.01. Figure 8 summarizes these results.
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Figure 8. Mean inter-tap intervals for the tapping hand × target word conditions for each type of sentence complexity in the combined data set (error bars represent the standard error of the mean).



DISCUSSION

Experiment 2 was designed to test whether the null results from Experiment 1 were due to the simplicity of the verbal stimuli and/or the presence of motor-articulation obscuring effects. As in Experiment 1, the base lateralized dual task decrement from was found for both reading aloud and silently. Despite the base effect being found for both reading aloud and reading silently, individual word effects were not found for any of the three data sets (reading aloud, reading silently, and combined). That is, right hand motor performance did not differ according to the semantic or lexical category of word being read. This is also consistent with the findings of Experiment 1.

One possible explanation of the null results of Experiment 1 was that the verbal stimuli were not sufficiently cognitively demanding, resulting in a less pronounced overall dual task decrement. However, no support was found for this explanation. This experiment manipulated the complexity of the verbal stimuli to assess this possibility, however, no individual word effects were found for any of the sentences differing in complexity. While the dual task decrement can be reduced when concurrent cognitive tasks are too demanding (McFarland and Ashton, 1978a,b), this is unlikely to have occurred here as the base lateralized dual task decrement was found for all three data sets and was found to be equally pronounced across all levels of sentence complexity, suggesting the capability of finding individual word effects.

Another possible explanation of the null results of Experiment 1 was semantic satiation, whereby prolonged inspection and repetition of a word can temporarily block access to the word's meaning, resulting in the target words not being associated with the actions and body-parts they describe (Esposito and Pelton, 1971; Smith and Klein, 1990; Frenck-Mestre et al., 1997; Black, 2001). This experiment embedded the target words in sentences to minimize prolonged inspection and repetition of the target words alone. As no individual word effects were found despite these changes in stimuli, this suggests that semantic satiation was unlikely to have occurred within this data and as such is an unlikely explanation for the null results.

That participants may not have associated the target words with the action/body-part they described is still a possibility, despite the sentences embedding the words in context. Furthermore, it might be claimed that the complexity manipulation may have had the reverse effect to that intended, i.e., participants may not have been focusing their attention on the target word in the sentences due to the complexity manipulation, and may have instead directed attention to phrasal level variables such as word ordering. Therefore, it is possible that the association between the target words and the relevant action and body-part in this experiment was still not strong enough to elicit the expected differential dual task effects.

EXPERIMENT 3: SENTENCES AND VIDEOS

Experiment 3 aimed to replicate Experiments 1 and 2 with the addition of videos of the actions and body-parts described by the target words while participants read only the simple sentences from Experiment 2. While viewing these videos would likely involve spatial processing and thus elicit right hemisphere activity, it was expected that these videos would elicit visuomotor associations linked to the meaning of the target words (the actions and body-parts described) present in the context of the experiment, which in turn should elicit semantic motor cortex activity. This expectation was based on evidence interpreted as supporting “mirror” visuomotor neurons in the human motor cortices that respond when an action is executed and observed (e.g., Koski et al., 2002; Lamm et al., 2007; Postle et al., 2008), and the proposal that these mirror neurons may code action at an abstract level that is accessible by language (Gallese and Lakoff, 2005; Rizzolatti and Craighero, 2004). Therefore, processing action words in the context of viewing the actions described should facilitate the involvement of the mirror neuron system and thus elicit somatotopic motor cortex activity during the reading of action and body-part related words.

METHODS

Participants

Twenty-five (19 females, 6 males) healthy volunteers participated in this study. All were right handed and native or longstanding English speakers according to their responses on self-report measures. Their ages ranged from 18 to 33 (M = 23.88, SD = 3.88). Informed consent was obtained from all participants.

Stimuli and apparatus

This experiment used the eight simple sentences from Experiment 2 and five videos each of 5 s duration with no audio track, in addition to a tapping only baseline (i.e., 14 conditions to be performed with each hand). Four of the videos depicted the actions described by the target action words being repeatedly performed (a hand performing a grabbing action, a foot and lower leg performing a kicking action, a mouth and lower face performing a biting action, and a dog's tail performing a wagging action) and one depicting a movement unrelated to the body (water moving in a fountain). No other stimuli were present in the frame to ensure all attention was directed to the body-part and the action being performed. The hand movement video depicted a right hand as we wished to elicit visuomotor associations within the language-dominant left hemisphere, consistent with both the proposed role/mechanism for mirror neurons in language comprehension and the mechanism responsible for the lateralized dual-task decrement. As movement interference occurs when participants concurrently observe and execute incongruent or incompatible actions with the same hand (e.g., Kilner et al., 2003), and is proposed to be due to co-activation of conflicting populations of mirror neurons, we did not employ a video of a left hand performing a grabbing movement (as this would be likely to elicit interference in the left-hand tapping condition, unrelated to the left-hemisphere cerebral organization of language and right hand preference).

Procedure and design

The procedure was similar to those of Experiment 1 and 2. The presentation of the 28 different tapping hand × task combinations (two hands × 14 stimuli) were randomized and counterbalanced in order to minimize order effects. Each participate completed four sets of these 28 combinations—two randomized order of presentation and two the reverse of these randomized sequences. Consequently, participants completed 112 trials in total. The sentences were read aloud and the videos were passively viewed.

RESULTS

Sentence recall results

On average each participant correctly recalled 11.56 (SD = 1.50) of the 13 stimuli (eight sentences and five videos). For the video stimuli, 24 of the 25 participants recalled all five videos, with only one participant failing to recall the mouth video. On average, each participant correctly recalled 6.64 (SD = 1.44) of the eight sentences. No one semantic or lexical category was substantially better recalled than any other.

Dual task results: diagnostics

There was no missing data. Outliers and violations of sphericity were treated identically to Experiment 1 and 2. An alpha level of 0.05 was used for all statistical tests, with Bonferroni and Helmert procedures used and noted where appropriate.

2 × 4 (tapping hand × concurrent task) ANOVA

A 2 × 4 factorial repeated measures ANOVA was conducted to assess the base lateralized dual task decrement, from which all other predictions were derived. The variables in this analysis were: tapping hand with two levels (right vs. left); and concurrent task with four levels (no concurrent task, reading sentences containing body-part names, reading sentences containing action words, passively viewing videos). This analysis indicated a significant main effect of tapping hand, F(1, 24) = 21.79, p < 0.001, MSE = 539.98, part-η2 = 0.48, such that left hand tapping was significantly slower (M = 250.37, SD = 41.71) than right hand tapping (M = 236.38, SD = 45.50). However, the main effect of concurrent task was not significant, F(3, 72) = 2.56, p = 0.062, MSE = 62.11, part-η2 = 0.10, suggesting no difference in tapping speed between no concurrent task (M = 238.73, SD = 43.50), reading sentences containing body-part names (M = 242.90, SD = 42.30), reading sentences containing action words (M = 243.51, SD = 42.12) and passively viewing videos (M = 244.58, SD = 44.23).

There was a significant tapping hand × concurrent task interaction for this 2 × 4 ANOVA, F(3, 72) = 4.53, p = 0.006, MSE = 33.32, part-η2 = 0.16. This interaction was further examined by comparing the effects of concurrent task on the right and left hand separately. The tests for the simple effects of concurrent task at the two levels of tapping hand indicated, as predicted, no effect of concurrent task on left hand tapping, F(3, 72) = 0.63, p = 0.597, MSE = 21.83, part-η2 = 0.03, suggesting no difference between the tapping speed of the left hand regardless of whether there was no concurrent task (M = 250.99, SD = 41.95), reading sentences containing body-part names (M = 250.03, SD = 41.99), reading sentences containing action words (M = 250.13, SD = 41.44) or passively viewing videos (M = 251.59, SD = 42.80). There was, however, a significant effect of concurrent task on right hand tapping, F(3, 72) = 4.25, p = 0.008, MSE = 63.59, part-η2 = 0.15. Simple comparisons using a Bonferroni correction to control family wise error (α = 0.05), indicated that for the right hand, as predicted, tapping was significantly slower while reading sentences containing body-part names (M = 236.48, SD = 44.27) or action words (M = 236.88, SD = 44.95) or while passively viewing videos (M = 237.57, SD = 47.40) than with no concurrent task (M = 230.46, SD = 47.99), t(24, 6 comparisons) = −2.23, p = 0.035 d = 0.45; t(24, 6 comparisons) = −2.27, p = 0.032, d = 0.45; t(24, 6 comparisons) = −2.56, p = 0.017, d = 0.51, respectively. However, there was no significant difference in tapping speed between reading sentences containing body-part names (M = 236.48, SD = 44.27) and action words (M = 236.88, SD = 44.95), t(24, 6 comparisons) = −0.27, p = 0.787, d = 0.05, or between reading either type of sentence and passively viewing videos (M = 237.57, SD = 47.40), t(24, 6 comparisons) = −0.84, p = 0.408, d = 0.13; t(24, 6 comparisons) = −0.36, p = 0.722, d = 0.07, respectively. Figure 9 summarizes these results.
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Figure 9. Mean inter-tap intervals of each hand under the different concurrent task conditions (error bars represent one standard error of the mean).



2 × 13 (tapping hand × semantic task) ANOVA

The question of whether the right hand lateralized dual task decrement would be more pronounced when participants read sentences containing hand-related words and viewed hand-related videos (compared to other semantic content), were tested by a 2 × 13 factorial repeated measures ANOVA. The variables in this analysis were: tapping hand with two levels (right vs. left); and semantic task with thirteen levels (hand sentence, grab sentence, foot sentence, kick sentence, mouth sentence, bite sentence, tail sentence, wag sentence, hand video, foot video, mouth video, tail video, fountain video). This analysis indicated a significant main effect of tapping hand F(1, 24) = 16.23, p < 0.001, MSE = 1863.00, part-η2 = 0.40, such that left hand tapping was significantly slower (M = 250.37, SD = 41.71) than right hand tapping (M = 236.38, SD = 45.50). However, the main effect of semantic task was not significant, F(12, 288) = 0.86, p = 0.588, MSE = 87.22, part-η2 = 0.04, suggesting no difference in tapping speed while reading sentences containing semantically different target words and viewing videos with different semantic content. The tapping hand × semantic task interaction was also not significant, F(21, 288) = 0.79, p = 0.658, MSE = 63.83, part-η2 = 0.03. Figure 10 summarizes these results.
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Figure 10. Mean inter-tap intervals of each hand under the different concurrent semantic task conditions (error bars represent one standard error of the mean).



DISCUSSION

Experiment 3 was designed to test whether the null results of Experiments 1 and 2 were due to participants not associating the target words with the relevant action and body-part by supplementing the simple sentences used in Experiment 2 with videos of the actions and body-parts described by the target words. Following embodied language theories based on mirror motor neurons (Gallese and Lakoff, 2005; Rizzolatti and Craighero, 2004), it was expected that these videos would elicit visuomotor associations supporting the action-related meaning of the target words, which in turn should elicit somatotopic motor cortex activity.

As in the previous experiments, the base lateralized dual task decrement was found. A similar lateralized dual task decrement was found while participants passively viewed the videos. This might be interpreted as consistent with research on motor mirror activity in the human brain (e.g., Koski et al., 2002; Kilner et al., 2003; Lamm et al., 2007), indicating the same motor systems are activated when a given action is executed and observed. However, viewing any video (including that of non-biological motion) produced lateralized interference. This finding is inconsistent with the selective hand motor interference effects reported in previous mirror system investigations (e.g., Kilner et al., 2003). Alternatively, it may indicate that participants were transferring verbal labels to the actions they viewed, as the depicted body-parts/actions were referenced by the words presented in the experiment, unlike previous mirror system studies that did not include verbal conditions. Despite the base effect being found, right hand motor performance did not differ according to the semantic or lexical category of word being read. This is consistent with the findings of the previous two experiments.

GENERAL DISCUSSION

In three experiments using the dual task paradigm we tested the hypothesis that body-part related word meanings are represented somatotopically in the motor system. Previous findings have suggested that conceptual processing of body-part related words influences subsequent movements by the specific body-parts the words refer to, and have been interpreted as indicating semantic and action representations necessarily rely on shared motor resources (e.g., Buccino et al., 2005; Lindemann et al., 2006; Sato et al., 2008; Mirabella et al., 2012). If this were the case, then comprehension of hand-related word meanings should disrupt concurrent performance of a motor task performed with the hand more so than comprehension of other body-part related words. However, this was not the case over all three experiments.

Across all three experiments, a greater decrement in right hand than left hand tapping rate was observed with concurrent word reading. This finding, referred to as the lateralized dual task decrement, was observed for single words and words embedded in sentence contexts of varying complexity. This effect was robust, occurring irrespective of whether words were read aloud or silently, thus replicating and confirming several decades of research with the dual task paradigm conducted for the purpose of investigating language lateralization (see Medland et al., 2002 for a review). The finding of a lateralized dual task decrement is evidence for the sensitivity and efficacy of the experimental manipulation as it demonstrates word reading was interfering significantly with hand motor performance (cf. Rodriguez et al., 2012). That the effect was also found when the words were read silently indicates it was not dependent on engagement of the motor articulators. Despite manipulating the body-part related meanings of the words being read, right hand tapping rates were not affected differentially by words specifically related to the hand. This suggests the lateralized dual task decrement, while typically attributed to concurrent language processing, does not reflect specific contributions from conceptual processing of words relating to body-parts.

Several alternate explanations were explored for the findings that concurrent reading of hand related words did not affect right hand tapping rates more than words relating to other body-parts. These included the low complexity of the verbal stimuli resulting in a less pronounced overall lateralized dual task effect, semantic satiation, and a weakened association between the target word and the action/body-part it described. However, no support was found for these possible explanations, as neither embedding the words in sentence contexts nor presenting them in conjunction with videos depicting the actions/body-parts the words referred to elicited individual word effects consistent with body-part meanings being represented somatotopically on the motor cortices. Another possible explanation for the results might be that multiple representations of action meanings related to a specific body-part need to be maintained in working memory in order for semantic activity to achieve a threshold level of activity capable of influencing motor performance (e.g., Shebani and Pulvermüller, 2013; cf. Rodriguez et al., 2012). However, if this were the case, then one would not expect to observe effects with single words in the go/no-go paradigm (e.g., Lindemann et al., 2006; Sato et al., 2008; Mirabella et al., 2012). In addition, if maintaining and manipulating multiple representations of the same type in working memory is required to demonstrate a semantic somatotopy, then it is arguably an example of context-dependent activation and certainly not an automatic process. Finally, we conducted post-hoc power analyses on the data of all omnibus tests in Experiments 1–3 (D'Amico et al., 2001). For the 2 × 3 ANOVAs in Experiments 1–2 and the 2 × 4 ANOVA in Experiment 3, the interactions of tapping hand and reading condition showed levels of power above the recommended 0.80 level (see Cohen, 1992). Therefore, the non-significant effects possessed sufficient power to be retained as null results, and a Type II error is unlikely to have occurred.

In conclusion, these findings from the dual-task paradigm all support the view that motor activity observed in association with action word comprehension is context/task-dependent or epiphenomenal, reflecting the flow of activation between essentially separate conceptual and motor systems (e.g., Mahon and Caramazza, 2008; Postle et al., 2008). While motor simulation may play a functional role in performance of some tasks such as the go/no-go paradigm that require post-lexical semantic matching/meaning integration, the findings with the dual task paradigm indicate this role is neither a necessary nor automatic one. More generally, the findings demonstrate the continued utility of the dual task paradigm for investigating interactions between language and motor processes.
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Motor activation in literal and non-literal sentences: does time matter?
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Despite the impressive amount of evidence showing involvement of the sensorimotor systems in language processing, important questions remain unsolved among which the relationship between non-literal uses of language and sensorimotor activation. The literature did not yet provide a univocal answer on whether the comprehension of non-literal, abstract motion sentences engages the same neural networks recruited for literal sentences. A previous TMS study using the same experimental materials of the present study showed activation for literal, fictive and metaphoric motion sentences but not for idiomatic ones. To evaluate whether this may depend on insufficient time for elaborating the idiomatic meaning, we conducted a behavioral experiment that used a sensibility judgment task performed by pressing a button either with a hand finger or with a foot. Motor activation is known to be sensitive to the action-congruency of the effector used for responding. Therefore, all other things being equal, significant differences between response emitted with an action-congruent or incongruent effector (foot vs. hand) may be attributed to motor activation. Foot-related action verbs were embedded in sentences conveying literal motion, fictive motion, metaphoric motion or idiomatic motion. Mental sentences were employed as a control condition. foot responses were significantly faster than finger responses but only in literal motion sentences. We hypothesize that motor activation may arise in early phases of comprehension processes (i.e., upon reading the verb) for then decaying as a function of the strength of the semantic motion component of the verb.

Keywords: motion verbs, non-literal language, abstract meaning, motor activation

INTRODUCTION

A consistent bulk of evidence showed that the motor schemata associated with action words are embedded in the corresponding cortical representations (for overviews, see Mahon and Caramazza, 2005, 2008; Pulvermüller, 2005; Willems and Hagoort, 2007; Kemmerer and Gonzalez-Castillo, 2010). The neural architecture of language-induced motor resonance would therefore comprise regions encoding information that reflects the sensory-motor properties associated with the underlying concept. Motor and premotor sites engaged in the production of actions would also be involved in the comprehension of action-related words and sentences in somatotopically consistent ways (Hauk and Pulvermüller, 2004; Pulvermüller et al., 2005, 2009; Tettamanti et al., 2005; but see Fernandino and Iacoboni, 2010; Boulenger et al., 2012). In sum, word and sentence processing would be grounded in the brain systems that underlie action and perception (Barsalou, 1999, 2008; Pulvermüller, 2005).

However, despite the impressive, and hard to summarize, amount of studies that favors the composite Embodied and Grounded Cognition approach (for overviews, see Mahon and Caramazza, 2005, 2008; Borghi and Cimatti, 2010; Pulvermüller and Fadiga, 2010; Weiskopf, 2010; Dove, 2011; Willems and Casasanto, 2011) important questions remain unsolved. For instance, it is still disputed whether motor activation arises in early phases of language comprehension (Pulvermüller, 2005; Zwaan and Taylor, 2006; Kaschak and Borreggine, 2008; Boulenger et al., 2012), due to automatic activation of the same neural circuitry for action and language-mediated action simulation, or later on (Boulenger et al., 2009; Papeo et al., 2009) reflecting late merging of information pertaining to the semantic and action systems (Mahon and Caramazza, 2008). Then, although many studies showed that motor systems become active when action-related words are comprehended, it still remains unclear whether motor systems activation is necessary for understanding those words when presented in isolation or in linguistic contexts (for a discussion, see Mahon and Caramazza, 2008; Shebani and Pulvermüller, 2013). As Willems and Casasanto (2011) recently put it, the available evidence weights against the view that merely perceiving a perception or action word necessarily activates perceptuo-motor areas (Pulvermüller, 2005) while showing that these areas can be activated (p. 7). Turning now to the problem at issue in the present study, it is still debated the extent to which the comprehension of non-literal motion sentences engages the same neural networks recruited when motion is conveyed by literal language (e.g., Aziz-Zadeh et al., 2006; Chen et al., 2008; Boulenger et al., 2009, 2012; Cacciari et al., 2011; Desai et al., 2011). Typically, non-literal sentences containing action-related verbs convey abstract meanings. For instance, when someone says The employee runs the risk of being fired, or The rumor flew across town, it is evident that she did not refer to concrete actions. Explaining abstract meanings in terms of embodied/grounded cognition has become particularly challenging: Abstract concepts pose a classic challenge for grounded cognition. How can theories that focus on modal simulation explain concepts that do not appear modal? (Barsalou, 2008, 634). One possibility is to assume, as Barsalou (2008) recently suggested that linguistic information may be more relevant for abstract than for concrete concepts. This would lead to a dual system (embodied for concrete meanings and disembodied for abstract domains), a claim that recently has been extensively discussed also because of its resemblance with the Dual Code theory proposed decades ago by Paivio (1986) (for a discussion, see Kousta et al., 2010; Borghi et al., 2011; Dove, 2011; Willems and Casasanto, 2011). One way to reconcile the embodied and disembodied views on linguistic meanings is to assume the existence of multiple representations associated to words originating from perception/action, social and linguistic domains (Borghi and Cimatti, 2010, p. 2): similarly to real tools, words can be considered as instruments to act in social words, thus as social words. (…) due to a different acquisition process, the role played by actions performed through words—by linguistic information—is more relevant for abstract than for concrete words. Along similar lines, Kousta et al. (2010) proposed that concrete and abstract concepts may bind different types of information: experiential information (sensory, motor, and affective) and also linguistic information. While sensory-motor information would be more preponderant for concrete concepts, affective information would play a greater role for abstract concepts. In sum, claiming that abstract words may be predominantly processed in the language system and concrete words in sensory-motor systems to a larger extent (e.g., Kousta et al., 2010; Borghi et al., 2011; Scorolli et al., 2011) would confirm that our concepts are not merely couched in sensorimotor representations but also in linguistic representations (words, phrases, sentences). (Dove, 2011, 7). The idea that perception-action, linguistic and social information are more relevant for abstract than for concrete words mitigates, if not disconfirms, one the tenets of the Embodied view that all cognition is grounded in bodily states, modal simulations and situated actions (for a discussion, see Borghi and Cimatti, 2010; Kousta et al., 2010; Dove, 2011; Willems and Casasanto, 2011).

Motion verbs can be used in different ways that depend on the linguistic information surrounding the action verb. For instance, in The man runs in the beautiful country the motion verb conveys an actual change of location of an animate subject. In contrast, in The road runs along the impetuous river there is no reference to a physical entity moving: this sentence in fact conveys a fictive motion (Talmy, 2000). Typically, fictive motion sentences express a spatial relation between a path (or linear event) and a landmark (Talmy, 2000; Matlock, 2004; Wallentin et al., 2005; Richardson and Matlock, 2007). An inanimate subject (e.g., road, railway) is coupled with a motion verb to convey a static meaning. Are fictive sentences literal or figurative statements? As Jackendoff and Aaron (1991) claimed, fictive motion sentences are one way to ordinarily refer to space or locations: there is no way to express spatial extent other than by using such expressions. … virtually all the extent verbs of English can also be used as motion verbs (p. 329). A simple test may further clarify the issue: while it would be odd to say Metaphorically speaking, the road goes from Los Angeles to New Mexico, it makes perfect sense to say Metaphorically speaking, the woman runs with her fantasy often. Hence, following Jackendoff and Aaron, we propose to consider fictive sentences as literal rather than figurative statements. Motion verbs can be used in two further ways: they can be inserted in metaphorical statements as, for instance, in The rumor flew across town, or The woman runs with her fantasy often. In these cases motion verbs do not take their default argument in the subject or object position. In the metaphorical sense, motion verbs are used at a higher level of abstraction to refer to any instance of goal-driven conjoint motion. In this view, the metaphorical use of a motion verb preserves the semantic component of motion (Torreano et al., 2005; Cacciari et al., 2010, 2011). Lastly, a motion verb can be part of an idiom string as, for instance, in The new employee walks the chalk line, or Between the neighbors runs bad blood. While literal motion sentences convey an actual movement and metaphorical sentences an abstract motion, in idiom strings the semantic motion component of the verb typically vanishes because of the conventionality, arbitrariness of the relationship between the idiom constituent words and the global figurative meaning.

The picture on the involvement of motor regions in the comprehension of action verbs that convey actual or abstract actions is rather complex. In what follows, we briefly examine the studies that shed more light on this issue. In the study that led Glenberg and colleagues to propose the Action Compatibility Effect (ACE, Glenberg and Kaschak, 2002; Glenberg et al., 2008), participants judged whether a sentence was or not meaningful (sentence sensibility task) when the meaning conveyed the transfer of a concrete object or abstract information. Reaction times were faster when the action conveyed by the sentence matched the action required to respond in both concrete and abstract sentences. Turning to TMS studies, Oliveri et al. (2004) showed that action-related verbs and nouns elicited greater activation in the primary motor cortex than non-actions stimuli. Differently, Buccino et al. (2005) and Glenberg et al. (2008) observed motor excitability without any difference between abstract and action-related sentences. Other studies obtained different if not opposite findings: Papeo et al.'s study (2009) showed no specific involvement of the left primary motor cortex in early and mid time windows (i.e., 170 and 350 ms after stimulus presentations) but only later on, namely 500 ms after presentation of hand-action verbs. The literature highlighted the presence of further constraints on motor excitability. For instance, in Papeo et al. (2011) motor cortex was found active when hand-related action verbs were expressed in first person but less so, or not at all, with a third person form. Tomasino et al. (2007) observed activation of M1 only when participants were explicitly asked to perform an explicit mental simulation of the verb content. In Cacciari et al. (2011) the literal or non-literal context in which motion verbs occurred modulated motor excitability: in fact the MEPs response was largest with literal sentences, followed by fictive sentences and metaphorical motion sentences. No motor excitability occurred in idiomatic sentences disconfirming Boulenger et al.'s (2009) claim of activation of motor cortices for idiomatic sentences. However, in Boulenger et al.'s fMRI study motor activation occurred at a time window later than that of the TMS stimulation in Cacciari et al. (2011; see also Papeo et al., 2009). Finally, in Cacciari et al. (2010) motor sentence fragments (formed by a NP followed by a motion verbs) elicited a significant change in the MEPs amplitude but only when the sentential subject was animate (i.e., in The lady runs but not in The highway runs).

Several fMRI studies were conducted as well to elucidate the neural links between language and action systems. But again, the resulting picture is far from homogenous (e.g., Aziz-Zadeh et al., 2006; Tomasino et al., 2007; Bedny et al., 2008; Chen et al., 2008; Boulenger et al., 2009; Raposo et al., 2009; Fernandino and Iacoboni, 2010; Bedny and Caramazza, 2011). A recent MEG study of Boulenger et al. (2012) seems to provide evidence of an early automatic activation of motor areas for idiomatic as well as literal sentences. Very early on (i.e., 150–250 ms after the final literal/idiomatic disambiguating word) brain regions as the temporal pole, dorsolateral prefrontal cortex and Broca's region were found to be differentially activated by literal and idiomatic sentences. Early activation in the motor system at the same early latencies (150–250 ms onward) suggested that motor schemata were activated regardless of the idiomatic or literal nature of the sentence. However, many of the idiom strings also had a plain literal meaning, therefore one has to assume that meaning dominance led participants to interpret ambiguous idiom strings as idiomatic rather than literal, which cannot be taken for granted. Then, the extremely scarce presence of non-action sentences, together with a 50% of idiomatic sentences, may have led participants to develop specific processing strategies.

In the present study we further explored the presence of motor activation in the comprehension of literal and non-literal sentences containing motion verbs. We used a behavioral task (sensibility judgment) used in many previous studies and the same set of controlled literal, metaphorical, idiomatic, fictive motion sentences and mental sentences of the TMS study above mentioned (Cacciari et al., 2011). In contrast with recent evidence (Boulenger et al., 2009, 2012) but consistently with, for instance, Raposo et al. (2009) and Aziz-Zadeh et al. (2006), in Cacciari et al. (2011) we did not observe motor activation for idiomatic sentences. This lack of motor activation in idiomatic motion sentences was attributed to the fact that when the motion verb is embedded in an idiom string, it loses any perceivable semantic trace of action because of the arbitrary relationships between literal and idiomatic meaning. Differently from idioms, metaphors maintain the original meaning of the constituent words and, more importantly motion, they preserve the motion component of the verb as literal sentences: in both cases a motion is implied, but in the metaphorical sense the motion verb is used at a higher level of abstraction to refer to any instance of goal-driven conjoint motion. Despite the fact that many idioms originate from metaphors, this origin is often lost and unperceived by readers. As Aziz-Zadeh et al. (2006) noted, it is possible that once a metaphor is learned, it no longer activates the same network that it may have initially. That is, although a metaphor like “grasping the situation” when first encountered may have utilized motor representations for its understanding, once it is overlearned it no longer relies on those representations.

However, there may be alternative ways for explaining the lack of motor activation in idiomatic sentences. To begin with, in our TMS study the sentences were presented in three separate segments: first the noun phrase, then the verb, and finally the sentence completion that clarified the literal vs. figurative nature of the sentence (e.g., Diego/cammina/sul filo del rasoio spesso/, Diego/walks/on the edge of the razor often/). This raises the possibility that participants may not have had time enough to revise the literal interpretation assigned to the first two parts of the sentence and to process the idiomatic meaning of the sentence prior to the TMS stimulation (occurring just at the end of the sentence). As Boulenger et al. (2012) noted, while the semantic space explored while comprehending literal sentences is narrower, it can be more demanding for idiomatic sentences as a wider semantic space has to be searched. Moreover, idiom comprehension requires at the same time compositional and non-compositional processing: in fact idioms are understood by composing the ordinary meanings of the words until the idiomatic nature of the string is recognized, then the corresponding idiom configuration is retrieved from semantic memory and its meaning integrated in the sentential meaning (Cacciari and Tabossi, 1988). Hence processing idioms may be more resource and time consuming than corresponding literal sentences.

To explore the potential effects of these factors, we designed the present study in which participants judged the sensibility (i.e., meaningfulness) of the same sentences used in the TMS study but presented in their full form and without a time limit. Participants judged sentence sensibility pressing a button with a hand finger or with a foot (action-congruent vs. incongruent effector). Motor activation is known to be sensitive to the action-congruency of the effector used for responding (Glenberg and Kaschak, 2002). As de Lafuente and Romo (2004) put it, reading words conveying foot-based motion may make the motor homunculus move its feet. All other things being equal, any significant difference between the responses emitted with an action-congruent vs. action-incongruent effector (in our case, foot vs. hand) may be interpreted as implying motor activation. We used leg-related motor verbs. It would have been interesting to also use hand-related verbs in order to have the ideal symmetric case. However, this was impossible for fictive motion sentences since by definition (Talmy, 2000) this type of sentence uses motion verbs conveying a change of space along a path or a change of location. Previous studies (Glenberg and Kaschak, 2002; Glenberg et al., 2008) found that effector congruency produced facilitation in response times. Since in this study we used leg-related action verbs, foot responses should be faster than hand responses. However, Boulenger et al. (2006; see also Buccino et al., 2005) recently reported that language appears to interfere with the motor system. Interference would occur particularly when sensorimotor and linguistic information are difficult to integrate and/or are temporally overlapping. So the exact direction of the effector congruency effect (facilitation vs. interference) is still under scrutiny.

The task of judging whether a sentence meaning is sensible or not responding with action-congruent vs. incongruent effectors is widely used in the Embodied cognition literature (for a review, see Fischer and Zwaan, 2008) since this task is considered as particularly apt to detect motor system activation (Fischer and Zwaan, 2008). This task has the advantage that it leaves full time to participants for processing the sentential meaning as compared to our 2011 TMS study where brain stimulation occurred just at the end of the sentence. Comprehension unfolds in time, hence dividing the sentence into three fragments (NP, verb, sentence completion), presented one at a time for a given lag, as in our TMS study, may have required subjects to recompute the sentence meaning assigned after the second fragment when the arrival of the final segment made clear that the sentence was non-literal. It is well-known that recomputing a sentential meaning requires time and resources. Hence presenting the entire sentence has the advantage to eliminate the need of recomputing the non-literal meaning at the end of the sentence. Then, if motor activation requires more time to emerge in idiomatic motion sentences, due to meaning reinterpretation processes and to the more demanding nature of idiom understanding (Boulenger et al., 2012), leaving more time to participants, as it is the case with the sentence sensibility task, may led to motor activation not only in literal, fictive and metaphorical motion sentences, as in our TMS study, but also in idiomatic sentences.

EXPERIMENT

MATERIALS AND METHODS

We used the same controlled experimental materials of Cacciari et al. (2011) adding a motor and a mental verb to the list to have an equal number of stimuli per condition. This led to twenty-eight familiar Italian verbs expressing a leg-related movement (e.g., run, walk, escape, cross, go). The effector congruency of the motion verbs was tested in the norming phase of Cacciari et al. (2010) by asking five subjects to determine the effector mainly used to perform the action conveyed by each verb. There were four types of sentence for each of the 28 motion verb: (1) Literal motion sentences (e.g., The man runs in the beautiful country); (2) Metaphorical motion sentences (e.g., The woman runs with her fantasy often); (3) Idiomatic motion sentences (e.g., Between the neighbors runs bad blood); (4) Fictive motion sentences (e.g., The road runs along the impetuous river). Twenty-eight sentences of similar length and syntactic structure containing a mental verb acted as control sentences (e.g., Cristina considers the idea very interesting). This led to 140 experimental sentences (see Appendix for examples). The five types of sentence had the same verbal tense, they were all in a third-person form and had animate sentential subjects (with the exception of fictive sentences and three metaphorical sentences). One hundred and forty non-sensible sentences of similar length and structure were also created (e.g., The fisherman shouts in a traffic light; He receives candles for a vegetable soup). The lack of a semantically well-formed meaning was assessed asking 10 participants to judge whether the sentence had or not a sensible meaning on a 7-point scale (ranging from 1: The sentence is meaningless to 7: The sentence has a clear meaning) (M = 1.33, SD = 0.89).

The psycholinguistic characteristics that are known to affect comprehension latencies were controlled as well (see Table 1). The Age of Acquisition and the written frequency (COLFIS; Bertinetto et al., 2005) of each mental verb were matched to those of the paired motion verb. A written booklet containing literal, metaphorical, fictive, and idiomatic motion sentences was presented to 20 participants (different from those involved in the experiment) who were asked to assign a concreteness rating to the sentential meaning (from 0%: no concrete action at all, to 100%: totally concrete action). Basically, literal sentences were judged as conveying a concrete action (mean = 96.7%, SD = 4.0%) and much less so (or barely so) the other types of sentence. An additional group of 20 subjects was asked to determine the extent to which each sentence conveyed a literal or non-literal meaning using a 7-point scale (from 1: Literal meaning, to 7: Non-literal meaning). While the literalness of literal and mental sentences did not differ, metaphorical, fictive, and idiomatic motion sentences were judged as more figurative than mental sentences. Metaphorical motion sentences were judged as more figurative than fictive sentences but as figurative as idiomatic ones. In turn, idiomatic motion sentences were considered more figurative than fictive ones. A different group of 20 participants was asked to rate the comprehensibility of the sentences on a 7-point scale (from 1: Not at all comprehensible, to 7: Fully comprehensible). All sentences were highly comprehensible (mean = 6.1, SD = 0.5, range = 5.7–6.7) with literal motion sentences slightly but significantly more comprehensible than metaphorical, fictive and idiomatic ones but as comprehensible as mental sentences. The mean comprehensibility of metaphorical, fictive, idiomatic and mental sentences did not differ. The mean number of words in the five sentence types was balanced (mean = 7.5, SD = 0.1, range = 7.4–7.6).

Table 1. Mean concreteness, written frequency, comprehensibility of the sentences, familiarity and semantic transparency of the idioms.

[image: image]

In sum, the sentences were balanced for length and constituent words frequency and had high comprehensibility scores. We also controlled how much the idiom meaning was known (idiom familiarity), and how much the meaning of the idiom constituent words contributed to the figurative meaning (semantic transparency) (see Table 1). We asked 21 additional participants to rate each idiom on two separate rating scales (from 1: Unfamiliar idiom/Individual words do not contribute at all, to 7: Totally familiar idiom/Individual words contribute very much). The idioms were all familiar (mean = 4.9, SD = 0.34) and moderately transparent (mean = 4.4, SD = 1.2) with a between-idiom variability (range = 2.03–6.85) typical of this metalinguistic judgment.

PARTICIPANTS

Forty eight students of the University of Modena-Reggio Emilia (33 female; mean age = 25.1 years, SD = 4.2) volunteered to participate. All were native speakers of Italian, had normal or corrected-to-normal vision and came from the same geographical area. None of the participants reported a history of prior neurological disorder. All participants were informed of their rights and gave written informed consent for participation in the study. The research was carried out fulfilling ethical requirements in accordance with standard procedures at the University of Modena-Reggio Emilia.

PROCEDURE

Participants were tested individually in a sound-attenuated room and sat at a distance of approximately 65 cm from the computer screen. The experimental instructions were presented on the screen and then repeated by the experimenter after the training session. Each trial began with a fixation cross (+) in the center of a computer screen. A spacebar press initiated the presentation of the sentence that was written in GENEVA BOLD 14 and appeared in the center of the screen. The sentences were divided into four lists, each list contained seven sentences per condition (literal, metaphorical, idiomatic, fictive motion, mental sentences) using a different verb so that participants were presented with each motion verb only in one experimental condition. As commonly done in the figurative language processing literature, but unfortunately often not in the Embodied language literature, figurative motion sentences (i.e., idiomatic and metaphorical) represented only 27% of sensible sentences to prevent participants from developing specific processing strategies. Fifty two meaningless sentences and 17 filler sentences with a well-formed literal meaning (without any motion verb) were added to the 35 experimental sentences forming each list so that each participant was presented with an equal number of sensible and non-sensible sentences.

Participants were randomly assigned to one of the four lists. The sentences were presented in four different blocks that differed as to the effector (hand finger vs. foot) with which participants were instructed to respond. The order of the blocks (e.g., Block 1: Hand response; Block 2: Foot response; Block 3; Hand response; Block 4: Foot response) was changed every four participants. In the Hand blocks, participants were instructed to press a YES button with their dominant finger as quickly and accurately as possible when the sentence was sensible and a NO button when the sentence was non-sensible. In the Foot blocks, participants were instructed to press a YES button pedal with their dominant foot as quickly and accurately as possible when the sentence was sensible and a NO button pedal when the sentence was non-sensible. The positions of the response buttons were counterbalanced across participants. Participants judged the sentence sensibility responding with the hand finger for half of the sentences and with the foot for the remaining. Hand and foot dominance were controlled using the Lateral Preference Inventory (Coren, 1993). The left hand was dominant in three participants and the left foot in three participants. A response deadline of 3000 ms was employed. Before the experiment, each participant performed 12 practice trials formed by sentences without any motion verb, half with sensible and half with non-sensible meanings. To be sure that participants knew the meaning of idiomatic sentences, at the end of the experiment they were presented with the list of idiomatic motion sentences and were asked to write down the sentence meaning. A rating of 0 was assigned to the answer I do not know or to a wrong meaning, 1 to a partially correct meaning and 2 to the correct meaning. The results (mean = 1.7, SD = 0.3, range = 1.3–2) suggest that participants indeed knew the idiom meanings.

Stimulus presentation and response collection were performed using a purpose-written E-Prime script (Psychology Software Tools).

RESULTS

One participant was discarded due to low accuracy (55%). The mean response times (RTs) to correct answers and the accuracy proportions in the different conditions are plotted in Figures 1 and 2. RTs exceeding ±2 SD were eliminated (2.1%). The mean error rate was 2.8%. The RTs of correct responses and the accuracy proportions were analyzed employing mixed-effects models (Baayen et al., 2008). The dependent variable was dichotomous in the accuracy analysis, hence a logistic model was applied (Jaeger, 2008). Two factors were considered: Sentence type (literal vs. metaphorical vs. idiomatic vs. fictive motion vs. mental sentences) and Effector (hand vs. foot). Participant and item were introduced as crossed random effects. Models were tested using the lmer() function of the lme4 package of R, and models comparisons were assessed using the anova() function which calculates a Chi-square test for evaluating the difference between models goodness of fit, following Baayen's (2008) procedure. Finally, the F statistic and p value were obtained with the anova() and the df() functions, respectively.
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Figure 1. Mean reaction times for responses emitted with hand (dark gray bar) and foot (bright gray bar) effectors in literal, metaphorical, idiomatic, fictive motion, and mental sentences.
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Figure 2. Mean percentage of correct responses emitted with hand (dark gray bar) and foot (bright gray bar) effectors in literal, metaphorical, idiomatic, fictive motion, and mental sentences.



Effects were evaluated one by one on the basis of likelihood ratio tests: those whose inclusion did not increase significantly the goodness of fit of the model were removed from the analysis. The final model on correct response times showed a main effect of Sentence type (F = 7.08, p < 0.01), and a Sentence type × Effector interaction (F = 3.16, p < 0.02). Table 2 illustrates the model parameters. As can be seen from the last-but-third line in the Table, the interaction is motivated by the fact that foot responses were quicker than hand responses, but only in literal motion sentences (1701 ms vs. 1788 ms, see also Figure 1). The final model conducted on mean accuracy proportions only showed a significant main effect of Sentence type (F = 20.99, p < 0.0001).

Table 2. Fixed effects in the final model on correct response times.
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We also considered whether some of the semantic characteristics of our motion sentences, notably concreteness, figurativeness (and idiom familiarity and semantic transparency for idiomatic sentences), affected foot response times. Neither concreteness nor figurativeness ratings significantly correlate with the foot response times of any of the motion sentence types. Idiom familiarity and semantic transparency did not significantly correlate with foot response times either (Pearson r values all below statistical significance with α = 0.01).

DISCUSSION

Overall the present results suggest that motor activation is detectable at the end of the sentence only when the sentence conveys a literal change of location. It should be recalled that in Cacciari et al. (2011), the highest motor excitability (as reflected by the largest MEPs) was recorded on literal motion sentences. In contrast to our TMS study (Cacciari et al., 2011) on the same experimental materials, we did not find any trace of motor activation in fictive and metaphorical motion sentences. In contrast to our hypothesis, but as in Cacciari et al. (2011), we did not find any motor activation for idiomatic sentences regardless of the time left for responding and of the full sentence presentation format.

We found that foot responses to literal motion sentences were faster than hand responses. One might wonder whether this may reflect the fact that in general foot responses are faster than hand responses. However, if this was indeed the case, we should have found faster foot responses in all sentence types. But this did not occur: in fact, foot response times were even slightly longer than hand responses in metaphorical motion and mental sentences (27 and 11 ms, respectively) and exactly as long as hand response times in fictive motion sentences. This questions the possibility that foot responses may be in general quicker than hand responses. It should also be noted that studies using hand vs. foot responses showed that typically hand responses are faster than foot responses (e.g., Buccino et al., 2005).

Another possible concern is why some previous studies found an effector congruency effect at the end of action-related concrete and abstract sentences (e.g., Glenberg and Kaschak, 2002) and we find this effect only in literal motion sentences. Some methodological differences may account for this inconsistency: for instance, in Glenberg and Kaschak the sentences were shorter than ours, had an abstract but literal meaning (or at least their potential figurativeness was not controlled for). In our study the literalness/figurativeness dimension was carefully controlled for so that we had either literal or non-literal sentences but not a mixed bag of stimuli. In fact, as noted in a recent review article by Willems and Casasanto (2011), whether motor areas are activated when participants understand non-literal uses of action-related language has produced mixed results also because these studies have tested a mixed bag of non-literal language: action metaphors, action idioms and non-action verbs derived (diachronically) from action verbs (p. 7). Then, the embodied literature mostly used a go/no go variant of the sentence sensibility task instead of a 2-choice variant, as in the present study. Recent studies (e.g., Gomez et al., 2007) suggested that measuring response times using go/no go vs. 2-choice variants of a task may produce different results due to different response criteria and/or decisional processes at work in the two variants.

In sum, the present results suggest that the less literal was the change of location conveyed by the sentences, the more motor activation faded away as time passed such that, at the end of the sentence, motor resonance was alive only in the strongest case: sentences conveying an actual action performed by an animate agent. The results of our TMS study reflected the motor excitability evoked by motion sentences while sentential processing was still unfolding or had just finished. Although we know from several studies (for overviews, see Glenberg and Kaschak, 2002; Fischer and Zwaan, 2008) that effector congruency effects reflect the involvement of the motor system, at a purely behavioral level this effect may register a less direct brain response to action-related sentences than when motor excitability is directly recorded with TMS (and at short lags, in our study) or MEG (for a discussion, see Boulenger et al., 2012). In other words we cannot exclude that motor activation indeed occurred at the verb in all motion sentences (Zwaan and Taylor, 2006) and then decayed as a function of the strength of the action-related meaning of the sentence until being in most cases undetectable at the end of the sentences.

The possibility that motor system become active at the verb position for then decaying as a function of the strength of the semantic motion component of the sentence is compatible with the Linguistic Focus Hypothesis (Zwaan and Taylor, 2006). According to this hypothesis, motor activation may be short-lived at a sentential level in that it may not extend beyond action-specifying verb. Hence, it may progressively fade away after the verb for being undetectable when subjects emit the sensibility judgment at the end of the sentence. The idea that motor activation may be short-lived is also consistent with previous studies, for instance with the MEG study by Pulvermüller et al. (2005) where it was shown a short-lived language induced motor activity at around 150 ms. As Nazir et al. (2008) pointed out, it can be the case that action words used in non-literal ways, as for instance in The cash machine swallowed his credit card, may engage cortical motor regions during lexical access for the word “swallow” but probably not during subsequent access to the meaning implied by the sentence (p. 940).

Non-literal motion sentences did not convey any actual action. They represent a typical case of abstract meanings conveyed by verbs that, in other linguistic contexts, may instead denote a concrete action. As Kousta et al. (2010) noted, it is not obvious how an embodied account can be valid for abstract meanings. One possibility is to presuppose that all non-literal motion sentences originate from embodied conceptual metaphors (Gibbs, 2006). However, it is still controversial whether conceptual metaphors are indeed part of our online understanding of non-literal language (for an extensive discussion, see Katz et al., 1998), how they are acquired and mentally represented and whether they are fundamental in the development (and representation) of abstract concepts and word meanings (Kousta et al., 2010). Then, even assuming that upon reading an idiomatic motion sentence one activates the embodied simulation corresponding to the underlying conceptual metaphor (Gibbs, 2006), the processing mechanism underlying such a univocal mapping are not yet spelled out. For instance, let us take Italian idioms such as, for instance, scendere dal pero (climb down the pear tree, i.e., abruptly discover the truth), andare a monte (go to mount, i.e., fail) or venire alle mani (come to the hands, i.e., fight). These are semantically opaque idioms taken from the experimental stimuli of the present study. How can we identify the corresponding underlying conceptual metaphors and map them onto the specific sentential context? In any case, if the semantic structure of the underlying conceptual metaphors (if any) had played any role in determining foot response times, we should have found a significant correlation between semantic transparency and response times, but this was not the case.

What are the implications of the present results? First, they showed that the engagement of the motor system in the semantic processing of sentences with motion verbs is constrained by the linguistic context in which the verb occurred. Of course, this holds true if we assume that the behavioral task we employed implies motor system activation, as previous studies showed (e.g., Glenberg and Kaschak, 2002). Our results confirm that motor cortex did not respond to motor verbs indiscriminately replicating part of the results previously observed in TMS studies on the same experimental materials (Cacciari et al., 2010, 2011; see also Willems and Casasanto, 2011 for further evidence). This undermines the generality of the claim of a causal contribution of motor activation to the semantic processing of motion sentences. Our results also suggest the possibility that the more time passed from the presentation of the motion verb, the more motor activation faded away. Finally, our results favor the idea that for comprehending abstract concepts (as those conveyed by non-literal sentences) linguistic information is crucial and certainly more relevant than sensory-based information. In fact, idiomatic motion sentences were well-understood by participants despite the fact that no motor activation occurred, as shown by both the TMS and the present study. In sum, definitively the activation of motor or sensory information may contribute to but definitively not replace the semantic analysis of a sentence.
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APPENDIX

Italian examples of sensible sentences with word-by-word English translations:

Literal motion: Claudia salta la corda in cortile (Carla jumps the rope in the yard).

Metaphorical motion: Lo studente salta da un libro all'altro (The student jumps from a book to another one).

Fictive motion: La ferrovia salta quel paese isolato (The trains jumps the isolated village).

Idiomatic motion: Alice salta di palo in frasca sempre (Alice jumps from pole to branch always).

Mental Verb: Il padrone garantisce un aumento di stipendio (The owner guarantees an increase in the salary).

Literal motion: Guido esce dall'aula magna universitaria (Guido goes out from the assembly hall).

Metaphorical motion: La signora esce dai pensieri del marito (The lady goes out from the husband thoughts).

Fictive motion: La pista esce dal confine italiano (The trails goes out from the Italian border).

Idiomatic motion: Il politico esce di scena velocemente (The politician goes out from the scene quickly).

Mental Verb: Riccardo capisce la soluzione del quiz (Riccardo understands the solution of the problem).
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Previous research suggests that action language is comprehended by activating the motor system. We report a study, investigating a critical question in this research field: do negative sentences activate the motor system? Participants were exposed to sentences in the affirmation and negation forms while the zygomatic muscle activity on the left side of the face was continuously measured (Electromyography technique: EMG). Sentences were descriptions of emotional expressions that mapped either directly upon the zygomatic muscle (e.g., “I am smiling”) or did not (e.g., “I am frowning”). Reading sentences involving the negation of the activity of a specific muscle (zygomatic major—“I am not smiling”) is shown to lead to the inhibition of this muscle. Reading sentences involving the affirmative form instead (“I am smiling”) leads to the activation of zygomatic mucle. In contrast, sentences describing an activity that is irrelevant to the zygomatic muscle (e.g., “I am frowning” or “I am not frowning”) produce no muscle activity. These results extend the range of simulation models to negation and by implication to an abstract domain. We discuss how this research contributes to the grounding of abstract and concrete concepts.
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INTRODUCTION

An important issue in cognitive sciences is how concepts are represented. A substantial amount of the research has focused on the representation of actions in language (e.g., Pulvermüller, 1999; Buccino et al., 2004; Pulvermüller et al., 2005a,b; Hauk et al., 2008; Vigliocco et al., 2011). The evidence to date supports the argument that linguistic stimuli referring to actions automatically activate motor processes. The supportive evidence comes from behavioral (e.g., Zwaan and Taylor, 2006; Fischer and Zwaan, 2008), neurophysiological studies (e.g., Pulvermüller, 2004, 2005; Buccino et al., 2005; Pulvermüller et al., 2005a,b; Filimon et al., 2007—see Hauk et al., 2008, for a review), fine-grained movement-kinematic measures (Gentilucci and Gangitano, 1998; Glover and Dixon, 2002; Boulenger et al., 2006), and electromyographic analyses of facial muscles (e.g., Winkielman et al., 2008; Foroni and Semin, 2009, 2011).

Thus, evidence on the embodied grounding of meaning suggests that sensorimotor simulations of the content described by linguistic utterances are an essential component of language comprehension. Interestingly, movement disorders can affect language processing in a highly specific, action-related manner. Individuals with motor neuron disease (MND) are reported, for instance, to have subtle difficulties in action understanding (Bak and Hodges, 2004). Similarly, using a primed lexical decision task it was found that patients with Parkinson's Disease (PD) had delayed responding to verbs, but not to other verbal material (Boulenger et al., 2008). However, research investigating the representation of action language and its comprehension has mainly relied on single words (e.g., verbs of action like kick, lick, pick, etc.) or affirmative sentences of such actions (John kicks the ball, etc.; e.g., Pulvermüller, 2004; Pulvermüller et al., 2005a,b; Tettamanti et al., 2005; Aziz-Zadeh et al., 2006; Ruschemeyer et al., 2007; Boulenger et al., 2009; Raposo et al., 2009).

An important extension of this work is to understand how the comprehension of a negated action is represented. Negation is undoubtedly a cornerstone of human reasoning because it refers to an abstract aspect of reality, namely the absence of a concept (e.g., Horn, 2001; Hasson and Glucksberg, 2006), because its presence allows us to reason by contradiction and because it provides the means “for assigning truth value, for lying, for irony or for coping with false or contradictory statements” (Horn, 2001, p. XIII). Thus, understanding how we comprehend negation can also contribute toward a more general understanding of how people construct and evaluate alternatives (Hasson and Glucksberg, 2006). Negation is of particular interest also because it presents a challenge for models suggesting that the motor system drives action processing. Can the absence of an action be represented as a motor process? Moreover, the examination of negation catapults the research on the representation of actions into the study of the role that motor systems play in processing abstract concepts, a problematic domain for grounded theories (cf. Barsalou, 2008; but see e.g., Glenberg et al., 2008). Simulation theories of language postulate that language comprehension is mediated by sensorimotor simulations of the action represented in language (Barsalou, 1999; Glenberg and Kaschak, 2002; Glenberg and Gallese, 2012).

Negation of actions has received increasing attention (see e.g., Kaup et al., 2006, 2007; Tettamanti et al., 2008; Christensen, 2009; Tomasino et al., 2010; Liuzza et al., 2011; Kumar et al., 2013). Tettamanti et al. (2008) and Tomasino et al. (2010), using functional magnetic resonance imaging (fMRI), found a partial deactivation in action-related areas during comprehension of negative sentences suggesting context modulation of the motor simulation. Liuzza et al. (2011), using Transcranial Magnetic Stimulation (TMS), report evidence suggesting that motor simulation processes underlying the embodiment may involve even syntactic features of language such as negation. Because of technical constraints, some authors, however, doubt that neuroimaging (e.g., Tomasino et al., 2010) and TMS data (Liuzza et al., 2011) are able to determine whether reduced motor activity occurs after an initial phase of motor activation or negation simply leaves the motor structures less active (cf. Aravena et al., 2012). For these reasons, Aravena et al. (2012) implemented a fine-grained temporal analysis using “grip-force” measurement to investigate negation. These authors found that action words in negative sentences had no effect on force-grip. Although the results are fascinating, the data remain ambiguous and the actual cause of the observed motor-system activity (or decrease thereof) during action word processing remains elusive (Kemmerer and Gonzalez-Castillo, 2010) if one considers the results obtained with electromyography (EMG; e.g., Winkielman et al., 2008; Foroni and Semin, 2009). Taken together, the studies on the processing of sentence negation have produced conflicting results. One of the reasons for this is probably to be found in the differences in experimental design and procedures (cf. Tomasino et al., 2010). For instance, while Tomasino et al. (2010) implement imperatives, others have implemented more complex sentences (Liuzza et al., 2011; Aravena et al., 2012). These studies also differ in their focus on what comprehension constitutes (reading, listening) as well as they differ in the stimulus material. In particular, even though fMRI results furnish excellent information regarding the brain areas involved, their temporal resolution is poor. On the other hand, results obtained with TMS and grip-force analyses may at least address this issue partially.

The present study was conducted to examine whether negation is represented as a motor process and was designed to investigate the somatic correlates of negation (i.e., spontaneous muscle activity). We compare processing sentences involving negation of actions with their affirmative counterparts in order to uncover if any somatic activity is recruited when processing negation. We focused on a specific muscle (i.e., zygomaticus major: “smiling muscle”) of participants while they were reading sentences that refer to either the activation of the zygomatic (e.g., I am smiling) or to its negation (e.g., I am not smiling). As controls, we used sentences that are associated to a different facial muscle (e.g., I am frowning). We choose this particular focus because there is reliable evidence that the affirmative verbal representation of emotional expressions activates the corresponding facial muscles (e.g., Winkielman et al., 2008; Foroni and Semin, 2009). The rationale for using EMG as a technique is that it furnishes a fine-grained temporal resolution of motor activation relative to reading comprehension from the stimulus onset onward without the limitation of a time window of interest necessary for TMS research.

Two types of sentences were constructed, namely sentences referring to zygomatic activity and those that do not. If the simulation argument that relies on the activation of the motor system processing generalizes to negation, then one would expect affirmative sentences to induce zygomatic activation (e.g., I am smiling; Foroni and Semin, 2009) and that their sentential negation (e.g., I am not smiling) should inhibit it (cf. Tettamanti et al., 2008; Tomasino et al., 2010). Sentences that do not refer to zygomatic activity both in their affirmative or negative form (e.g., I am [not] frowning) would not be expected to show activation or inhibition. An alternative simulation hypothesis can be derived from the work by Kaup et al. (2006, 2007). Based on this work, one would predict that negation is initially simulated in its affirmative form, producing zygomatic activation as the affirmative form does, and only subsequently a simulation of the negation form is obtained. If however, the simulation argument of action processing does not generalize to the negation of action then no specific zygomatic muscle activity would be expected for the relevant sentences that are negated. This current measurement method will allow us to provide a precise timeline of the somatic correlates of the comprehension of negation and will allow us to investigate two hierarchical questions. First, in line with the embodied hypothesis of motor simulation the question is: does the comprehension of negation entail motor simulation? A positive answer to this question would maintain that negation, an abstract and uniquely human operation, also engages the motor system. In the case of an affirmative answer, then a second question would prompt: which kind of simulation does negation entail?

According to a recent simulation models understanding a sentence involving negation is the product of a comparison between a simulation of the affirmative form of the sentence and subsequently the simulation of the negated sentence (Kaup et al., 2007; see also Christensen, 2009). However, this hypothesis does not need to be the only one. By looking at muscle activity measured by surface electrodes (i.e., EMG) and at its time-course it will be possible to answer to both the questions raised above. This technique, in fact, provides high temporal resolution of the possible motor-simulation induced by language comprehension. So far little research has been conducted on this issue. While Foroni and Semin (2009) used verbs of action connected to facial expression (e.g., to smile), a recent EMG study (Stins and Beek, 2013) considered verbs symbolizing various actions performed by arm and leg effectors. The authors record EMG of two upper body muscles (deltoideus and biceps brachii) and two lower body muscles (tibialis anterior and vastus medialis). The results indicated a weak moderation of the EMG activity by the congruency between verb action (relative to arm vs. leg) and site of the EMG measurement (upper body vs. lower body muscles). The pattern of moderation reported seems to be at odds with the simulation hypothesis. However, it is important to note that the motor neurons engaged in upper and lower body part movements are far less differentiated and sensitive compared to those neurons involved in facial expressions (Tassinary et al., 2007) making more difficult to show strong systematic effects involving these muscles. Moreover, since the overall EMG results were very modest and most of the expected results were not found, the possible implications of this work should be considered with caution. Nevertheless, the results of a moderation of EMG activity reinforce the idea that EMG is a useful technique to study the online crosstalk between language comprehension and motor system.

MATERIALS AND METHODS

PARTICIPANTS AND STIMULUS MATERIAL

Thirty native Dutch speakers (12 females; 26 right-handed; mean-age = 22.2) participated in the experiment. Stimulus sentences (derived from Foroni and Semin, 2009) were verbal representations of emotional expressions that mapped either directly upon the relevant facial muscle (e.g., “I am smiling”-zygomaticus major muscle) or did not do so—irrelevant (e.g., “I am frowning”). When examining a specific muscle and the neuro-physiological correlates of language comprehension one encounters the problem of limited number of predicates that are similarly mapped onto the same muscle. However, this does not need to be a limit of the present research; in fact, other research has successfully investigated language comprehension with a similarly limited set of stimuli (e.g., Aziz-Zadeh et al., 2006; Foroni and Semin, 2009). In the present experiment relevant predicates were (original dutch predicate between brackets): to smile (glimlachen), to laugh (lachen), to grin (grinniken). Irrelevant predicates were: to frown (fronsen), to cry (huilen), to whine (janken). Each relevant or irrelevant predicate was presented in the affirmative and negative form using the first person singular conjugation. An example of affirmative sentence is: “I am smiling” (Ik glimlach); an example of negative sentence is: “I am not grinning” (Ik grinnik niet). Thus, there were three relevant-predicate sentences and three irrelevant-predicate sentences and each was presented in affirmative and negative form (12 sentences in total). The target sentences were intermixed with filler sentences that maintain the same structure as the target sentences and were also formulated in affirmative and negative form (12 fillers in total). The data relative to the filler sentences were not included in the analyses and, thus, not discussed in the present work.

PROCEDURE, APPARATUS, AND DATA PREPARATION

Participants were tested individually in a soundproofed experimental chamber. The experiment was presented as investigating the interference between reading and the performance at a simple spatial classification task and the mediating role of skin conductance. Participant's task was to classify images of arrows according to where the arrow was pointing (left or right) after reading short sentences while their skin conductance was supposedly measured.

Each trial consisted of a fixation point (500 ms), baseline interval (3000 ms), stimulus sentence (whole sentence was presented at once and remained on the screen for 4000 ms). At the end of the reading time and 500 ms interval the image of an arrow appeared in the center of the screen and stayed on the screen until the participant reported whether the arrow were pointing toward left or right. Each arrow-type (left-pointing and right-pointing) was presented in different visual forms (e.g., pointing toward top-right portion of the screen or bottom-right portion of the screen; with or without an oval circling the arrow) to create variation in the classification task. The sentence-arrow matching was randomly determined for each participant. After participants responded to the arrow the trial ended. After an inter-trial interval (3000 ms) the next trial started.

Participants completed eight practice trials with a set of affirmative and negative sentences different from the test sentences (e.g., “I am jumping,” “I am not hitting”). After the practice session participants received 5 blocks consisting of 24 trials each (12 test sentences and 12 fillers sentences). The five repetitions were performed to compensate the reduced number of stimuli and the high variability of physiological measurement (see Fridlund and Cacioppo, 1986). The order of presentation was randomized for each participant within each block. Zygomatic activity on the left side of the face was measured continuously (EMG using miniature Ag/AgCl electrodes and Coulbourn-Isolated-Bioamplifier: Coulbourn Inc., Whitehall, USA) at a sample rate of 1000 Hz. The digitized signal was bandpass filtered from 10 to 450 Hz and then full-wave rectified. Due to the nature of the research question and based on previous investigations (e.g., Foroni and Semin, 2009), we focus our analyses on the EMG response of the first 1000 ms after stimulus presentation. EMG responses were expressed in microvolts as change in activity from pre-stimulus level (baseline), a standard data aggregation procedure in physiological measurements (Fridlund and Cacioppo, 1986). Baseline level was considered the mean activity over a 500 ms period pre-stimulus presentation. As the baseline was supposed to reflect the muscle activity during resting/relaxing state, for each trial a 500 ms period of steady activity (i.e., without artifacts and/or extreme variations) was identified within the last second before stimulus presentation. Change in activity compared to baseline was averaged over intervals of 200 ms giving rise to 5 periods of 200 ms each during the time interval considered. Trials were excluded when artifacts were present or a steady baseline was absent (excluded trials: 5.8%).

DESIGN AND STATISTICAL ANALYSIS

The design was a three within-subjects factorial: Sentence relevance (relevant vs. irrelevant) × linguistic form (affirmative vs. negative) × period (5 time intervals of 200 ms). Dependent variable was the mean activation level of the zygomatic major muscle (baseline-corrected) for each time period by sentence relevance and linguistic form.

Geisser–Greenhouse conservative F-tests were used to reduce likelihood of positively biased tests (see Kirk, 1968; Dimberg et al., 2002). A priori comparisons between means were evaluated by t-tests. Positive values of the muscle activation after baseline correction indicate the activation of the zygomaticus compared to pre-stimulus baseline, and negative values indicate inhibition compared to pre-stimulus baseline.

We first report the results of the omnibus analyses of variance. Then, we report separately the results for relevant and irrelevant sentences. For each type of sentence we report the a priori comparisons between the activation level and the zero-level to determine if there is a significant activation (or inhibition) for each time period. Additionally, within relevant and irrelevant sentences, we also report a priori comparisons between means for the affirmative and negative form (e.g., activation of “relevant, affirmative sentences” vs. activation of “relevant, negative sentences” in each time period after stimulus onset). Then we compared separately “relevant, affirmative sentences” and “relevant, negative sentences” against their correspondent irrelevant counterpart. Finally, we report the results of the classification task performed by the participants after being exposed to each stimulus.

RESULTS

Figure 1 shows the change in zygomatic activity compared to pre-stimulus baseline as a function of sentence relevance, linguistic form, and period. The main hypothesis was supported by the significant 3-way interaction between sentence relevance × linguistic form × period, F(2, 62) = 4.70, p = 0.011, η2p = 0.14. Over time participants showed a differential activation of the zygomatic major muscle when presented with negative sentences compared with their affirmative counterparts, however, only when sentences are relevant to the muscle. Overall, zygomatic major activity increased over time, F(2, 44) = 5.48, p = 0.013, η2p = 0.16.
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Figure 1. Mean facial electromyographic (EMG) response and Confidence Intervals (CI 95%, as suggested by Cousineau, 2005) for the zygomaticus muscle. Data represent the first 1000 ms of exposure to stimulus sentences and are plotted in intervals of 200 ms. Results are shown separately for each category of sentences and predicates used in the study. Positive values indicate the activation of the zygomaticus compared to pre-stimulus baseline, while negative values indicate inhibition compared to pre-stimulus baseline.



Affirmative sentences, in general, showed a larger activation compared to their negative counterparts, F(1, 29) = 8.76, p = 0.006, η2p = 0.23. As can also be seen from the sentence relevance × period interaction [F(2, 63) = 5.09, p = 0.007, η2p = 0.15] relevant sentences, in contrast to irrelevant sentences, induced a significant larger muscle activity over time. Finally, the interaction between linguistic form and sentence relevance was also significant [F(1, 29) = 5.67, p = 0.024, η2p = 0.16], indicating that in general affirmative sentences show a larger increase over time compare to negative sentences. Relevant and irrelevant sentences were then analyzed separately.

RELEVANT SENTENCES

Affirmative sentences show a significant activation of the zygomatic muscle (significantly higher than 0) in the last three time periods, (i.e., starting 400 ms after stimulus presentation, p = 0.046, 0.012, 0.012, respectively) while negative sentences show inhibition during the first 3 time periods (p = 0.06, 0.008, 0.032, respectively). Relevant sentences in affirmative form show a consistent and significantly larger activation of the zygomaticus muscle compared to their negative counterpart in each time period (p = 0.17, 0.011, 0.012, 0.005, 0.037).

IRRELEVANT SENTENCES

Irrelevant affirmative and irrelevant negative sentences produced no systematic zygomaticus muscle activity (all t-tests ns.) and they did not differ from each other at any point in time. We then compared relevant sentences against irrelevant sentences.

RELEVANT SENTENCES vs. IRRELEVANT SENTENCES

Relevant sentences in affirmative form show a significantly larger activation of the zygomatic muscle compared to the corresponding irrelevant sentences in the last three time periods (p = 0.022, 0.004, 0.009, respectively). Relevant sentences in negative form show a smaller activation of the zygomatic muscle compared to their irrelevant counterpart reaching significance in two of the first three time periods (p = 0.17, 0.06, 0.03, respectively).

CLASSIFICATION TASK

To check the performance (RTs and accuracy) on the arrow-classification task reaction times and error percentage were analyzed separately in two 3-way analyses of variance with sentence relevance (relevant vs. irrelevant) × linguistic form (affirmative vs. negative) × arrow direction (left vs. right) as within subject factors. There was no significant effect of any one of the factors as main effect or in interaction on RTs or errors (all ps > 0.2).

CONCLUSIONS

The findings reported here reveal that reading sentences negating actions is simulated as evidenced by the significant and extremely rapid inhibition of the relevant muscle (zygomatic). In contrast, affirmative sentences induce a significant activation of the same muscle. These findings advance the simulation argument underlying the action-related language processing view by generalizing it to negation.

As predicted, sentences irrelevant to the zygomatic (e.g., I am [not] frowning) did not induce any zygomatic activation or inhibition. These findings are in line with a neuromuscular mechanism for grounding negation. When considering only affirmative sentences, relevant sentences induced a significantly larger activation than irrelevant sentences. In sharp contrast, when considering only negative sentences, relevant sentences induced a significantly larger inhibition compared to irrelevant sentences. These results support the idea that the negation of an action verb is simulated by muscular inhibition. Negation, an abstract and uniquely human operation (Horn, 2001; Hasson and Glucksberg, 2006), also engages the motor system, however, by very rapidly inhibiting the relevant muscle action.

Two further elements of the stimuli and design add strength to this conclusion. First, the effects are not due to word order since negation is introduced after the action verb in Dutch (“Ik lach niet”). Second, and more important, the observed inhibition effects were not due to a general inhibition induced by negation since the negated form of irrelevant sentences did not show any inhibition effects whatsoever. Thus, the physiological correlates of negation were dependent on the relevance of the sentence.

The present results are in line with studies using fMRI (e.g., Tettamanti et al., 2008; Tomasino et al., 2010). These investigations showed partial deactivation in action-related areas during comprehension of negative sentences suggesting context modulation of the motor simulation. In this vein, we show that comprehension of negation entails a fast inhibition of the relevant muscle. Recently, Kaup and colleagues advanced a theoretical model of the processing of negation (Kaup et al., 2007; see also Christensen, 2009), which assumes that the process of understanding a negative sentence (e.g., “John has not left”) can be traced back to a two step process of deviation-detection between two simulations (i.e., affirmative and negative form: “John has left” and “John has not left”) with the simulation of the negated sentence occurring around 1500 ms (or later) after the simulation of the affirmative one (occurring within the first 1500 ms). Our results do not support this model as negation shows a very quick inhibition of motor activity. Within this framework Liuzza et al. (2011), suggested that sentential negation could suppress the sensorimotor simulation of the (negated) action. Liuzza et al. implemented a TMS technique and reported lack of simulation contingent upon negation even in the time window (500–700 ms after stimulus presentation) where affirmative and negative sentences should not differ according to Kaup and colleagues. However, based on these results it is difficult to determine whether reduced motor activity occurs after an initial phase of motor activation or whether negation simply leaves the motor structures less active (cf. Aravena et al., 2012). According to our results, muscle inhibition occurs already around 500–700 ms after stimulus onset. Thus, our results suggest a neurophysiological model in which negation is encoded very quickly in terms of a reduced activation of the muscle whose activation is negated.

In the present research, we investigated sentences entailing the negation of action referring to emotional expressions. We were therefore able to examine directly the muscle involved in the expression (Tassinary et al., 2007). However, one may ask whether this pattern of muscle activation is specific to verbs mapping facial expressions because of their relation to emotional processing or whether these results could be generalized to any type of action verb (e.g., verbs involving arm movements). The reasons for raising this question are, first that there are inconsistencies in the literature on this issue and, second that in the domain of emotion contagion, muscle responses are reported also in the absence of visual processing (Tamietto et al., 2009) and seem to be independent from the specific body parts viewed. We think that verbs mapping facial expression may be simulated during language comprehension processes as other action verbs for several reasons.

First, the inconsistency in the literature seems largely due to differences in methodology. Secondly, the results reported by Tamietto and colleagues are not so easily compared to the present one. Tamietto et al. reported results from two patients showing muscle activation after visual stimuli presentation with a timeline consistent with emotional contagion (between 900 and 1200 ms). In sharp contrast, in the present experiment, the effects start already at 200 or 400 ms. Because of the difference in experimental population, task and set up one may wonder whether the results reported by Tamietto can be directly compared to the present ones. A third reason is the limited number of work implementing EMG technique in the investigation of the online crosstalk between language comprehension and motor system. The work providing clear-cut results in this domain almost exclusively relied on facial muscles and emotion-related stimulus material (Foroni and Semin, 2009; Niedenthal et al., 2009). The only exception has been the work by Stins and Beek (2013) but their work suggests caution. These authors considered verbs representing various actions performed by arm and leg effectors and reported moderation of the activity over upper body muscles (deltoideus and biceps brachii) and lower body muscles (tibialis anterior and vastus medialis) by the congruency between verb action (relative to arm vs. leg) and site of the EMG measurement (upper body vs. lower body muscles). While Niedenthal and colleagues and our works provide results supporting the simulation hypothesis, Stins and Beek do not find support for it. However, the results (and lack thereof) presented by Stins and Beek, are very weak and warrant some caution. Thus, the current state of the affairs do not allow a definitive conclusion in either direction. In order to support the notion that the comprehension verbs mapping facial expression are not a special case, a direct comparison between verbs referring to facial expressions and verbs referring to other actions should be a goal for future research.

Future research should investigate the differential somatic simulation of other linguistic features such as actor of the action (I am smiling vs. you are smiling vs. my friend is smiling). A recent investigation implementing TMS reports increased motor-evoked potentials for first person action-verb sentence and not for third person action-verb sentences suggesting specificity of motor involvement in language processing or at least contextual modulation (Papeo et al., 2011). Furthermore, simulation models of language comprehension could be also investigated in children in order to test the development of motor simulations during language processing. Finally, it would be important for future research to extend the range of simulation models also to other types of negations sentences (e.g., “the stapler is not on the table”) and further to other examples of abstract concepts such as “to ignore,” “to dream,” or “to hope.”

When examining a specific muscle and the neuro-physiological correlates of language comprehension often the number of suitable stimuli is limited. In this research we used six different predicates that were relevant or irrelevant to the zygomatic muscle. The limited number of stimuli used here is similar to the one selected in other research that successfully investigated language comprehension (e.g., Aziz-Zadeh et al., 2006; Foroni and Semin, 2009). Future research, however, should replicate these results with another (possibly larger) set of predicates to increase generalizability by implementing eventually the EMG measurement of other muscles (see Stins and Beek, 2013).

In the present research muscle reactions associated with affirmative and negative sentences showed different timelines and this result deserves further investigation particularly because it is at variance with behavioral evidence suggesting that the processing of affirmative sentences is faster than the one of negation sentences (Hasegawa et al., 2002). The data reported here show faster inhibitory activities (within 200 ms) compared to the activation response (starting at 400 ms). Considering the results from electrophysiological studies on semantic processing (e.g., Pulvermüller et al., 2005a,b; Hauk et al., 2006; Penolazzi et al., 2007), this fast inhibitory muscle response to the reading of negation sentences relevant to the muscle seem to suggest that negation is processed in early (within 200 ms) lexical-semantic stage compared to a late (within 400 ms) lexical-semantic stage. It should be noted that the sentences used in the present research are relatively short (2 or 3 words) allowing for fast reading time. The present results are not at variance with the suggestion that motor simulation precedes semantic decoding also supported by the temporal difference between automatic EEG response to semantic anomaly (i.e, N400) and the motor response (Friederici, 2002; Christensen and Wallentin, 2011). However, the reasons for such difference might reside in the neuro-anatomical differences of the processing of affirmation and negation (Carpenter et al., 1999; Hasegawa et al., 2002) or in the salience of the negative sentence in comparison to the “default mode” constituted by the affirmative sentences (Christensen, 2009).

Even though the present results do not directly speak to the causal role of sensory and motor activation/simulations in conceptual processing (see e.g., Mahon and Caramazza, 2008), they constitute an important step in inviting the examination of the neurophysiological and somatic underpinnings of the negation of action-related language and may serve in guiding future research on concrete and abstract concepts. These results also represent an important step forward in understanding how abstract concepts as well as concrete ones can be accommodated within embodied theories (cf. Barsalou, 1999; Boroditsky and Prinz, 2008; see also e.g., Glenberg et al., 2008; Kousta et al., 2011; Kiefer and Pulvermüller, 2012).

Oftentimes there is a separate treatment of concrete and abstract concepts in the literature. On the one hand, concrete categories such as actions are deemed to be best dealt with simulation models (e.g., Barsalou, 1999, 2008; Fischer and Zwaan, 2008; Glenberg and Gallese, 2012). On the other hand, research with abstract categories mainly resorts to Conceptual Metaphor Theory (CMT, Lakoff and Johnson, 1980, 1999) or related models (e.g., Boroditsky, 2000; Boroditsky and Prinz, 2008). Negation as we have examined here does not fall into the same type of abstract categories addressed by CMT. Nevertheless, the evidence we advanced here suggests that an abstract concept involving the absence of an action is also clearly embodied in terms of engaging an inhibition of the motor system very much as proposed by simulation models of embodiment.
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Theories of embodied cognition propose that language comprehension is based on perceptual and motor processes. More specifically, it is hypothesized that neurons processing verbs describing bodily actions, and those that process the corresponding physical actions, fire simultaneously during action verb learning. Thus the concept and motor activation become strongly linked. According to this view, the language-induced activation of the neural substrates for action is automatic. By contrast, a weak view of embodied cognition proposes that activation of these motor regions is modulated by context. In recent studies it was found that action verbs in literal sentences activate the motor system, while mixed results were observed for action verbs in non-literal sentences. Thus, whether the recruitment of motor regions is automatic or context dependent remains a question. We investigated functional magnetic resonance imaging activation in response to non-literal and literal sentences including arm and leg related actions. The sentence structure was such that the action verb was the last word in the subordinate clause. Thus, the constraining context was presented well before the verb. Region of interest analyses showed that action verbs in literal context engage the motor regions to a greater extent than non-literal action verbs. There was no evidence for a semantic somatotopic organization of the motor cortex. Taken together, these results indicate that during comprehension, the degree to which motor regions are recruited is context dependent, supporting the weak view of embodied cognition.
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INTRODUCTION

There are two major views regarding the organization of conceptual representations in the human brain. The traditional view in cognitive science treats concepts as abstract, symbolic, amodal entities (e.g., Fodor, 1975; Kintsch and Van Dijk, 1978). It emphasizes that concepts are represented independently of the brain’s sensorimotor system. More recent theories have emphasized an important role for sensorimotor information in the organization of conceptual knowledge (e.g., Barsalou, 1999). This view is known as “embodied cognition” and has for example been supported by behavioral and neuroimaging findings indicating that understanding action language engages action planning systems. Numerous behavioral studies have shown interactive effects between language comprehension and action execution. For example, Glenberg and Kaschak (2002) showed that hand movements toward or away from the body were facilitated by sentences describing a congruent action (e.g., “He opened/closed the drawer,” respectively), compared to when the arm movement was incongruent with the sentence. Similarly, Zwaan and Taylor (2006) found that sentences describing manual rotation (e.g., He turned down/up the volume) facilitated the manual rotation of a knob (to the left/right, respectively). In turn, manual rotation of the knob facilitated the reading of sentences that implied a congruent rotation.

Neuroimaging studies have provided converging evidence of how action verbs in literal sentences are processed. Processing action verbs and action sentences recruits the premotor cortex [PM, i.e., Brodmann area (BA) 6] in a manner similar to the direct observation or execution of actions. For instance, Hauk et al. (2004) found that primary motor cortex (M1, i.e., BA 4), and PM activation associated with reading action words related to leg (kick), arm (pick), and face (lick) actions and execution of foot, fingers, and tongue movements partially overlapped. Interestingly, leg and arm related action verbs activated M1 and hand and face related verbs activated PM in a somatotopic fashion. In other words, the activation spatially differed within the M1 and PM according to their known somatotopic organization, depending on whether the words denoted a hand, face, or leg action. For example, reading about hand related actions (e.g., to throw) activates the hand area more so than the foot area. The latter area is more activated by reading about foot related actions than reading about hand related actions.

These studies demonstrated that reading action verbs engages the motor cortex. The question here is whether when action verbs are placed in a context they are associated with similar activation of the motor cortex. Action verbs like greifen (to grasp) compared to abstract verbs activated the sensorimotor cortex and secondary somatosensory cortex (Rueschemeyer et al., 2007). However, when comparing morphologically complex verbs like begreifen (to comprehend) with abstract verbs no such activation was found. Even though these complex action verbs have a motor stem they were processed as non-literal language. In addition, Aziz-Zadeh et al. (2006) investigated similarities and differences between action observation and reading of hand, leg, and mouth actions in a sentential context. Processing literal action sentences, like Grasping the scissors and observing the same action was related to activation in the PM. Furthermore, they found overlapping effector-specific activations for action observation and action reading. Other studies have also found that semantic processing of action verbs related to different body parts evokes somatotopically specific activation in motor regions (e.g., Willems et al., 2009). More specifically, when left and right handers performed a lexical-decision task to manual action verbs (compared to non-manual action verbs) they activated the right PM and left PM, respectively. It is often discussed whether activation in PM associated with action language is the result of motor imagery. Recently, Willems et al. (2010) found that PM activation was related to action simulation and not to imagery. They found that during a lexical-decision task hand related action verbs (compared to non-manual actions) activated PM and not M1. Imagery on the other hand activated both PM and M1. In light of these findings, the M1 and PM activation found by Hauk et al. (2004) could suggest that the verbs without context are processed as an order. Language simulation seems to activate only the PM, whereas imagery also activates M1 (Willems et al., 2010). Furthermore, during imagery a body specific activation was found in M1. This was not found for the lexical-decision task, i.e., during simulation. Likewise, other studies using functional magnetic resonance imaging (fMRI; Tomasino et al., 2007) found enhanced M1 activation during explicit imagery of short motor related phrases (compared to non-motor phrases) compared to a letter detection task of motor related phrases (compared to non-motor phrases), and transcranial magnetic stimulation (TMS; Tomasino et al., 2008) found activation of M1 during explicit mental motor imagery but not in a frequency judgment or silent reading of hand related action verbs. These findings of motor activation in response to reading action verbs are extended to reading action sentences. Tettamanti et al. (2005) for example found motor activation in response to listening to sentences with literal mouth, hand, or leg related actions.

The theoretical framework of embodied cognition can be broadly divided into two versions (Chatterjee, 2010). In the strong version all concepts, even seemingly abstract ones (e.g., argument is war), are grounded in and interrelated with sensorimotor experience. According to this view, even when an action verb occurs in a non-literal context, the understanding of it should recruit the motor areas. This view predicts for example that reading he kicked the habit involves motor activation (Lakoff and Johnson, 1980; Gallese and Lakoff, 2005). In contrast, a weak embodiment view assumes that the motor system is recruited only when concepts are related to physical actions (e.g., kicking a ball). In the instance of a non-literal sentence with a subject-object-verb order (e.g., the habit kicked), the verb will be processed more by the abstract system than the sensorimotor system, unless the sentence is perceived as literal (e.g., by non-native speakers of Dutch). According to the weak embodiment hypothesis motor activation is necessary for optimal comprehension of action language (Taylor and Zwaan, 2009). Several studies have found that this activation appears to contribute to comprehension (see Taylor and Zwaan, 2009 and for a review; Casteel, 2011). In other words, the weak account does not exclude the existence of an abstract system, but argues that sensorimotor activation is necessary for optimal comprehension of action language. Imaging studies regarding non-literal action language have yielded inconsistent results. Many studies have demonstrated activation in the PM for literal action sentences, but not for idiomatic ones (Aziz-Zadeh et al., 2006; Raposo et al., 2009; Desai et al., 2010, 2011). Boulenger et al. (2009), on the other hand, found activation in PM and M1for both non-literal and literal action sentences involving leg and arm verbs.

In the present study, we asked whether motor regions are automatically involved in the processing of action words or whether the activation of the sensorimotor cortex is context dependent. We investigated fMRI activation in response to non-literal and literal sentences including arm and leg related actions. To ensure that the context was fully processed before the action verb appeared, we always presented the verb at the end of the sentence. Furthermore, we examined whether action verbs activated the M1 and/or PM in a somatotopic fashion.

One potential source of the mixed results that exist in the literature concerning motor activation related to non-literal sentences is the location of the action verb relative to the context. In several studies the context was presented after the verb (Aziz-Zadeh et al., 2006; Boulenger et al., 2009). Consider the sentence He kicked the habit. Only at the last word of the sentence we do learn that the verb does not denote a motor act. It is conceivable that the non-literal context did not have sufficient time to constrain verb-based motor activation. Therefore, it is necessary to provide a stronger test to detect the presence of motor activation in non-literal contexts. The Dutch language is highly suitable for this purpose. Although Dutch is a subject-verb-object (SVO) language in main clauses, it uses an SOV order in subordinate clauses. An example is Iedereen was blij toen oma een ander onderwerp aansneed, which literally translates to Everyone was happy when grandma another topic cut. In this sentence, the context is presented before the action verb, cut (meaning broached in the context of the sentence), which appears at the very end of the sentence. Only at this point is it clear that the context is non-literal. Therefore, such sentences provide the strongest possible test for the strong-embodiment claim that motor activation occurs even in non-literal contexts.

A second important aspect of this study is that we investigated semantic somatotopy using regions of interest (ROIs) that were both cytoarchitectonically (i.e., structurally) and functionally defined. Structural definition was done to ensure that we used ROIs in the regions (BA 4 and BA 6) where previous neuroimaging studies on action execution and action observation have demonstrated somatotopy (e.g., Buccino et al., 2001), enabling a comparison of our results to those previously reported. However, across studies on action words or action sentences the reported peaks of activation were usually not within the cytoarchitectonic boundaries of the motor areas (see Postle et al., 2008). In addition there is little overlap of effector-specific peak activation. We therefore combined the structurally and functionally defined ROIs, to account for such variability that may – in part – be due to incongruence of structural and functional anatomy. The functional ROIs were based on a motor localizer task, involving hand and foot movement.

In sum, the current study has several advantages over other studies. One advantage is that the verb is always the last word of the sentence. Thus the context is presented before the verb. Second, ROIs are both structurally and functionally defined.

The specific details of the present study, when viewed in the context of the two theories of embodied cognition mentioned before, lead to two hypotheses for each theory. The strong-embodiment hypothesis predicts that all action-related concepts activate the motor system equally, and does not distinguish between abstract and concrete concepts. Hence, according to this theory, PM is automatically activated when reading about actions, irrespective of level of comprehension. With regard to the semantic somatotopy prediction spatially effector-specific activation is expected. In other words, a main effect of extremity (hand/foot) related action verb is expected, meaning that hand related action verbs are expected to elicit more motor activation than foot related action verbs within the hand area and that foot related action verbs will elicit more motor activation than hand related action verbs within the foot area. Secondly, according to the weak embodiment hypothesis context is important. According to this theory, PM is only activated by an action verb in a literal and not a non-literal context. With regard to effector-specific activation a main effect of extremity related action verb and an interaction between extremity and sentence type (non-literal/literal) are expected.

Furthermore, the finding that M1 activation occurs during mental imagery and not during mental simulation (Willems et al., 2010), and because the current task reflects simulation rather than imagery, we expect to find stronger motor activation in PM (BA 6) than in M1 (BA 4). Because the verb is presented at the end of the sentence (after the context), this study provides a strong test for whether motor activation occurs in response to action verbs in non-literal context.

MATERIALS AND METHODS

SUBJECTS

We tested 20 healthy, native Dutch-speaking undergraduate students of the Erasmus University Rotterdam (10 male; mean age = 22.1 years; range = 18–25 years) without neurological impairments, dyslexia, or other language-related problems or hearing complaints and with normal or corrected-to-normal vision. Furthermore, participants had gone to school in the Netherlands and reported that they spoke Dutch at home; hence subjects could be expected to have good comprehension of non-literal language. All participants were right-handed, as measured by the Dutch version of the Edinburgh Handedness Inventory (EHI; Oldfield, 1971; Van Strien, 1992; M = 9.65, range 6–10) and gave written informed consent prior to scanning. Two participants were excluded from the ROI analysis, because their localizer data were lost due to a server crash. The study was approved by the Ethics Committee of the Erasmus MC – University Medical Center Rotterdam.

MATERIALS

Stimuli consisted of 200 Dutch sentences (non-literal/literal and foot/hand-related: “non-literal foot”, “non-literal hand”, “literal foot”, and “literal hand”) and 50 unpronounceable non-word sentences (baseline condition), resulting in 50 sentences per condition (see example sentences in Table 1). The sentence structure was such, that the context was clear before the verb appeared. Hand and foot action sentences were used to investigate semantic somatotopy. An analysis of variance (ANOVA) showed that the mean number of words, syllables, and characters of the four conditions (“non-literal foot”, “non-literal hand”, “literal foot”, “literal hand”) did not differ significantly across conditions (ps > 0.05; see Table 2).

Table 1. Example sentences and their literal translation.

[image: image]

Table 2. Means for each sentence type.
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PROCEDURE

Stimuli were presented visually using Presentation software (Neurobehavioral Systems, Albany, CA, USA version 14.6) through a projector from outside the scanner room by rear-projection onto a screen at the front of the scanner bore and were visible to the participants through a mirror attached to the head coil. Participants were instructed to read the sentences silently. To make sentence presentation more natural the sentences were presented via a Variable Serial Visual Presentation (VSVP) procedure (Otten and Van Berkum, 2008). The duration for the word presentation in milliseconds was 187 + 27 × number of characters, with a maximum presentation time of 450 ms. The inter word interval was 106 ms and the inter trial interval was 2000 ms. The verb was presented with a fixed duration of 600 ms. The order of the sentences was pseudo-randomized and presented in two fMRI runs, making certain that each condition was not presented more than three times in a row. To ensure attentiveness during reading subjects had to press a button for on average every two and a half sentences to indicate whether a consecutively presented word described the sentence or not. In other words, participants read sentences and for approximately every second or third sentence (baseline, literal, and non-literal) a probe word was presented 2 s after the sentence. Participants pressed a button to indicate that the word was related to the meaning of the sentence and pressed another button to indicate that the word was not related to the meaning of the sentence. For the baseline sentences a letter string from the sentence appeared as a probe word. By requiring the participants to respond equally often to all sentences (including the baseline condition) we ensured that the motor responses to the task would not contaminate the results of interest. In addition, the button responses were required only for half to a third of all sentences. Thus, participants did not know when they had to respond and therefore the motor activation is unlikely to stem from attentional demands or motor preparation.

A structural scan was acquired in between the two functional runs. At the end of the session, subjects engaged in an action execution localizer task in which they performed hand movements (opening and closing the hand) and foot movements (flexing and bending the ankles and toes). The localizer task was a blocked design consisting of 20 s blocks of each of the four conditions (left hand, right hand, left foot, and right foot movement) repeated four times in pseudo-random order. Compliance with the task was visually checked from the scanner control room.

After scanning, participants filled out a non-literal sentence comprehension questionnaire for the 100 non-literal expressions used in this experiment. The questionnaire was a paper and pencil test. Participants read each non-literal expression and wrote down the meaning of that expression.

BEHAVIORAL DATA

Accuracy (mean correct responses) and reaction times (correct responses) to the probe word were calculated. Performance across conditions was compared using repeated measures analysis of variance (RMA). Second responses (button presses) were excluded from the analysis. Only the first responses were judged as correct or incorrect and were fed into an RMA. Difference scores between the end and beginning of a run were calculated and a paired t-test was conducted to test for differences in performance presumably due to fatigue.

Non-literal sentence comprehension questionnaire analysis

Four independent raters judged the correctness of the participants’ descriptions of the meaning of non-literal. If the gist of the description matched the meaning of the non-literal expression an item was judged as correct. An interrater reliability analysis, using the κ statistic, was performed to determine consistency among raters.

MRI DATA ACQUISITION AND ANALYSIS

Blood oxygen level-dependent (BOLD) fMRI data were acquired on a 3-T General Electric Healthcare (HDx platform, Milwaukee, WI, USA) scanner. Functional T2*-weighted images were acquired in 34 axial slices (thickness = 3.50 mm, no gap, repetition time (TR) = 2 s; field of view (FOV) = 22 cm; voxel size = 3.40 mm × 3.40 mm × 3.50 mm; matrix size = 64 × 64). To minimize effects of scanner signal stabilization the first five images were omitted from all analyses. In each run 545 volumes were acquired. For the anatomical reference scan, a 3D high-resolution inversion recovery fast spoiled gradient recalled echo T1-weighted sequence was used (192 slices, effective slice thickness = 0.80 mm, FOV = 250 mm, voxel size = 0.50 mm × 0.50 mm in-plane resolution). A high pass filter (cutoff period 128 s) was incorporated into the model to remove noise associated with low frequency confounds. Foam pads were used to restrict head movement.

The data analyses were done using SPM 8 (Wellcome Institute of Cognitive Neurology, London, UK), implemented in Matlab version 7.10 (Mathworks Inc, Sherborn, MA, USA). Preprocessing involved realignment through rigid body registration to correct for head motion, coregistration of the anatomical scan to the mean T2*-weighted image, segmentation, normalization to Montreal Neurological Institute (MNI) space (interpolation of voxel size to 2 mm × 2 mm × 2 mm), and spatial smoothing with a three dimensional full-width-half-maximal Gaussian kernel of 8 mm. Structural scans were normalized to MNI space with an interpolation of voxel size to 1 mm × 1 mm × 1 mm. Conditions (see below) for each subject were modeled with the general linear model (GLM) and convolved with the canonical hemodynamic response function. In all analyses responses (button presses) were modeled as a regressor of no interest. Two whole brain analyses (whole sentence and action verbs) and two ROI analyses (structurally and subject-specific) were performed. All clusters that passed the family wise error (FWE) correction for multiple comparisons at p < 0.05 are reported.

Localizer task

Stimuli in the action execution localizer task were modeled as blocks of 20 s (see Hauk et al., 2004). The four conditions (“left hand”, “left foot”, “right hand”, and “right foot”) were modeled as events. These contrasts were calculated at the single subject level and were fed into a second level RMA with subject as random factor. We used the contrasts “right hand” > “left hand” and “right foot” > “left foot” to determine the peak activation within BA 4 (i.e., primary motor cortex, BA4a combined with BA4p; Geyer et al., 1996) and BA 6 (i.e., PM, Eickhoff et al., 2005). These cytoarchitectonic maps were derived from the SPM anatomy toolbox (Eickhoff et al., 2005). These two contrasts were used to identify the peak activation in the left hemisphere, because predominantly left hemispheric language processing was expected in our right-handed subjects.

Whole brain analysis sentences

The onset and the duration of the sentences in the conditions “non-literal foot”, “non-literal hand”, “literal foot”, “literal hand”, and “baseline” were modeled. These conditions were calculated at the single subject level and were fed into a second-level whole-brain group analysis; RMA with sentence type as factor (literal, non-literal, and baseline) and subject as random factor was carried out. With this analysis we tested whether reading of non-literal as well as literal sentences activated a common cortical language network, by looking at the contrast: “all sentences” > “baseline.”

Whole brain analysis verbs

Every condition, “non-literal foot”, “non-literal hand”, “literal foot”, “literal hand”, “baseline” (last non-word of the sentence), was modeled as two separate events: the onset and duration of the verb and the onset and duration of the sentence up to the verb as a regressor of no interest. A second level whole brain group analysis (RMA) with sentence type as factor (“non-literal foot”, “non-literal hand”, “literal foot”, “literal hand”, and “baseline”) was carried out. With this analysis we tested whether reading of action verbs in literal sentences engaged PM to a greater extent than action verbs in non-literal sentences, by looking at the contrast of the verbs “literal” > “baseline”, “non-literal” > “baseline”, “literal” > “non-literal”, and “non-literal” > “literal”, “literal hand” > “non-literal hand”, “literal foot” > “non-literal foot”, “non-literal hand” > “literal hand”, and “non-literal foot” > “literal foot”, “foot” > “hand”, and “hand” > “foot”. In addition, we checked whether reading of the verbs in non-literal and literal contexts activated a language network, by looking at the contrast “all verbs” > “baseline.”

ROI analyses

The type of errors on the sentence questionnaire did not indicate that participants comprehended any of the sentences as literal, and therefore only the verbs of sentences that participants did not know the meaning of were excluded from the ROI and whole brain analyses [M(SD) = 2.3 (5.13), min = 0, max = 22]. Because we tested right-handed subjects and language processing is mostly left lateralized in right-handed subjects, we only made ROIs in the left hemisphere.

A structural ROI analysis based on the cytoarchitectonical regions BA 4 (Geyer et al., 1996) and BA 6 (Eickhoff et al., 2005) was conducted to investigate the involvement of these entire structural regions in action language processing. Matlab based scripts for the Marsbar Toolbox (Brett et al., 2002) were used to extract the contrast values for verbs in non-literal and literal sentences. The data were further analyzed with an RMA using SPSS (Version 16.0 for Windows; SPSSInc. Chicago, IL, USA). A 2 × 2 RMA was calculated with the within subject factors BA (BA 4 and BA 6) and sentence type (literal, and non-literal).

For the functional ROI analysis we created a subject-specific 6 mm spherical ROI around the peak activated voxel in the left BA 6 (Eickhoff et al., 2005) and in the left BA 4 (Geyer et al., 1996), in response to “right hand” > “left hand” actions and “right foot” > “left foot” actions of the localizer task (thresholded at p < 0.001, uncorrected), using Matlab based scripts for the Marsbar Toolbox (Brett et al., 2002). To ensure that the ROIs did not overlap, the parts that fell into the other BA were cut off. This resulted in four unequal sized ROIs, therefore analyses on sentence type were conducted for each of the four ROIs. We extracted contrast values for the non-literal and literal hand and foot verbs and the last non-word of the baseline sentences.

To investigate whether action verb activation was organized in a somatotopic fashion, we conducted a 2 × 2 RMA for the ROIs (“foot area BA4”, “hand area BA4”, “foot area BA6”, “hand area BA6”) with the within subject factors sentence type (literal and non-literal) and extremity (hand sentence and foot sentence).

Additional whole brain analysis verbs and ROI analyses

A reviewer noticed that some probe words were action-related. Because of the relatively long BOLD response, brain activation to these probes may have been inseparable from the activation on the verb. Therefore, we conducted an additional whole brain analysis of the verbs and an additional ROI analysis. Eight verbs (two “non-literal foot”, four “literal foot”, one “non-literal hand”, and one “literal hand”) were excluded from the analyses. The results of this analysis can be found in the Section “Additional Whole Brain Analysis Verbs” and “Additional ROI Analyses” in the Appendix.

RESULTS

BEHAVIORAL RESULTS

Overall accuracy was 82% (SD = 9%). The RMA of accuracy performance showed a main effect for condition [F(1,19) = 8.06, p < 0.01, [image: image]]. Post hoc within subjects difference contrasts revealed that participants scored higher on “non-literal hand” (M = 91%, SD = 7%) probe words than on “non-literal foot”, “literal foot”, “literal hand”, and “baseline” probe words [M = 80%, SD = 9%; F(1,19) = 40.14, p < 0.01, [image: image]]. The other comparisons of this difference contrast did not show significant differences (ps > 0.1).

The RMA of reaction time did not differ for the conditions “non-literal foot”, “non-literal hand”, “literal foot”, “literal hand”, and “baseline” (p > 0.1; M = 1216 ms, SD = 93 ms). Paired t-test for reaction time and accuracy revealed no indication of fatigue (ps > 0.05).

Non-literal sentence comprehension questionnaire

The average interrater reliability for the raters was found to be κ = 0.41 (SD = 0.31), suggesting a moderate agreement. Participants gave a correct meaning for 93% of the 100 non-literal expressions (SD = 0.07). The errors made by the participants, however, did not indicate that the non-literal sentences were comprehended as literal. Therefore we did not make a distinction between the incorrectly and correctly answered expressions in the analyses.

LOCALIZER TASK

The contrast “right hand movement” > “left hand movement” was associated with activation in the left postcentral gyrus (BA 4, xyz coordinates −36 −30 64). The contrast “right foot movement” > “left foot movement” was associated with activation in the left paracentral lobule (BA 4, xyz coordinates −6 −38 64). In the group analysis these contrasts showed clear somatotopy and the activation for hand and foot movement did not overlap.

For the functional ROI analysis we determined the peak voxel within BA 4 and BA 6 for each contrast. Right hand movement compared to left hand movement elicited activity in the left precentral gyrus (PreG), BA 6. This area was also more active for right foot over left foot activation, but spatially distinct (see Table 3). Right hand movement over left hand movement furthermore activated the left postcentral gyrus (PG, BA 4) and right foot movement over left foot movement activated the paracentral lobule (BA 4). These areas are associated with, respectively, the hand and the foot primary motor area (e.g., Hauk et al., 2004).

Table 3. Mean peak coordinates localizer task.
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WHOLE BRAIN ANALYSIS SENTENCES

The whole brain results are reported in Figure 1 and Table 4. Comparison of all sentences to the baseline (non-word) sentences revealed left lateralized activation in core language areas, namely the middle temporal gyrus (MTG) and inferior frontal gyrus (IFG). Furthermore, activity in the superior temporal gyrus (STG) and PreG was observed. These results show that the task successfully tapped into the language processing system (Xu et al., 2005).


[image: image]

Figure 1. Activation whole brain analyses. All contrasts are thresholded at p < 0.05 FWE corrected.



Table 4. Whole brain analysis.
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WHOLE BRAIN ANALYSIS VERBS

To check whether whole brain analysis of the verbs also showed activation of the language system, we looked at the contrast “all verbs” > “baseline”. This contrast shows activation in left IFG, left superior frontal gyrus (SFG), and left medial frontal gyrus [MFG, pre-supplementary motor area (pre-SMA)] (see Figure 1; Table 4). From these results it can be concluded that the verb analysis successfully tapped into the language processing system (Xu et al., 2005).

Action words in literal sentences and in non-literal sentences were compared to the baseline condition to investigate whether the motor activation is verb-based or dependent upon the context of a sentence. The contrast “literal” > “baseline” was associated with activation in left IFG, left MFG (pre-SMA), left SFG, left MTG. Activation of the pre-SMA suggests that motor regions were recruited more when reading literal sentences compared to baseline sentences. The contrast “non-literal” > “baseline” was associated with activation in the left IFG and left SFG and left cingulate gyrus (CG). Similar CG activation has been found in other studies (Tettamanti et al., 2005; Desai et al., 2010). The CG is thought to have a role in providing the emotional connotation of colorful figurative language (Proverbio et al., 2009). This contrast activated only language regions and no motor regions.

To contrast the literal and non-literal conditions the same concrete verbs, which were used in both conditions, were compared. Therefore, the contrast only reflected differences in non-literal and literal sentence context. The comparison “literal” > “non-literal” showed activation in the left MTG and the right thalamus. The reverse contrast (“non-literal” > “literal”) showed activation in the CG. The contrasts “literal foot” > “non-literal foot”, “literal hand” > “non-literal hand”, “hand” > “foot”, and the reversed contrasts did not activate any regions at p < 0.05 with FWE correction. Only compared to baseline sentences did the literal sentences show pre-SMA activation. This analysis was not sensitive enough to detect differences in motor activation in the contrast “literal” > “non-literal”. See Section “Additional Whole Brain Analysis Verbs with a Less Conservative Threshold” in the Appendix for an additional analysis of these contrasts with a less conservative threshold.

ROI ANALYSES

The results of the structurally defined ROI analysis are shown in Figure 2. The RMA based on the BAs showed a main effect of sentence type [F(1,17) = 7.01, p < 0.05, [image: image]]. Literal sentences were associated with more activation in both BA 4 and BA 6 than non-literal sentences. BA also showed a main effect, BA 6 was associated with more activation in response to the verbs than BA 4 [F(1,17) = 51.17, p < 0.001, [image: image]] and the interaction between BA and sentence type was not significant (p = 0.18).


[image: image]

Figure 2. Structurally defined ROI analysis. The mean contrast values compared to an implicit baseline are shown for each Brodmann area and sentence type.



In order to test for semantic somatotopy we conducted a subject-specific functional ROI analysis based on the motor area localizer task combined with the structurally defined ROIs BA 4 and BA 6. Contrary to the somatotopy prediction we did not find a main effect of extremity (p = 0.75), nor an interaction between sentence type and extremity for the BA 4 foot area (p = 0.80). In addition, we found no main effect of sentence type (p = 0.24, see Figure 3).


[image: image]

Figure 3. Functionally defined, subject-specific ROI analysis for the foot area and hand area in BA 4. The mean contrast values compared to an implicit baseline are shown for each sentence type and extremity.



Contrary to the somatotopy prediction we did not find a main effect of extremity (p = 0.88), nor an interaction between sentence type and extremity for the BA 4 hand area (p = 0.23). Furthermore, a main effect of sentence type was found [F(1,17) = 4.82, p < 0.05, [image: image]]. Verbs in literal sentences engaged the BA 4 hand area more than verbs in non-literal sentences.

Contrary to the somatotopy prediction we did not find a main effect of extremity (p = 0.82, see Figure 4), nor an interaction between sentence type and extremity for the BA 6 foot area (p = 0.69). In addition, no main effect of sentence type was found (p = 0.10). For the BA 6 hand area we found no main effect of extremity (p = 0.82), nor an interaction between sentence type and extremity (p = 0.10). A significant main effect was found for sentence type [F(1,17) = 6.30, p < 0.05, [image: image]]. Verbs in literal sentences engaged the BA 6 hand area more than verbs in non-literal sentences.
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Figure 4. Functionally defined, subject-specific ROI analysis for the foot area and hand area in BA 6. The mean contrast values compared to an implicit baseline are shown for each sentence type and extremity.



DISCUSSION

We investigated the involvement of the motor cortex in comprehending action verbs in non-literal and literal sentences. The whole context was presented before the verb so that it was clear to the comprehender whether a particular sentence was literal or non-literal before the verb was read. As predicted by the weak embodiment hypothesis, we found that the amount of motor activation depended on the context of a sentence. This does not signify that verbs in non-literal sentences are not comprehended as well as verbs in literal sentences. It is likely that these verbs are processed (partly) by a semantic system. These results do not support the strong view of embodied cognition, according to which the motor cortex should be activated regardless of sentential context. We were not able to test whether action verbs in non-literal sentences that were not understood properly engaged the motor system more than action verbs in properly comprehended non-literal sentences, because the error rate was too low.

Our study, including the functionally and structurally defined ROIs and verbs as the last word of the sentence, shows results that are in line with previous studies (Aziz-Zadeh et al., 2006; Raposo et al., 2009; Desai et al., 2010; and for literal language: Tettamanti et al., 2005). In other words, we also find that action verbs embedded in literal sentences engage the PM to a larger extent than do action verbs in non-literal sentences. However, our results do not support the somatotopy hypothesis for action words, unlike Hauk et al. (2004); Tettamanti et al. (2005); Aziz-Zadeh et al. (2006); Boulenger et al. (2009); and Raposo et al. (2009).

The contrast “literal” > “baseline” was associated with activation in the pre-SMA. The contrast “literal” > “non-literal” with a less conservative threshold also was associated with activation in the pre-SMA (see Section “Additional Whole Brain Analysis Verbs with a Less Conservative Threshold” in the Appendix). The finding of pre-SMA activation in response to action words is in line with the findings by Postle et al. (2008). They used single action verbs (e.g., kick), which could have been perceived as instructions (e.g., kick!) that enabled the retrieval of relevant motor programs. The retrieval of information required for motor planning was associated with activation in the pre-SMA. Likewise, in our study the pre-SMA activation could signify a role in maintaining abstract representations of action verbs. However, in our case the pre-enactment of future experiences was not related to instructional cues, but action verbs embedded in literal sentences activated the pre-SMA for partial preparation of the described action. Because of its link to the ventral premotor areas, it is considered to have a more cognitive role in the formation and retrieval of motor sequences, next to a role in motor functions (Picard and Strick, 2001). Rueschemeyer et al. (2010) also found activation in the pre-SMA for functionally manipulable words (e.g., pen, cup), but not for volumetrically manipulable words (e.g., bookend, clock). Words like pen are thought to have stronger associations to a specific type of motor information than words like clock. This link between (action) word processing and a general motor association may be supported by pre-SMA.

The structurally defined ROI analyses did not confirm that verbs in non-literal and literal sentences differentially engage BA 4 (M1) or 6 (PM), however in general BA 6 was more active during language processing than BA 4. Action verbs in literal or non-literal sentences were not found to be associated with a somatotopic organization. As mentioned in the introduction, there are several concerns with the conclusion that semantic processing of action verbs related to different body parts evokes somatotopically specific activity in motor regions. First, most studies find only partial overlap between the read and performed hand/foot related actions (see Postle et al., 2008). Second, some studies do not report a somatotopic organization for action words. For example, Postle et al. (2008) found no somatotopically organized activation for action words. Nor did they find overlap between activation for action words and execution or observation of the congruent effectors. How can these contradictory findings be explained? A reason that somatotopic variations in activation in the PM are found may be that M1 has a clearer somatotopic organization than the PM (Fernandino and Iacoboni, 2010). The degree of somatotopic organization thus depends on the extent to which the PM is activated by actions performed with different effectors. Because action simulation activates the PM (and not M1) and this area has a more opaque somatotopic organization, a somatotopic organization is likely more difficult to find. Furthermore, tasks and contrasts used in studies may also explain some of the variability in PM activation, because each task and contrast is likely to vary in the degree of PM involvement.

Another reason for the inconsistencies in semantic somatotopy may be that the organization of actions is more goal-related than effector-related. In one study participants had to trace zigzag patterns with their big toe or index finger. Toe movement activated the supplementary motor area (SMA) and index finger movement activated dorsolateral PM (Rijntjes et al., 1999). However, when subjects traced their signatures with either the index finger or big toe, effector-independent activation in the dorsolateral PreG was found. Making a signature with the toe recruited the same regions that usually control signing with the hand. These results show that, in addition to an effector-specific organization, a goal-related organization exists in the brain. These findings may be an explanation for the lack of evidence for a semantic somatotopic organization of the motor cortex we found, because action sentences may be considered goal-oriented, independent of body part, rather than effector-oriented. In the current study, the stimuli were not designed to investigate this. We compared hand sentences with foot sentences. The hands are used to move and manipulate objects (for example to the mouth), whereas the feet are typically used for locomotion or to propel objects away from the body. Future research could focus on goal specificity.

The current study shows that PM is involved in action language processing, but the debate whether PM is necessary for action language comprehension is not over yet. Mahon and Caramazza (2008), suggest a theory of secondary embodiment, the grounding by interaction hypothesis. According to this theory motor activation is epiphenomenal; it may play a supportive but not a necessary role in representing concepts. A limitation of the current study is that we did not vary the presentation time between the verb and the probe. Therefore the activation related to the verb may have been inseparable from the activation to the probe. We attempted to solve this problem by taking the verbs out of the analysis that had an action-related probe (see Additional Whole Brain Analysis Verbs and Additional ROI Analyses in Appendix). Moreover, we calculated the variance inflation factor (VIF) with Matlab based scripts (http://wagerlab.colorado.edu/tools). And this showed an VIF of 8, which is considered acceptable (Myers, 1990).

In conclusion, motor activation is context dependent. When we read a sentence in which the motor properties of a word are of importance, motor areas are recruited. When the motor properties are not important, such as in non-literal sentences, the motor areas are less activated. Our results support the weak view of embodied cognition.
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APPENDIX

We conducted an additional whole brain analysis of the verbs and an additional ROI analysis, where eight verbs (two “non-literal foot”, four “literal foot”, one “non-literal hand”, and one “literal hand”) were excluded from the analyses, because these probe words were action-related (see Section “Additional whole brain analysis verbs” and “Additional ROI analyses”). In the last section of the Appendix an additional analysis is described with a less conservative threshold, including the eight verbs.

ADDITIONAL WHOLE BRAIN ANALYSIS VERBS

The contrast “all verbs” > “baseline” was associated with activation in left IFG, left SFG, and left MFG (see Figure A1; Table A1). From these results it can be concluded that the verb analysis successfully tapped into the language system (Xu et al., 2005).
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Figure A1. Activation additional whole brain analyses. All contrasts are thresholded at p < 0.05 FWE corrected.



Table A1. Additional whole brain analysis.
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The contrast “literal” > “baseline” was associated with activation in left IFG, left MFG (pre-SMA), left SFG, and left middle frontal gyrus (MidFG). The activation related to these two contrasts was similar to the activation found in the previous whole brain analysis. Activation of the pre-SMA suggests that motor regions were recruited more when reading literal sentences compared to baseline sentences. The contrast “non-literal” > “baseline” was associated with activation in the left IFG and left SFG. In the previous whole brain analysis we found similar activation and in addition CG activation. This contrast activated only language regions and no motor regions.

The comparison “literal” > “non-literal” showed activation in the left MTG. In the previous whole brain analysis we found similar activation for this contrast plus right thalamus activation. The reverse contrast (“non-literal” > “literal”) did not activate any regions at p < 0.05 with FWE correction. In the previous whole brain analysis this contrast was associated with CG activation.

The contrasts “literal foot” > “non-literal foot”, “literal hand” > “non-literal hand”, “hand” > “foot”, and the reversed contrasts did not activate any regions at p < 0.05 with FWE correction. This finding is similar to the previous whole brain analysis.

ADDITIONAL ROI ANALYSES

The results of the structurally defined ROI analysis are shown in Figure A2. The RMA based on the structurally defined ROIs showed a main effect of sentence type [F(1,17) = 6.48, p < 0.05, [image: image]]. Literal sentences were associated with more activation in both BA 4 and BA 6 than non-literal sentences. BA also showed a main effect, BA 6 was associated with more activation in response to the verbs than BA 4 [F(1,17) = 42.77, p < 0.001, [image: image]] and the interaction between BA and sentence type was not significant (p = 0.16). These findings are similar to the previous ROI analysis.
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Figure A2. Additional structurally defined ROI analysis. The mean contrast values compared to an implicit baseline are shown for each Brodmann area and sentence type.



The subject-specific functional ROI analysis based on the motor area localizer task combined with the structurally defined ROIs BA 4 and BA 6 did not show a main effect of extremity (p = 0.90) or an interaction between sentence type and extremity for the BA 4 foot area (p = 0.88). In addition, we found no main effect of sentence type (p = 0.30, see Figure A3).
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Figure A3. Additional functionally defined, subject-specific ROI analysis for the foot area and hand area in BA 4. The mean contrast values compared to an implicit baseline are shown for each sentence type and extremity.



Contrary to the somatotopy prediction we did not a main effect of extremity (p = 0.74), nor an interaction between sentence type and extremity for the BA 4 hand area (p = 0.12). In addition, we found a near-significant main effect of sentence type (p = 0.06). These findings are similar to the previous ROI analysis. The main effect of sentence type in BA 6 shows a marginally significant effect in this analysis and a significant effect in the previous ROI analysis.
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Figure A4. Additional functionally defined, subject-specific ROI analysis for the foot area and hand area in BA 6. The mean contrast values compared to an implicit baseline are shown for each sentence type and extremity.



For the BA 6 foot area we found no significant main effect for extremity (p = 0.72), nor a significant interaction between sentence type and extremity (p = 0.35; see Figure A4). In addition, we found no main effect of sentence type (p = 0.11). This means that within the BA 6 foot area there also is no evidence of semantic somatotopy.

For the BA 6 hand area we found a near-significant interaction between sentence type and extremity (p = 0.06). No significant main effect was found for extremity (p = 0.76). The main effect of sentence type was significant [F(1,17) = 6.05, p < 0.05, [image: image]]. The results of this analysis is similar to the previous ROI analysis.

Contrary to the somatotopy prediction, no significant main effect of extremity or an interaction between sentence type and extremity was found. In other words, hand action verbs did not activate the hand area more than did foot action verbs. Nor did foot action verbs activate the foot area more than did hand action verbs. Of primary interest was the motor activation in response to action verbs in literal versus non-literal sentences. Only in the BA 6 hand area the literal sentences were associated with more motor activation than the non-literal sentences.

ADDITIONAL WHOLE BRAIN ANALYSIS VERBS WITH A LESS CONSERVATIVE THRESHOLD

Based on the comparison “literal” > “baseline” and the ROI analysis, we expected to find motor activation for the contrast “literal” > “non-literal”, therefore we looked at this contrast with a less conservative threshold of p < 0.001 uncorrected with a cluster extent of 100 voxels (See Figure A5; Table A2). This contrast was associated with activation in left MTG, left MFG (pre-SMA), bilateral thalamus, right PreG, and left IFG. Next to activation of language processing areas, we find activation in the left pre-SMA, consistent with the ROI analyses and the contrast “literal” > “baseline”.
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Figure A5. Activation additional whole brain analyses with a less conservative threshold. All contrasts are thresholded at p < 0.001 uncorrected, cluster extent 100 voxels.



Table A2. Additional whole brain analysis, with a less conservative threshold.
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The reverse contrast showed activation in CG. The CG is thought to have a role in providing the emotional connotation of colorful figurative language (Proverbio et al., 2009). This contrast did not activate any motor regions.

The contrasts “literal foot” > “non-literal foot”, “literal hand” > “non-literal hand”, “hand” > “foot”, and the reversed contrasts did not activate any regions at p < 0.001 uncorrected.
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The cognitive and neural representation of abstract words is still an open question for theories of embodied cognition. Generally, it is proposed that abstract words are grounded in the activation of sensorimotor or at least experiential properties, exactly as concrete words. Further behavioral theories propose multiple representations evoked by abstract and concrete words. We conducted a functional magnetic resonance imaging (fMRI) study to investigate the neural correlates of concrete and abstract multi-word expressions in an action context. Participants were required to read simple sentences which combined each concrete noun with an adequate concrete verb and an adequate abstract verb, as well as an adequate abstract noun with either kind of verbs previously used. Thus, our experimental design included a continuum from pure concreteness to mere abstractness. As expected, comprehension of both concrete and abstract language content activated the core areas of the sensorimotor neural network namely the left lateral (precentral gyrus) and medial (supplementary motor area) premotor cortex. While the purely concrete multi-word expressions elicited activations within the left inferior frontal gyrus (pars triangularis) and two foci within the left inferior parietal cortex, the purely abstract multi-word expressions were represented in the anterior part of left middle temporal gyrus that is part of the language processing system. Although the sensorimotor neural network is engaged in both concrete and abstract language contents, the present findings show that concrete multi-word processing relies more on the sensorimotor system, and abstract multi-word processing relies more on the linguistic system.

Keywords: language comprehension, abstract, concrete, fMRI, sensorimotor cortex

INTRODUCTION

Embodied and grounded cognition theories such as Theories of Situated Action, Cognitive Linguistics Theories, Cognitive and Social Simulation Theories (for a review, see Barsalou, 2008), are becoming increasingly popular in cognitive neuroscience. This approach extends to different domains (e.g., perception, action, language, decision-making etc.) and crosses different disciplines, from philosophy (e.g., Clark, 1999), developmental psychology (e.g., Smith, 2005), and social psychology (e.g., Semin and Smith, 2008), to computer science and robotics (e.g., Nolfi and Floreano, 2000; Ziemke, 2002). In contrast to the classical cognitivism that is based on representational systems of symbolic information processing, which distinguishes between so-called high and low cognitive processes, embodied views propose that high-level cognitive processes, such as language comprehension, are grounded in the lower-level processes of perception and action. A wide range of publications within the last decade demonstrates this interest in embodied cognition (for an analysis, see Chatterjee, 2010; Gentner, 2010; Jirak et al., 2010).

When embodied cognition approaches are applied to language comprehension, the notion of “simulation” becomes a prominent feature (e.g., Gallese, 2008). Here, simulation refers to the process of internally representing (or simulating) the content that a word or sentence describes. Thus, the simulation process involves the same sensorimotor neural correlates as during the action execution or when interacting with the actual object or entity itself (Zwaan, 2004). Behavioral and neural evidence has reliably shown that the process of language comprehension elicits activations within primary and secondary motor areas, thus prompting an explanation in terms of embodied simulation (for reviews, see Pulvermüller, 2005; Barsalou, 2008; Fischer and Zwaan, 2008; Toni et al., 2008).

Recently, the limitations of embodied motor simulation have been examined by studies using transcranial magnetic stimulation (TMS). Papeo et al. (2011) showed that enhanced TMS-induced motor-evoked potentials do reflect motor simulation, but that these are restricted to the experimental condition when hand-action verbs were presented in first person, i.e., when the self was recruited as agent, compared to third person verbs and non-action verbs. Moreover, a comparable limb-specific effect for processing of hand-action verbs was found when TMS was applied at 500 ms post-stimulus. This finding indicates that the activity of primary motor cortex was involved in post-conceptional processing, which follows the retrieval of motor representations, rather than in initial lexical-semantic processing (Papeo et al., 2009). As such, the extent to which language comprehension is actually embodied is still the focus of intense debate.

In opposition to a strong embodied approach, some authors propose that sensorimotor system activation during language processing is not necessary for comprehension, since this occurs after the context and the meaning of the information has been computed. Hence, those authors suggest a dynamical interaction among the multimodal modules of language, perception, and action (Mahon and Caramazza, 2008; Bedny and Caramazza, 2011) or gradations from embodied to disembodied cognition (Chatterjee, 2010).

Beyond the discussion on embodiment of language comprehension in general, the debate focuses on disentangling concrete vs. abstract word representations. Hence, abstract word semantics constitute a specific challenge for embodied cognition theories (for a recent review, see Pecher et al., 2011). Embodied representations of abstract words are proposed to underlie activation of sensorimotor, or at least experiential properties, exactly as concrete words. In support of this, Glenberg et al. (2008) used combined behavioral and TMS data to demonstrate that abstract transfer sentences (e.g., “to give some news”) activate motor areas in the same way as concrete transfer sentences (e.g., “to give a pizza”; see also Glenberg and Kaschak, 2002). Further evidence was provided by Barsalou and Wiemer-Hastings (2005) who showed that abstract concepts focus rather on settings and events as well as introspective states than on purely perceptual properties. Further, Kousta et al. (2009, 2011) have demonstrated that abstract as compared to concrete words involve more emotional aspects.

An additional proposal is that multiple representations are evoked by words (for a non-embodied version of this view see Dove, 2009). According to the Language And Situated Simulation (LASS) theory, the left-hemispheric language areas are mainly involved during superficial linguistic processing. This consists of word recognition and the immediately subsequent generation of associated word forms (Barsalou et al., 2008). These associated words in turn provide a linguistic context that can be sufficient to perform a wide variety of tasks, such as lexical decision-making tasks. Nevertheless, these superficial strategies may prevent deeper conceptual processing. The conceptual content of properties and relations reside in associated simulations (Barsalou et al., 2008) involving bilateral perceptual and motor neural networks. However, these two systems are not modular, rather they interact in a continuous way. Differently from LASS, the Words As Tools (WAT) theory suggests that, in simulation, the linguistic form representation is not superficial and does not prevent deeper conceptual processing. According to WAT words can be conceived as tools that are useful in interacting with the world. During language comprehension a combination of both linguistic and non-linguistic sensorimotor experiences is early on activated and weighted depending not just on the task but also on the kind of considered words (Borghi and Cimatti, 2009, 2010). In fact, the WAT proposal differs from the LASS theory as the former ascribes more relevance to different lexical categories within language, e.g., concrete vs. abstract words, whereas the latter focuses more on the different levels of language processing required for the task, e.g., lexical decision vs. conceptual task.

Both LASS and WAT are in line with the Dual Coding theory. This approach ascribes the effect according to which concrete words are memorized better than abstract words to the existence of both a linguistic and a sensorimotor imagery code. Both codes would be activated by concrete words, whereas processing of mere verbal information would be necessary for encoding of abstract words (Paivio, 1971, 1986). Recent functional magnetic resonance imaging (fMRI) studies (e.g., Binder et al., 2005; for a review see Sabsevitz et al., 2005) endorse the Dual Coding assumption by showing an activation pattern that confines representation of abstract words to the left hemisphere, whereas it is bilateral for processing of concrete words (for contrasting evidence, see Rodríguez-Ferreiro et al., 2011). Moreover, Desai et al. (2010) found pronounced left-hemispheric superior temporal (BA 22) and inferior frontal (BA 44/45/47) areas activated while processing of abstract sentences (e.g., “use the opportunity”), thus, suggesting that abstract words primarily activate and are understood through verbal associations with other words. However, the embodied multiple representations proposals LASS and WAT extend the Dual Coding theory insofar as both linguistic and sensorimotor information are crucial for not just concrete words but also abstract words.

Since concrete and abstract words rely on different acquisition mechanisms (Borghi and Cimatti, 2010; Borghi et al., 2011) linguistic experience with its social aspects is more important for the acquisition of abstract rather than concrete words, given that abstract words refer to more sparse and diverse experiences than concrete ones. Thus, in line with the WAT proposal it can be assumed that the neural language network predominantly supports processing of abstract words, while concrete words are embedded mainly within the sensorimotor neural network. Evidence supporting an assumption of distributed semantic networks was recently provided by several lesion studies (Mårtensson et al., 2011; Arévalo et al., 2012; Kemmerer et al., 2012).

A number of behavioral (e.g., Day, 1979; Chiarello et al., 1987; Deloche et al., 1987), electrophysiological (e.g., Holcomb et al., 1999; Kellenbach et al., 2002; Nittono et al., 2002), and functional imaging (e.g., Kiehl et al., 1999; Perani et al., 1999; Friederici et al., 2000; Grossman et al., 2002; Noppeney and Price, 2004; Binder et al., 2005; Desai et al., 2010) studies have investigated linguistic abstractness, but the majority of these focused only on single word processing. However, it is clear that human communication consists of much more than an individual word, since words are combined in sentences and these in turn lead to the emergence of word meaning.

The aim of our study was to dissociate neural correlates of concrete and abstract multi-word expressions, focusing on natural linguistic stimuli. To this end we experimentally manipulated very simple sentences composed by a concrete vs. abstract noun and verb. To generate a novel experimental design that encompasses a continuum from pure concreteness to mere abstractness, nouns referring to graspable/non-graspable (concrete/abstract) objects or entities were combined with motor/non-motor (concrete/abstract) verbs. Thus, at one end of the spectrum, a combination of a noun referring to a graspable object with a motor verb (CC) generates a concrete meaning. At the other end, a combination of a noun referring to a non-graspable entity with a non-motor verb (AA) leads to an unambiguous abstract content. The mixed combinations (CA, AC) served to further differentiate between the role of verb and noun in abstract contents processing. Our stimuli and the experimental design were the same as those used in previous behavioral (Scorolli et al., 2011) and TMS (Scorolli et al., 2012) studies, the results of which are expanded on in the discussion.

Based on the embodied approach, our first anatomical prediction concerned activations within the sensorimotor neural network during language processing, regardless of mere concrete or abstract content. Against the background of the LASS and the WAT proposals, our second anatomical hypothesis focused on the dissociation of core areas for pure concrete and mere abstract expression: While concrete noun-verb combinations (CC) should activate pronounced sensorimotor areas, both mixed combinations (CA, AC) and abstract noun-verb combinations (AA) should elicit stronger activations within the neural language network, especially semantic processing areas with their crucial role in the representation of concept meaning.

MATERIALS AND METHODS

PARTICIPANTS

We obtained written informed consent from 25 participants (16 female, 9 male, age range 20–36 years, mean age 25.2 ± 3.6) prior to the scanning session. All participants were right-handed with a Laterality Index >0.7 (Annett, 1970) and had normal or corrected-to-normal visual acuity. Only native speakers of German participated in the study. The experimental standards were approved by the local ethics committee. Data were handled anonymously.

STIMULUS GENERATION AND STANDARDIZATION

Noun-verb combinations for fMRI stimulus generation included 96 German nouns—48 (concrete) graspable objects and 48 (abstract) non-graspable entities—and 96 German verbs—48 (concrete) motor verbs and 48 (abstract) non-motor verbs—Note that according to the German word order, the noun is presented first followed by the verb. Each noun referring to a graspable object (C), preceded by a determinative or non-determinative article, was combined with an adequate motor verb (C) as well as an adequate non-motor verb (A), and an adequate noun referring to a non-graspable entity (A) was combined with the same verbs previously used, e.g., “einen Schmetterling malen” (to draw a butterfly), CC—“einen Schmetterling bestaunen” (to marvel at a butterfly), CA—“den Sonnenuntergang malen” (to draw the sunset), AC—“den Sonnenuntergang bestaunen” (to marvel at the sunset), AA (see Figure 1A). Thus, 48 quadruples of pairs were created that were formed by two nouns and two verbs each, resulting in 192 noun-verb combination stimuli. This particular paradigm encompasses a concreteness-to-abstractness continuum. Any metaphorical or idiomatic combinations, as for instance “to kick in the dugout” or “to kick the bucket” were avoided.
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Figure 1. Experimental design with an exemplary stimuli combination (A) and trial procedure (B). Each noun referring to a graspable object, preceded by a determinative or non-determinative article, was combined with an adequate motor verb as well as an adequate non-motor verb, and an adequate noun referring to a non-graspable entity was combined with the same verbs previously used, e.g., “einen Schmetterling malen” (to draw a butterfly), CC—“einen Schmetterling bestaunen” (to marvel at a butterfly), CA—“den Sonnenuntergang malen” (to draw the sunset), AC—“den Sonnenuntergang bestaunen” (to marvel at the sunset), AA. Note that according to the German word order the noun is presented first followed by the verb. Due to the variable onset delay (jitter) the trial duration was 2500 ms at minimum to 4500 ms at maximum.



Twenty German students were asked to judge the familiarity of each noun-verb combination and for the degree of probability they would use it. Ratings were given by making a cross on a continuous line scale (not familiar—very familiar; not probably—very probably). Subsequently, 18 quadruples with lowest scores and highest standard deviations for both familiarity and probability of use were removed, thus, finally 30 quadruples including 120 noun-verb pairs were selected for the fMRI experiment.

Due to the peculiarity of the linguistic material, in a first step, the lexical frequency of all stimuli in both written and spoken German was assessed using the CELEX database (Baayen et al., 1996). The averages for all four stimuli types were above 400/million, i.e., in the range of high-frequency words (concrete nouns: 404/million; concrete verbs: 530/million; abstract nouns: 587/million; abstract verbs: 3132/million). The relatively high frequency of abstract verbs resulted from the item “haben” (to have). Scores were submitted to a 2 (concrete vs. abstract) × 2 (noun vs. verb) ANOVA. Analysis yielded no significant effects [no main effect concrete vs. abstract: F(1, 29) = 1.87; p = 0.182, no main effect noun vs. verb: F(1, 29) = 1.83; p = 0.186, no interaction: F(1, 29) = 1.52; p = 0.228]. In a second step, the frequency of each noun-verb combination in written German was assessed by using the search engine “Google” with each multi-word expression within quotations marks as search terms (updated at March 2012). The 2 (kind of noun: concrete vs. abstract) × 2 (kind of verb: concrete vs. abstract) ANOVA did not show any significant difference across the four conditions [no main effect concrete vs. abstract noun: F(1, 29) = 0.09; p = 0.763, no main effect concrete vs. abstract verb: F(1, 29) = 0.96; p = 0.335, no interaction: F(1, 29) = 2.01; p = 0.167].

Furthermore, in an additional study the linguistic material was standardized for imageability, literality, quantity of motion as well as for age of acquisition. Methods and results are reported in the Supplementary Material to this article and discussed in detail by Scorolli et al. (2011).

EXPERIMENTAL PARADIGM AND TASK

Task instructions were implemented in a go-nogo paradigm. Participants were asked to carefully read the 30 visually presented critical quadruples that demanded no motor response. To sustain attention, a button press was required toward oddball multi-word expressions that were 30 combinations of foot-related nouns with foot-related motor verbs, e.g., “einen Ball schießen,” (to kick a ball). Hence, participants were instructed to press a button as fast as possible if the read sentence referred to an action typically performed with the foot and/or leg. Responses were collected with a custom-made four-buttons response-box.

The experimental design included 150 stimuli which were visually presented as white writing on a black background using VisuaStim VGA goggles (Resonance Technology Inc., Northridge, CA, USA) in a pseudo-randomized order. There were five different conditions: noun referring to a graspable object/motor verb (CC), noun referring to a graspable object/non-motor verb (CA), noun referring to a non-graspable entity/motor verb (AC), noun referring to a non-graspable entity/non-motor verb (AA), and oddball condition. Finally, experimental stimuli were supplemented by 15 empty trials used as a low-level baseline (rest condition).

Each trial started with the presentation of a noun and verb simultaneously for a duration of 800 ms, followed by a fixation cross for a duration of 1700 ms. A variable onset delay (jitter) of every stimulus in relation to the acquisition time (0, 500, 1000, 1500, or 2000 ms) produced an oversampling of the actual image acquisition time of 2500 ms by a factor of five, consequently leading to an acquisition sampling rate of 500 ms. Thus, the trial duration was 2500 ms at minimum to 4500 ms at maximum (see Figure 1B).

FUNCTIONAL LOCALIZER TASK

Subsequent to the main experimental task we ran a finger tapping task in 2 × 4 blocks, which is known to produce robust activation of motor areas (Moritz et al., 2000). Stimuli were green squares presented for 150 ms with either rhythmic or regular intervals (250–1010 ms). Each block started with 23.4 s stimulus presentation, followed by 23.4 s without any visual stimulation ending with a temporary presented yellow square. Participants were instructed to tap a button with their right index finger as accurate as possible synchronous to the duration of the visual pacing (green squares) and to continue tapping throughout the following second unpaced period until the yellow square appeared. Blocks were separated by a 23.4 s rest period.

DATA ACQUISITION

Imaging was performed at 3 T on a Philips magnetic resonance imaging scanner equipped with an 8-channel head coil (Philips). A fast single-shot echo-planar imaging (EPI)-sequence (echo time 30 ms, 90° flip angle, repetition time = 2500 ms) sensitive to blood oxygenation level-dependent (BOLD) contrast was used for acquiring 35 axial slices (240 mm field of view, 80 × 80 pixel matrix, 3 mm thickness, 10% spacing) covering the whole brain. Two functional runs with 330 (localizer task) and 230 (experimental task) T2* scans were performed, with each scan sampling over the 35 slices. The first five volumes of each subject's scan were removed to allow for full T2 saturation. Subsequently, a set of anatomical T1-images (240 mm field of view, 240 × 240 pixel matrix, 164 slices, 1 mm thickness, no gap, echo time = 3.7 ms, repetition time = 8100 ms) was acquired.

DATA ANALYSIS

fMRI-data were analyzed using the Statistical Parametric Mapping software SPM8 (Wellcome Department of Cognitive Neurosciences, London, UK) running under Matlab 7.10 (MathWorks Inc., Natick, MA, USA). Spatial preprocessing included realignment to the first scan, coregistration to the T1 anatomical volume images. T1-weighted images were segmented into gray and white matter. This segmentation was the basis for spatial normalization to the Montreal Neurological Institute (MNI) template, which was then resliced and smoothed with a 9 × 9 × 9 mm full width at half maximum Gaussian Kernel filter to improve the signal-to-noise ratio. To correct for low-frequency components, a temporal high-pass filter with a cut-off frequency of 1/128 Hz (=128 s) was applied.

Statistical analyses were performed using the general linear model as implemented in SPM8. In the first-level experimental task analysis for each subject onsets of picture presentation with a duration of 800 ms were used as regressors to the model including the four conditions (CC, CA, AC, and AA) as well as the oddball condition. In the functional localizer task, event related regressors to the model were the response onsets to paced and unpaced—rhythmic and regular—finger tapping.

The second-level analysis was carried out using the flexible factorial design with the first factor SUBJECT and the second factor CONDITION (CC, CA, AC, AA, Tapping). The significance level was set to p < 0.05, FWE corrected. Additionally, a cluster size of ≥5 contiguous voxels (40 mm3) extended the threshold. The SPM Anatomy toolbox v1.8 (Eickhoff et al., 2005) was employed for anatomical assignments.

RESULTS

BEHAVIORAL RESULTS

Behavioral performance was assessed by correct responses (mean percentage = 95.2%, mean percentage omissions = 4.8%) and reaction times (mean = 966 ms, standard deviation = 407 ms) to oddball multi-word expressions. Thus, as task performance was appropriate, participants' attention was directed toward comprehension of the linguistic material.

Although mean false positive rate was only 2.4% of all nogo trials, most of them occurred when the verb was a concrete one (condition CC: 58.0% of all false positive responses, condition CA: 7.4% of all false positive responses, condition AC: 25.9% of all false positive responses, condition AA: 7.4% of all false positive responses).

FUNCTIONAL IMAGING RESULTS

Whole brain analysis

The functional localizer task revealed broad activations in left primary and secondary motor cortex including lateral motor/premotor cortex and supplementary motor area, as well as subcortically in the thalamus, the putamen, and the right cerebellum as shown by contrasting the finger tapping periods minus the rest periods. Other activation clusters were located in right postcentral gyrus, right inferior frontal gyrus (pars opercularis), left middle frontal gyrus as well as bilateral in temporal areas and visual cortex (see Figure 2, red-colored, and Table 1).
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Figure 2. Absolute activations resulting from functional localizer task and experimental task. Activations from finger tapping task compared to rest (red), activations from the presentation of abstract and concrete multi-word expressions (CC+AA) in the experimental task compared to rest (blue), and overlapping areas of the functional localizer task and the experimental tasks (green) as revealed by a conjunction analysis. Images were thresholded at p < 0.05, FWE corrected for the whole brain volume, superimposed on representative sagittal, coronal and axial slices of the MNI template using the software MRIcron Version 12/2012 (http://www.mccauslandcenter.sc.edu/mricro/mricron/index.html).



Table 1. Macroanatomical structure, cytoarchitectonical area (Areacyto), percent overlap of cluster with cytoarchitectonical area, cluster size in voxel, MNI coordinates (x, y, z), and maximum T value (Tmax) of the local maxima for the functional localizer task compared to rest.
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Overlapping areas of the functional localizer task and the experimental conditions as revealed by a conjunction analysis (finger tapping > rest ∩ [CC + AA] > rest) are also depicted in Figure 2, blue color indicating experimental task activations and green color indicating overlapping areas, and listed in Table 2. Two left-lateralized activation clusters encompassed the lateral (precentral gyrus) and medial (supplementary motor area) premotor cortex.

Table 2. Macroanatomical structure, cytoarchitectonical area (Areacyto), percent overlap of cluster with cytoarchitectonical area, cluster size in voxel, MNI coordinates (x, y, z), and maximum T value (Tmax) of the local maxima of the conjunction: functional localizer task (finger tapping > rest) ∩ experimental tasks ([CC + AA] > rest).
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As the study focused on differential neural correlates of abstract and concrete contents of language the main effect of interest was achieved by contrasting condition CC (noun referring to a graspable object/motor verb) and condition AA (noun referring to a non-graspable entity/non-motor verb) and vice versa. The direct contrasts CC > AA and AA > CC (p < 0.05, FWE corrected for small volumes using the image masks of the SPM Anatomy toolbox v1.8 and a mask of the temporal lobe generated by the WFU PickAtlas Toolbox v3.0.4, respectively) yielded significant activation clusters within a fronto-parietal-temporal network (Figure 3 and Table 3). In the contrast CC > AA the left inferior frontal gyrus (pars triangularis) and two foci within the left inferior parietal cortex were activated, whereas the reverse contrast AA > CC yielded only one suprathreshold activation cluster in the anterior part of left middle temporal gyrus.
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Figure 3. Direct contrasts of concreteness vs. abstractness. Differences between processing concrete noun-verb combinations (top panel) compared to abstract noun-verb combinations (bottom panel) and extracted contrast values for the pure abstract, the summarized mixed conditions and the pure abstract condition from defined local maxima. Note that for visualization the statistical images were thresholded at p < 0.001, uncorrected, with an extended cluster size of ≥45 contiguous voxels (360 mm3), superimposed on the MNI template using the software MRIcron Version 12/2012 (http://www.mccauslandcenter.sc.edu/mricro/mricron/index.html). The contrast values were extracted from the individual beta images and are depicted as group mean with standard deviation of the mean. Asterisks indicate statistical differences of post-hoc paired t tests (p < 0.05, Bonferroni-corrected for multiple comparisons).



Table 3. Macroanatomical structure, cytoarchitectonical area (Areacyto), percent overlap of cluster with cytoarchitectonical area, cluster size in voxel, MNI coordinates (x, y, z), and maximum T value (Tmax) of the local maxima from the direct contrasts of concrete noun-verb combinations compared to abstract noun-verb combinations (CC > AA) and vice versa (AA > CC).
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Regions of interest analysis

The statistical comparisons of the mixed conditions with the pure conditions (CA > CC, AC > CC, CA > AA, AC > AA) showed no significant effects at the chosen threshold. However, to evaluate the effect sizes for the mixed conditions, the group-averaged contrast values of the maximally activated voxel of the frontal (CC > AA) and temporal (AA > CC) activation cluster were statistically compared between all four conditions using repeated-measures ANOVAs and are also displayed in Figure 3. A significant main effect were analyzed within both regions of interest, i.e., left inferior frontal gyrus [F(3, 72) = 14.27; p < 0.001] and left middle temporal gyrus [F(3, 72) = 6.77; p < 0.001]. As condition CA did not significantly differ from condition AC in both of the activation peaks, both mixed conditions were combined by averaging. Thus, post-hoc paired T-tests were calculated for comparisons of three conditions (CC, MIX, AA) with an adjusted significance level to p = 0.05 (corresponding to uncorrected p = 0.016) by applying a Bonferroni-correction for multiple comparisons (here three). The analysis yielded a significant difference between the MIX condition vs. the AA condition in both regions of interest [left inferior frontal gyrus: T(24) = 4.64; p < 0.001, left middle temporal gyrus: T(24) = 3.16; p = 0.004]. The comparison of the MIX condition vs. the CC condition were not significant in the region of interest left inferior frontal gyrus [T(24) = 1.71; p = 0.101], whereas the differences in contrast values between the MIX and the CC condition in the region of interest left middle temporal gyrus did not reach the corrected significance threshold [T(24) = 2.17; p = 0.040]. Note that based on the above mentioned main effects, condition CC differed significantly from condition AA in all clusters, i.e., left inferior frontal gyrus [T(24) = 5.34; p < 0.001] and left middle temporal gyrus [T(24) = 3.21; p = 0.004].

DISCUSSION

Embodied cognition theories propose that during language comprehension an internal simulation of the content of the word or sentence occurs. Thus, involvement of the same sensorimotor neural network is assumed during the simulation process as while interacting with an object or entity or while executing the action, the word refers to Zwaan (2004).

One of the core open questions in this area concerns the difference in neural representations of concrete and abstract words, as for instance “cake” vs. “theme.” This functional imaging study addressed this question by presenting participants with combinations of nouns referring to graspable/non-graspable objects/entities and motor/non-motor verbs within a concreteness-to-abstractness continuum in order to generate a novel experimental design which also allows to differentiate between the role of verbs and nouns in abstract contents processing.

Firstly, our imaging results replicate previous findings that demonstrate the involvement of motor areas in language comprehension. In contrast to previous studies we chose regular and rhythmic paced and unpaced finger-tapping as a functional localizer. It is important to note that this task excited both primary motor areas and adjacent regions, which are referred to as secondary motor areas that are consequently involved in action observation and language processing. Results show a significant overlap of activations that were evoked by the functional localizer task and also as a result of perceiving abstract and concrete multi-word expressions. The regions involved included the left lateral (precentral gyrus) and medial (supplementary motor area) premotor cortex.

Importantly, our first anatomical prediction was confirmed for the motor areas recruited by language stimuli. Specifically, the activations elicited by the concrete and abstract multi-word expressions were not significantly different from each other within the motor areas identified by the localizer task. Hence, processing of both concrete and abstract language content is crucially supported by the sensorimotor neural network.

Regarding our second anatomical hypothesis, which focused on the dissociation of core areas for both pure concrete and mere abstract multi-word expressions, considerable differences in neural correlates were identified in the present study. Processing of concrete compared to abstract multi-word content predominantly employed a fronto-parietal network, which is a well-known circuit for object perception and manipulation (see early fMRI studies by Binkofski et al., 1999; Buccino et al., 2001). This shows that this network could also be activated by reading nouns that refer to graspable objects, which might reflect the possible nature of the interaction with the object. Conversely, processing of abstract noun-verb combinations compared to concrete language content showed a pronounced activation in the left anterior middle temporal gyrus. Crucially this area is close to the language processing system (see Price, 2010).

The finding of left-lateralized contribution of middle temporal gyrus to abstract rather than to concrete words comprehension is in line with several functional imaging studies on the ability to mentally imagine concrete vs. abstract nouns (Mellet et al., 1998; Sabsevitz et al., 2005). In previous studies, anterior middle temporal gyrus has consistently been activated during categorization of unique entities, such as famous faces (Sergent et al., 1992; Gorno-Tempini et al., 1998; Leveroni et al., 2000; Martin and Chao, 2001). In recent TMS studies, left posterior middle temporal gyrus was shown to be a crucial part of a distributed network for semantic control (Whitney et al., 2011, 2012). Interestingly, (posterior) middle temporal gyrus was found to be recruited during processing of semantic jokes (Goel and Dolan, 2001), while the same area is also involved in control for action rationality, as for instance when goal-directed actions are violated due to contextual constraints, as in the presence of an obstacle (Jastorff et al., 2011). The responsiveness to the violation of contextual constraints seem to be critical in communication and in social interaction. In turn, this appears to be in line with the WAT proposal that the social context of language acquisition impacts upon representations of abstract rather than concrete language content.

Crucially, the pronounced involvement of left middle temporal gyrus in abstract language processing supports multiple representation theories like LASS and WAT. This is insofar as although concrete and abstract language content engages the sensorimotor neural network, abstract word processing relies more on the linguistic neural system. The idea of parallel systems, the language and the motor one, for preferentially processing concreteness and abstractness has been already discussed by Scorolli et al. (2011). Their reaction time study used the same linguistic material but implemented a sentence evaluation task. Reaction times were significantly faster while processing pure concrete and pure abstract language content (CC, AA) compared to the mixed conditions CA and AC (see also a recent TMS study with the same paradigm, Scorolli et al., 2012). However, disambiguation of processing within linguistic neural system preceding or resulting from sensorimotor processing is constrained by the poor temporal resolution of fMRI data in principle.

As well as mere abstract language content, the mixed combinations (CA, AC) also characterized representations of concept meaning. Thus, according to our second anatomical hypothesis, the neural language network was also assumed to be involved while semantically processing nouns referring to a graspable object combined with non-motor verbs or nouns referring to a non-graspable entity combined with motor verbs. Indeed, the mixed combinations reveal activations of the same areas as recruited by the pure abstract and concrete condition, even if to a greater or lesser extent. To point out in detail, analysis of effect sizes within the frontal and temporal regions of interest showed that the pure concrete condition (CC) did not differ from the summarized mixed conditions (CA + AC), but rather conversely, the pure abstract condition (AA) differed significantly from the summarized mixed conditions (CA + AC). Consequently, if either the noun or the verb becomes an abstract meaning, semantic processing predominantly changes to ambiguity. These results in part support the ability of our paradigm to implement a continuum from concreteness to abstractness, and thus, future research could adopt a similar approach by finding appropriate linguistic material.

One point is worth of notice. Even if the present study did not aim to investigate the different representations elicited by multi-word expressions with various degrees of metaphoricity, we cannot exclude a variation of our materials along the continuum of literal-figurative language. Related theories like the coarse-semantic-coding theory (Jung-Beeman, 2005) and the graded salience hypothesis (Giora, 1997) focused directly on the different neural underpinnings of literal and figurative language. The former suggests a right hemispheric advantage for tasks requiring both the integration of distant semantic concepts and for the understanding of figurative language whereas the left hemisphere, instead, would be specialized in analytic tasks that require the processing of literal semantic associations. The latter assumes the dimension of novelty-conventionality to be more salient than the distinction between literal and metaphorical language. Both theories predict that literal language is processed primarily in the dominant left hemisphere, while novel figurative language has faster access to the right hemisphere. But the two theories differ with respect to conventional figurative expressions: According to the coarse-semantic-coding theory the right hemisphere is rather involved in conventional metaphors than in literal expressions, while the graded salience hypothesis proposes conventional metaphors to be rather processed in the left hemisphere. Due to inconsistent evidence provided by functional imaging studies, Bohrn et al. (2012a) conducted a meta-analysis on neuroimaging studies and have found asides bilateral frontal activations the left middle temporal gyrus to be involved in figurative as compared to literal language processing and in conventional as compared to novel metaphors processing, in line with the graded salience hypothesis. The authors concluded that literal and figurative language processing elicit shared neural correlates, but figurative language requires more cognitive resources to integrate words at the phrase or sentence level, thus, recruit more widespread activations. In sum, the meta-analytic results are convergent with our finding of distinct left lateralized activation within the middle temporal gyrus for abstract sentences, which to some extent resemble conventional metaphors. Interestingly, pronounced extensive left middle temporal gyrus activation was also found by another study by Bohrn et al. (2012b) to be correlated with unfamiliar as compared to familiar proverbs.

Thereby, an interesting idea would be to investigate whether any of the activated areas are triggered just by the noun or the verb depending on the emphasis of concreteness or abstractness on the noun or verb. However, as the noun and the verb were presented simultaneously in our paradigm, this issue remains rather speculative. Interestingly, the study by Rüschemeyer et al. (2007) demonstrated the impact of processing the meaning of the entire word (e.g., “be-greifen,” to comprehend) compared to the meaning of its morphological concrete or abstract components (e.g., “greifen,” to grasp). The components identified by Rüschemeyer et al. (2007) concerned single words rather than word combinations, even though it is possible that the same principle could also be applied to the combination of words. With respect to our results, another interesting open question arises regarding sentence comprehension, i.e., whether a single abstract word, independently of its grammatical class, could shift the whole sentence meaning to a mere abstract one.

Moreover, our imaging data showed a clear pattern of left-lateralized neural correlates associated with both concrete and abstract language content. This is, in part, in line with the findings by Binder et al. (2005), as they reported left-lateralized processing of abstract words and bilateral activations of associative areas during the processing of concrete words. The discrepant evidence might be due to differences in both the tasks and the linguistic materials. Compared to the study of Binder et al. (2005) in which a lexical decision task on word-nonword categorization implies superficial processing of concrete highly imageable words (e.g., “cloud”) vs. abstract low imageable words (e.g., “dogma”) and non-words, our paradigm required semantic processing by combining a noun with a verb within a concreteness-to-abstractness continuum. However, in line with our study Desai et al. (2010) employed a sentence sensibility task implying semantic processing of the linguistic stimuli by manipulation just of the verb meaning (e.g., “use the hammer”—“use the opportunity”), thus, resulting in bilateral activation associated with abstract language, even if stronger for the left hemisphere. Consequently, it remains a matter of debate whether processing of abstract language content rests more on a bilateral than on a left-lateralized neural network.

Similarities in design were highly visible in a study by Christoff et al. (2009) in which anagrams with concrete words (as for instance “desk”), moderately abstract words (as for instance “dance”), and highly abstract words (as for instance “myth”) were used and yielded a functional topography in the prefrontal cortex with relative stronger recruitment of left hemispheric ventrolateral, dorsolateral and rostrolateral prefrontal cortex, respectively, with an curvilinear direction of increase in representational abstraction. Interestingly, even if below the used significance and cluster threshold, we have also found an activation within the rostrolateral prefrontal cortex elicited by the contrast AA > CC (cluster size = 6 voxels; MNI coordinates: x = 30, y = 46, z = −4; maximum T value = 3.95). Moreover, our activation was right hemispheric. In contrast to our study, Christoff et al. (2009) employed a task and induced mindsets by cuing the participants to the degree of abstraction of the anagram solution, thus, this might have contributed to the missing significance in our rostrolateral prefrontal activation. Also the application of both a mask of the frontal lobe and a mask of the Brodman area 10, which were generated with the WFU PickAtlas Toolbox v3.0.4 (Maldjian et al., 2003), did not yield significance within a small volume correction. However, the differential representations invoked by reading the word combinations including abstract language content might fit well to the hypothesis of hierarchical processing within the prefrontal cortex (for review, see Badre, 2008; Botvinick, 2008).

CONCLUSION

The discussion on cognitive as well as neural representations of concrete vs. abstract linguistic stimuli is still a matter of keen debate. The present fMRI study addressed this question by using a novel paradigm to demonstrate considerable functional dissociations in the neural correlates associated with the concrete and abstract contents of language. In contrast to previous studies that have generally focused on single words in rather superficial lexical-semantic decision-making tasks (for a review, see Sabsevitz et al., 2005), our paradigm implemented semantic processing of multi-word expressions within a concreteness-to-abstractness continuum. To this end, each concrete noun (denoting graspable objects) was combined with an adequate concrete motor verb and an adequate abstract non-motor verb. Likewise, adequate abstract nouns (denoting a non-graspable entity) were combined with either kind of verbs previously used.

First of all, both concrete and abstract multi-word expressions activated the core areas of the sensorimotor neural network. Hence, this is in line with embodied cognition theories. The finding suggests that internal simulation results in the activation of sensorimotor representations, wherein the grounding is in the sensorimotor system for not only concrete but also for abstract language content. In order to show dissociative neural correlates, direct contrasts of pure concrete vs. mere abstract noun-verb combinations and vice versa were used. Concrete stimuli revealed adjacent activations to the sensorimotor system whereas abstract stimuli elicited pronounced activation of areas known to underlie lexical and phonological processing. Multiple representations like this in turn are predicted by embodied cognition theories including LASS and WAT proposals. Since both LASS and WAT rely on the idea that multiple representations are activated, both theories are compatible with the results we obtained.

However, only WAT makes specific predictions concerning the difference between concrete and abstract words. As explained in more detail in the introduction, the two theories differ in the role they ascribe to linguistic processes. LASS is focused on lexical vs. conceptual levels of language processing, as it assumes that linguistic processes might be rather superficial, while conceptual processes are not. WAT, instead, does not treat linguistic processing as superficial since it can convey meaning. This theoretical difference has lead the former to put emphasis on the differences between more deep and more superficial tasks and processes (e.g., on the difference between lexical decision and picture naming), without focusing on the differences between semantic categories. In contrast, specific predictions concerning the representation of concrete and abstract words derive from the WAT proposal. More specifically, according to WAT the sensorimotor neural network is engaged by both concrete and abstract words, but in particular by concrete words, while the linguistic neural network is pronounced activated by abstract words. According to WAT, the differences in the representation between these two kinds of words are due to their different acquisition modality, since the absence of a concrete word referent with abstract words needs to be compensated by the use of linguistic labels and explanations. This has been demonstrated through recent behavioral evidence in which new concrete vs. abstract words are learnt (Borghi et al., 2011), but further neural evidence could complement this behavioral data. In sum, even if our findings are compatible with both LASS and WAT theories, the WAT proposal can better predict and account for the dissociation of concrete and abstract language content that we presented in our study.
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APPENDIX

PROCEDURE

Besides selecting the linguistic material with regard to familiarity, probability of use, and lexical frequencies, the noun-verb combinations were standardized concerning imageability, literality, quantity of motion and age of acquisition. Thirty German students of the University of Hamburg were asked to rate on a continuous line scale (scores ranging from 0 to 100) the ease or difficulty with which each multi-word expression evoked mental images (imageability: low imagery rate—high imagery rate), how literally they would take each pair (literality: literal—no literal) as well as whether and to what extent each pair elicited movement information (quantity of motion: not much movement—much movement). Additionally, 10 German students were asked to rate at which age they approximately had learned to use each noun-verb combination (age of acquisition). For each rating, scores' averages (M), and scores' standard deviations (SD) were calculated for each condition: noun referring to a graspable object/motor verb (CC), noun referring to a graspable object/non-motor verb (CA), noun referring to a non-graspable entity/motor verb (AC), noun referring to a non-graspable entity/non-motor verb (AA).

RESULTS: IMAGEABILITY

The Concrete noun—Concrete verb combinations were judged as the easiest to imagine (M = 69.10, SD = 12.76), followed by the Concrete noun—Abstract verb combinations (M = 52.72, SD = 15.80), the Abstract noun—Concrete verb combinations (M = 48.53, SD = 12.92), and finally by the Abstract noun—Abstract verb combinations (M = 45.56, SD = 14.51). Therefore, results found the noun to be stronger than the verb in determining the imageability of the whole multi-word expression (see Paivio, 1965).

RESULTS: LITERALITY

The Concrete noun—Abstract Verb combinations were rated as to take most literally (M = 18.89, SD = 13.72), followed by the Concrete noun—Concrete verb combinations (M = 20.22, SD = 18.12), the Abstract noun—Abstract verb combinations (M = 31.23, SD = 19.59), and finally by the Abstract noun—Concrete verb combinations (M = 56.95, SD = 19.01). Thus, participants judged the multi-word expression of condition CA as most literal and the multi-word expression of condition AC as most metaphorical. Note that the meaning of the concrete verb may be different across condition CC and condition AC depending on the context, e.g., the meaning of the verb “schmieden” (to forge) within the expression “einen Ring schmieden” (to forge a ring) differs from its meaning within the expression “einen Plan schmieden” (to forge a plan). In contrast, the meaning of the concrete noun remains the same across condition CC and condition CA, e.g., “einen Ring schmieden” (to forge a ring)—“einen Ring auswählen” (to select a ring).

RESULTS: QUANTITY OF MOTION

The Concrete noun—Concrete verb combinations were rated as eliciting most movement information (M = 34.29, SD = 13.95), followed by the Abstract noun—Concrete verb combinations (M = 27.22, SD = 12.82), the Abstract noun—Abstract verb combinations (M = 17.98, SD = 13.87), and finally by the Concrete Noun—Abstract verb combinations (M = 13.99, SD = 7.39). Thus, multi-word expression of condition CA elicits less movement.

RESULTS: AGE OF ACQUISITION

The age rated by adults has been demonstrated to be the major independent predictor of the objective age of acquisition indices (Gilhooly and Gilhooly, 1980; Zevin and Seidenberg, 2002). Participants rated the Concrete noun—Concrete verb combinations as the ones they learnt first (M = 7.82 years old, SD = 2.21), followed by the Concrete noun—Abstract verb combinations (M = 8.64 years old, SD = 2.55), and finally by both Abstract noun—Concrete verb combinations (M = 10.74 years old, SD = 1.95) and Abstract noun—Abstract verb combinations (M = 10.24 years old, SD = 2.35). Hence, based on concrete nouns were learned earlier than abstract nouns results suggest the noun to be critical in language acquisition.
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A speech–action-repository (SAR) or “mental syllabary” has been proposed as a central module for sensorimotor processing of syllables. In this approach, syllables occurring frequently within language are assumed to be stored as holistic sensorimotor patterns, while non-frequent syllables need to be assembled from sub-syllabic units. Thus, frequent syllables are processed efficiently and quickly during production or perception by a direct activation of their sensorimotor patterns. Whereas several behavioral psycholinguistic studies provided evidence in support of the existence of a syllabary, fMRI studies have failed to demonstrate its neural reality. In the present fMRI study a reaction paradigm using homogeneous vs. heterogeneous syllable blocks are used during overt vs. covert speech production and auditory vs. visual presentation modes. Two complementary data analyses were performed: (1) in a logical conjunction, activation for syllable processing independent of input modality and response mode was assessed, in order to support the assumption of existence of a supramodal hub within a SAR. (2) In addition priming effects in the BOLD response in homogeneous vs. heterogeneous blocks were measured in order to identify brain regions, which indicate reduced activity during multiple production/perception repetitions of a specific syllable in order to determine state maps. Auditory-visual conjunction analysis revealed an activation network comprising bilateral precentral gyrus (PrCG) and left inferior frontal gyrus (IFG) (area 44). These results are compatible with the notion of a supramodal hub within the SAR. The main effect of homogeneity priming revealed an activation pattern of areas within frontal, temporal, and parietal lobe. These findings are taken to represent sensorimotor state maps of the SAR. In conclusion, the present study provided preliminary evidence for a SAR.

Keywords: mental syllabary, supramodal, sensorimotor, motor theory, syllable processing, speech–action-repository, fMRI, conjunction analysis

INTRODUCTION

Crompton (1982) was the first who mentioned storage for articulatory routines of syllables in the context of explaining different speech errors. This notion was further developed by Levelt (1989, 1992, 1993) and subsequently by Levelt and Wheeldon (1994). They postulated a model of speech production comprising two different storages. A mental lexicon is assumed as storage for concepts, lemmas, and phonological representations; a mental syllabary is assumed as storage for motor plans (gesture scores, see also Levelt et al., 1999 and Levelt, 2001). While the assumption of a mental lexicon is widely accepted (e.g., Levelt, 1989; Dell et al., 1993; Elman, 2004) the assumption of a mental syllabary, based on reaction time experiments (Levelt and Wheeldon, 1994), is still being under debate (Aichert and Ziegler, 2004).

The concept of a syllabary implies that a speaker does not need to assemble a frequent syllable each time online from subsyllabic units but simply activates the gesture score of a syllable, which results in a more efficient and faster production (Levelt and Wheeldon, 1994). Thus, a syllabary would be an efficient instrument of conserving neuronal processing time by retrieval of stored neuronal syllabic patterns. Further arguments for the existence of a mental syllabary were provided by Cholin et al. (2006). They determined a syllable frequency effect in monosyllabic and bisyllabic pseudowords in which the first syllable bore the frequency manipulation.

Moreover, neuroimaging studies were conducted in order to identify neuroanatomical correlates of a mental syllabary (cf. Riecker et al., 2008; Brendel et al., 2011). In Riecker et al. (2008) subjects were asked to read aloud visually presented bisyllabic pseudowords during functional magnetic resonance imaging (fMRI). They found main effects of speech production comprising cortical parts of frontal, temporal, and parietal as well as subcortical areas. A significant effect of syllable frequency did not emerge. Brendel et al. (2011) investigated the influence of syllable frequency on speech motor control processes, i.e., overt reading of pseudowords as well. They found a speech production network which is common to high-frequent simple syllables (i.e., consonant (C)-vowel (V) combinations, e.g., [ba:] or [be:]), high-frequent complex syllables (i.e., CCV combinations, e.g. [bli:] or [blu:]), low-frequent simple, and low-frequent complex syllables including cortical frontal, temporal, and parietal as well as subcortical areas. Focused on the mental syllabary, the reaction time analysis showed a frequency effect but in contrast, fMRI data revealed no effect of syllable frequency. In summary, experimental phonetic studies to prove the existence of the mental syllabary are rare and their results are ambivalent (Benner et al., 2007).

However, these imaging studies were limited to the investigation of syllable processing only during speech production and they looked for only one specific region, which hosts the syllabary. In the theoretical computer-implemented neurofunctional speech model of Kröger et al. (2009, 2011) the close relationship of speech production and speech perception is postulated as mentioned by Liberman et al. (1967), Liberman and Mattingly (1985), or Fowler (1986). Moreover the speech–action-repository (SAR) is assumed to be a neurofunctional model of non-symbolic (i.e., without semantics), supramodal (i.e., modality independent) syllable processing, which integrates higher-level (i.e., cortical) sensorimotor representations. In terms of speech processing, this syllable processing level is located between higher-level lexical processing (mental lexicon; cf. Levelt, 1992) and lower-level (i.e., subcortical) motor execution (cf. Riecker et al., 2005). The SAR model is based on simulation experiments (Kröger et al., 2009, 2011) that integrated an associative and self-organizing neural network approach (Kohonen, 2001) comprising two kinds of maps, i.e., a neural self-organizing map and neural state maps. Each of these maps comprises neurons, which represent different syllabic information (see Figure 1). Within the SAR model it is assumed that the syllabary is a supramodal hub linking motor and sensory (somatosensory and auditory) higher-level representations of frequent syllables (Kröger et al., 2011), which involves a brain network rather than one single region. In the current SAR approach, the syllabary not just stores a motor plan (gesture scores) for each frequent syllable. In addition an auditory representation (i.e., the subject knows what the syllable sounds like before he/she produces the syllable) and a somatosensory representation (i.e., the subject knows what the production of the syllable “feels” like) is stored. These representations are linked by a self-organizing supramodal map (phonetic map, Figure 1). Each model neuron within this neural map represents a specific phonetic1 realization of a frequent syllable and more than one phonetic realization of a syllable can be stored here. The sensorimotor knowledge is stored by synaptic link weights, i.e., neural mappings, between neurons of the phonetic map and neurons of the state maps, i.e., motor plan map, auditory map, and somatosensory map, hosting motor and sensory (somatosensory and auditory) representations of a syllable, if it is activated. The supramodal phonetic map is self-organizing and this map and its mappings toward the motor and sensory state maps are trained during speech acquisition (Kröger et al., 2009, 2011). Therefore, the phonetic map as well as the mappings toward motor and sensory maps can be interpreted as a part of long-term memory while the motor and sensory state maps are interpreted as parts of short-term memory (ibid.).
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Figure 1. Example of a neuronal self-organizing network and a specific syllable activation. Activation within the self-organizing phonetic map leads to activation of every neuron within the state maps (motor map, auditory map, somatosensory map) by interconnection of these neurons. By different link weights some neurons are fully activated (dark blue) and some are weakly activated (light blue) and others are zero-activated (bold black).



Due to the fact that the neural mappings between phonetic map and motor and sensory state maps comprise the main sensorimotor knowledge of frequent syllables it is assumed in our approach that the mapping between phonetic map and motor as well as between phonetic map and sensory maps is dense (i.e., a bulk of intersecting connections of model neurons, Figure 1).

Since motor representations occur in the frontal lobe while auditory and somatosensory representations occur in the temporal and parietal lobe (cf. Bohland and Guenther, 2006; Ghosh et al., 2008), it is hypothesized that there is a phonetic map which is anatomically implemented as a supramodal hub in order to allow integration of motor and sensory representations, i.e., state maps in terms of the SAR.

This assumption is examined in this fMRI study using a new reaction paradigm, which is based on simple syllables [consonant–vowel (CV) combinations] in homogeneous and heterogeneous blocks. Two complementary data analyses were performed. In a logical conjunction, activation for syllable processing independent of input modality and response mode was assessed, in order to support the assumption of existence of a supramodal hub (phonetic map) within a SAR. In addition priming effects in the BOLD response in homogeneous vs. heterogeneous blocks were measured, in order to detect brain regions, which indicate reduced activity during multiple production/perception repetitions of a specific syllable in order to determine higher-level state maps (motor plan, auditory, and somatosensory short-term memory state maps).

MATERIALS AND METHODS

PARTICIPANTS

In this pilot study, 20 data sets were recorded from five healthy male subjects who participated four times each. Participants were native speakers of German between 21 and 29 years old. Any health problems and medications that might affect cognitive function and brain activity, like neurologic or psychiatric diseases, were excluded. The handedness of the participants was tested with a German translation of the Edinburgh Handedness Inventory (Oldfield, 1971) to verify right handedness (Laterality Quotient ≥80). Non-verbal intelligence quotient (IQ) was tested with the short version of the Culture Fair Intelligence Test (CFT 20-R; Weiß, 2005). The participants were recruited from the local community. They were informed about the content of the experiment and risks of magnet resonance (MR). They consent in accordance with the guidelines established by the RWTH Aachen University and University Hospital Aachen. The experiment is approved by the University Hospital Aachen Ethics Board.

STIMULI AND PROCEDURE

Experimental stimuli consisted of non-meaningful CV syllables, whereby C was represented by the voiced plosive [b] or the glottal stop [?] in combination with the vowels V = [a:], [e:], [i:], [o:], and [u:]. These syllables were acoustic records of a female speaker and visual characters implemented with the Software Presentation. Due to the experimental findings regarding the mental syllabary it was decided in this study to take only simple syllables. Thus, it is ensured that within this experiment only cortical representations related to the syllabary will be activated (Levelt and Wheeldon, 1994; Cholin et al., 2006). These stimuli were mixed into two different types of blocks. Homogeneous blocks consist of ten same CV syllables (exactly same token), containing each either CV syllables including [b] or CV syllables including [?]. Heterogeneous blocks consisted of five different syllables, which were randomly repeated two times in a block [e.g. bo-be-(pause)-bo-ba-be-ba-bi-bi-bu-bu]. These blocks either include CV-syllables with [b] or CV-syllables with [?]. A smiley appeared after each stimulus cueing the subject to respond now. There were ten different homogeneous blocks and two different heterogeneous blocks in each condition. The two heterogeneous blocks per condition were randomly chosen. Due to the duration of the blocks (see below) and in consequence, in order to ensure participants attention, awareness and physical condition it was decided to take only two heterogeneous blocks. Each of the blocks was repeated including a target [?E:] or [bE:] randomly presented in order to hold concentration. Totally there were 20 homogeneous blocks and 4 heterogeneous blocks randomly presented to the participants in each of four tasks. Each block lasted 40 s, including 10 stimuli [each presented 1000 ms; mean duration of auditory stimuli was 0.787 (0.094)], 10 smileys (each 800 ms), including pauses between stimulus and smiley as well as to the next stimulus (1200 ms), and if appropriate a target with smiley and pause (3 s), and further a 7 s pause to the following block (see Figure 2). The participants had to react with a button press when they see or hear a target. Blocks without a target included a 3 s pause randomly inserted in the block instead. The four tasks (conditions) differed with respect to (1) the presentation mode (visual vs. auditory), and (2) to the response mode (overt vs. covert). This resulted in a total of four task conditions (Table 1). The order of tasks was counterbalanced across participants. During one task the participants had to read aloud the syllables shown on a screen even when a smiley appears (READ). During another task they had to repeat the syllables presenting over headphones (REPEAT). The other two tasks were in the same presentation mode but the participants had to fulfill them in covert in place of overt speech (SILENT_READ AND SILENT_REPEAT). Each task lasted about 17 min. A sparse scanning procedure, where image acquisition pauses during smiley presentation, was used that allowed subjects to produce utterances in relative silence and avoids movement-related artifacts.


[image: image]

Figure 2. Time-series of each stimulus presentation within a time of repetition of 3000 ms. During presentation of the smiley no fMRI scans were made.



Table 1. Schematic representation of the processes taking place during the four different conditions.
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DATA ACQUISITION AND ANALYSIS

The experiment and data acquisition took place within a Siemens Magnetom Trio 3T Scanner. We obtained T2* weighted functional images [time echo (TE) = 40 ms, time repetition (TR) = 3000 ms, flip angle = 90°, 39 slices, field of view (FOV) = 192 mm] using Echo Planar Imaging (EPI) acquisition. Each functional sequence consisted of thirty-nine 1.9 mm thick axial slices, positioned to image around the perisylvian fissure of the brain. A total of 1352 scans (4 × 338) were acquired for each subject. After the experiment we obtained a T1 weighted anatomical volume using magnetization-prepared rapid acquisition with gradient echo (MP-RAGE) sequence of about 9 min 50 s (TE = 3.03 ms, TR = 2300 ms, FOV = 256 mm, slice thickness 1 mm, 176 slices, flip angle = 9°).

Functional data preprocessing was conducted using SPM8 on Matlab 7.10 platform (MathWorks Inc., Natick, MA). Using standard methodology, data were adjusted for slice timing and motion corrected, spatially normalized to MNI space, and smoothed (8 mm FWHM Gauss Kernel) for each session.

A block-design analysis was conducted at the individual level. The statistical evaluation was based on a least-squares estimation using the general linear model for serially auto-correlated observations (Friston, 1994; Friston et al., 1995a,b; Worsley and Friston, 1995). To account for magnetic saturation effects, the first three scans of each time-series were discarded. Thus, 335 scans per task were admitted into the analyses. Because every subject fulfilled four different tasks, each during four sessions, a total of 5360 scans per subject were included in the analyses. The design matrix was generated with a synthetic haemodynamic response function (Josephs et al., 1997; Friston et al., 1998). The δ-functions of the stimulus onsets for each condition (READ, REPEAT, SILENT_READ, SILENT_REPEAT) were convolved with the canonical haemodynamic response with a distribution of 33 s (Friston et al., 1998). Each condition was contrasted against the implicit (resting) baseline, yielding the beta estimates for each condition in each participant.

To assess shared networks of syllable processing, independent of different input modalities and response modes, a conjunction analysis was performed. Inferences relating to consistency and generalizability of findings are reported using across-task and across-subject conjunctions of effects to identify common regional activity in each individual. The logical conjunction analysis was implemented to determine activation of syllable processing independent of input modality and response mode, representing supramodal syllable processing. This was implemented by calculating contrasts per condition per subject. A conjunction of these contrasts was computed per subject. Using the ImCalc tool of SPM8, these images were used to generate a common brain map comprising activated regions of all subjects at a level of p < 0.001 (uncorrected) to get overlapping areas according to the following formula: (i1 > 0) + (i2 > 0) + (i3 > 0) + (i4 > 0) + (i5 > 0). In each bracket it is defined that each conjunction per subject (i1 = subject 1, i2 = subject 2, i3,…) is saved in binary code. That means that each voxel satisfying the condition p < 0.001 (uncorrected) has value 1 and other voxels value 0. The values of the respective voxels in every participant's map are summed up. Within the resulting brain map overlapping regions are identified by a threshold of 2 (two subjects), 3 (three subjects), 4, or 5 and different colors 2. We used the SPM8 Anatomy Toolbox to identify the cytoarchitectonic localization of the effects and to compare common regions of syllable processing activation within the group (Tables 2, 3).

Table 2. Shared activated regions during supramodal syllable processing of at least 2 subjects.
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Table 3. Shared activated regions during syllable priming of at least 2 subjects.

[image: image]

Further the main syllable priming effect in the BOLD response in homogeneous vs. heterogeneous blocks, i.e., syllable priming, was calculated, reflecting the reduced effort of accessing a syllable representation. Therefore, one contrast per subject was computed, considering the distinction of heterogeneous greater than homogeneous blocks, i.e., syllables priming. The main effect image per subject was saved as binary cluster image and, even like described before, calculated in ImCalc to get common regions of activation including all subjects at a level of p < 0.001 (uncorrected).

In addition, in order to provide an additional measure of the stability and reliability of the internal data structure underlying these results, we ran binomial tests over the contrast images of each task (READ, SILENT_READ, REPEAT, SILENT_REPEAT) for each scanning session (1–4) of each subject (1–5), giving a total of 79 values for each local maximum observed in the conjunction analysis (subject 1 did not complete all four tasks in the first scanning session, thus there are 79, not 80, data points). For the binomial tests, the data were binarised, i.e., assigned the value 1 if there was a positive effect for this voxel in this subject × task × scanning session combination, and 0 if the effect was smaller or equal to zero. The binomial test then assessed the statistical probability of an equal distribution of values 1 and 0. Under the null hypothesis, this probability was 50%. A comparable analysis was run cluster-wise for the HET > HOM priming effects.

RESULTS

All neuroanatomical abbreviations can be found in Table A1 of the Appendix.

SUPRAMODAL SYLLABLE PROCESSING

The logical conjunction analysis assessing activation for syllable processing independent from input modality (auditory, visual) and response mode (overt, covert) calculated with the four contrasts (READ, SILENT_READ, REPEAT, SILENT_REPEAT) revealed supramodal syllable processing, individually and comparable over subjects in frontal brain regions (see Figure 3). By computing overlapping areas of all subjects using the ImCalc tool of SPM8, this resulted in a shared activation network of syllable processing of one (purple) to five subjects (white) (p < 0.001, uncorrected). This network comprises frontal areas, i.e., bilateral precentral gyrus (PrCG, area 6) and left inferior frontal gyrus (IFG, area 44) as well as occipital areas, i.e., visual cortex (area 17) (see Figure 3 and Table 2).
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Figure 3. Supramodal syllable processing: conjunction analysis per subject #1–#5 (left) and in group (right): shared of 1 (purple) to 5 (white) subjects (p < 0.001 uncorrected).



SYLLABLE PRIMING

A computation of the main effect of heterogeneous vs. homogeneous blocks was implemented to determine priming effects in the BOLD response, reflecting the reduced or increased effort of accessing the syllable representation for each subject. The resulting conjunction images were compared by using the ImCalc tool. The homogeneity priming revealed an activation pattern, comprising frontal areas, i.e., bilateral IFG (area 44), left supplementary motor area (SMA), right insula, temporal areas, i.e., temporal pole and bilateral middle temporal gyrus (MTG), and parietal areas, i.e., bilateral superior parietal lobe (SPL) and left supramarginal gyrus (SMG, see Figure 4 and Table 3). Activation within these areas was usually more pronounced in the left hemisphere, with overlap of at least three subjects.
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Figure 4. Main effect of syllable priming per subject #1–#5 (left) and in group (right): shared of 1 (purple) to 4 (orange) subjects (p < 0.001 uncorrected).



BINOMIAL TESTS FOR TASK EFFECTS OVER SUBJECTS AND SESSIONS

The binomial test assessing the statistical probability of an equal distribution of values “1” and “0” revealed that the empirical distributions differed significantly from an equal (i.e., random) distribution, with significance levels of p = 0.001 for each region (right precentral gyrus (PrCG), left PrCG, and left IFG).

BINOMIAL TESTS FOR SYLLABLE PRIMING

Similarly, for syllable priming, the binomial test showed results largely comparable to those of the standard GLM conjunction analysis reported above. Except for parts of right and left IFG (see Table 3), all other regions showed distributions differing significantly from the null hypothesis (i.e., equal distribution) at p = 0.05.

DISCUSSION

SUMMARY AND INTERPRETATION

The aim of the current study was to investigate possible cortical locations of the SAR model of Kröger et al. (2009, 2011) in order to support the assumption of existence of a supramodal hub (phonetic map) which is assumed to be anatomically implemented in order to associate representations of higher-level state maps (motor plan, auditory, and somatosensory short-term memory state maps). This was examined in two distinctive analyses: (1) by controlling different input modalities and response modes in order to get supramodal syllable processing, and (2) by evoking syllable priming effects in order to determine activated regions during access to sensorimotor representations (state maps) in terms of the SAR.

The analysis of supramodal syllable processing resulted in a significant activation network, involving frontal areas, i.e., bilateral PrCG as well as left IFG (area 44, Figure 3). In the framework of the present study, these regions are related to the phonetic map as a supramodal hub. Furthermore, syllable priming evoked activation in frontal areas, i.e., bilateral IFG (area 44), left SMA, and right insula as well as in temporal areas, i.e., left temporal pole and bilateral MTG as well as in parietal areas, i.e., bilateral SPL and left SMG (Figure 4). This neurofunctional network represents access to different modality specific representations (state maps). Figure 5 summarizes activated areas representing the SAR, i.e., supramodal hub (red) as well as higher-level state maps (blue). These findings are consistent with the notion of a SAR (Kröger et al., 2009, 2011).


[image: image]

Figure 5. Comparison of shared activation networks: supramodal syllable processing (red) with main effect of syllable priming (blue) (p < 0.001 uncorrected) shared of subjects ≥2.



Within this study parts of frontal, temporal, and parietal areas were found to be activated during syllable processing. Frontal regions [IFG (area 44), bilateral PrCG and left SMA] represent preparative aspects of syllable processing (e.g., Riecker et al., 2005; Bohland and Guenther, 2006; Brendel et al., 2011). These areas as well as the superior cerebellum are activated during speech motor planning (e.g., Riecker et al., 2005; Bohland and Guenther, 2006; Ghosh et al., 2008). This is in line with the current findings. In a study, which controlled syllable frequency activation, Papoutsi et al. (2009) found activation in the PrCG as well as IFG bilaterally during production of low-frequent syllables. In the current study, among others, the same regions were found. Moreover, Riecker et al. (2005) as well as Eickhoff et al. (2009) found the IFG (area 44) as starting point of speech initiation. Previous studies provide further evidence of the PrCG and IFG (area 44) to be important during syllable preparation and provide evidence for these regions to play a major role in the SAR. In the framework of the present study PrCG and IFG (area 44) might relate to the supramodal hub on the one hand, and IFG (area 44/45) and SMA to the motor plan state map of the SAR on the other hand.

It is important to note that activations of the PrCG and IFG (area 44/45) during supramodal syllable processing and during syllable priming did not overlap (see Figure 4). This supports the assumption of different areas to represent different kinds of maps within the SAR, i.e., the supramodal hub and the state maps. However, further investigations have to confirm these new findings.

In the temporal lobe bilateral activation of the MTG was found. We assume the activation of this area to represent access to the auditory state map of the SAR. In previous literature the MTG is described in connection with lexical and semantic access (Hickok and Poeppel, 2007), but in the current fMRI investigation stimuli were meaningless. Rimol et al. (2005) determined that the MTG plays a role during phonetic encoding of syllables and Chang et al. (2008) reported children who stutter had less gray matter volume in the bilateral MTG relative to fluently speaking children. This might support the role of the MTG in accessing the auditory state map of high-frequent syllables within the SAR. But further investigations are needed to explain the role of the MTG more precisely.

Syllable priming effects were found in the left SMG as well as bilateral SPL. In the framework of the present study, these activations might represent access to the somatosensory state map of the SAR. This is supported by different fMRI studies in which somatosensory syllable processing was found to take place in the ventral somatosensory cortex and anterior SMG (Hashimoto and Sakai, 2003; Ghosh et al., 2008; Tourville et al., 2008). However, parietal areas were also associated with verbal working memory (Smith et al., 1998) or a phonological store, which can be temporarily activated by incoming verbal information (Jonides et al., 1998). Henson et al. (2000) assumed that SPL and SMG participate in phonological recoding of visually presented verbal materials. It cannot be ruled out completely that some aspects of activation of SPL and/or SMG relate to phonological processes within the current study. Furthermore, the posterior parietal cortex is traditionally associated with attention (Posner and Petersen, 1990); therefore, priming effects in the parietal lobe could partly reflect attention as a cognitive function in the current study as well.

Activation of the visual cortex during all conditions (supramodal syllable processing) is due to the fact that a smiley is presented during every condition cueing the subject to speak. Because this region is not sensitive to the syllable priming effect it is not further interpreted to be relevant to the SAR.

Furthermore, bilateral activation was found in premotor cortices. In order to examine whether activations on the right hemisphere are due to the button press, which was performed with the left hand after a target appeared, we conducted a control analysis, comparing data including target responses to data including no target responses. Except for the fact that blocks with targets were analysed separately from those without targets, this analysis was identical to the original analysis. This comparison revealed a right hemispheric involvement also during syllable processing when no buttons were pressed. Thus, the right premotor activation seems to be independent of button press activation, but truly related to syllable processing.

LIMITATIONS

Within this study design it could not be analyzed in greater detail, if temporal regions represent auditory, parietal regions represent somatosensory, and frontal regions represent only motor plan functions. To evaluate each state map within the SAR another study design with tasks that can be differentiated clearer has to be generated. Furthermore, using exactly the same tokens to represent auditory stimuli in the homogeneous blocks could result in facilitation of acoustic information processing besides syllable processing. However, this is likewise true for, and in part due to, the processing of the visual stimuli, which were also identical. Thus, whereas auditory (and likewise) facilitation may indeed contribute to the priming effect, these are rather complementary and thus unlikely to drive the supramodal effects reported here.

Within the approach of the SAR it is described that the supramodal hub and the state maps are simultaneously activated (Kröger et al., 2009). With aid of our analyses we cannot determine whether activation of supramodal syllable processing and syllable priming within the cortical regions is temporally simultaneously or temporally successively. Repeating this experiment in further subjects using simultaneous dynamic casual modeling in addition, the order of activation and the direction of activation might be determined. This will be examined in a larger group of participants.

Two different kinds of blocks were used in this study, i.e., 10 homogeneous and 2 heterogeneous blocks. In fact, if having 2 instead of 10 heterogeneous blocks induced some bias in the data, this bias would work against the hypothesis that there is syllable priming, not in favor of it. This is because of the potentially higher amount of variability in the relatively small number of blocks. Nonetheless, the differences of the beta estimates were consistently higher than 0, i.e., providing reliable effects—even across subjects.

Given that the group of participants was small (n = 5), even though the data set itself was larger by virtue of the repeated scans and multiple tasks, further of a supramodal hub and its mappings to the sensorimotor state maps in a larger sample are desirable.

CONCLUSION

The current study was to the best of our knowledge the first to investigate the assumption of a supramodal hub and different sensorimotor representations (state maps) in two different analyses: (1) by controlling different input modalities and response modes and (2) by evoking syllable priming. This investigation revealed new insights in syllable processing in terms of a SAR. The cortical regions, which were found in this study, are in line with the SAR approach by Kröger et al. (2009, 2011). In order to provide more evidence for this, there will be further syllable processing investigations.
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FOOTNOTES

1(1) Within this approach “phonetic” does not just cover “auditory” but as well “motor” and “somatosenory.” That means, the term “phonetic” covers all sensory domains, which are important for speech and in addition the motor domain (including articulation), because speech is generated basically by vocal organ movements and then transferred into an acoustic speech signal at the level of the vocal tract. (2) “Phonetic” is used as dissociation of the term “phonological”: the phonetic map/hub is the central layer of the mental syllabary, while a phonological hub might be a central layer of the mental lexicon. The term “phonetic” underpins, that in this approach, storage of syllables (the mental syllabary), consisting of motor and sensory information without meaning, is meant. (3) “Phonetic” means furthermore “comprising every speech modality,” i.e., “supramodal” or “amodal”: “phonetic” comprises motor, auditory, and somatosensory information and the hub is meant as neural storage entity, which processes information of these three different modalities.

2A conjunction analysis of READ, SILENT_READ, REPEAT, and SILENT_REPEAT that was significant for an individual participant at p < 0.001 effectively means that, for a voxel surviving this analysis, each single contrast was significant at p < 0.001, so the effective p-value for this voxel is p = (0.001)4 = 0.000000000001. This, in turn, means that a voxel which is shared by more than one subject has an effective p-value of p = (0.000000000001)i, with i being the number of subjects for which the maps overlay at this point.
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Mu rhythm desynchronization reveals motoric influences of hand action on object recognition
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We examined the effect of hand grip on object recognition by studying the modulation of the mu rhythm when participants made object decisions to objects and non-objects shown with congruent or incongruent hand-grip actions. Despite the grip responses being irrelevant to the task, mu rhythm activity on the scalp over motor and pre-motor cortex was sensitive to the congruency of the hand grip—in particular the event-related desynchronization of the mu rhythm was more pronounced for familiar objects grasped with an appropriate grip than for objects given an inappropriate grasp. Also the power of mu activity correlated with RTs to congruently gripped objects. The results suggest that familiar motor responses evoked by the appropriateness of a hand grip facilitate recognition responses to objects.

Keywords: affordance perception, object recognition, mu rhythm suppression, EEG, cognition

INTRODUCTION

There is a growing body of evidence indicating that the visual system responds to action possibilities in an image (to “visual affordance”; see Gibson, 1979). For example, Tucker and Ellis (1998) showed that the time to make upright or inverted decision to objects using the left or right hand is affected by the orientation of the handle depicted in the image. Responses are faster when the orientation of the handle is congruent with the hand used for the response. Such congruency effects are suggestive that motor responses are automatically activated by objects, and this influences the speed of responding (which is faster when the activated motor response matches the response for the task). Other research indicates that it is not only the properties of objects, but also the way they interact with body parts that “affords” action. Yoon and Humphreys (2005) had participants verify a name to an object that was depicted with a hand offering a grip that was either congruent or incongruent with the action applied to use the object. Although the grip was irrelevant to the verification task they found that responses were affected by the congruency of the hand grip. Placing objects in relation to the hands also influences object classification. Yoon et al. (2010) had participants classify pairs of objects on the basis of whether they would normally be used together. The objects were presented either alone or alongside a stooge whose hands reached to each object. Classification responses were faster when the objects were presented in their normal co-locations for action (e.g., fork on the left, knife on the right), and this effect of object positioned was particularly strong when the stimuli were aligned with the arms of the stooge. Yoon et al. propose that the possibility of action, evoked by placing objects in correct positions in relation to the body, enhances object classification. There are also effects apparently evoked directly by seeing the hand adopt a particular grip. Borghi et al. (2005) showed that categorical decisions to manipulable artifacts vs. natural objects were affected when photographs of hand postures with a power or precision grip were used as primes. For example, participants were faster to respond to natural objects which could be grasped by a precision grip when the prime was a precision grip hand posture. The results are consistent with responses to objects being primed by the pre-activation of a motor response, triggered by the hand grasp.

The factors critical for these effects of body stimuli on responses to objects, however, have yet to be fully specified. In an fMRI study with objects positioned for action similar to those of Yoon et al. (2010), Roberts and Humphreys (2010) found increased brain activity in visual brain regions (the lateral occipital complex and anterior fusiform gyrus) for objects shown in action-related vs. unrelated positions. These data suggest that part of the action-based effects may reflect enhanced visual processing, perhaps because interacting objects are visually familiar. One possibility, then, is that the sight of body parts interacting with objects leads to a similar “direct” enhancement of visual processing. A further possibility, though, is that the body parts evoke a motor response that is modulated by whether the objects are gripped appropriately or inappropriately for action. An enhanced motor response to a congruently gripped object may lead to faster classification times. EEG data are consistent with this. Kumar et al. (2012) presented images of manipulable objects with congruent and incongruent grips while recording EEG responses. Congruently gripped objects generated an early enhanced response over motor cortex in the P1 time window (90–120 ms) and over posterior brain areas in the later N1 time window (130–150 ms). The data suggest that congruently gripped objects evoke a rapid motor response, which may feedback to enhance object processing. There was also evidence for facilitated motor planning of the response to congruently gripped objects, reflected in the lateralized readiness potential. At a later time period (after 180 ms) Petit et al. (2006) have reported increased neuronal responses over motor cortex for objects depicted with an awkward grasp, perhaps then reflecting the difficulty of using the object. These rapid motor responses to objects may stem from so-called canonical neurons (neurons associated with visuo-motor transformations of objects) which are activated when a hand shapes to grasp an object (Fogassi et al., 2001). On the other hand, the “classic” mirror neuron system appears not to be sensitive to how objects are grasped (Johnson-Frey et al., 2003).

In the present study we present converging evidence for the involvement of rapidly-evoked motor responses to correctly gripped objects using EEG-based oscillatory activity. We analysed event-related desynchronization/synchronization (ERD/ERS) of the EEG response to objects shown with congruent or incongruent grips. ERD can be used as an index of neural excitation (Goldman et al., 2002) whereas ERS reflects an inactive network state (Pfurtscheller et al., 1996). Most notably, ERD observed in the mu frequency band (8–12 Hz) is typically taken as evidence of motor preparation (Pfurtscheller et al., 1997, 2000; Derambure et al., 1999; Pineda, 2005) and has been observed in relation to both object-directed grasp responses (Pfurtscheller et al., 1996; Muthukumaraswamy and Johnson, 2004) and precision grips (Muthukumaraswamy et al., 2004). Here we assessed evidence for increased ERD in the mu frequency band over scalp motor regions when participants made object decisions to congruently and incongruently gripped objects, and whether this related to behavioral performance. Evidence for changes in mu activity would fit with there being early-evoked motor responses to objects that are mediated by grip congruency.

METHODS

PARTICIPANTS

Seventeen (3 male) undergraduate students of the School of Psychology, University of Birmingham, participated for cash or course credit. All the subjects were right handed (self report) and had normal or corrected-to-normal vision. Participants provided written consent prior to participation. The study was approved by the Local Ethics Committee of the University of Birmingham and conformed to the Declaration of Helsinki.

Materials

The stimuli were 2D pictures based on 30 graspable real objects. Based on these real objects, 30 graspable non-objects were produced in Adobe Photoshop CS by combining the parts of two different objects. The images of real objects were paired pseudo-randomly and from each pair a handle of one object and the main “body part” of another object were extracted and merged together to generate a non-object (see Figure 1 for example stimuli). The non-objects were all visually inspected and judged to be “usable.” Every object was photographed with a congruent grip and an incongruent grip, and every non-object was edited to include either a congruent or an incongruent grip depending on the relations between the hand and the handle. In the incongruent grip condition, a grip was chosen that was appropriate for another real object, so that congruent and incongruent grips did not differ in their visual properties across the complete set of stimuli. The frame size of the stimuli was 450 pixels wide and 370 pixels high (degree of visual angle: 10°), and this window was placed at the center of the computer screen throughout the experiment.
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Figure 1. Examples of the stimuli used in the experiment. Objects and non-objects were gripped congruently or incongruently.



Design and procedure

Participants were required to ignore the depicted hand-grips and to focus on the objects and non-objects. The task was to decide as quickly as possible whether the target was a real object or a non-object. Participants responded by pressing the keys on the keyboard with either their right or left hand index fingers (nine participants used their right had to respond “yes,” the other eight used their left hand). The order of the tasks and the assignment of the left and right keys to the “yes” and “no” responses were counterbalanced across participants. Participants received 120 stimuli; 30 objects and the same number of non-objects and each was depicted with a congruent hand grip or an incongruent handgrip.

The participants received 12 practice trials before each task. Each trial began with the presentation of a fixation point for 1000 ms in the middle of the screen, which was followed by a target stimulus for 1000 ms. Participants had to make a response as quickly and accurately as possible and within a deadline of 4000 ms after stimulus onset (Figure 2 shows a typical trial presentation). Online electroencephalograms (EEGs) were measured while participants performed the task.
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Figure 2. Trial structure used in the experiment. In this example the stimulus is in the congruent grip condition.



EEG RECORDING AND DATA PROCESSING

EEG was recorded continuously with Ag/AgCl electrodes from 128 scalp electrode locations. The electrodes were placed according to the 10-5 electrode system (Oostenveld and Praamstra, 2001) using a nylon electrode cap. Vertical eye movements were monitored through an electrode placed on the left eye infra-orbital region and horizontal by bipolar electrodes placed on the outer canthi of each eye. Common Mode Sense (CMS) and Driven Right Leg (DRL) electrodes were used as references and ground. EEG and electro-occulogram (EOG) signals were amplified with BioSemi Active-Two amplifiers and sampled at 1024 Hz. The continuous EEG recordings were off-line referenced to average of left and right mastoids. Eye movement correction was done using a regression based method implemented in Brain Vision Analyser (Gratton et al., 1983). Continuous EEG was segmented in epochs from 1000 ms before target-onset to 1000 ms after target-onset. Activity for 1000 ms pre-stimulus was taken as the reference interval and reflected activities associated with fixation cross processing. Epochs were discarded if the voltage exceeded ±100 μ volt. The remaining epochs were band pass filtered in narrow frequency band of 8–10 Hz and 10–12 Hz (24 db/oct) for further analysis. We chose two frequency bands of 8–10 and 10–12 which may reflect (i) widespread non-specific movement and (ii) focused specific movement activities, respectively (Pfurtscheller et al., 2000). ERD/ERS were computed according to the commonly used approach (Pfurtscheller and Aranibar, 1977, 1979; Pfurtscheller and Neuper, 1994; Pineda, 2005). Bandpass filtered epoch's amplitude were squared and averaged across all trials for each conditions separately. For each data point, ERD/ERS were calculated in accordance with the standard formula: [(band-power-active-interval − band-power-reference-interval)/band-power-reference-interval] × 100. Smoothing of ERD/ERS traces was performed by using a moving averaging window of 100 ms. ERD/ERS was calculated on pooled 8 electrodes from each hemisphere representing scalp activity over primary sensory motor (PSM) region and for supplementary motor area (SMA) by pooling 4 central electrodes as reported in an earlier high density EEG study of alpha ERD (Babiloni et al., 1999). ERD/ERS was calculated for mean activity in every 100 ms time window after stimulus onset on the smoothed ERD/ERS traces.

RESULTS

BEHAVIORAL RESULTS

Error rates and median reaction times (RTs) for correct response trials were analysed with a 2 (object type) × 2 (grip) repeated measure analysis of variance (RMANOVA). Paired t-tests were used to decompose the interactions. RTs to objects were significantly faster compared to those to non-objects [F(1, 16) = 11.955, p = 0.003]. Neither the main effect of grip nor the grip × object type interactions were significant (all Fs < 1). For errors there were main effects reflected reduced error rates for objects compared to non-objects [F(1, 16) = 7.001, p = 0.017] and to stimuli with incongruent relative to congruent grips [F(1, 16) = 22.162, p = 0.001]. There was also a significant interaction between object type and grip [F(1, 16) = 12.161, p = 0.003]. Participants made more errors when classifying non-objects with a congruent grip compared with non-objects with an incongruent grip (t = 5.190, p = 0.001). Their accuracy was also worse for non-objects gripped congruently than objects gripped congruently (t = 3.756, p = 0.002). Figure 3 depicts median RTs and the error rate.
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Figure 3. The error rate and RTs related to congruently and incongruently gripped objects and non-objects. The error bars represent 1 standard error.



TOPOGRAPHIC ANALYSIS

Topographic maps of ERD/ERS activity, created by spherical spline interpolation, showed mu rhythm ERD across electrodes over motor cortex lasting around 300 ms after stimulus onset. We also observed what was likely alpha ERD in the same time window across the posterior brain areas which may reflects sensory processing of the stimuli (Figure 4). Alpha and mu have overlapping frequency distributions but are functionally different. Figure 4 also shows that ERD in the non-object conditions over motor cortex was shorter and weaker than that found in the object conditions.
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Figure 4. Grand averaged topographic maps show ERD/ERS in 8–10 Hz (A–D) and 10–12 Hz (E–H) mu frequency bands. Panels (A) and (E) represent the object congruent grip condition, (B) and (F) the object incongruent grip condition, (C) and (G) the non-object congruent grip condition and (D) and (H) the non-object incongruent grip condition. Electrodes pooled over the PSM areas are shown in red rectangles and yellow rectangles show electrodes pooled over the SMA. Panel (A) reflects the condition with congruent grips to objects and shows an extended period of ERD activation. ERDs are followed by ERS in later time windows. ERD, event-related desynchronization; ERS, event-related synchronization; PSM, primary sensory motor area, SMA, supplementary motor area.



ERD/ERS ANALYSIS

Statistical analysis of activity in electrodes over PSM scalp regions was carried out using a RMANOVA with 2 (hemispheres) × 2 (object-non-object) × 2 (grip) factors. A similar analysis was conducted on activity over the SMA scalp region with 2 (objects) × 2 (grip) factors, with SMA activity computed from one pooled area over the central brain region.

A significant 3-way interaction [hemisphere × object type × grip; F(1, 16) = 8.125, p = 0.012] and main effect of object type [object > non-object; F(1, 16) = 4.713, p = 0.045] was observed in the 100–200 ms time window in the 8–10 Hz mu band. The data presented in Figures 4 and 5 indicate that ERD was higher in the left hemisphere for congruently gripped objects, compared with the other conditions. Breakdown of the interaction effect was carried out by analysing activity in the left and right hemispheres separately. Taking activity in the right hemisphere only, the ERD for objects was reliably higher than for non-objects [F(1, 16) = 6.370, p = 0.023]. However, there were no reliable effects of grip [F(1, 16) = 1.088, p = 0.312] and no interactions [F(1, 16) = 0.628, p = 0.440]. For the left hemisphere there was an interaction of object type and grip [F(1, 16) = 7.536, p = 0.014]. There was greater power in the mu band for congruently gripped objects relative to congruently gripped non-objects (t = 2.486, p = 0.024) and (marginally) relative to incongruently gripped objects (t = 2.061, p = 0.056).
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Figure 5. Grand averaged ERD/ERS traces (smoothed across a 100 ms moving window) from electrodes pooled across the scalp regions of primary sensory motor area and supplementary motor area (PSM and SMA). ERS for non-objects started earlier than for objects and ERD related to congruently gripped objects lasted longer and had a greater amplitude in the lower (A) and the upper (B) mu frequency bands. ERD, event-related desynchronization; ERS, event-related synchronization; PSM, primary sensory motor area; SMA, supplementary motor area.



In the same mu band and time period significantly higher ERD was also observed for objects compared to non-objects over the SMA [F(1, 16) = 5.207, p = 0.037].

Across the same time window (100–200 ms) ERD/ERS activity across the PSM in the upper mu band also showed a significant three-way interaction [F(1, 16) = 9.807, p = 0.006] along with significantly higher ERD for objects than non-objects (main effect: F(1, 16) = 6.088, p = 0.025). In the right hemisphere there was a reliable effect of object type (object > non-object; F(1, 16) = 6.717, p = 0.020) but no effect of grip and no interaction (all Fs < 1). In the left hemisphere there was a marginal object type × grip interaction [F(1, 16) = 3.242, p = 0.091], with congruently gripped objects having more ERD power than congruently gripped non-objects condition (t = 2.489, p = 0.024). There was a significant main effect of object type, with higher ERD power for objects than non-objects [F(1, 16) = 4.594, p = 0.048]. Over the SMA the upper mu rhythm ERD was significantly higher for objects than non-objects across the same time period [F(1, 16) = 6.310, p = 0.025].

After 200 ms, the ERS started to emerge mainly for non-objects and incongruently gripped objects in the mu frequency bands, and this continued until at least 300 ms post-stimulus onset (Figures 4 and 5A,B). These data were not analysed further as they were not the focus of the present paper.

We also tested for effects of the conditions in the alpha frequency band over occipital areas. For this analysis we pooled activity from four electrodes over occipital scalp regions (O1, POO9h, OI1h, PO3: O2, POO10h, OI2h, PO4h) from the left and right hemispheres. None of the effects were reliable.

RELATIONS TO BEHAVIOR

We also examined correlations between the EEG data and behavior, using Pearson product moment correlations and Bonferroni correction for multiple comparisons. In the 0–100 ms time window and 8–10 Hz range there were reliable negative correlations between RTs to congruent objects and the mu ERD in the same condition, for the left PSM (r = −0.634, p = 0.006) and the SMA (r = −0.628, p = 0.007). The same correlations were also reliable in the 10–12 Hz range (left PSM, r = −0.645, p = 0.005; SMA r = −0.626, p = 0.007). Figure 6 shows the correlations.
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Figure 6. Scatter plots with the best fitting linear lines showing significant correlations between RTs for congruently gripped objects and mu rhythm ERD/ERS over different scalp regions in 8–10 and 10–12 Hz frequency band in the 0–100 ms time window after stimulus presentation. PSM, primary sensory motor area; SMA, supplementary motor area.



DISCUSSION

We examined the effects of depicting objects with a congruent or incongruent hand grip on brain activity in the mu rhythm over brain regions involved in motor programming and enactment. Even though the hand grip was irrelevant to the object decision task, it significantly affected performance. Participants responded faster to objects than to non-objects and there were reliable effects on errors too- non-objects depicted with a congruent hand grip were difficult to reject as non-objects. This latter result likely reflects a mismatch between the grip (congruent with a potential action) and the stimulus (a non-object), with participants making errors due to classifying the stimulus on the basis of the action depicted rather than the form. Given that grip was irrelevant to the task, and that grip congruence disrupted performance to non-objects, then the data indicate that effects of object grasp are difficult to ignore and can automatically affect object discrimination. The behavioral results observed in our study supports previous findings such as those of Borghi et al. (2005, 2007) who showed that the presence of a congruent grasp prior to the an object affected the time to decide whether the object was an artifact or natural stimulus (see also Helbig et al., 2006, 2010; Vainio et al., 2008). In addition, there were significant effects of object grip on electrophysiological activity, with early modulation of ERD in the mu band. Most notably, objects assigned a correct grip showed enhanced and prolonged ERD over primary motor cortex scalp region and SMA scalp regions, when compared to the other conditions (objects assigned an incongruent grip or non-objects). These effects emerged within a time window between 100 and 200 ms after stimulus onset. Furthermore, the ERD was higher across the PSM region for congruently gripped objects in both the lower and upper mu bands between 100 and 200 ms. Correlations between ERD activity for congruent hand grips to objects and RTs in that condition emerged over the left hemisphere sites across an even earlier time window, linking the ERD effects to behavior.

The enhanced mu rhythm we found in the left hemisphere when objects were gripped congruently may indicate the early activation of a motor response to these stimuli. Previous research has shown that the left hemisphere is dominant for the representation and planning of motor action (Haaland and Harrington, 1996; Rushworth et al., 2001). In a recent EEG study, Proverbio et al. (2011) also showed that brain responses related to tools were stronger in the left hemisphere and there is considerable evidence for left lateralization of deficits in tool use in apraxia (Kalenine et al., 2010) and in fMRI in normal participants (Króliczak and Frey, 2009). In the current data the effects of congruent grip modulated mu rhythm in both upper and lower frequency bands. Previous work indicates a functional distinction between lower (8–10 Hz) and upper (10–12 Hz) mu rhythm activity, associated respectively, with widespread non-specific movement and focused specific movement activities (Pfurtscheller et al., 2000). The advantage for congruent grips that we report was present across both frequency bands, consistent with both non-specific and specific movements being activated.

In general our results are compatible for a broad set of other data. In a recent EEG study examining power changes in mu rhythm, Proverbio (2012) found decreased power for manipulable objects compared to non-manipulable objects in 10–12 Hz frequency band over centro-parietal scalp regions. Perry and Bentin (2009) have also shown that mu rhythm desynchronization is larger when a hand grasps an object compared to when repetitive hand movements are made. Likewise Muthukumaraswamy et al. (2004) found that mu rhythm was more suppressed when participants grasped an object compared to when a grasp was not object-directed. Goal-directed activities have also been shown to modulate mu rhythms more than non-goal directed activity (Babiloni et al., 1999). Here we propose that early mu rhythm de-synchronization to congruently gripped objects reflects activation of a goal-based action to grasp the depicted object.

The current results support our prior findings which demonstrated an effect of hand grip on object decisions in early ERP components over motor cortex (P1), followed by later effects over more posterior brain regions (N1). In addition, we earlier reported effects on motor preparation (modulation of lateralized readiness potentials). The results are consistent with congruent hand grip generating a rapid and relatively automatic motor response to objects, especially when a familiar object is presented. This enhanced motor response may both feedback to modulate visual processing (Kumar et al., 2012) and prepare a more rapid response to congruently gripped objects.

Our finding that mu rhythm de-synchronization correlated with object decision responses also matches previous findings such as those of Borghi et al. (2005, 2007) who found that the presence of a congruent grasp presented prior to an object affected semantic decisions as to whether an object was an artifact or a natural stimulus (see also Helbig et al., 2006, 2010; Vainio et al., 2008). Our ERD data suggest that objects assigned a congruent grip evoke an enhanced motor response independent of lower-level sensory changes associated with applying a congruent grip to the objects (note that there was no effect on occipital alpha activity). The early ERD effect to congruently gripped objects indicates in turn that the motor system is tuned to familiar body responses to objects, enabling motor preparation to be rapidly triggered in relation to the appropriate visual cue. The data fit with “dual-route” accounts of visually-evoked action, which assume that visual cues can provide an associative trigger to the motor system independently of access to semantic knowledge (see Riddoch et al., 1989; Yoon et al., 2002). Such triggers are provided by familiar objects more than non-objects. Previous work indicates that mu rhythms are affected more by goal directed activities than non-goal directed action (Babiloni et al., 1999). Here we suggest that sight of the congruently gripped object primed participants to respond with a goal directed action to familiar objects. This triggered action also linked to the speed of the behavioral response to congruently gripped stimuli, perhaps because the behavioral response was associated with responding to a familiar object. In contrast, any motor action triggered by a congruently gripped non-object may disrupt responding to the stimulus as a non-object, and indeed we found that there was decreased accuracy to congruently gripped non-objects. The results indicate that motor-based affordance, based on whether stimuli are depicted with a congruent grip, can spill-over to affect categorization responses either positively (when the familiar affordance aligns with the required behavioral response) or negatively (when the affordance mis-matches the behavioral response).
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Comprehension of words is an important part of the language faculty, involving the joint activity of frontal and temporo-parietal brain regions. Transcranial Magnetic Stimulation (TMS) enables the controlled perturbation of brain activity, and thus offers a unique tool to test specific predictions about the causal relationship between brain regions and language understanding. This potential has been exploited to better define the role of regions that are classically accepted as part of the language-semantic network. For instance, TMS has contributed to establish the semantic relevance of the left anterior temporal lobe, or to solve the ambiguity between the semantic vs. phonological function assigned to the left inferior frontal gyrus (LIFG). We consider, more closely, the results from studies where the same technique, similar paradigms (lexical-semantic tasks) and materials (words) have been used to assess the relevance of regions outside the classically-defined language-semantic network—i.e., precentral motor regions—for the semantic analysis of words. This research shows that different aspects of the left precentral gyrus (primary motor and premotor sites) are sensitive to the action-non action distinction of words' meanings. However, the behavioral changes due to TMS over these sites are incongruent with what is expected after perturbation of a task-relevant brain region. Thus, the relationship between motor activity and language-semantic behavior remains far from clear. A better understanding of this issue could be guaranteed by investigating functional interactions between motor sites and semantically-relevant regions.

Keywords: neuromodulation, action understanding, neuroimaging, cognitive neuropsychology, language semantics

INTRODUCTION

To know a thing is to have information about that thing. To know what “sea” means implies to have information about the appearance, color, texture, taste, temperature, shape, and so on, of that thing. The compositional nature of a concept may be captured by its cortical representation, involving the collective activity of multiple brain regions, each carrying information more or less specific to the various aspects of a concept. One objective of cognitive neuroscience is to define which brain regions are necessary parts of the semantic network, which house core, abstract or general, information about a concept, and which code for specific (e.g., perceptual, functional or motor) aspects.

In word comprehension, an ad-hoc distinction can be drawn between classic language-processing regions, i.e., brain regions that are generally accepted as part of the language-semantic network, and brain regions that are traditionally regarded as motor substrates, and more recently implicated in higher-cognitive functions, including language. The recruitment of motor regions, primarily documented with neuroimaging, has greatly impacted the empirical and theoretical work on the nature of conceptual representations and the mechanisms through which the brain implements abstract concepts and symbolic operations.

Here we briefly illustrate cases in which transcranial magnetic stimulation (TMS), has contributed to refining hypotheses about the function of language-related regions, developed in cognitive neuropsychology and neuroimaging research. We then consider how the same methodology has been applied to investigate the nature of language-related motor activity.

TMS TO STUDY LANGUAGE

A TMS pulse adds noise in the neural activity of a relatively focal cortical region (Walsh and Cowey, 2000; Ruzzoli et al., 2010). This perturbation transiently (i.e., with a temporal resolution of a few tens of milliseconds) disrupts the normal ongoing activity in the target region, which results in a behavioral change. This general principle, common to the various TMS protocols (single-pulse, repetitive, paired-pulse, and theta burst stimulation), can inform on whether and at what point in time the target region contributes to a behavior1.

The logic underlying the use of TMS to study the neural bases of cognitive functions is analogous to the logic of cognitive neuropsychology. In both cases, we derive conclusions on the brain-behavior relationship based on the effects of “perturbation” on a cognitive system, induced by either stimulation or lesion. In addition, TMS enjoys the advantage of a virtual spatial resolution of a few mm–0.5 cm (Brasil-Neto et al., 1992), as opposed to the widespread lesions of most neurological conditions studied by neuropsychologists. Note, however, that the spatial advantage is only relative, as TMS in humans cannot target spatially specific neural connections. It rather affects a mixture of systems that may interact in producing the final outcome. Moreover, the current induced by TMS can shunt through the corticospinal fluid, reaching locations outside the target region (Wagner et al., 2007). Keeping this in mind, TMS is useful to reveal that one specific region, among the many that show up in neuroimaging scans or that are encompassed by a patient's lesion, is necessary for a complex function, such as language-semantics, or—at least—is connected to others that are necessary for that function.

As an example, a semantic function of anterior temporal lobes (ATL) was initially developed in the context of neurological studies (Hodges et al., 1992; Mummery et al., 2000; Brambati et al., 2006), but it was inconsistently supported by neuroimaging research, due to methodological limitations only recently overtaken (see e.g., Anzellotti et al., 2011). TMS has contributed to the field, by showing that perturbation of ATL (see Table 1; Figure 1) delayed the performance of healthy individuals on semantic tasks (vs. equally-demanding tasks on numbers), with a greater impact on subordinate-level (robin) than basic-level (bird) objects (Pobric et al., 2007), a phenomenon sometimes observed in patients with semantic dementia. Later, Pobric et al. (2010) showed that TMS to ATL delayed participants' naming of objects, regardless of their category (living and non-living), while TMS over the left inferior parietal lobe (IPL) only affected naming of manipulable non-living objects. Converging with neuropsychological (Hodges et al., 1992; Mummery et al., 2000; Brambati et al., 2006), and neuroimaging results (e.g., Mummery et al., 1996; Kellenbach et al., 2005; Anzellotti et al., 2011), it is likely that ATL perturbation was directly responsible for the semantic task-specific impairment reported by Pobric et al. (2007). At the same time, we are more cautious in assuming a category-general function of ATL (Pobric et al., 2010). This skepticism, motivated by reports of category-specific effects in neuroimaging (Anzellotti et al., 2011) and neuropsychological studies on ATL (Brambati et al., 2006; Bi et al., 2011), takes into account the caveat that TMS can directly affect only the lateral aspects of the cortex. Thereby, its behavioral consequences might not capture the function of medial/ventral aspects, within the reach of other methodologies.

Table 1. Mean-group coordinates (x, y, and z) of cortical regions targeted with TMS in the main studies discussed in this review.
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Figure 1. Target sites in the reviewed studies. Red dots indicate the TMS targets in Gough et al. (2005); orange dot indicates the target site in Pobric et al. (2007, 2010); blue dot indicates the target in Willems et al. (2011); green dot indicates the target in Cattaneo et al. (2010); yellow dot indicates the primary motor cortex. It is not common practice to report the mean coordinates of the primary motor cortex, as researchers rely on MEP amplitude to target the optimal scalp position. The primary motor cortex is here represented according to the mean coordinates of activity in hand-movement localizer task performed in the fMRI scanner (Papeo et al., 2012). Dots are positioned on a Talairach-normalized “Colin” template, according to the mean coordinates reported in the studies (see Table 1). Coordinates originally reported in Montreal Neurological Institute format, have been converted in Talairach format. Abbreviations: LIFG, left inferior frontal gyrus; ATL, anterior temporal lobe.



The spatial resolution of TMS, combined with proper control conditions, can help to distinguish between very close and densely connected sites. For instance, researchers have extensively debated whether the left inferior frontal gyrus (LIFG), recruited in both speech production and comprehension, served one general function or was a functionally heterogeneous region. By delivering TMS to either the anterior (aLIFG) or the posterior aspect (pLIFG), during both a semantic and a phonological task, Gough et al. (2005) found slower responses to the semantic task after TMS to aLIFG, and to the phonological task after TMS to pLIFG (Table 1; Figure 1). This double dissociation provided compelling evidence that LIFG is in effect a functionally heterogeneous region.

The use of TMS to establish brain-behavior causal relationships extends to the investigation of many language functions. For instance, the general involvement of the left frontal lobe in verb processing, suggested by neuropsychological and neurophysiological studies, could be circumscribed to the anterior midfrontal gyrus (isolated from its posterior part and from the Broca's area) in the TMS work of Shapiro et al. (2001) and Cappelletti et al. (2008). Likewise, being well-known that the left temporal lobe is implicated in semantics, TMS research is now contributing to assign more specific functions to specific sub-portions of this large part of the brain (Whitney et al., 2011; Schuhmann et al., 2012). Also taking advantage of experimental paradigms (e.g., based on RTs) that cannot always be used with neurological patients, TMS research can replicate observations from cognitive neuropsychology, with a greater spatial characterization of behavioral “symptoms.” In the next section, we review and discuss how this potential has been exploited to investigate the nature of precentral motor activity in language understanding.

TMS OUTSIDE THE CLASSIC WORD-SEMANTIC NETWORK

Reports of language-induced activity in precentral motor regions have given new impetus to the debate on the constituents of conceptual representations (see Mahon and Caramazza, 2008; Binder and Desai, 2011). Concepts may be stored in the form of abstract, modality-independent representations, or symbols, within dedicated cerebral structures, abstracted away from the systems for action, and perception (Fodor, 1983; Pylyshyn, 1984; Shallice, 1988; Caramazza et al., 1990). By contrast to this cognitivist account, the notion of embodiment characterizes the view that the sensory-motor information, acquired and used to interact in the environment, constitutes the mental representation of that entity. On this view, conceptual processes rely on the sensory and motor structures, carrying out the internal simulation of perceptual or motor aspects of the concept (Allport, 1985; Barsalou, 1999; Jeannerod, 2001; Gallese and Lakoff, 2005).

No theory of concepts denies that physical experience is an important aspect in the acquisition of conceptual knowledge, and that sensory and motor information can be involved in conceptual processes. What makes the embodied theory a true alternative to the cognitivist theory is the specific stance that concepts can be reduced to sensory and motor information, namely that activity in low-level structures for action and perception exhaustively represents concepts.

A major research effort has been directed to evaluate the “strong” prediction of the embodied hypothesis that understanding actions recruits the whole stream for action execution, up (or down) to the level of the primary motor cortex (M1; Jeannerod, 2001; Pulvermüller, 2005), and the “weaker” prediction that the recruitment of motor regions is more general that the specification of a motor program, entailing representations at the level of premotor cortex (Gallese et al., 1996).

TMS is particularly well-suited to assess these predictions. Delivered over M1, TMS can reach the cortical representation of body parts with a spatial resolution as specific as the level of individual muscles (e.g., first dorsal interosseus, opponens pollicis, abductor digiti minimi of the hand, and so on). A TMS pulse, with intensity above the individual motor threshold (or suprathreshold)2, activates the underlying neural population, resulting in a twitch in the peripheral muscles responding to the stimulated area. The amplitude of the twitch, recorded in the form of motor evoked potentials (MEPs), provides a direct measure of corticospinal excitability3. This procedure offers the opportunity to test the “strong” prediction that identical substrates (i.e., specific hand-muscles) are recruited when physically grasping and when understanding the word “grasping” but not, for instance, the word “biting.” At the same time, it makes it possible assessing behavioral changes caused by TMS perturbation during a cognitive task. TMS to non-primary motor sites (i.e., premotor cortices) does not elicit measurable MEPs, but it still perturbs the underlying activity and thus allows inferences based on the evaluation of behavioral changes.

In the following sections, we review: (1) studies in which TMS to M1 has been used to measure cortico-spinal excitability and to assess the effect of M1 perturbation on linguistic tasks, and (2) studies with TMS over premotor sites to assess changes in participants' language behavior. This set of studies is now large enough to advance hypotheses on the contribution of motor regions to language understanding.

TMS OVER THE PRIMARY MOTOR CORTEX

Oliveri et al. (2004) carried out the first TMS study to measure cortico-spinal excitability while participants processed action- and non-action-related words. The authors asked whether the suggested implication of motor regions in verb processing (Bak et al., 2001) reflected a grammatical class effect, or the semantic distinction between nouns and verbs, frequently denoting objects and actions, respectively.

Participants were instructed to generate aloud morphological transformations of visually presented nouns (singular or plural) and verbs (third person singular or plural). Using paired-pulse TMS over the left M1, where a suprathreshold TMS pulse is delivered immediately (10 ms) after a subthreshold conditioning pulse that has the function to pre-activate the target site (Kujirai et al., 1993), increased MEPs were registered from the right hand for action nouns and verbs, relative to non-action nouns and verbs.

These results provided indication that the motor cortex is sensitive to the action vs. non-action distinction of word meanings. The authors, however, did not rush to the conclusion that a causal involvement of the motor system in word processing had been proven; they rather emphasized how it could not be clarified whether motor activity concurrent with word processing was necessary for action-word processing, or reflected epiphenomenal spreading activation from the retrieved concept.

Pulvermüller (2005) argued that, in order for motor activity to be regarded as a component of word understanding, it should: (1) be somatotopic, respecting the bodily effector involved in the implied-language action; (2) occur as early as lexical-semantic access (i.e., ~200 ms); (3) occur automatically following word presentation, regardless of task demands, and (4) its perturbation should result in a change of language performance.

Pulvermüller et al. (2005) tested these predictions in a study where participants performed a lexical decision task (i.e., deciding whether a letter string is a word) with words related to arm- and leg-actions (grasp vs. kick). Subthreshold single-pulse TMS was applied 150 ms after word-onset, to modulate one of the following sites: arm representation in the left or in the right M1 (arm-M1) and leg representation in the left or in the right M1 (leg-M1). As a consequence of stimulation, participants' decision times were faster to arm-words (vs. leg-words) after TMS to the left arm-M1 and faster to leg-words (vs. arm-words) after TMS to the left leg-M1.

A tricky aspect of these results is that reaction times (RTs) to arm-words did not seem to differ across conditions with TMS to arm-M1, TMS to leg-M1, and sham-TMS (i.e., baseline condition; see Figure 2); that is, RTs to arm-words remained unchanged irrespective of whether TMS was delivered or not to either M1 site. The pattern of results was thus driven by variation in the performance with leg-words, visibly faster during leg-M1 stimulation than during arm-M1 stimulation. Taking advantage of this one data point, the authors concluded that a subthreshold TMS pulse applied to a region responsible for the semantic processing of words facilitated the upcoming word processing, just like a prime stimulus facilitates the processing of a semantically-related target word.


[image: image]

Figure 2. In the top, the stimulation sites in Pulvermüller et al. (2005) are depicted. The graphs show response times to arm words and leg words in five TMS conditions (TMS to arm-M1 and leg-M1 of the right and left hemisphere, and sham stimulation). We notice that response times to arm words remained quite unchanged across the three critical conditions (TMS to the left arm-site, to the left leg-site and sham stimulation). With permission from (Pulvermüller et al., 2005).



Assuming that the effect for leg-words was reliable and the analogy with semantic priming properly captures the effect of a subthreshold pulse on semantic processing, these results do not yet clarify the role of M1 in word understanding. In fact, it is equally possible that the activation of leg-M1 was directly involved in lexical decision, or that the “subliminal” stimulation of the leg site, encoded in conceptual regions, pre-activated the concept “leg” and thus facilitated the processing of the semantically congruent words.

Other studies used suprathreshold stimulation to elicit MEPs and therefore measure motor activity in language tasks. Buccino et al. (2005) applied single-pulse TMS to the left hand-M1 and leg-M1 and measured MEPs from hand- and foot-muscles, respectively, in correspondence with the acoustic presentation of verbs describing hand-actions (he took the cup), foot-actions (he kicked the ball), or abstract verbs (he loved his wife). Decreased MEPs were recorded from hand muscle after hand-action verbs (vs. foot- and abstract-verbs), and from foot muscle after foot-verbs (vs. hand- and abstract-verbs).

Later, Glenberg et al. (2008) applied suprathreshold TMS to the left hand-M1, while participants performed a semantic-plausibility judgment task on sentences describing physical transfer (you give the papers to Marco), abstract transfer (you delegate the responsibilities to Anna), or no-transfer (you read the papers with Marco). The authors found greater MEPs for both abstract- and concrete-transfer sentences relative to no-transfer items. This facilitation, however, was only found when concrete- and abstract-transfer items were compared, as a single condition, with the no-transfer items; the effect did not reach significance for either transfer-type sentence, when analyzed separately (p-values: 0.08 and 0.09 for concrete and abstract items vs. no-transfer items, respectively).

Strikingly, despite the similarity of procedures in Buccino et al. and in Glenberg et al., the two studies reported language-related motor interference and a trend toward facilitation, respectively. Motor facilitation, as reported by Glenberg et al., appears the most reliable result in the current literature (Oliveri et al., 2004; Tomasino et al., 2008; Papeo et al., 2009, 2011a). However, the lack of difference between concrete and abstract language in that study is hard to reconcile with the other TMS (and neuroimaging) studies, where abstract items have been used as the control condition to highlight action word-related motor activity. The authors did not explain how abstract relations can be delegated to motor information to an extent that is not distinguishable from concrete interactions.

Overall, the TMS results discussed so far show a certain variability at least in terms of direction of language-related motor effect (decreased vs. increased activity), and verbal materials associated with the effect (concrete-action vs. concrete + abstract language). This variability could extend to the types of language tasks that elicit motor activity. For instance, Papeo et al. (2009) found that MEPs increased for action-words when participants were instructed to think about the motor components of word-stimuli (semantic task), but not when the access to meaning was only incidental (i.e., in syllable counting). We note that not all studies reporting language-related motor facilitation involved explicit instructions to attend the motor components of words' meanings. Hypothetically, however, stimulation of M1 with its tangible consequence (i.e., the twitch) might act as a cue that activates the motor components associated with a word meaning.

So far, evidence has been provided that M1 activity changes when words with motor components are processed. However, to argue for a causal role of this activity, one should be able to show some sort of quantitative relation between changes in motor activity and semantic performance. While such result has not yet been reported, the behavioral consequences of TMS perturbation could help to approach this question. It is therefore surprising that many studies in the field restricted the data report to the physiological effect of TMS (increased/decreased MEPs), leaving aside its on-line behavioral effect (Oliveri et al., 2004; Buccino et al., 2005; Glenberg et al., 2008).

Studies comparing participants' performance (RTs and accuracy) with and without TMS to M1 gave conflicting results. While the study by Pulvermüller et al. (2005) found partial and unclear behavioral facilitation (see our discussion above), two studies by Papeo et al. (2009, 2011a) found increased M1 activity associated with action-related words, with no indication of action category-specific effect at behavioral level. Another study by Lo Gerfo et al. (2008) reported that, relative to the baseline condition (no TMS), participants were slower in morphological transformation of action words after prolonged exposure to repetitive TMS over the left M1(offline protocol). While this protocol may have greater interference strength relative to single-pulse TMS, it increasingly runs the risk of inducing widespread changes in neural activity at long-distant sites connected to the stimulated one (Chouinard et al., 2003; Kobayashi and Pascual-Leone, 2003; Huang et al., 2005). In the absence of any other evidence, the cautious interpretation of Lo Gerfo et al.'s unique observation is, as the authors themselves pointed out, that M1 enjoys connections with semantically-relevant regions. We will later return to this discussion.

TMS OVER THE PREMOTOR CORTICES

Advocates of the “weaker” embodied hypothesis might argue that perturbation of M1 yields no behavioral change, because semantically-relevant information is contained at the level of premotor cortex, particularly in the ventral aspect of the precentral gyrus (e.g., Gallese et al., 1996; Damasio et al., 2004; Rizzolatti and Craighero, 2004; Martin, 2007). On this view, M1 activity would simply reflect downstream effects of premotor activation.

Cattaneo et al. (2010) used state-dependent TMS over the premotor cortex and assessed its effect on processing tool-nouns, a category of words whose meaning is associated with a manipulation program. State-dependent TMS rests upon the principle that physiological effects of TMS result from the interaction between the input-stimulus applied and the initial state of the target region (i.e., its level of activity). The initial state of a brain region, defined as the susceptibility of that region to be activated, can be influenced by any external or internal input, including task demand, experimental setting, individuals' expectations, and psychological state (Silvanto and Pascual-Leone, 2008).

In state-dependent TMS, as used in Cattaneo et al. (2010), the initial state of the target site was modulated behaviorally, through priming. The priming effect (i.e., the facilitation of processing a target-stimulus appearing after a perceptually or conceptually related prime-stimulus; Neely, 1977), is thought to reflect pre-activation or change in tuning of the neural population responsive to the “primed” features (Desimone, 1996; Wiggs and Martin, 1998; Grill-Spector et al., 2006). In a region that contains neurons responsive to a given target-category, a TMS pulse delivered immediately after the prime-stimulus facilitates responses to the target-stimulus when this is unprimed (i.e., preceded by an unrelated prime) relative to when it is primed. One interpretation of this phenomenon is that the firing rate of neurons in the stimulated region increases more, before reaching the ceiling, when the neurons are not pre-activated than when they have been pre-activated by the prime (Silvanto and Pascual-Leone, 2008).

In each participant, Cattaneo et al. (2010) targeted the left ventral premotor cortex (vPMC) as the experimental site and the left dorsal premotor cortex (dPMC) as the control site. Having the word “tool” as prime and nouns of tool-exemplars as targets, they found that categorical decisions (i.e., deciding whether the target was an exemplar of the tool-category) to unprimed targets (tool-names preceded by the unrelated prime “animal”) were faster with state-dependent TMS to vPMC, relative to the conditions with TMS to dPMC and no-TMS. RTs to the primed target (tool-names preceded by the prime “tool”) did not differ across TMS conditions; that is, the priming effect was abolished with TMS to vPMC. The priming effect was never affected by TMS, when prime-target pairs belonged to the “animal” category (control condition).

The category-specific effect in Cattaneo et al. rests upon the assumption that the firing rate of “tool-responsive” neurons in vPMC reached ceiling when the prime “tool” was presented. A parametric variation of the semantic distance of the prime from the tool-concept could prove this assumption true, by showing that the closer the semantic relation of the prime with “tool,” the weaker the facilitation of processing target-tools after state-dependent TMS. Leaving aside this methodological issue, the results by Cattaneo et al. do not clarify what kind of information is represented in vPMC (e.g., biological motion performed by the tool-user or tool motion), but they do provide indication that that brain site contains information, specific to the processing of tool-nouns.

The “virtual lesion” approach could extend those results, revealing selective TMS interference with the semantic processing of tool-nouns. A similar approach has been implemented in Willems et al. (2011) to investigate the role of the dorsal aspect of the premotor cortex (dPMC) in word processing. Participants performed a lexical decision task involving manual-action verbs, non-manual-action verbs (abstract) and legal pseudowords, after exposure to continuous theta burst stimulation (TBS). This protocol affects the excitability of neurons in the motor cortex in the direction of long-term (i.e., up to 1 h) inhibition (Huang et al., 2005).

Based on their own fMRI results (Willems et al., 2010), the authors selected the left dPMC as the target, and the right dPMC as the control site. Decision times to manual-action verbs were faster after TBS over left dPMC, than after TBS over right dPMC; RTs to abstract verbs did not differ with left and right TBS.

Although most theoretical and empirical reports implicate left vPMC in action-related conceptual processing, evidence also exists for semantic category-specific responses in dPMC (Beilock et al., 2008; Postle et al., 2008). Bringing support to the latter position, Willems et al.'s results appear, at first sight, in conflict with those of Cattaneo et al. (2010), where left dPMC was the control site and its stimulation led to no behavioral effect. Recall, however, that in Cattaneo et al. stimuli were nouns, while in Willems et al. they were verbs and, when nouns were used, no effect was found in left dPMC (Table 1; Figure 1).

One possibility is that the left dPMC is recruited when processing verbs and the left vPMC is specific to the processing of nouns. Tool nouns and action verbs carry different types of action-related information: one gross distinction is that, in the case of nouns, action information relates to a specific context (i.e., the specific tool), in the case of verbs, it relates to a specific movement or motor program (e.g., grasping) that applies to several contexts. Conjecturally, the one-to-one vs. one-to-many ratio between the verbal label and the implied motor context could capture the difference between tool-nouns and manual-action verbs and underlie a functional segregation within the precentral gyrus4.

One serious issue raised by Willems et al.'s results concerns the direction of the effect: behavioral improvement as opposed to the behavioral impairment that is expected as a consequence of the inhibitory effect of continuous TBS (Huang et al., 2005). If the metaphor of TMS as “virtual lesion” stands, Willems et al.'s pattern is reminiscent of the paradoxical facilitation of performance reported in the brain-lesion literature (Kapur, 1996), and interpreted as evidence for a competing/inhibitory function of the lesioned site relative to the assessed behavior. In this perspective, it is entirely possible that the physiological response of dPMC—even if inhibitory—contributes to some aspect of lexical performance. Certainly, the violation of the expected TBS-induced disruption of behavior solicits caution in interpreting Willems et al.'s findings as conclusive demonstration of brain-behavior causality.

WHAT CONCLUSIONS CAN WE REACH FROM TMS RESEARCH?

Studies with TMS to the left M1 have convincingly shown a temporal association between motor activity and variations in word semantics (i.e., action vs. non-action). Moreover, the behavioral effects of TMS perturbation have shown that different aspects of the precentral gyrus are sensitive to the action-non action distinction of words' meanings. However, a selective disadvantage for action-word processing was only reported by Lo Gerfo et al. (2008) with TMS over M1. It is hard to believe that M1 supports a semantic function independently of premotor regions, to which it is strongly connected: ultimately, activity in M1 is the outcome of higher-level premotor activity (Civardi et al., 2001; Gerschlager et al., 2001; Koch et al., 2007). The problem is that, when TMS perturbation was applied directly over the premotor cortex, unexpected facilitation of performance with action-words was found (Willems et al., 2011). So inconsistent effects can be hardly taken as evidence for a direct role of precentral motor sites in the promotion of word encoding; they rather evoke interpretations based on not-yet-clear (inhibitory/competing or excitatory) interactions between the stimulated sites and semantically-relevant regions.

This skepticism is further motivated by results from cognitive neuropsychology. Cross-talk between neuropsychological and TMS research is crucial to evaluate the hypothesis that the local target of stimulation is directly responsible for a given behavioral change (e.g., slower RTs). Although premotor regions are often encompassed by brain lesions, deficits in word understanding are consistently associated with damage to left frontal and temporal regions, but not to motor and premotor sites (Papeo et al., 2011b; Arévalo et al., 2012; Kemmerer et al., 2012). Furthermore, detailed analyses of patients' behavioral profiles have documented spared understanding of action-words in cases of impaired praxis (i.e., impaired ability to execute the actions implied by words) and vice versa [Negri et al., 2007; Papeo et al., 2011b; Papeo and Rumiati, 2012; see discussions in Mahon and Caramazza (2005), Papeo and Hochmann (2012)].

On one hand, language can elicit precentral motor activity; on the other hand, an individual is still able to understand an action verb after damage to the system for action production. Then, if motor activity reflects the processing (or simulation) of the motor aspects of words' meanings, such activity would be redundant to semantic processes, which are held elsewhere in the brain and are on their own sufficient to understand words. Alternatively, information carried by motor activity could complement word processing by serving to ground aspects of conceptual representations in the immediate context in which these are retrieved [see the “grounding by interaction” account in Mahon and Caramazza (2008)]. This interpretation does not necessarily predict that perturbation/damage to motor regions must result in a general impairment of word understanding; while it leaves it open a possibility for future TMS and patients' studies to capture more specific behavioral aspects (e.g., context-specific characterizations or senses of a concept) that could be directly dependent on motor activity.

Finally, we have pointed out how the behavioral effects of TMS over the motor sites could imply connectivity between those sites and the fronto-temporal language-semantic network. Besides showing over again that motor regions do respond to words, advances in the field could be made by studying how different word-responsive regions (e.g., motor precentral and associative temporal) interact in terms of functional and effective connectivity. TMS protocols (e.g., dual-site paired-pulse) also combined with neuroimaging methodology, have proven successful to study cortical interactions in lower-level functions (e.g., motor control) and could now contribute to this enterprise in the domain of higher conceptual tasks.
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FOOTNOTES

1For a description of the physics underlying the interference of TMS pulses with electric brain activity, we refer to a number of papers, which have also the merit of highlighting a number of “unknowns” of this technique (Barker et al., 1985; Pascual-Leone et al., 1999, 2000; Walsh and Cowey, 2000; Wagner et al., 2007). The handbooks by Pascual-Leone et al. (2002); Walsh and Cowey (2000), and Wassermann et al. (2008) are recommended for the interested parties.

2Individual threshold is statistically defined as the lowest stimulation intensity of the primary motor cortex that produces motor evoked potentials (MEPs) of 50 μV or more, in the peripheral muscle responding to the stimulated area, in at least 50% of the applied pulses (Rossini et al., 1994). This measure is often taken as a general indication of the individual cortical excitability.

3Corticospinal excitability directly reflects the state of M1, but it also provides an indication of activity in high-order premotor regions, which send extensive connections to M1 and to motorneurons in the spinal cord (Luppino et al., 1994; Geyer et al., 1996; Dum and Strick, 2005).

4This distinction is possibly compatible with the motor function of the two sites, whereby the vPMC contributes more to object grasping (a fundamental step in manipulation), while dPMC would maintain the selection of the appropriate response, among many, to a cue (see Chouinard and Paus, 2010).
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Converging neuroscientific evidence suggests the existence of close links between language and sensorimotor cognition. Accordingly, during the comprehension of meaningful actions, our brain would recruit semantic-related operations similar to those associated with the processing of language information. Consistent with this view, electrophysiological findings show that the N400 component, traditionally linked to the semantic processing of linguistic material, can also be elicited by action-related material. This review outlines recent data from N400 studies that examine the understanding of action events. We focus on three specific domains, including everyday action comprehension, co-speech gesture integration, and the semantics involved in motor planning and execution. Based on the reviewed findings, we suggest that both negativities (the N400 and the action-N400) reflect a common neurocognitive mechanism involved in the construction of meaning through the expectancies created by previous experiences and current contextual information. To shed light on how this process is instantiated in the brain, a testable contextual fronto-temporo-parietal model is proposed.
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INTRODUCTION

Comprehension of everyday actions is a key component of human cognition. As social animals, we constantly move in an environment where we actively perceive others' movements as a form of meaningful behavior (Blakemore and Decety, 2001; Gallese et al., 2007; Fitch et al., 2010). In other words, we perceive body movements as the expression of peoples' intentions and beliefs and as cues as to how we might respond or interact with them. Accordingly, comprehension can be considered as a cognitive process that uses verbal and non-verbal resources in order to build up meaning as a coherent and unified depiction of a given situation. Thus, gestures, gaze, body postures, and goal-directed motor behaviors are a powerful source of communication that enables us to accurately interact with our conspecifics in daily life by disambiguating speech, identifying emotional states and understanding other peoples' aims.

In addition, the semantic significance of an action event is context-embedded; this means that the observation and interpretation of the behavior of others is not only intentional and interactional, but also highly context-dependent (Wurm et al., 2012). Objects, persons, and the relationships amongst them are not perceived as detached from a social background; rather, they are perceived as a whole meaningful act in which online verbal and non-verbal information and previous knowledge about similar situations are integrated by the brain in a flowing manner. Based on this integration, context helps us interpret events by building up expectations about what is more likely to happen in a given situation (Bar, 2004, 2009; Ibanez and Manes, 2012). Similarly, compatible contextual settings would constrain expectations in a facilitatory fashion, whereas incompatible ones would cause interference and would demand an extra cognitive effort to disentangle the meaning of that particular situation (Wurm and Schubotz, 2012).

Over the last few decades, event-related potentials (ERPs) have been used to investigate how meaning is processed in the brain and how contextual information affects this processing (Ibanez et al., 2012b). A specific component, the N400 (a negative-going voltage occurring approximately 400 ms after a meaningful stimulus onset), has been linked to the semantic integration of a given stimulus into a previous context. Although this component was first discovered in response to semantic anomalous sentence endings in linguistic paradigms (Kutas and Hillyard, 1980), similar effects have been recently observed for non-linguistic material involving meaningful actions (e.g., Sitnikova et al., 2003).

In the linguistic domain, the N400 is a robust electrophysiological marker of semantic processing. While its latency remains relatively constant (Kutas and Federmeier, 2011), the N400 amplitude has been shown to be sensitive not only to the degree of semantic incongruity per se but also to several other factors. For example, classical studies have suggested that low-frequency words elicit larger amplitudes than high-frequency ones (Van Petten and Kutas, 1990). The N400 amplitude is also reduced by repetition, such that a word that has recently appeared exhibits a less negative response when it is repeated than when it is not (Rugg, 1985). Expectancy or cloze-probability also modulates the N400 response (Kutas and Hillyard, 1984), with less expected sentence endings showing larger N400 responses than highly expected ones, even when both endings are semantically congruent. Further, its amplitude is also affected by priming because unrelated items show larger N400 amplitudes relative to related items (Bentin et al., 1985). In addition, word-like letter strings (or pseudo-words) have also been shown to enhance N400 amplitudes when compared with words (Rugg and Nagy, 1987). Finally, another reported effect is the N400-concreteness effect. This effect is typically observed in relation to the processing of concrete and abstract nouns, with concrete nouns eliciting enhanced frontal N400 responses compared to abstract nouns (Kounios and Holcomb, 1994).

However, some of these factors are not restricted to linguistic material, and similar effects have also been observed in response to action-related stimuli. For example, pseudo-actions have been shown to modulate N400 amplitudes in a similar manner to pseudo-words (Proverbio and Riva, 2009). Repetition and concreteness (Van Elk et al., 2008, 2010a) as well as expectancy (Reid and Striano, 2008) in non-verbal paradigms also lead to analog modulations as those observed for verbal items.

Furthermore, action-elicited N400 waves have been shown to resemble the shape and timing of linguistic N400 waves, suggesting a functional similarity between both negativities. Nevertheless, most of the previous studies have also reported some differences. For example, while the N400 elicited by linguistic material has a maximum peak over the central and parietal regions, the N400 observed for actions seems to be more frontally distributed. In addition, some studies have also reported an early latency during the processing of action-related material, perhaps driven by the pictorial characteristics of the stimulus being processed (Holcomb and McPherson, 1994; McPherson and Holcomb, 1999; Hamm et al., 2002). Together, these differences lead to questions regarding the neural architecture necessary to build up meaning across modalities and the temporal aspects involved in this complex process. Extensive behavioral, lesion, and functional imaging literature suggest that “meaning” is an emergent process which takes place in a widely distributed neural network, simultaneously open to verbal and non-verbal stimuli and that “comprehension” is a predictive, flexible, and context-dependent process indexed by a wide distributed brain activity (Federmeier and Laszlo, 2009; Kutas and Federmeier, 2011).

Although most current positions share this distributed view, there is still no full agreement on how to interpret N400 extant data, and different explanations have been proposed. For example, it has been recently posited that this component would reflect a semantic unification process instantiated by a network comprising of storage (middle/superior temporal gyrus, MTG/STG), multimodal (inferior frontal gyrus, IFG) and control retrieval areas (dorsolateral prefrontal cortex, DLPFC), with a contribution of parietal areas (e.g., angular gyrus, AG) in giving support to this unification (Baggio and Hagoort, 2011) through sensorimotor integration-related processes. Similarly, another interesting proposal suggests that the N400, as an index of semantic facilitation, would originates in a network where lexical representations are stored in temporal regions (inferior temporal cortex, MTG and superior temporal sulcus, STS) and is accessed by integrative areas (anterior temporal lobe and AG) which together would incorporate the incoming inputs into the semantic context that is being built (Lau et al., 2008). In this model, the IFG would control the top–down lexical semantic retrieval and mediate the selection among candidate representations. Finally, an alternative approach (Federmeier and Laszlo, 2009) suggests that the N400 reflects a temporal binding process that “glues” spatially distributed information into a synchronic and unified activity experienced as the meaning of the stimulus being processed. The medial temporal lobe, based on its strategic localization and connections, would be a key area in mediating such binding.

Together, despite their differences, these interpretations point to a constructive and context-dependent view of meaning supported by a common distributed semantic network comprising unimodal, multimodal, and storage areas. However, the aforementioned accounts have been mainly proposed for the classical N400 effect elicited by words and to our knowledge, no current particular model has been proposed to interpret the N400 effect elicited by meaningful actions.

Moreover, an important step in the development of an action-N400 model is to assess how the brain would anticipate and integrate contextual information in order to have access to action-meaning. Current models of conceptual representations (Kiefer and Pulvermuller, 2012) provide an alternative. These models propose distributed and modality-specific sensory and action representations, based on a bidirectional coupling between motor and language areas. Similarly, current theories of abstract conceptual representations indexed by the anterior temporal lobe, as well as the brain predictive coding account also provide explanatory heuristics that would be integrated into an N400 account. However, no previous work has assessed whether these theories are well situated as explanatory models of the N400 for actions.

Thus, we have selectively focused on the recent findings from action comprehension studies that have used the N400 as an electrophysiological measure of semantic contextual integration. For instance, our review spotlights on action language paradigms which are focused on N400. By doing so, we hope to delineate a specific characterization of the N400 component, propose a fronto-temporo-parietal testable model which integrates the action-related data to current knowledge about the classical N400, and encourage a discussion as to what the N400 indexes.

We have structured this review according to three possible scenarios in which the interaction between language and action can be observed. First, we review the N400 studies based on the comprehension of daily actions. Here, the assertion is that non-verbal cues about action events are processed by the brain in the same way as verbal cues. This hypothesis implies that the construction is based on a multimodal integration process. Second, we look at N400 studies on the coupling between speech and gestures. In this domain, the link is supported by the integration of actions and words during meaning comprehension; in addition, information conveyed by both types of stimuli is processed by the brain in a qualitatively similar fashion. Third, we analyze studies concerning the influence of semantics in motor planning and execution. In these studies, action-language cooperation is supported by the bidirectional impact of sensorimotor systems and language during the preparation and execution of actions intertwined with semantic stimuli. The reviewed studies and their main findings are presented in Table 1 and Figure 1.

Table 1. A summary of the reviewed studies on N400 for action comprehension.
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Figure 1. Peak latencies of the N400 ERPs. Illustration showing the timing of the N400 ERPs reported in the reviewed studies. Each number corresponds to a study (please see Table 1 for information regarding the enumeration). Everyday action studies are indicated with a green square, speech and co-speech gestures studies with a pink circle and current motor events studies with a yellow diamond. Picture (A) corresponds to the N400 peaks reported in the left hemisphere and picture (B) corresponds to those reported in the right hemisphere.



THE COMPREHENSION OF EVERYDAY ACTIONS

Although traditionally studied in isolation as separate modules (Collins and Loftus, 1975; Fodor, 1983; Masson and Borowsky, 1998), language and sensorimotor processes seem to be integrated during the comprehension of everyday actions. Nevertheless, how this is accomplished by the brain remains unclear.

Recently, several electrophysiological studies based on the N400 component have provided evidence toward common functional substrates for verbal and non-verbal integration during the semantic processing of everyday actions. A more ecological approach to the study of action comprehension can be achieved using videos of dynamic events (Cornejo et al., 2009; Ibanez et al., 2011a,b). Videos elicit experiences similar to the perception of real world situations, and they can be used to obtain ERPs in an accurate fashion. In these cases, the stroke (e.g., the phase of a body movement that conveys an important dimension of a gesture meaning) can be marked precisely with a specific video frame, allowing the analysis of a dynamic event by means of a well-defined static reference point. For example, Sitnikova et al. (2003) carried out a study using short videos of people engaged in common activities (Figure 2). These actions could be performed either with the correct object (e.g., shaving with a razor) or with a wrong one (e.g., shaving with a broom). The incongruent condition elicited an N400 effect over fronto-central sites followed by a late positivity (LPC) during the 600–900 ms window. In a more recent study using videos about actions with semantic anomalous endings (e.g., combing hair with a toothbrush) similar modulations in frontal sites were found, confirming a partial overlap between the linguistic and non-linguistic domain in semantic comprehension (Balconi and Caldiroli, 2011).
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Figure 2. The examples of everyday actions stimuli and N400 ERPs. On the left side of the figure, frames taken from movie clips are shown. The first two illustrate context and the third one illustrates the congruous (e.g., a man uses an electric iron to press wrinkles from his pants) or the incongruous (e.g., a man uses a fork to iron his pants) final ending. On the right side of the figure, the waveforms of the ERPs time-locked to the incongruous final movie scenes are compared to ERPs time-locked to congruous final scenes at representative electrode sites. The data were taken from Sitnikova et al. (2003, 2008).



Further evidence obtained by using videos has shown that unanticipated action endings (e.g., a spoon with or without food placed in the mouth at the end of a video clip) elicit a frontal N400 response (Reid and Striano, 2008) that is more pronounced over the right hemisphere and has a slight delay in its latency (peaking approximately 600 ms after stimulus onset).

Taken together, these studies suggest that the N400 effect for dynamic visual images is more frontally distributed compared to the classic N400 distribution elicited by words. Some authors have argued that this topographical difference may reflect the overlap with an earlier and anterior component: the N300 (Holcomb and McPherson, 1994; McPherson and Holcomb, 1999; Hamm et al., 2002). Typically reported in studies using pictorial stimuli, the N300 is thought to reflect object identification (Doniger et al., 2000; Schendan and Kutas, 2002, 2003; Ganis and Kutas, 2003; Folstein et al., 2008) and/or semantic processes specific to pictorial/non-verbal representations (Barrett and Rugg, 1990; Holcomb and McPherson, 1994; McPherson and Holcomb, 1999). For example, in a follow-up study, Sitnikova et al. (2008) replicated previous findings of a frontal N400 followed by a LPC (Sitnikova et al., 2003), but they also found an anterior N300 incongruity effect (starting at 250 ms after stimulus onset). According to the authors, this was possibly due to the introduction of a “cut” in the videos between the context and the final target movie scene that improved the accuracy of ERP time-locking and contribution to the N300 recording.

West and Holcomb (2002) found a similar N300/N400 complex for pictures depicting action-related stories with incongruent endings. During the earlier epoch, ERPs were focused over the right fronto-central regions (with the N300 peaking at approximately 325 ms). In the later epoch, the N400 effect (peaking at approximately 500 ms) had a more widespread distribution and was still focused in the fronto-central regions. In line with this study, Mudrik et al. (2010) reported that incongruent pictures about common actions (e.g., a man drinking from a can or potato) elicit an early fronto-central negativity starting approximately 270 ms post-stimulus onset, lasting for 330 ms and resembling the N300/N400 effect previously observed by West and Holcomb (2002) and Sitnikova et al. (2008).

Further data have shown that the inappropriate exchange of objects between two people also leads to N400 effects, suggesting that observers use salient information about hand posture and object position to interpret cooperativeness of interpersonal actions (Shibata et al., 2009).

Functional inappropriateness of the tool used in a given action (e.g., a picture of a hand holding a credit card after the presentation of a picture of a slot for coins) also leads to a right-lateralized N400 (Bach et al., 2009). Furthermore, pseudo-actions (e.g., a business woman balancing on one foot in the desert) have been reported as eliciting a frontally distributed N400 (N420) when compared with possible actions (Proverbio and Riva, 2009). Additionally, an enhanced posterior “recognition potential” (N250) was reported in this study for meaningful actions. According to the authors, these findings suggest that actions are semantically processed in early and later stages in a similar manner to linguistic stimuli. In a subsequent study, Proverbio et al. (2010) replicated these results and further showed that the N400 for actions could be modulated by gender, with larger amplitudes for women compared to men.

Taken together, the reviewed evidence suggests that daily actions elicit a more frontally distributed N400 with a bias, in some cases, toward the right hemisphere (West and Holcomb, 2002; Reid and Striano, 2008). Interestingly, negative activity seems to begin earlier at frontal sites (approximately 300 ms after stimulus onset), maybe due to the pictorial characteristics of the stimulus being processed (West and Holcomb, 2002; Sitnikova et al., 2003, 2008; Mudrik et al., 2010). Together, these findings point to a multimodal dimension of semantic understanding in which verbal and non-verbal stimuli are processed by the brain in a similar fashion.

N400 STUDIES ON THE SEMANTIC INTEGRATION OF SPEECH AND CO-SPEECH GESTURES

Another domain where the semantic integration of action and language has been studied is the one offered by the interplay of speech and gestures. Co-speech gestures are natural, spontaneous hand movements that we make while we speak. These manual actions are almost never performed in the absence of a language communicative context, suggesting that they do not have an intrinsic meaning outside of this setting. Moreover, gestures are present in social communicative situations from early childhood, suggesting that linguistic skills are later built on the platform of prelinguistic communication provided by these intentional movements (Tomasello et al., 2007).

Recent electrophysiological research on this domain supports the existence of an integrated system in which gestures and speech overlap at a semantic level. For example, Kelly et al. (2004) conducted a study in which subjects watched audiovisual segments of an actor uttering speech tokens about the salient property of an object. Utterances could be followed by a matching gesture (e.g., saying “tall” while gesturing about the “tallness” of a “tall” glass), a complementary gesture (e.g., saying “tall” but gesturing to the “thinness” of the “tall” and “thin” glass), a mismatching gesture (e.g., saying “tall” while gesturing about the “shortness”) or no gesture at all (baseline). The main finding was the mismatched condition elicited a right-lateralized N400 compared to the matched condition. In addition, early pre-semantic components (P1-N1 and P2) were observed in the bilateral occipital and frontal regions. The P1–N1 was more positive for the complementary condition relative to the other gestures, except the mismatching one. According to the authors, these results suggest that gestures are integrated with speech at the early and late stages of language processing. In a follow-up study, Kelly et al. (2007) replicated the fronto-central N400 effect that was previously found for incongruent conditions. The authors also showed that the semantic processing of gesture information is not entirely automatic. In addition, under some circumstances (e.g., when explicit instructions about whether to integrate gestures and speech are given), this semantic processing is likely to be under a certain degree of cognitive control (Kelly et al., 2010).

Gestures embedded in a more complex context have also elicited an N400 effect (Wu and Coulson, 2005). Cartoon segments were presented along with videos of an actor performing pantomimes that could either match the preceding cartoon or not. Incongruous gestures were found to elicit a negative component peaking at approximately 450 ms, largest over fronto-central sites, followed by a LPC for congruous items peaking at 740 ms (Figure 3). According to the authors, this late positivity would reflect decision-related brain activity (e.g., evaluation and categorization of the stimuli).
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Figure 3. The ERP waveforms for gestures embedded in complex contexts. The ERP responses time-locked to the onset of congruous and incongruous gestures paired with video segments of cartoons are shown. These data were taken from Wu and Coulson (2005). The arrows indicate congruency effects indexed by N450 and LPC modulations.



Further empirical evidence was provided by Holle and Gunter (2007). Sentences that contained an ambiguous word were accompanied by a disambiguating gesture hinting at one of the two possible meanings. An enhanced and broadly distributed N400 (starting at 300 ms) for incompatible conditions was observed, indicating that listeners can use online gestural information to disambiguate speech.

Previous results clearly suggest that co-speech gestures evoke semantic processing in the brain. However, an open question remains as to whether semantic processing engaged by gestures is qualitatively similar to the one evoked by linguistic material, such as words. To address this question, Ozyurek et al. (2007) presented subjects with auditory sentences in which a critical word was accompanied by videos of hand gesturing. In turn, the word, gesture, or both could be semantically anomalous with the preceding context. The results showed that incongruent conditions, either for words or gestures, produced a frontally distributed N400 (peaking at 480 ms) that had a similar amplitude, latency, and scalp distribution. Similar to the findings of Kelly et al. (2004), early differences were also observed (N1-P2). According to the authors, these results clearly demonstrate that the understanding of an utterance causes our brain to integrate semantic information conveyed through verbal and non-verbal modalities.

Surprisingly, mathematics is another domain where N400 effects have been observed. While previous studies have reported an “arithmetic N400 effect” during the processing of incongruous mental calculation problems (Niedeggen et al., 1999; Galfano et al., 2004), Lim et al. (2009) recently found an N400 effect for words describing mathematical functions (e.g., “diverging” and “quadratic”) primed by movies depicting incongruent gestures of these functions. In line with the findings of Ozyurek et al., 2007, this study reported that the topography, latency, and amplitude for the mathematical gestures are comparable to those observed for words.

Finally, another set of studies investigated the role of gestural information in the understanding of non-literal language. Cornejo et al. (2009) presented videos of an actor uttering metaphorical expressions and producing hand gestures that were either congruent or not with the metaphorical meaning of those expressions. It was found that gesture incongruity with a metaphorical expression elicited an N400 response (during 350–650 ms window) at the left-frontal region, followed by a LPC in right posterior sites. Although this study is the first to explore the integration of gestures and figurative language, it has certain limitations due to the absence of contrasts between literal and metaphorical stimuli. Consequently, Ibanez et al. (2011a,b) extended these findings by comparing literal and metaphorical expressions paired with congruent or incongruent gestures. In line with Cornejo et al. (2009) results, they found an N400 effect for incongruent gestures paired with metaphorical expressions over the left anterior regions, followed by a LPC for congruent gestures. According to the authors, these results suggest that the metaphorical meaning is available at the early stages of semantic processing and is highly sensitive to context.

Moreover, the contextual integration of speech and co-speech gestures is influenced by the semantic proficiency of a given language. In a another study, Ibanez et al. (2010) replicated previous findings and further showed that high level second language speakers are able to process and integrate gestures and linguistic expressions in a similar manner to native speakers.

Taken together, these findings are comparable, in terms of the anterior distribution of the effect, to those observed for everyday actions (Wu and Coulson, 2005; Kelly et al., 2007; Ozyurek et al., 2007; Cornejo et al., 2009; Ibanez et al., 2010, 2011a,b). Again, early anticipatory effects are reported in this domain with a bias over the left hemisphere in some cases (Cornejo et al., 2009; Ibanez et al., 2010, 2011a,b). In summary, available evidence suggests that gestures and words are processed by the brain in a qualitatively similar manner, supporting the coupling of language and sensorimotor systems during meaning construction.

THE N400 EFFECTS FOR MOTOR EVENTS EMBEDDED IN SEMANTIC CONTEXTS

Finally, a third domain of growing interest, including the coupling between language and action systems, is the one offered by the engagement of semantic processing during preparation and execution of goal-directed actions. In fact, much of our daily behavior is guided by “action semantics” (Van Elk et al., 2009), that is, a particular type of knowledge about how to interact with objects in an appropriate manner (e.g., how our body can interact with a cup in order to prepare coffee). This ability can sometimes be undervalued because it does not necessarily require further awareness. However, neurocognitive impairments, such as ideational apraxia (a dysfunction characterized by the loss of conceptual knowledge about the function of tools), highlights the crucial role that semantics plays for action execution (Van Elk et al., 2008).

Although there are not many studies on motor events using the N400 as an index of semantic processing, recent data have shed some insight into the temporal dynamics underlying semantics for action. For example, Van Elk et al. (2008) investigated the role of semantic knowledge in action planning. Participants were required to prepare meaningful or meaningless actions (e.g., bring a cup toward the mouth or toward the eye, respectively) and made a semantic categorization response before executing the corresponding action. In addition, words that were presented could be either congruent or incongruent with respect to the action-goal that subjects had to prepare. The results showed that the preparation of meaningful actions elicited a larger N400 for incongruent words (e.g., the word “eye” when they have to bring a cup to their mouth) compared to congruent words (e.g., the word “mouth”). This effect was observed during a 424 to 488 ms window and the distribution was found to be maximal over the fronto-central electrodes. Interestingly, no difference was found in the N400 amplitude when subjects had to prepare meaningless actions. According to the authors, these findings indicate that semantic knowledge is only activated during the preparation of meaningful actions or, more specifically, when people intend to use objects in a meaningful way.

In another study, Aravena et al. (2010) investigated the bidirectional impact of language and motor processes by using a slight modification of the action–sentence compatibility effect (ACE) paradigm (Glenberg and Kaschak, 2002). The ACE can be defined as a longer reaction time (RT) in the action-sentence incompatible conditions than in the compatible conditions. During the task, participants had to listen to sentences describing an action that could involve an open hand (e.g., applauding), a closed hand (e.g., hammering), or no manual action (e.g., visiting). Afterwards, subjects were required to press a button (either with an open or closed hand) to indicate the full comprehension of the sentence. Incompatible conditions (e.g., an open hand action sentence followed by a closed hand button response) gave rise to a central N400, suggesting that motor processes interfere with sentence comprehension. In addition, the modulation of motor potentials (MP) revealed a semantic facilitation of the motor response during congruent conditions. According to Aravena et al. (2010), reported data can be understood in terms of a dynamic co-operation model in which linguistic and motor-related activity can be dissociated but can also operate together in the context of a larger neural network.

Similarly, in a recent study Ibanez et al. (2012b) measured the ACE effect in language (in the N400 window) and motor areas (in the MP window) with direct electrocorticography (ECoG) recordings in epileptic patients (Figure 4). They found that motor preparation affected language processing and vice versa. In the first case, the incongruent trials elicited a more negative amplitude in the signal than the congruent trials in movement-related areas such as premotor and M1. In the second one, language related-areas (STG, MTG, and left IFG) elicited a more negative response in the incongruent condition than in the congruent one. According to the authors, these results clearly support the bidirectionality hypothesis (Aravena et al., 2010) which claims that action-language comprehension and motor processes share neural resources that co-operate mutually during semantic processing.
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Figure 4. ECoG of action-sentence compatibility effect. (A) Example of ACE paradigm and stimuli. Both top corners shown participants hands position during the task (open at left and closed at right). In the center are two examples of the sentences according to the hand-shape of the action (open hand or closed hand sentences). The combined hand position used to depress the response button and the sentence content determines the type of category: compatible or incompatible. Final target verbs are underlined. (B) Motor and semantic areas producing an ACE. Normalized position of the electrodes showing a significant ACE (compatibility effect: incompatible minus compatible differences) at IFG, STG, and MTG (semantic-related areas, Blue circle) and the PM and M1 (motor-related areas, red circle). The time-probability charts show electrodes significant effects at N400 windows [M-N400 localized in premotor/motor (right side) and at temporal areas (left side)]. (C) Intracranial ERPs of Motor N400 (390–500 ms) and temporal N400 (250–700 ms) for compatible, incompatible and neutral categories. Modified with authorization from Cortex (Ibáñez et al., 2012a).



In short, these studies suggest that the relationship between language and action is bidirectional and that it is present during action execution and motor planning. It is important to note that two of the three studies reviewed in this section (Van Elk et al., 2008; Ibáñez et al., 2012a) reported that N400 frontal distribution is observed for action-related material while the other one did not (Aravena et al., 2010). Thus, further work is needed in this particular domain to clarify this issue.

THE ANATOMICAL SOURCES OF THE N400 FOR WORDS AND THE N400 FOR ACTIONS

Using different techniques, several attempts have been made in order to disentangle the neural basis of the N400. Since these efforts have mainly been directed toward the semantic processing of words in either visual or auditory modalities, the generators of the N400 elicited by meaningful actions still remain unknown.

THE ANATOMICAL SOURCES OF THE CLASSIC N400 FOR WORDS

Converging evidence derived from evoked magnetic fields (Helenius et al., 1998, 2002; Halgren et al., 2002; Maess et al., 2006; Service et al., 2007; Vistoli et al., 2011), event-related optical signals (Tse et al., 2007), and intracranial recording studies (Halgren et al., 1994a,b; Guillem et al., 1995, 1999; McCarthy et al., 1995; Nobre and McCarthy, 1995) indicates that the classic N400 effect for words reflects the coordinated activity of multiple cortical areas, including the superior (STG) and the middle temporal gyri (MTG), superior temporal sulcus (STS), the anterior medial temporal lobe (AMTL), and inferior parietal sites (AG). Interestingly, some studies have also reported a widespread activation in frontal areas. For example, Halgren et al. (2002) found that differential activation to incongruous words in a semantic context began in temporal sites (Wernicke's area and antero-ventral temporal lobe) at 250 ms after word onset. However, following 300 ms, prefrontal areas (e.g., IFG and DLPFC) became increasingly activated. While these activations were observed in the left hemisphere, the right one got significantly involved after 370 ms. Similarly, Maess et al. (2006) reported the involvement of the left IFG and a bilateral activation in temporal areas (STG, ITG) for anomalous sentence endings. This bilateral activation observed in both studies is consistent with a growing body of data suggesting an important but lesser contribution of the right hemisphere in meaning processing (Hagoort et al., 2009). Furthermore, this activation becomes more bilateral as the semantic complexity of the information being processed increases (Federmeier et al., 2008).

Using similar experimental manipulations to those used to elicit the N400 effect (e.g., comparing semantically congruent/incongruent sentence endings), neuroimaging studies have also contributed to a better understanding of the neural basis of semantic processing (for a review of these fMRI studies see Lau et al., 2008). Overall, the most commonly reported areas across studies are the left STG/MTG, the IFG and the AG. Converging evidence for an involvement of these areas is also found in the MEG, intracranial, and fMRI studies reviewed in this section, suggesting that they play a key role in the generation of the N400 effect.

THE ANATOMICAL SIMILARITY OF THE N400 FOR ACTIONS AND THE CLASSIC N400

Previous source findings hold mainly for words but only partially for action meaning. One testable hypothesis is that, in the latter case, motor and premotor regions, such as domain-specific areas, would also be recruited during the processing of action-related information. Based on the scalp-recorded and the intracranial activity, three ERP studies have recently attempted to determine the neural sources of the action-elicited N400 effect. In the first study (Proverbio et al., 2010), source reconstruction using swLORETA (Palmero-Soler et al., 2007) located the generators of this effect in the left inferior, left middle, and right superior temporal regions (BA 20, 21) parietal areas (AG, BA 39), frontopolar regions (BA 10), bilateral premotor areas (BA 6), right posterior cingulate cortex, and extrastriate cortex. In the second study (Van Elk et al., 2010a) the stronger N400 effect for meaningful actions compared to meaningless actions was localized in the left premotor area (BA 6). Finally, the third one localized the effect in the STG, the MTG, the left IFG (pars opercularis and pars triangularis), and the premotor and M1 areas (Ibáñez et al., 2012a). Although limited and not conclusive, findings provided by these studies are in line with our previous assumption about the motor/premotor engagement during action meaning processing. In addition, it is important to note that an ERP study using verbal material about actions which have attempted to find the neural sources of the N400 effect have also reported the activation of motor and premotor cortical regions (see Van Elk et al., 2010b).

Convergent evidence coming from behavioral and ERPs studies of action priming shows an interplay between action-related and conceptual information (Helbig et al., 2006, 2010; Kiefer et al., 2011). In these studies, when source analysis is reported, generators for the fronto-central component within the sensory-motor systems and for the N400 within the anterior temporal lobe are observed.

Previous fMRI studies on action understanding that have used similar stimuli and/or experimental manipulations of those used for eliciting the action N400 represent a potential source of complementary evidence. For example, observing erroneous actions and meaningless movements lead to activations in premotor areas, with a main contribution of the left premotor cortex during the processing of object-related actions and a right contribution during the analysis of movements (Manthey et al., 2003). In addition, it has been reported that when we view meaningless movements, fronto-parietal regions of the perception action system are recruited (Hetu et al., 2011).

Observation of incorrect object-directed actions also activates, in a bilateral fashion, the IFG, premotor, temporal (STG, MTG, STS), and parietal regions (Newman-Norlund et al., 2010). Furthermore, daily actions performed in a compatible context generate significant activations in the left IFG and the superior part of the ventral premotor cortex (Wurm and Schubotz, 2012). Similar context effects have also been reported in motor/premotor areas and temporal regions (e.g., parahippocampal gyrus) in response to actions performed with inappropriate objects (pantomimes), taking place at incompatible contexts (Wurm et al., 2012).

In the speech and co-speech gestures domain, mismatching gestures in a language context lead to an increasing activation of premotor regions. Consistent with these findings, recent work on language and gesture processing (Willems et al., 2007; Holle et al., 2008; Dick et al., 2009; Hubbard et al., 2009; Kircher et al., 2009) also points to the engagement of temporal areas (STS, STG, MTG), inferior parietal (AG), IFG, and premotor regions in the interplay of action and language.

Taken together, convergent evidence derived from MEG, ERP, and fMRI studies supports the existence of a widely distributed semantic network, comprising a set of overlapping areas for both N400s in the frontal, temporal, and parietal lobes, with additional involvement of the motor and premotor regions in the particular case of action-related material (Please see Figure 5).
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Figure 5. N400 brain activations for words and actions. Lateral view of the left hemisphere showing the N400 neural sources for words (in blue) and for actions (in red). The figure was computed using the MRIcron software (Rorden and Brett, 2000) and the spherical regions of interest (ROIs) (5 mm) displayed in the picture were taken from the MEG, fMRI, ERP, and intracranial studies reviewed in this article (please see Halgren et al., 2002; Proverbio et al., 2010; Ibáñez et al., 2012a). Please note that overlapping activations (in pink) in frontal, temporal, and parietal areas are common to both N400s, while motor and premotor regions are activated only during the processing of action-related material.



DISCUSSION

OVERALL FINDINGS

The main purpose of this article was to offer a comprehensive characterization of the N400 for actions by reviewing current findings on this specific domain and to propose a functional neuroanatomical model that is able to integrate the action-related data to current knowledge about the classical N400 elicited by words.

As shown by the reviewed studies, the negative activity elicited by action-related anomalous stimuli begins early, approximately at 250–300 ms post-stimulus onset; perhaps reflecting the rapid access that realistic visual images have to semantic memory networks (West and Holcomb, 2002; Sitnikova et al., 2003, 2008; Mudrik et al., 2010). Nevertheless, other relevant literature, which also includes early components modulation without reporting the N400 (Hauk and Pulvermuller, 2004; Kiefer et al., 2007; Hauk et al., 2008), are out of the scope of this review. Note that in some N400 studies, even earlier modulations -in the 100 to 200 ms window- are observed when dynamic realistic visual images such as videos (Kelly et al., 2004, 2007) or static realistic images such as photographs (Proverbio and Riva, 2009; Proverbio et al., 2010) are used (see Figure 1). Accordingly, these particular temporal dynamics observed when real world features are presented could be reflecting a more direct and rapid mapping to sensorimotor representations.

In addition, the presence of a LPC following the N400 effect was reported in several studies (e.g., Sitnikova et al., 2003, 2008; Wu and Coulson, 2005; Cornejo et al., 2009; Ibanez et al., 2010, 2011a,b). This late effect is assumed to reflect accessing the knowledge of goal-related requirements about real-world actions (Sitnikova et al., 2008), a decision-making related process (Wu and Coulson, 2005), or a continued re-analysis of the inconsistent situation (Munte et al., 1998; Hurtado et al., 2009). Nevertheless, what the presence of this component suggests is that meaning is not computed at once, but rather it is something that emerges through time, with the N400 representing an important aspect of that emergent process, but not, certainly, the final state (Kutas and Federmeier, 2011).

No clear hemispheric dominance is observed across studies. While some studies report a bias over the left hemisphere (Cornejo et al., 2009; Ibanez et al., 2010, 2011a,b), others report that the N400 effect is more prominent over the right hemisphere (West and Holcomb, 2002; Reid and Striano, 2008). Thus, further research is needed to understand the lateralization profiles of different experimental designs and stimuli types.

Finally, the more anterior topographical localization often reported in N400 studies where non-verbal material is used, is also present. In consonance with neural source localization findings discussed in the previous section, this difference has led to the hypothesis that while both negativities could be reflecting similar functional operations instantiated by a common semantic network, these operations could be carried out in non-identical neuroanatomical substrates, with the coupling of motor/premotor regions in the particular case of actions. Although this hypothesis might seem obvious, the claim that meaning is grounded, wholly or in part, in systems for perception and action, is far from being trivial and is currently a debated topic in cognitive neuroscience.

LANGUAGE AND SENSORIMOTOR PROCESSING: DOES THE N400 FOR ACTIONS SUPPORT A GROUNDED VIEW OF MEANING?

Classical linguistics theories (Collins and Loftus, 1975; Fodor, 1983; Masson and Borowsky, 1998) interpret meaning as the result of the combination of abstract, amodal symbols arbitrarily linked to entities in the real world. In this view, the sensorimotor information derived from our experiences with the world is completely detached from the conceptual knowledge that we have of it. One of the main difficulties derived from these theories, however, is the so-called grounding problem: if we want to know the meaning of an abstract symbol, the symbol has to be grounded in something other than more abstract symbols. The reason is simple: manipulation of abstract symbols merely produces more abstract symbols, not meaning (Glenberg and Robertson, 2000).

An alternative psycholinguistic approach, the embodied semantic theory, gained popularity in the last few years. One of the most radical and controversial claims in this field, suggests that language processing recruits a particular type of neurons that fires both during action execution and during action observation of the same/similar action: the mirror neurons (diPellegrino et al., 1992). In a strict sense, this theory predicts that mirror regions that are activated during action observation and action execution should also be activated during the comprehension of words referring to actions (Gallese and Lakoff, 2005; Pulvermuller et al., 2005; Gallese et al., 2007). Furthermore, these later semantic activations would be distributed in a somatotopically-arranged manner; with leg concepts (such as “kicking”) activating the homunculus leg area, mouth concepts (such as “eating”) activating the mouth area and so on.

The embodied framework has triggered intense discussions (Negri et al., 2007; Willems and Hagoort, 2007; Mahon and Caramazza, 2008; Toni et al., 2008; Hickok, 2009), and current neuroscientific research does not necessarily support its radical versions (Arevalo et al., 2012; Ibáñez et al., 2012a). Recent findings also suggest that the somatotopical activation pattern reported in many of these studies are not exact (Turella et al., 2009; Fernandino and Iacoboni, 2010) and that when the three conditions (observation, execution, and linguistic comprehension) are tested together in the same set of participants, activations elicited by action-associated linguistic stimuli do not match with the activations observed for execution and observation (Postle et al., 2008; de Zubicaray et al., 2010). In other words, “mirror areas” are not sufficient in explaining how our brain processes action meaning and the engagement of other cortical regions is clearly required (Brass et al., 2007).

Accordingly, more lenient versions predicting partially overlapping (but not identical) regions comprising a general motor-language network have been proposed. These interpretations come from studies reporting activity in regions outside the motor/premotor cortices such as the IFG, the temporal cortex, the cerebellum and the inferior/superior parietal lobule (Pobric and Hamilton, 2006; Gazzola and Keysers, 2009; de Zubicaray et al., 2010; Kemmerer and Gonzalez-Castillo, 2010). In consonance with these results, the source localization studies on the N400 for actions reviewed here report similar activations in the aforementioned regions, supporting a “grounded” approximation to meaning construction. Indeed, it has been suggested that the N400 component can be understood within an embodied framework (Chwilla et al., 2007, 2011; Collins et al., 2011; Hald et al., 2011). For instance, Chwilla et al. (2007) reported N400 modulations for novel senseless meanings compared to novel sensible meanings [e.g., “the boys searched for branches/bushes (sensible/senseless) with which they went drumming … ”]. While the first option makes sense, the second one does not. This is because the affordances of bushes do not mesh with the actions required to drum. Moreover, this study shows that participants can establish novel meanings not stored in memory, challenging abstract symbol theories that can only access meaning by consulting stored symbolic knowledge.

Hald et al. (2011) found a frontal N400 response, modulated by the modality switch effect. This effect occurs when a first statement -describing an event grounded in one modality- is followed by a second one in a different modality. For instance, “The cellar is dark” (visual property) followed by “A mitten is soft” (tactile property). The modality of the previous statement serves as a context and guides predictions. Accordingly, the statement “The cellar is … ” preceded by a tactile context leads to a weaker activation of “dark” than when the preceding context is visual. This is because that, guided by the tactile context, the system is looking for a tactile property of the “cellar,” and this will lead to a modality switch negativity. According to the authors these ERP results support an embodied and predictive view of language comprehension. Similarly, Collins et al. (2011) also found that the modality switching effect was associated with increased N400 amplitudes, supporting the claim that perception and action systems help subserve the representation of concepts.

Taken together, these studies are in line with the more lenient versions of the embodied approach and support a “grounded” view of the N400, in the sense that the retrieval of sensory and motor information clearly modulates meaning-related processes indexed by this component. In other words, comprehension has a contextual and situated nature and semantics are grounded in prior experiences with the world.

We believe in a bidirectional cooperative approach in which language and sensorimotor activity can be dissociated (Mahon and Caramazza, 2008), but can also operate together, during meaning construction, in the context of a larger network (Aravena et al., 2010). According to this view, meaning constitutes a polymodal, context-dependent, and constructive representation instantiated by the aforementioned distributed network (Amoruso et al., 2011, 2012; Ibanez and Manes, 2012).

CONTEXT INTEGRATION: THE N400 ACTION MODEL

The presentation of incongruent vs. congruent verbal and non-verbal stimuli in different formats, such as environmental sounds, drawings, static, and dynamic pictures, all give rise to a similar N400 effect. Moreover, this effect has been reported at several levels of processing, including semantic, syntactic (Weber and Lavric, 2008; Zhou et al., 2010; Zhang et al., 2011; Morgan-Short et al., 2012), and phonological-orthographical levels (Deacon et al., 2004; Meng et al., 2008). In addition, other complex processes, such as metaphor (Cornejo et al., 2009; Ibanez et al., 2010, 2011a,b), irony (Cornejo et al., 2007), and joke comprehension (Coulson and Wu, 2005), have been shown to modulate the N400 amplitude. In brief, current electrophysiological evidence suggests that the N400 can be elicited by a wide range of stimuli as long as they are potentially meaningful (Kutas and Federmeier, 2011).

One common characteristic reported across studies is that as the target stimulus becomes more expected/congruent with the context, the N400 amplitude is reduced when compared with unexpected/incongruent conditions. This general finding, observed for stimuli across modality, suggests that when the previous context builds up meaning the processing of upcoming information that fits with the current context is facilitated. These effects, sometimes known as “cloze-probability” and “semantic incongruity,” respectively, remain stable across stimulus-modality.

Note, however, that unexpected sentence endings have been shown to elicit larger N400 responses, even when endings were semantically congruent (Kutas and Hillyard, 1984). Therefore, it is likely that this component reflects a more general process, than semantic processing per se, in which meaning is shaped by predictions that we create based on current contextual cues and previous experiences. For example, observing someone hammering a nail into a wall with a rolling pin is “weird” to our brain; however, it would not be strange if we knew that this person does not have a hammer and they managed to find an alternative solution in order to perform the action. In other words, meaningful actions depend on the circumstances, and a given stimulus can be classified as congruent or incongruent depending on the scenario and the predictions that we make from it.

Current research has shown that the brain is constantly benefiting from context by making predictions about future events (Bar, 2004, 2009). Predictive theories in the domain of perception and action suggest that our brains are good at reducing discrepancies between expectations and current experience. For instance, in the action field, predictive motor theories (Wolpert and Flanagan, 2001; Wolpert et al., 2003; Kilner et al., 2007a,b) assume that analogs models are used to generate predicted sensory consequences of executed actions and to inferred motor commands from observed actions. For example, the predictive coding account (Kilner et al., 2007a,b; Kilner, 2011) argues that intentions can be derived through action observation by the generation of an internal model that minimizes the prediction error at different levels of a cortical hierarchy. More specifically, by observing a person performing a specific action, we are able to predict their motor commands and, given these commands, we are able to predict their kinematics, by mapping this information into our own action system. When comparing this information on the multiple levels of the hierarchical model, a prediction error is generated. By minimizing this error at all the levels of action representation, we can infer the most likely cause of an observed action. In neuroanatomical terms, this model is thought of as a double pathway model where action understanding is achieved through interactions between a ventral pathway and a dorsal one (Kilner, 2011). While the ventral pathway links the MTG with the anterior IFG, the dorsal one refers to the action-observation network (AON), including the ventral premotor cortex, the inferior parietal lobule and the STS. The proposal here is that a representation of more abstract features (e.g., the intention and goal of an observed action) is generated by the ventral pathway, through a process of semantic retrieval and selection. This result in the encoding of the representation of the most probable action required to achieve the most probable goal. Once this goal is estimated, then a prediction of the sensory consequences of this action (a more concrete representation of the action) can be generated by the dorsal pathway.

In the perceptual field (Bar, 2004, 2009), object recognition is thought to be mediated by cognitive structures (memory scripts) that integrate information about the identity of the objects that tend to co-occur in a given context with previously learned information about their possible relationships. These structures are thought of as a set of expectations about what is more probable to see or not to see in a given context, enabling us to make predictions and accurately disambiguate incoming information. In this model, frontal areas are involved in updating current contextual information and integrating it with semantic associations stored in temporal regions (e.g., parahippocampal and retrosplenial cortex).

In consonance with the aforementioned accounts, we propose a model for the N400 for actions where frontal areas (e.g., IFG) would update ongoing contextual information in working memory and integrate it with learned target-context associations stored in temporal regions (MTG, STS) in order to get the specific significance of an action event (Amoruso et al., 2011, 2012; Ibanez and Manes, 2012). In addition, the inferior parietal lobe, as a cross-modal area, would mediate the integration of sensory, motor, and conceptual information (Seghier, 2013). Indeed, strategic connections between frontal, temporal, sensorimotor, and parietal regions involved in intentional (Waszak et al., 2012) and conceptual (Opitz, 2010) binding-related processes, such as linking actions to their predicted effects, have been proposed. Based on this account, the N400 can be seen as a neural marker that indexes the integration of current contextual cues. This later process involves: (1) prediction-related activity (frontal regions) and (2) integration with previous experiences (temporal and parietal regions). In addition, the retrieval of modality-specific information (e.g., motor-related information) facilitates the overall process as it becomes well-illustrated in forward models about action.

When we observe another person performing a given action such as grasping a glass of water, we are able to accurately anticipate the future course of the observed action. In other words, current contextual information and previous similar experiences enable as to predict incoming steps and shape meaning construction. These expectations are triggered at different levels, with top–down (e.g., expectations about the intention or the action goal) and bottom–up (kinematics and motor commands) information working together in a mutually constraining manner. Based on this view, our model provides an empirically testable set of hypotheses regarding contextual-based prediction and action meaning comprehension in N400 paradigms. For instance, during tasks using realistic visual images about actions, we expect to observe the engagement of the aforementioned fronto-temporo-parietal network working in concert with motor/premotor areas. In other words, we expect that the semantic processing involved in the N400 effect for action-related material would trigger a sensorimotor resonance in the observer. This prediction is partially confirmed by studies showing that the observation of actions that can be directly mapped onto the observer's motor system report a significant activation of premotor areas (see Van Elk et al., 2008). In temporal terms, we expect that ERP modulations would be observed from its earliest stages, perhaps due to the direct sensorimotor mapping elicited by realistic stimuli. In fact, this is the case in most of the reviewed N400 studies using ecological material (e.g., videos) about everyday actions. Thus, if “grounding” information such as kinematics, body movements, and interactions with artifacts or body/body parts is crucially required by the task (as in most of the designs used in N400 studies for actions) we expect that activity in motor/premotor areas will be enhanced and rapidly observed. In addition, we expect that during the integration of language-related stimuli (e.g., utterances) and action material (e.g., gestures) fronto-temporo-parietal regions as well as motor/premotor regions would be equally activated and maybe a delay in the N400 latency could be reported.

However, it remains an open question if this predictive account for actions could be extended to those tasks where the processing of the incongruence only relies on the use of language-material. While contextual cues clearly serve to pre-activate features of likely upcoming words (e.g., Ibanez et al., 2006, 2011a,b), such that the processing of unexpected stimuli that share semantic features with predicted items is facilitated (Kutas and Federmeier, 2011), it is unclear if a similar predictive error triggered during verbal semantic processing at different levels (e.g., words, sentences, pieces of discourse) can be explained in terms of forwards models. Future studies would benefit the validation and development of the proposed model by defining more detailed and testable predictions including the specific measures of the aforementioned processes.

In particular, our notion of context-dependent construction of meaning based on frontotemporal circuits resembles the view laid out by other colleagues (Kiefer and Pulvermuller, 2012). They suggest that concepts are flexible, distributed and modality-specific sensory and action representations, which depend on previous experience. Kiefer and Pulvermüller also argue that conceptual information proper is stored in sensory and motor areas whereas the anterior temporal lobe serves as a convergence zone for binding the distributed modality-specific representations. In addition, meaning does not necessarily depend only on actions, but also on sensory information from different modalities such as visual form features, motion, sound (Simmons et al., 2007; Hoenig et al., 2008; Kiefer et al., 2008, 2012). This model resembles our bidirectional coupling between motor and language areas. But they differ in the emphasis on modality-specific sensory and action representations and in the somatotopic representations. Strong claims of modality-specific and somatotopic representations have been challenged and recently criticized (see a work summarizing several sources of evidence: Cardona et al., 2013). Moreover, the distributed and extended source of N400 does not fit adequately with a model of somatotopic representations. Our model predicts a coupling, without interpretations about explicit representation coming from discrete areas. Meaning represents an emergent property of such motor-language coupling itself. Thus, in our model meaning is an emergent property of the fronto-temporal network and not only of modality-specific representations.

Recent accounts have proposed the existence, in the anterior temporal lobe (ATL), of a mechanism supporting the interactive activation of semantic representations across modalities (Patterson et al., 2007). According to this position, sensorimotor and language aspects of conceptual knowledge are necessary but not sufficient to build up meaning and an amodal hub region which makes generalizations is required. However, this proposal, mainly derived from anatomo-clinical observations in patients with semantic impairments, is far from being consistent (see Gainotti, 2011). Although many temporal areas are involved in the generation of the action-related N400, the anterior parts of the temporal lobe are not reported when experimental paradigms use current actions or action observation (e.g., Proverbio et al., 2010; Van Elk et al., 2010a,b; Ibáñez et al., 2012a). In fact, the involvement of this cortical area is often seen in N400 tasks requiring only lexical representations (Halgren et al., 2002), suggesting that it might support basic combinatorial operations underling sentence processing (Dronkers et al., 2004; Lau et al., 2008) and syntactic aspects (Noppeney and Price, 2004). In the particular case of the N400 for actions, when determining the incongruence of a given stimulus clearly relays more on a sensorimotor resonance or the re-enactment (Barsalou et al., 2003) of perceptual and action-related states in order to get the meaning of an event, the role of the ATL would be an auxiliary one. Accordingly, its involvement is not expected in these later cases (as supported by source localizations studies on the N400 for actions reviewed in this paper), but it would be indeed expected when the processing or disambiguation of the incongruent incoming information requires more “abstract” operations -and this is the case (see N400 studies on word processing reviewed by Lau et al., 2008).

In brief, action N400 supports a fronto-temporo-parietal network (Gainotti, 2011) in which motor and semantic representations would operate together during comprehension of complex situations, predicting effects of semantic processing on the motor system and vice versa. In this view, we avoid predictions derived from radical embodiment (e.g., somatotopic activations) and we only take advantage of the proposal that sensorimotor “grounded” information derived from real-world experiences are necessary during the comprehension of perceived or produced events. Thus, the activation of this network would be modulated depending on stimulus type properties (indexing cortical related activations), previous experiences and learning effects (temporal regions), and current contextual predictions and expectations (IFG and other frontal regions).

CONCLUSIONS AND FUTURE DIRECTIONS

In conclusion, evidence summarized in this selective review suggests that, at a semantic level, action meaning and language meaning lead to qualitative similar N400 modulations. In the current review, we focused on N400 for actions, and did not include early ERP effects or a deeper discussion about meaning and neuroscience, which would be an important topic for future research.

We have proposed that this semantic process indexed by the N400 is accomplished by a fronto-temporo-parietal network in which meaning construction is shaped by predictions derived from contextual ongoing information and previous knowledge. By this means, we suggest that predictive and semantic-related processing are core aspects of what this component is actually indexing.

While we believe that meaning is a situated, pluralistic and multimodal phenomenon that goes beyond action and language per se and that both negativities are, at a general level, functionally equivalent, many questions await further answers. For example, although the activation of motor and premotor regions in action comprehension could partially explain the frontal pattern activation, and the temporal dynamics involved in this specific process (e.g., accessing the contextual network depending on stimulus type) still need to be elucidated. In other words, it is not clear if motor and premotor areas become directly activated by incoming action related-stimuli or if they are later recruited by the fronto-temporo-parietal network when conceptual processing has already occurred. In addition, further studies should specify the anatomical localization of the N400 effect for actions. Indeed, there is little evidence about the action N400 generators and, although it supports the engagement of temporal, frontal, and motor/premotor regions in action comprehension, further experimentation is clearly required to complement current results.
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Although it is widely accepted that nouns and verbs are functionally independent linguistic entities, it is less clear whether their processing recruits different brain areas. This issue is particularly relevant for those theories of lexical semantics (and, more in general, of cognition) that suggest the embodiment of abstract concepts, i.e., based strongly on perceptual and motoric representations. This paper presents a formal meta-analysis of the neuroimaging evidence on noun and verb processing in order to address this dichotomy more effectively at the anatomical level. We used a hierarchical clustering algorithm that grouped fMRI/PET activation peaks solely on the basis of spatial proximity. Cluster specificity for grammatical class was then tested on the basis of the noun-verb distribution of the activation peaks included in each cluster. Thirty-two clusters were identified: three were associated with nouns across different tasks (in the right inferior temporal gyrus, the left angular gyrus, and the left inferior parietal gyrus); one with verbs across different tasks (in the posterior part of the right middle temporal gyrus); and three showed verb specificity in some tasks and noun specificity in others (in the left and right inferior frontal gyrus and the left insula). These results do not support the popular tenets that verb processing is predominantly based in the left frontal cortex and noun processing relies specifically on temporal regions; nor do they support the idea that verb lexical-semantic representations are heavily based on embodied motoric information. Our findings suggest instead that the cerebral circuits deputed to noun and verb processing lie in close spatial proximity in a wide network including frontal, parietal, and temporal regions. The data also indicate a predominant—but not exclusive—left lateralization of the network.
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INTRODUCTION

Following the seminal report of a dyslexic patient who was predominantly impaired in reading verbs compared to nouns (Holmes et al., 1971), substantial evidence has been accumulated which supports the hypothesis that noun and verb representations are functionally independent in the human cognitive system. This evidence sources primarily from neuropsychological studies describing various patients whose behavior collectively supports the case for double noun-verb dissociation (Miceli et al., 1984; Hillis and Caramazza, 1995; Berndt et al., 1997; Luzzatti et al., 2002; Crepaldi et al., 2006), but is also confirmed by several psycholinguistic studies in which nouns and verbs give rise to different pattern of priming effects (Sereno, 1999; Mahon et al., 2007; Crepaldi, 2008).

The functional dissociation between nouns and verbs raised the question as to whether the neural underpinnings of these grammatical classes are anatomically segregated in separate brain regions. This issue was initially investigated in anatomo-correlational studies, which altogether revealed a somewhat controversial picture. Damasio and Tranel (1993), for example, reported the case of two patients who had suffered from temporal damage and whose ability to retrieve nouns was specifically impaired, and of one patient who had suffered a damage to the posterior segment of the inferior frontal gyrus and whose ability to retrieve verbs was impaired. In spite of some replication of this fronto-temporal pattern (Daniele et al., 1994), these results do not fit easily with what has been reported in several other anatomo-clinical studies. For example, Aggujaro et al. (2006) studied lesion localization in a sample of 20 aphasic patients suffering from disproportionate impairment of either nouns or verbs: they found no verb-impaired patient with a pure frontal damage, and several cases with isolated left posterior-temporal and inferior-parietal brain damage. Converging data arise from a study by De Renzi and Di Pellegrino (1995), who described an aphasic patient with vast frontal brain damage, but no specific problems in retrieving verbs.

Data from functional neuroimaging studies are also rather unclear as to whether the neural structures responsible for noun and verb processing are anatomically segregated in the brain. In one of the first neuroimaging investigations about this issue, Warburton et al. (1996) compared the cerebral activation related to nouns and verbs in a verbal fluency task: they concluded that the two grammatical classes recruit the same neural circuits, but verbs elicit stronger activations in these areas than nouns. In spite of early replications of these findings (Perani et al., 1999), several other studies have found that nouns and verbs do recruit spatially segregated brain regions or, conversely that the two grammatical classes elicit similarly strong activations in the same areas. Saccuman et al. (2006) for example, working with an fMRI picture naming study, found verb-specific activation in the left intra-parietal sulcus, in the right fusiform gyrus, and in the left cerebellum, while nouns determined an increased BOLD signal in the right cuneus and the right posterior cingulate cortex. However, Tyler et al. (2001) reported diametrically opposing results in a lexical decision and a semantic categorization task; in their study none of the cortical areas (with the sole exception of the left BA 20/37) was activated in direct verbs-minus-nouns or nouns-minus-verbs comparisons.

Results continue to be somewhat inconsistent if one considers the locations of verb- and noun-specific areas in those studies where grammatical class effects were actually found. For example, Shapiro et al. (2005) used a word/pseudo-word inflection task and found that verbs provoked greater activation than nouns in the anterior portion of the left superior frontal gyrus, in the LIFG including Broca's area, and in the right cerebellum, while nouns elicited stronger activation than verbs in the middle part of the superior temporal gyrus, the middle portions of the left fusiform gyrus, and in the right insula and cerebellum. These results are in line with the fronto-temporal dichotomy originally described by Damasio and Tranel (1993), and were further confirmed in other neuroimaging studies (Chao and Martin, 2000; Tranel et al., 2005a). However, no verb-specific frontal activation was found in other experiments. Damasio et al. (2001) for example, observed verb-specific activation in the middle left temporal gyrus in an experiment where picture naming was compared to a non-linguistic baseline (i.e., orientation judgment on unfamiliar faces). Berlingeri et al. (2008) conducted a factorial study with two experimental tasks (picture naming of nouns and verbs, and a verb-from-noun and noun-from-verb derivation task), and found reliable across-task verb-specific activation bilaterally in the precentral and postcentral gyri, in the right SMA, and again bilaterally in the paracentral lobule, the superior parietal lobule, the inferior parietal lobule, and the precuneus: none of the left dorsolateral prefrontal areas was activated to a greater extent by verbs than by nouns. Similar considerations can be made when we turn our attention to the brain areas that were shown to be associated to noun processing. Bedny and Thompson-Schill (2006) for example, found that the LIFG and the left inferior temporal gyrus were more strongly activated by nouns than by verbs in a semantic matching task. However, in a word inflection experiment Shapiro et al. (2006) found that the only area emerging from a direct nouns-minus-verbs comparison was the left fusiform gyrus.

These apparently inconsistent data are quite relevant for the hotly debated topic of sensorimotor contribution to abstract concept representation (e.g., Gallese and Lakoff, 2005) and, more in general, for that of embodied theories of cognition (e.g., Rizzolatti and Sinigaglia, 2010). In fact verbs typically denote actions, and frequently refer to human movements that clearly have motoric counterparts in the cognitive system (e.g., to walk, to pick, to throw, to talk); if indeed abstract concepts were truly based on sensorimotor knowledge, verb lexical-semantic representation would substantially call upon proprioceptive, tactile, and motoric information (e.g., Shebani and Pulvermüller, 2013). Several theories have been proposed based on this core idea. They range from a “soft” position whereby verb meaning relies on abstract representations that interact dynamically with our sensory and motor systems (Bedny and Caramazza, 2011), to a stronger position whereby the verb meaning itself is the sensory-motor experience that occurs every time a specific action is either made or observed (e.g., Pulvermüller, 1999; Gallese and Lakoff, 2005). Theories at the softer end of this continuum suggest that action verb processing relies on a wide network of amodal brain regions including left frontal, temporal, and parietal cortices; on the other hand, strong embodied views of cognition suggest that action verb processing is primarily based on the activity of the primary motor cortex (Hauk et al., 2004). Other scholars, working along similar lines, have reported data suggesting that verb processing relies on a network of action-related brain areas outside the motor strip (right SMA, right and left paracentral lobules, right and left superior and inferior parietal lobules, and right and left precuneus; Berlingeri et al., 2008), thus proposing that verb lexical processing activates action-oriented, visuo-spatial, rather than low-level motoric information. It is interesting to note that a clear divide between action verbs and non-action verbs does not emerge from these data (Aggujaro et al., 2006; Berlingeri et al., 2008), which would seem to imply that the parietal regions, which are the primary basis for the planning of object-related actions (Grefkes and Fink, 2005), are also involved in the lexical processing of non-action verbs.

Several other theories have been proposed to account for neurofunctional data on verb and noun processing. Originally, mostly on the basis of the influential paper by Damasio and Tranel (1993), verbs and nouns were held to have distinct and anatomically separate neural underpinnings, with verbs being mainly processed in the left frontal regions and nouns in the left temporal lobe. This position continued to be held for quite some time (Cappa et al., 2002; Cappa and Perani, 2003; Shapiro et al., 2006), but seems to be hardly tenable: as noted in a recent review by Crepaldi et al. (2011), of 15 neuroimaging studies that reported verb-noun direct contrasts, only five showed verb-specific activation in left frontal areas, and only two showed noun-specific activation in a left temporal region. Of course, caution should be taken when interpreting these figures, as the use of different technical and experimental details could determine changes in the results of fMRI studies (e.g., block vs. event-related design, statistical thresholds, sample size); but there still seems to be little justification for suggesting a specific role in verb processing for frontal areas. This consideration also casts doubts on a more recent proposal which suggests that verb-specific processing does not rely exclusively on frontal areas, but on a more complex circuit that includes the left middle frontal gyrus (Willms et al., 2011), or the temporo-parietal junction (Aggujaro et al., 2006; Tranel et al., 2008). Basically, any theory that attributes a substantial role to frontal areas in verb processing seems to be unsupported overall by fMRI/PET evidence (unless they can explain why these cerebral regions do not emerge as verb-specific in such a large proportion of the neuroimaging studies focusing on this issue).

Another popular position is that grammatical class per se is not an organizing principle in the neural organization of the language areas; rather, the main divide would be semantic, and would follow the object vs. action dichotomy (Bird et al., 2000, 2003; Vigliocco et al., 2011). From a behavioral point of view, children would start by learning lexical labels for prototypical objects and prototypical actions, and subsequently would discover that their distribution in sentences varies and that they sub-serve different communicational roles (object words denote, action words predicate). The grammatical classes of nouns and verbs would then be built on the basis of these cues, but the distinction between the two would remain strongly linked to their origins. This is why noun-verb neural effects emerge clearly only when prototypical nouns (i.e., object nouns) and prototypical verbs (i.e., action verbs) are investigated (Vigliocco et al., 2011). From an anatomic point of view, this theory is very similar to that outlined in the previous paragraph: action (verb) processing would rely more on a fronto-parietal network, whereas object (noun) processing would depend on inferotemporal structures. Although functionally speaking the theory is plausible and might be separated from its anatomical counterpart, much of the neuroimaging evidence provided so far does not support either a specific role for frontal areas in action word/verb processing or for temporal regions in object word/noun processing (Tyler et al., 2001; Tranel et al., 2005a; Liljeström et al., 2008; Crepaldi et al., 2011).

It should be apparent that the wealth of alternative accounts is at least partly motivated by the diversity of the experimental results reported so far. It is thus essential to try to distinguish unreliable observations from those with a solid experimental base, also taking into account the number of factors that may underlie inconsistent results across neuroimaging studies on nouns and verbs. These factors include, for example, the high heterogeneity of the experimental and baseline tasks used in the various studies. In fact, different tasks involve different cognitive processes, with two important consequences: first, as it is plausible that different cognitive processes are carried out in different parts of the cortex, it is unlikely that, for example, the semantic processing of verbs will recruit the same areas as the phonological processing of verbs. Moreover, nouns and verbs might be anatomically segregated at some cognitive stage (e.g., morphological analysis), but not at others (e.g., phonological encoding); since different tasks tap into different cognitive stages, it is not surprising that anatomical separation might emerge in, e.g., picture naming, but not in, e.g., lexical decision. Even when only focusing on neuroimaging experiments, evidence has emerged from tasks such as picture naming and syntactic judgment, lexical decision and generation of derived forms (e.g., “dealer” from “deal”), forced-choice semantic association and verbal fluency. Orthographic processing, lexical identification, semantic processing, syntactic planning and analysis, lexical selection, and phonological encoding are all processing stages that have been addressed very differently in different studies, through the use of different experimental tasks. Task diversity is thus clearly a factor that has contributed variability to this literature (e.g., Berlingeri et al., 2008).

Another important factor is cognitive processing load: some recent studies have reported convincing evidence that brain activations change substantially according to whether a specific combination of task and stimulus imposes a high cognitive demand, or is instead very easy and fast to process (Thompson-Schill et al., 1997; Snyder et al., 2007; Berlingeri et al., 2008). Scholars have recently started to take these factors into account while evaluating whether the data currently available can be explained satisfactorily within a theoretical account. However, they have come to somewhat different conclusions. Vigliocco et al. (2011) suggest that, once cognitive demand is taken into consideration, neuroimaging data on nouns and verbs can indeed be interpreted in a theoretical framework that sits noun processing within the inferior temporal cortex and verb processing within a network involving frontal and parietal areas. On the contrary, Crepaldi et al. (2011) deny the possibility that neuroimaging data on nouns and verbs can be accounted for satisfactorily within any theoretical framework that assumes spatially segregated neural substrates for the two grammatical classes. They also suggest that this holds even after task-specific and cognitive demand effects were taken into account. The authors propose that nouns and verbs are processed in neural circuits that do not overlap completely (or otherwise neuropsychological dissociations would never be possible), but are not clearly spatially segregated, at least at the spatial resolution normally considered in neuroimaging studies. Noun and verb circuits would be strictly interleaved with each other and dispersed in a complex network spanning virtually all over the brain. Thus, the emergence of grammatical class specific regions in fMRI studies would be highly variable and very much dependent on fine details concerning the task used, the specific stimuli selected, the methods of analysis, etc. [for converging evidence in this direction, see Liljeström et al. (2009) and Sahin et al. (2009)].

To sum up, data on the neural basis of noun and verb processing seem to be highly inconsistent, to the point that no general theory proposed so far appears to be able to explain an acceptable proportion of them. Descriptive reviews of this literature have driven different authors to different conclusions (Crepaldi et al., 2011; Vigliocco et al., 2011), thus calling for a more formal assessment of this issue. In the present study fMRI data on nouns and verbs were thus submitted to a quantitative and theory-blind meta-analysis with the aim of addressing the following questions: (i) are the neural circuits responsible for noun and verb processing spatially segregated in the brain? (ii) If there are specific cerebral areas for nouns and verbs, where are they located? (iii) Which theory of the neural processing of nouns and verbs is best supported by this picture? As clearly highlighted above, while addressing these questions it is necessary to take into account which cognitive task generated brain activations. We thus adopted a methodological approach that allows not only to assess to what extent any brain region is committed to either nouns or verbs, but also whether grammatical-class specificity depends on the experimental task, or rather holds independently of this factor1.

There are several methods available for formal meta-analysis of neuroimaging data, among which the most popular is probably Activation Likelihood Estimation (ALE; Turkeltaub et al., 2002). The logic behind this approach is simple, and yet very powerful. A spatial probability distribution is modeled for each activation peak included in the dataset of interest. The voxel-by-voxel union of these distributions is used as an activation likelihood map, which is then tested for statistical significance against randomly generated sets of foci. ALE was proven to be a reliable way of blending evidence from multiple studies (e.g., Turkeltaub et al., 2012) and was applied successfully to fields as diverse as motor learning (Bernard and Seidler, 2013), autism (Dickstein et al., 2013), and numbers and mental calculation (Arsalidou and Taylor, 2011). However, it was not suited for our purposes. In particular, ALE is not able to deal with design with multiple independent variables, and here we want to consider the role of both grammatical class (X1) and task (X2). ALE strategy in these cases would be to consider separate sets of foci for each combination of grammatical class and task (nouns in picture naming, verbs in picture naming, nouns in lexical decision, and so on), and run one meta-analysis for each of these sets. This strategy would be problematic for two reasons. First, it would face a serious power issue: the overall dataset would be divided into several subsets, which would imply running meta-analyses on a low number of peaks. Second (and most important), such an analysis would tell us whether any given area is specific for any X1–X2 combination, but it would not show in a statistically supported manner whether any area is specific for, e.g., nouns in picture naming and verbs in lexical decision, or nouns in semantic tasks and verbs in syntactic tasks. In formal terms, it would not be possible to assess the interaction between grammatical class and task. Because there is solid evidence that this type of interactions do arise when assessing grammatical class specificity in different tasks (e.g., Palti et al., 2007; Berlingeri et al., 2008), this would have been a serious limitation of the ALE procedure.

We thus resorted to hierarchical clustering to carry out the meta-analysis (Jobard et al., 2003), using in particular the algorithm designed by Cattinelli et al. (2013a) and previously adopted by Cattinelli et al. (2013b). This algorithm permits the identification of clusters from a data set of noun-related or verb-related activation peaks on the basis of a pre-defined spatial resolution criterion. At this stage, the algorithm was completely blind as to which grammatical class or experimental task was associated with each single peak: it simply grouped peaks that were spatially close. After the clusters were identified, the distribution of noun- and verb-specific peaks in each cluster was statistically assessed in order to understand whether it was significantly different from chance. A similar analysis was carried out to capture grammatical-class specificities that were task-dependent (e.g., peaks that were associated with nouns in a given task, but with verbs in another task). The important point to make here is that the procedure was completely data-driven, and the spatial contiguity of the activation peaks was evaluated without any theoretical bias, a condition which is virtually impossible to reach in descriptive meta-analyses (e.g., Crepaldi et al., 2011; Vigliocco et al., 2011)—where some degree of subjective evaluation of data coherence is inevitable—or in original experimental studies where the experimental paradigm is generally constructed to assess some specific theoretical tenet.

METHODS

DATA COLLECTION AND PREPARATION

The present meta-analysis is based on 36 neuroimaging studies investigating the neural basis of noun and verb processing using either PET or fMRI on adult subjects, published on peer-reviewed journals from 1996 to March 2011. The studies were selected according to the following procedure. We first ran two queries through the PubMed database using the following search keys: “nouns AND verbs AND fMRI” and “noun AND verbs AND PET.” The search keys were sought in all entry fields. These queries generated 64 and 15 entries, respectively. Because we were also interested in papers that only included either nouns or verbs, we ran other four queries through the same database searching for “noun AND fMRI,” “nouns AND PET,” “verbs AND fMRI,” and “verbs AND PET.” After removing duplicates, we were left with 164 records, which were then screened to exclude those studies that clearly did not satisfy the inclusion criteria as revealed by the title, keywords, or abstract. For example, several studies did include nouns and/or verbs as stimuli, but focused on cognitive issues outside the interest of this meta-analysis (e.g., mental images, syntax); other studies presented nouns and verbs in a connected text, thus triggering semantic and syntactic processing that clearly hinders any lexical interpretation of the results; other studies did not make use of functional imaging techniques (i.e., were purely behavioral or neuropsychological studies), or investigated special populations, such as deaf people, children, elderly people, or patients with brain injuries or some form of degenerative disease. Fifty-six studies survived the screening and were thus assessed more thoroughly. Among these 56, 20 were excluded because they did not report any of the following: (i) a simple effect analysis of nouns vs. a non–noun baseline; (ii) a simple effect analysis of verbs vs. a non-verb baseline; (iii) a direct comparison analysis of verbs vs. nouns; (iv) a direct comparison analysis of nouns vs. verbs. Region-of-interest analyses were not considered.

The main characteristics of the 36 experiments included in this meta-analysis are reported in Table 1.

Table 1. List of the papers included in the present metanalysis.
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We considered peaks emerging from simple effects of nouns vs. baseline and verbs vs. baseline, and peaks corresponding to direct comparisons of verbs-minus-nouns and nouns-minus-verbs; activation coordinates that emerged in conjunction analyses or main effects (e.g., the main effect of task irrespective to grammatical class) and those reflecting more selective processes (e.g., pure morphological processes, i.e., inflection of regular verbs vs. inflection of irregular verbs) were excluded.

After applying the above criteria the final working dataset was composed of 946 stereotaxic activation loci, 454 associated with nouns and 492 associated with verbs. Activation peaks were also classified according to the experimental task in which they were generated. We considered as separate categories in this variable: (i) lexical decision; (ii) semantic tasks (including semantic categorization tasks, forced-choice semantic association tasks, pleasantness judgment tasks, and synonym monitoring tasks); (iii) picture naming; (iv) generation tasks (including classical fluency tasks and cued single-item generation); (v) derivational tasks; (vi) inflectional tasks, including morphological judgment and phrase completion, when this required the subjects to generate the correctly inflected form; and (vii) syntactic judgment tasks. We did not separate tasks on the basis of whether they required covert vs. overt responses; however, in the majority of the experiments considered in this work participants were required to produce their responses covertly, so as to avoid movement-related artifacts in the imaging data.

The stereotaxic coordinates of earlier studies—in which activation peaks were reported in terms of the Talairach and Tournoux atlas (Talairach and Tournoux, 1988)—were transformed into the more recent MNI (Montreal Neurological Institute) stereotaxic space (Mazziotta et al., 1995); the transformation was done using a MATLAB script described at http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach.

CLUSTERING PROCEDURE

Functions available with MATLAB 7 (MathWorks corporation, 2004) were used to execute hierarchical clustering of activation peaks. The code is available from the third author on request.

First, the algorithm computed squared Euclidean distances between each pair of input data, and then merged, at each processing step, the two existing clusters with minimum dissimilarity. Dissimilarity was measured adopting Ward's (1963) criterion, which at each processing step selects the two clusters which, when merged, produce the minimum increase in the total intra-cluster variance. This procedure resulted in a tree (see Figure 1), whose leaves represent singletons (i.e., clusters formed of a single activation peak), and whose root represents one large cluster including all the 946 activation peaks input to the algorithm. Each level of the tree reports the clusters created by the algorithm at a specific processing step, as it progresses from individual activation peaks at the lowest level to the all-inclusive final cluster at the top of the tree. To determine the final set of clusters for further analyses (i.e., the level at which we “cut” the cluster tree), we averaged standard deviations in the x, y, and z directions over all clusters for each processing step. Starting from the leaves, we moved up the tree until the average standard deviation in each direction remained below 5 mm: this was done in order to obtain clusters whose dispersion around the center is compatible with a standard neuroimaging spatial resolution of approximately 10 mm.
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Figure 1. Example of dendrogram (tree) resulting from the hierarchical clustering procedure. The leaves at the bottom represent each individual activation coordinate. At each subsequent step, two clusters from the level immediately below are merged to form a new cluster. The number of clusters is thus decreased by one at each level, going from a total of N clusters at step 1 (where N is the number of input activation peaks) to one all-inclusive cluster at the last step.



Hierarchical clustering is sensitive to the order in which the individual peaks are processed, thus generating alternative clustering trees (Morgan and Ray, 1995). In order to tackle this problem and preserve the uniqueness of the clustering solution, a variant of the original algorithm was used which considers all different clustering solutions (given a specific spatial resolution) and attempts to identify the best one on the basis of their between-cluster error sum of squares (B-EES), defined as:
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where C is the number of clusters in the considered solution, nk is the number of elements in the cluster k, μk is the mean of the cluster k, and μX is the mean of the entire dataset. Basically, B – EES quantifies the spatial separation between the clusters, and the best clustering solution is considered to be the one with maximal separation, i.e., maximal B – EES.

The mean coordinates of each cluster included in the final set were then passed as an input to a MATLAB script that was developed for the automatic anatomical labeling of the activation coordinates. This script queries the Automatic Anatomical Labeling (AAL) template available in the MRIcro visualization software (Rorden and Brett, 2000) to identify each individual cluster on the basis of its mean coordinates.

Hierarchical clustering identifies clusters of stereotaxic coordinates on the grounds that the resulting solution (the set of resulting clusters and the sets of coordinates that compose each cluster) has a minimized within-cluster and between-cluster variance. This procedure, as discussed in the Introduction, has the advantage of permitting a post-hoc assessment of the functional meaning of a given cluster on the basis of its data content. However, it does not quantify the significance of each individual cluster with reference to the probability of a spatially distributed statistical process. This aspect was investigated further by checking that our significant clusters would have also emerged with a different meta-analytical method, i.e., the Activation Likelihood Estimate as implemented in the GingerAle software2 (Eickhoff et al., 2009; Turkeltaub et al., 2012).

STATISTICAL ANALYSIS

In order to guarantee sufficient statistical power to the analyses and to exclude clusters that were not clear sign of converging evidence, only those clusters that contained 10 or more activation peaks, coming from at least five different studies were considered further. Because it was impossible to determine a priori the exact cluster size that granted the statistical analysis the desired reliability, the 10-peaks and 5-studies thresholds were set a posteriori on the basis of the actual distribution of the relevant variables in the final cluster set (see Figure 2).


[image: image]

Figure 2. Cluster distribution for the number of peaks included in each cluster (X-axis) and the number of studies contributing peaks to each cluster (Y-axis). The bimodal distribution of these variables is illustrated in the main panel, where each point represents a cluster (note that several points/clusters may overlap because of a same number of studies and peaks included). Unimodal distributions are represented through the histograms in the side panels. Dotted lines represent cut-off values.



The clusters that survived this selection were analysed in order to assess whether they were associated with (i) either grammatical class, or (ii) a specific task, or (iii) showed a more complex pattern reflecting a task-by-grammatical-class interaction. For each cluster, we created a contingency table reporting the number of activation peaks for each combination of grammatical class (verbs vs. nouns) and experimental task (lexical decision tasks vs. semantic tasks vs. picture naming vs. fluency tasks vs. inflectional tasks vs. derivational tasks vs. syntactic tasks). To assess specificity for grammatical class, we tested whether the distribution of noun- and verb-related peaks within each cluster was significantly different from the overall proportion of noun- and verb-related peaks included in the whole sample of coordinates (492/946 = 0.52 for verbs and 454/946 = 0.48 for nouns). To this end, we used the binomial distribution and computed the probability of observing a specific number of peaks associated with a given grammatical class as the number of successes in a series of independent randomly-distributed trials: when this probability was below 0.05, the cluster was considered to be associated with either noun or verb processing. The same logic was applied to investigate task specificity; an exact multinomial test was used to compare the peak distribution by task within each cluster with the overall distribution of the entire set of peaks included in this meta-analysis. Task-by-grammatical class interaction was tested with Fisher's exact test (Fisher, 1970); this estimates whether the distribution of one categorical variable (grammatical class, in our case) varies according to the levels of a second categorical variable (experimental task), thus revealing clusters that were associated with either grammatical class in one task (e.g., nouns in morphological tasks), but with the opposite grammatical class in another task (e.g., verbs in picture naming). All post-clustering statistical analyses were performed using the free statistical software R (version 2.10.1; R Development Core Team, 2005); the code is available from the first author on request.

RESULTS

The algorithm identified a total of 120 clusters scattered all over the brain, with 1 to 20 individual peaks each, from 1 to 11 different studies (see Figure 2), and had mean standard deviations along the three axes of 4.41 mm (x-axis), 4.76 mm (y-axis) and 4.89 mm (z-axis). Thirty-two of these clusters included 10 or more peaks from at least 5 different studies and were thus analysed for grammatical class and task specificity, and for task-by-grammatical class interaction. A complete list of these clusters is provided in Table 2.

Table 2. List of the clusters that include at least 10 activation peaks from at least five different studies obtained through the application of the algorithm.
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Three clusters were associated with nouns (clusters 33, 86, and 118; see Table 3A), while only one was associated with verbs (cluster 82; Table 3B). The clusters associated with nouns were located in the left inferior parietal gyrus, the left angular gyrus, and the right inferior frontal gyrus, pars triangularis (see Figure 3A). The cluster associated with verbs was located in the posterior part of the right middle occipital gyrus (Figure 3A).

Table 3. Noun- and verb-specific clusters as revealed by the meta-analytic procedure.
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Figure 3. Panel (A) illustrates the clusters that are associated either with noun (green) or verb (purple) processing. Panel (B) reports the clusters that are associated with task-by-grammatical class interaction (the brighter the color, the higher the number of activation peaks included in the cluster).



Three clusters (42, 45, and 101) showed task-by-grammatical class interaction as revealed by Fisher's exact test; these clusters were located in the right insula, in the left inferior frontal gyrus, pars opercularis, and in the left insula/left temporal pole (Figure 3B). The task-by-grammatical class distribution of the activation peaks included in each cluster is provided in Table 4.

Table 4. Task-by-grammatical class distribution of the activation peaks included in each of the five clusters showing interaction between these two factors.
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Because task specificity was not the focus of this study and was only investigated as a co-varying variable for grammatical class (i.e., we were interested in the interaction between task and grammatical class, not in task effects per se), we do not report extensively on these results here, nor we will comment on them in the Discussion. However, we do note that the data on cluster task-specificity confirmed the reliability of our methodology, as they highlighted all the benchmark associations between tasks and brain areas, including fluency and the inferior frontal gyrus bilaterally (clusters 44 and 45); morphology and the left inferior frontal gyrus (clusters 100 and 111); word production in general (fluency + picture naming + derivational task) and the left inferior frontal gyrus (cluster 46); and picture naming and the middle occipital gyrus (cluster 2; see Table 5).

Table 5. Task-specific clusters.
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As a final assessment of our data, we evaluated its spatial significance with GingerAle, which showed that all seven clusters identified by hierarchical clustering and associated with either noun processing, verb processing or task-by-grammatical class interaction were also significant with this analysis (pFDR < 0.05; Laird et al., 2005).

DISCUSSION

At a first glance, the results reported in the previous studies on the cerebral localization of noun and verb processing appear to be largely inconsistent (Perani et al., 1999; Tyler et al., 2001; Cappa et al., 2002; Saccuman et al., 2006; Siri et al., 2008; Crepaldi et al., 2011), which puts into question the generality of any theory proposed so far on the issue (Hauk et al., 2004; Berlingeri et al., 2008; Bedny and Caramazza, 2011). The present study aimed at providing a formal assessment of these apparently inconsistent data, so as to understand whether noun and verb processing recruits separate brain circuits, and, if so, where noun- and verb-specific areas are located in the human brain. We addressed these issues by feeding a clustering algorithm with all the activation peaks reported as grammatical-class specific in PET and fMRI studies on nouns and verbs; the clusters singled out by this process were then analysed to find out (i) whether they contained more noun- or verb-related peaks than might be expected on the basis of chance and (ii) whether the noun-verb distribution of the activation peaks varied across different experimental tasks. Three of the 32 reliable clusters generated by the algorithm were found to be associated with nouns; these clusters are located in the left inferior parietal gyrus, the left angular gyrus, and the right inferior frontal gyrus, pars triangularis. One cluster, located in the right middle occipital gyrus, included a higher-than-chance proportion of verb-related peaks. Finally, three clusters showed a task-by-grammatical class interaction; these were located in the right insula, in the left inferior frontal gyrus, pars opercularis, and in the left insula/left temporal pole.

A first, self-evident, observation is that the vast majority of the clusters identified by the algorithm (27 out of 32) is not specific for grammatical class. It is important to note that the peaks in these clusters have been included in this meta-analysis only because they were reported as either noun or verb specific in the original studies. In this perspective, the results suggest that brain areas may be specific for grammatical class in one particular study, but turn out to be not specific for grammatical class if all the data available is considered. The evidence just does not add up, confirming the results that emerged from a qualitative review (Crepaldi et al., 2011). Importantly, some of these clusters are located in areas that have been the focus of discussion in previous neuroimaging studies (e.g., the left inferior frontal gyrus, the left insula, the middle temporal gyrus) and that most scholars in the field consider as associated with either noun or verb processing as a matter of fact: this data utterly show that this is far from being clear.

This has important consequences for most of the theories on the neural underpinnings of noun and verb processing. Clearly, a position whereby frontal areas are predominantly involved in verb processing, whereas temporal regions are more active for noun processing (Damasio and Tranel, 1993; Cappa and Perani, 2003) is not tenable. No single verb-related cluster emerged in the frontal lobe, in spite of the fact that 17 clusters were identified in that brain region. Similarly, among the six clusters singled out by the algorithm in the left and right temporal lobes, none included significantly more noun peaks than verb peaks. Although radically different from the functional point of view, also the semantic theory of noun and verb representation put forward by Vigliocco et al. (2011) suggests that verb/action word processing should rely predominantly on frontal areas and noun/object word processing relies predominantly on temporal regions. This hypothesis is therefore not supported by the results of the present study.

Similar considerations can be made with respect to strong embodied views according to which lexical processing of movement verbs should elicit activation in the portion of the motor strip that represents the body part involved in the actual movement (e.g., the hand for “pick,” the tongue for “lick”; Hauk et al., 2004). As all types of verbs were considered in our meta-analysis, it was clearly unrealistic to expect that most verb clusters would be located in the primary motor area. However, six studies in our database employed motor verbs (Damasio et al., 2001; Grossman et al., 2002; Tyler et al., 2003; Saccuman et al., 2006; van Dam et al., 2010; Rodríguez-Ferreiro et al., 2011), which contributed 59 peaks to our set. Even considering that the motor verbs used in these studies involved different body parts (and would thus be expected to drive activation in different parts of the motor strip according to Hauk et al., 2004), it is surprising that none of these 59 peaks clustered into the primary motor area.

Bedny and Caramazza (2011) and Berlingeri et al. (2008) interpreted their results as indicating that verb processing is based on a fairly wide neural network, rather than on individual brain areas: the former authors suggested that this network is left lateralized and includes frontal, parietal, and temporal cortices, whereas the latter authors described data pointing to a more bilateral circuit, based particularly on posterior parietal areas. These reports do not seem to fit the data which emerged from this meta-analysis. None of the five parietal clusters identified by the algorithm were significantly associated with verbs (against Berlingeri et al., 2008). With regard to Bedny and Caramazza (2011) proposal [but see also Hagoort (2005) and Mahon and Caramazza (2008)], the high rate of non-specific clusters is not compatible with a wide, verb-specific circuit that involves left frontal, temporal and parietal areas. Moreover, the location of those clusters that did show specificity for either grammatical class is also inconsistent with this view. It is possible, of course that a fronto-temporo-parietal network is indeed operating when decoding verbs (particularly action verbs), as suggested by Bedny and Caramazza (2011). However, this network is clearly also called upon by noun processing.

Altogether, the rigorous, theory-blind meta-analytic procedure used in this study confirms that the theories proposed so far are able to account for a limited portion of the available results. Moreover, they indicate that this does not depend on confounding variables. For example, several scholars have noted that the type of experimental task may affect which brain areas emerge as related to noun or verb processing (Palti et al., 2007); so, using different tasks in different studies may have hindered factual regularities in anatomo-functional correlations. However, we did take task into account in this study, and still the evidence remains weak for consistent associations between brain areas and grammatical classes (see also Crepaldi et al., 2011).

The vast predominance of unspecific clusters is more compatible with a framework in which a set of brain areas (including, but not limited to, the left inferior frontal gyrus, the left insula, and the middle temporal gyrus) is responsible for both noun and verb processing. The neural circuits related to these grammatical classes would be spatially segregated (otherwise neuropsychological dissociations and the grammatical-class specificity that emerged in certain imaging studies would never have been possible), but would also be located within the same brain areas, so as to become consistently separable only at a spatial resolution below those of fMRI and PET (Crepaldi et al., 2011).

Not only does this theoretical position reconcile the scattered neuroimaging evidence on noun and verb processing, but it is also strongly supported by three elements. The first emerged from our interaction analyses, which revealed that the left inferior frontal gyrus and the left insula, often assumed to be verb areas, are in fact associated with either noun or verb processing according to the specific task under investigation (see also Thompson-Schill et al., 1997; Berlingeri et al., 2008). Although this evidence should be treated with caution, given that some tasks were clearly under-represented in our set, it is in line with the hypothesis that these brain areas host both noun and verb related circuits, which are used in different ways by different test settings. The second and third elements in support of this “spatial-contiguity” hypothesis come from recent studies using imaging methods other than PET and fMRI: these studies demonstrated how noun- and verb-related cerebral activity are closely linked, both spatially and temporally. In an experiment comparing fMRI and MEG, Liljeström et al. (2009) failed to find any specific noun- or verb-related activation, with the only exception of a quasi-significant difference in the frontal region between 320 and 800 ms after stimulus presentation, i.e., well-below the temporal resolution allowed by fMRI. On the other hand, Sahin et al. (2009), using a methodology that combines a millisecond temporal resolution and a millimeter spatial resolution (Intra-Cranial Electrophysiology), showed that cortical signatures of lexical, syntactic and phonological processing for nouns and verbs are virtually identical, even in time windows that are well-below fMRI temporal precision (between 200 and 450 ms from stimulus presentation).

This general view of the neural underpinnings of noun and verb processing would also account for anatomo-correlative data. The neurophysiology of brain lesions clearly does not permit anatomo-clinical associations at a fine-grained spatial resolution: only sizeable lesions yield neuropsychologically relevant symptoms, so it is not possible to associate specific cognitive operations to particularly small brain regions. It follows that if noun and verb circuits are located close to each other in a specific brain area and can only be distinguished well below the spatial resolution allowed by anatomo-clinical correlation studies, it is not surprising that even similar brain lesions give rise to different behavioral patterns (e.g., a severe verb-specific impairment in one case—Damasio and Tranel, 1993; Tranel et al., 2008—as opposed to moderate, grammatical-class unspecific impairment in another—De Renzi and Di Pellegrino, 1995).

Within this general framework, our meta-analysis does find some clusters that are specific for grammatical class consistently across studies. Particularly in consideration of the fact that some of these clusters sit in areas that have gone unnoticed in previous research, it is worth taking a close look.

By means of the clustering procedure, noun-specific clusters were identified in the left angular gyrus, the left inferior parietal lobule and the right inferior frontal gyrus, pars triangularis. Given that the vast majority of the peaks in these clusters come from lexical decision, picture naming, and semantic judgment tasks, it is likely that these areas underlie lexical-semantic processing, possibly word identification and retrieval. These data further confirm the implications in the previous paragraphs, i.e., that strong embodied theories of concept representation are not supported by neurolinguistic evidence on noun and verb processing. These theories would lead one to expect visuo-motor cortices to underlie lexical and semantic processing of nouns, whereas the noun-specific clusters identified in this study are located outside those areas. Tool nouns (e.g., screwdriver, whistle) would have been a perfect test case as they are clearly related to specific motor patterns; however, activation peaks for these nouns were so rare in our data set (only 30 out of a total of 454 noun peaks) that it was not possible to apply the clustering algorithm to them alone. Nevertheless, they could well have clustered in, say, the primary motor area or posterior parietal areas had they been consistently located there; but in fact they did not cluster at all—only 1 of those 30 peaks is included in a noun cluster—, which indicates that they were scattered over different brain regions.

One cluster, located in the posterior part of the right middle temporal gyrus, turned out to be predominantly associated with verb processing; action-related activation in this brain region is frequently reported in the literature though its contribution is for some reason neglected. It is only in recent years that attention has been focused on the right posterior middle temporal gyrus during action processing (Kable et al., 2005; Tettamanti et al., 2005; Assmus et al., 2007; Deen and McCarthy, 2010). Assmus et al. (2007), for example, explored the neural activations associated with a familiarity judgment on pictures representing whole-body actions (e.g., dancing) vs. manipulable objects (e.g., telephone) and non-manipulable objects (e.g., motorway), observing increased bilateral activation in the middle temporal gyrus, the inferior and superior parietal cortex, and the premotor cortex. However, their study did not involve explicit linguistic processing, and so these areas might simply reflect the activation of action-related, human body representation. This interpretation is supported by the fact that the posterior part of the superior temporal gyrus is often associated with sensory-motor integration (e.g., Bangert et al., 2006) and is anatomically contiguous to the visual area MT [x = 45.5 (8.1); y = −65.9 (7.9); z = −0.9 (6.5); Mendola et al., 1999]. It could thus be speculated that visuo-motor processing and the sensorimotor attributes of actions may have represented the phylogenetic and ontogenetic “point of entry” for the development of a more complete action knowledge, which might have evolved gradually into a more general verb knowledge [for a similar argument on different brain areas, see Aggujaro et al. (2006) and Berlingeri et al. (2008); see also Watson and Chatterjee (2011), for a general formulation of the “point of entry” theory]. In light of this hypothesis it is intriguing that a right, and not left, hemisphere cluster in this area turned out to be associated with verbs: the two posterior middle temporal clusters identified by the algorithm in the left hemisphere contained the same quantity of noun and verb peaks. This could be explained by the fact that most studies investigated tool nouns, thus inducing activation to the left posterior temporal and inferior parietal regions, typically associated with tool use.

This hypothesis provides a certain degree of support to weak embodied theories, which simply see abstract representations as related to their visuo-motor counterpart. Verb representations would be linked to action-related, human body information, which, however, would by no means constitute the core of verb representations; these latter have their own stance independently of motoric information, and relate to it through the mediation of higher-level, modality independent neural systems (e.g., Hagoort, 2005; Bedny and Caramazza, 2011; van Ackeren et al., 2012).

CONCLUSION

The meta-analysis described in this paper has confirmed that the neuroimaging evidence obtained so far on noun and verb processing does not indicate a great deal of grammatical class specificity in the brain, at least at the spatial resolution normally allowed by imaging experiments: most of the brain areas that have been considered as associated with noun- and verb-processing are shown to include a statistically indistinguishable quantity of noun and verb peaks, if all the imaging studies on this issue are considered together. These data are at odds with embodied theories of verb representation, in both the weak and strong variants, and also with the widely held account that verb processing relies on frontal areas and noun processing is based on temporal regions. Instead, these results are coherent with the idea that the neural circuits responsible for verb and noun processing are not spatially segregated in different brain areas, but are strictly interleaved with each other in a mainly left-lateralized fronto-temporo-parietal network (26 of the 32 clusters identified by the algorithm lie in that hemisphere), which, however, also includes right-hemisphere structures (Liljeström et al., 2009; Sahin et al., 2009; Crepaldi et al., 2011). In this general picture, there are indeed brain regions where noun and verb circuits cluster together so as to become spatially visible to fMRI and PET in a replicable manner, but they are limited in number and are probably located in the periphery of the functional architecture of the neural structures responsible for noun and verb processing.
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Footnotes

1Incidentally, the role of cognitive demand, which we believe to be the second most important confounding factor in this literature, will not be investigated explicitly in this paper; this is due to the fact that this factor is virtually impossible to quantify operationally. However, because cognitive demand is highly correlated with task, we are confident that at least part of its impact is indeed taken up in this work.

2GingerAle analyses were run over the entire dataset of foci (i.e., noun and verb peaks were considered together) in order to create a statistical probability map comparable to the outcome of the hierarchical clustering algorithm.
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Two views on the semantics of concrete words are that their core mental representations are feature-based or are reconstructions of sensory experience. We argue that neither of these approaches is capable of representing the semantics of abstract words, which involve the representation of possibly hypothetical physical and mental states, the binding of entities within a structure, and the possible use of embedding (or recursion) in such structures. Brain based evidence in the form of dissociations between deficits related to concrete and abstract semantics corroborates the hypothesis. Neuroimaging evidence suggests that left lateral inferior frontal cortex supports those processes responsible for the representation of abstract words.
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INTRODUCTION

Probably the best known theorizing on the organization of the semantic system within the embodied or grounded cognition approach is that of Barsalou (2008). While the theory has not been implemented, it would appear that the systems involved in the representation and use of abstract concepts, in particular the perceptual system and those responsible for frames and simulations, are the same as those required for the representation and use of concrete concepts (but see Adams and Campbell, 1999; Mitchell and Clement, 1999; Ohlsson, 1999). In this paper we will discuss neuropsychological and functional imaging evidence which suggests that the representation of abstract concepts, in fact, involves a system additional to those involved in the semantic representation of concrete concepts. We will then discuss what computationally could give rise to this separability between abstract and concrete words within the functional architecture of the semantic system.

As far as neuropsychological evidence is concerned, we will specifically discuss two syndromes—deep dyslexia and the selective preservation of abstract concepts in the so-called reversed concreteness effect found in some semantic dementia and herpes encephalitis patients. The first of these functional syndromes—deep dyslexia—appears to provide evidence for at least partial separability of the semantic representations of concrete and abstract words. The prototypic characteristic of the deep dyslexic patient, and generally why their reading difficulty was analyzed, is the making of semantic errors when reading aloud. However, there are also a variety of other characteristics in their reading that such patients have in common (Coltheart et al., 1987; Plaut and Shallice, 1993). One is that the patients are much more able to read aloud words with a concrete, or better an imageable, meaning than those with an abstract meaning (Shallice and Warrington, 1975; Coltheart et al., 1987). Face can be read but not faith. Moreover, for many of these patients the difference is very large. Thus Shallice (1988) considered the performance of the first four deep dyslexics whose reading was analyzed in detail; the smallest difference between the reading of concrete and abstract words was in patient GR of Marshall and Newcombe (1966) who read aloud 50% of the former but only 10% of the latter.

Since it is standardly accepted that the phonological route or routes for reading are inoperative in these patients, it would seem straightforward to produce an explanation for their inability to read abstract words which is based on the assumption that there are different systems for holding the semantic representations of abstract and imageable/concrete words. Thus, if one assumes that there is an at least partial separability between the semantic systems holding representations of imageable and abstract words, then it is simple to assume that in this functional syndrome the latter subsystem is no longer directly accessible from a visual word-form system, while the former subsystem is. This, indeed, was the explanation for this aspect of the deep dyslexia functional syndrome given by Morton and Patterson (1980).

There are, however, two reasons to be cautious about this interpretation. The first is that the abstract-to-concrete difference is only one of the many characteristics of deep dyslexia, and this type of explanation of the functional syndrome as a whole is not very economical; thus Morton and Patterson (1980) require five separate functional impairments to explain all aspects of the functional syndrome. Secondly, it is possible to provide an explanation of the superiority of concrete over abstract word reading assuming that exactly the same set of systems are involved in reading for both types of word, but that the semantic representations of abstract words are in some sense quantitatively weaker than those of concrete words. Thus in the connectionist model of Plaut and Shallice (1993), the attractor structure leads to an abstract-concrete difference; the reduced number of features of abstract words by comparison with concrete words make the processes involved in the reading of abstract words less able to support a clean-up process than can the richer semantic representations of concrete words.

A second possible type of explanation, which is also compatible with abstract and concrete words being represented semantically in the same system is given by Newton and Barry (1997). Deep dyslexia can be present in either an input, central or output form, depending where the impairment lies in the semantic route for reading, it being assumed that the phonological route or routes are inoperative (Shallice and Warrington, 1980). Newton and Barry studied a patient, LW, with an output form of deep dyslexia—his comprehension of the written word was intact—but who showed a large effect of concreteness on his ability to read aloud (highly concrete 48%; abstract 8%). These authors hold that, when using only the semantic route for reading, the contrast in performance between concrete and abstract words in LW could be due to the greater difficulty that the abstract words produce for the lexicalization process by which an output phonological word-form or lemma is produced from a semantic representation. Indeed, Barnard et al. (1982) showed that it was much easier for normal subjects to name from definition concrete words, such as barrel (77% correct), than abstract words, such as betray (23% correct). Newton and Barry plausibly argue that concrete words have a higher degree of specificity in the lexicalization process than abstract words like idea, for which they claim “there will be a great deal of spreading activation to many… related concepts” (p. 502). More generally it has been argued that accessing abstract and concrete words involves the same semantic system but that access also requires a network of prior knowledge, and abstract words are more heavily dependent on this network (Schwanenflugel, 1991). So loss of access to the network could give rise to the deep dyslexic pattern of concrete word superiority.

These two examples of explanations of better performance on concrete than abstract words both depend on concrete words being higher on some quantitative dimension—number of features or degree of specificity—than abstract words. Moreover, intuitively there are no apparent processes where on a relevant dimension abstract words would be easier to operate on than concrete words. There is one model—that of Plaut and Shallice (1993)—where higher performance on abstract than concrete words can occur, but this requires a rather specific set of assumptions. It is clear that if a much stronger case for the separability of systems underlying concrete and abstract semantic representations in the relative preservation of abstract concepts compared with concrete ones can be found, then an explanation in terms of their different placings on an underlying continuous dimension is much more difficult to produce.

THE REVERSED CONCRETENESS EFFECT

The first patient to be described with the reversed concreteness effect—the better processing of abstract rather than concrete (or imageable) words—was AB of Warrington (1975). AB was asked to provide the meaning of a set of abstract and concrete words. He was rated as producing an appropriate description of the meanings of 85% of the abstract words but only 24% for the concrete ones. Thus he described a pact as “friendly agreement” and arbiter as “He is a man who tries to arbitrate. Produce a peaceful solution.” But to hay and needle, he said he had forgotten the meaning. AB suffered from what would now be known as semantic dementia. Later patients showing the reversed concreteness effect have also been described with semantic dementia (see e.g., Breedin et al., 1994; Cipolotti and Warrington, 1995; Bonner et al., 2009; Macoir, 2009; Papagno et al., 2009a).

A second aetiology in which the reversed concreteness effect was obtained is herpes simplex encephalitis. Warrington and Shallice (1984) described patient SBY who was 94% correct at giving the meaning of abstract words, but only 50% correct at giving the meaning of concrete words. Further patients with the reversed concreteness effect following herpes simplex encephalitis have since been described by Sirigu et al. (1991) and Mattioli (2008).

One critical property of these two aetiologies—semantic dementia and herpes simplex encephalitis—is that they are both conditions generally giving rise to so-called semantic degradation rather than semantic access difficulties, when they affect the semantic system (see Warrington and Shallice, 1979, 1984; Warrington and Cipolotti, 1996). In particular, there tends to be high consistency across sessions in whether or not a patient with one or other of these two conditions knows the meaning of a word (Warrington and Shallice, 1984; Warrington and Cipolotti, 1996). Thus, it is argued that the deficit is of the semantic representations themselves rather than in accessing or retrieving them.

A second critical property is that both have primary lesion sites in the anterior temporal lobes. In semantic dementia the critical lesion site is thought to be in the inferior parts of the anterior temporal cortex (Mummery et al., 2000; Mion et al., 2010) and this would be the site of any hypothetical semantic “hub” as on the theory of Rogers et al. (2004). There are some suggestions that the critical lesion site is more lateral than medial (e.g., Binney et al., 2010), but this is less clear in other studies (e.g., Mion et al., 2010). For the semantic deficits characteristic of herpes simplex encephalitis, where category specificity within the semantics of concrete entities is more typical (Capitani et al., 2003), the critical lesion site is again inferior anterior temporal cortex, but in this case potentially more medial than lateral (e.g., Tyler et al., 2004).

The reversed concreteness effect, as discussed so far, has been demonstrated only in individual patients selected for study because they show this characteristic. However, recently there have been criticisms of drawing inferences from individual case studies to the organization of the normal cognitive system, in particular with respect to category specificity, of which the reversed concreteness effects is one example (Laws, 2005; Laws and Sartori, 2005). It is possible that patients showing a reversed concreteness effect are premorbidly biased, with respect to the average of the population, in how well abstract concepts are represented by comparison with concrete ones (Hoffman and Lambon Ralph, 2011). This makes studies using a case series methodology, in which patients are selected because of their aetiology and not because of their behavioral characteristics, particularly important (Schwartz and Dell, 2010; Shallice and Buiatti, 2011). Three research studies have been carried out. One study, that of Yi et al. (2007), was only concerned with the comprehension of verbs, which in general we will not deal with in this paper. Unfortunately the results of the other two point in opposite directions.

In the first of the other two studies, Hoffman and Lambon Ralph (2011) recruited seven patients with a diagnosis of semantic dementia and gave them all seven tests, each of which compared comprehension of abstract and concrete words. Two involved only verbs. The other five involved synonym judgments, description-to-word matching, picture-to-word matching and word-to-related word matching. No patient performed significantly better on the abstract words on any test. Three of the patients performed at a very similar level on the concrete and abstract words, but three performed significantly better overall on the concrete words, if the two verb processing tasks are included. Hoffman and Lambon Ralph draw the conclusion that the reversed concreteness effect is an artifact of the selection of premorbidly atypical patients. There is, however, a major problem with their study. There is no control group. As discussed above most people in most tasks find abstract words more difficult to process than concrete ones. We do not know whether the pattern of performance shown by the semantic dementia patients in this case series produced the typical level of difference between abstract and concrete words that an impaired general-purpose semantic system would show or whether the relative difference between the two types of words was in fact less than that normally found, especially for the three patients who showed very similar levels of performance between the two types of word.

By contrast, the study of Loiselle et al. (2012) did have a control group; in fact it had two. It compared 7 patients having unilateral removals of the anterior temporal cortex with 15 patients having unilateral removals of the amygdala and the hippocampus and 15 healthy controls. One experimental test given was of synonym judgments for 50 matched abstract and concrete words. Z-scores were derived from the performance of the healthy controls. The mean z-score for the anterior temporal patients was −1.06 for the abstract words but −3.53 for the concrete ones, significantly worse; by comparison the amygdala-hippocampal group scores virtually identically across the two types of word: −2.24 and −2.23, respectively. This supports the position that systems lying within the anterior temporal cortex are particularly important for processing the semantics of concrete by comparison with abstract words. This implies that the semantic processing of abstract words is in part dependent on other systems, a position originally put forward by Breedin et al. (1994) to explain the preservation of abstract word comprehension in their semantic dementia patient. Where might this other system be?

FUNCTIONAL IMAGING STUDIES

Functional imaging research has also led to the proposal that distinct systems may underlie the representations of abstract and concrete concepts (Binder et al., 2005). There is an extensive literature on neuroimaging studies of semantic processing (see Binder et al., 2009, for review). When processing of abstract words is contrasted with that of concrete words it tends to produce higher activation particularly in the left inferior frontal gyrus. Thus in a meta analysis of Wang et al. (2010), the left inferior frontal region was much the largest area that was consistently more activated for abstract than for concrete words.

However, the functional imaging evidence needs to be considered cautiously for a number of reasons. Firstly, many of the studies involve tasks, such as lexical decision, which make relatively small demands on semantic processing. This, however, means that the estimates of areas selectively involved in one or other type of semantic processing would be conservative. Two early studies that used lexical decision found somewhat surprising results. One using PET did find left inferior frontal gyrus to be more activated for abstract than concrete words (Perani et al., 1999) but many other regions in the right hemisphere were also involved. Kiehl et al. (1999) found only a right hemisphere region, namely the right superior temporal gyrus. However, neither used a random effects analysis and the Kiehl et al. study only had six subjects. Two later fMRI studies found effects much more limited to the left inferior frontal gyrus. In a study of Fiebach and Friederici (2004) only the left inferior frontal gyrus was involved, while in that of Binder et al. (2005) a somewhat larger left inferior frontal gyrus activation spread into the left precentral gyrus and to a small part of the left superior temporal gyrus.

One recent study did, however, not find any left inferior frontal gyrus activation when comparing abstract words with concrete ones, that of Vigliocco et al. (2013). The study was very impressive in that many nuisance variables were controlled between the abstract and concrete words sets. Altogether 14 variables were controlled including ones concerned with the orthography and phonology of the words, age and mode of acquisition, in addition to familiarity and frequency. However, another variable that was controlled was imageability. So the abstract word set included words such as angel, demon, fury, and grief, while the concrete words included ones like product, relic, estate, and object (Vigliocco, pers. commun.). Now neuropsychologically, where it has been examined in deep dyslexia, the key variable differentiating words easy and difficult for the patient to read was not concreteness (C) but imageability (I) (Shallice and Warrington, 1975). Thus for nouns relatively high in imageability or concreteness, 67% were read correctly by deep dyslexic patient, KF, if for the word I > C, but only 39% if I < C − 0.51. The interpretation given at the time was that imagery was not itself the critical process, but whether the meaning of the word had been primarily learnt from visual experience. This is just the concept that was later used to explain what had been lost in semantic dementia patients showing a reversed concreteness effect (Breedin et al., 1994; Papagno et al., 2009a). Thus the Vigliocco et al. (2013) results are not relevant if one conceives of as abstract what cannot be learnt from sensory experience alone.

There is, however, a second problem with respect to the role of the left inferior frontal gyrus in activation by abstract concepts in lexical decision. The region is found to be activated in other lexical decision contrasts, in particular with low frequency words compared with high frequency ones, when concreteness is controlled (Fiebach et al., 2002). Thus, the region may be involved because of other processes, such as subvocalisation, especially as Fiebach et al. also found that in lexical decision pseudo words activated the region more than words (see also Fiebach et al., 2007). However, in the main Fiebach and Friederici (2004) study, reaction times to abstract and concrete words were virtually identical, so it is less plausible that additional mediation by subvocal rehearsal is occurring more for abstract words.

If, however, one moves to more demanding tasks, such as synonym judgments, there is yet another process, in addition to subvocalisation, which could be involved and which could lead to activation of left inferior frontal gyrus, namely working memory maintenance (Petrides, 1994). Intuitively, these two processes seem more likely to be involved in decisions on abstract words, as these tend to be the more difficult ones. Yet, when difficulty was specifically assessed in synonym judgment, it was not found to be the critical variable in the abstract-concrete contrast. Thus in the study of Noppeney and Price (2004), difficulty had a much weaker effect than abstraction per se on activation in the left inferior frontal gyrus. In the study of Sabsevitz et al. (2005) there was an area of overlap between difficulty and abstraction in left Brodmann area 45 but there were other parts of the left inferior frontal gyrus which were just activated by abstract rather than difficult concepts. Thus both with tasks making small demands on semantic processing and those making larger ones, the imaging findings are broadly consistent with the idea that a specific system in the left inferior frontal gyrus is involved in compiling the representations of abstract words.

A left inferior frontal gyrus localization also fits with inferences from other methodologies. The left inferior frontal lobe is a region which tends to be spared in semantic dementia prior to the later stages of the disease (Papagno et al., 2009a). Moreover in the three herpes encephalitis cases referred to above, the lesion appears not to extend to the left inferior frontal lobe; instead temporal cortices and the limbic system were held to be damaged. In none of the other cases of reversed concreteness effect reviewed by Papagno et al. (2009a,b) was the left frontal lobe held to be involved. A study using rTMS and lexical decision has also been carried out by Papagno et al. (2009b). They found that lexical decision to abstract words was less accurate after stimulation of the left inferior frontal gyrus instead of control sites, while no such effects were found for concrete words. A similar effect was also found for the left superior temporal gyrus. Overall, however, the inferior frontal gyrus appears to be critical for the semantic processing of abstract words.

CONTRASTING PROPERTIES OF SEMANTIC REPRESENTATIONS OF ABSTRACT AND CONCRETE TERMS

There is other neuropsychological evidence that the processing of abstract and concrete words differs qualitatively. This is shown in two studies of Crutch and Warrington 2005, 2007) on two patients. One patient, FBI, was a deep dyslexic. The other, AZ, had a semantic access/refractory disorder (see Warrington and Shallice, 1979; Warrington and McCarthy, 1987; Warrington and Cipolotti, 1996). Two types of similarity effects were examined to see if they differed between concrete and abstract words. The first was between semantically related members of a superordinate category, such as yacht, dinghy, canoe, ferry, and barge for concrete words or fury, anger, rage, annoyance, and wrath for abstract words. The contrasting situation was one in which the words differ in their superordinate semantic category but are linked by semantic association such as dagger, blood, ambulance, policeman, and handcuffs for concrete words or democracy, republic, freedom, politics, and election for abstract ones. For FBI two tasks were used: 4 and 5-alternative spoken word to written word matching and reading aloud the words in these sets. For each of the two types of word only one of the two kinds of similarity has a major effect, but it does so for both tasks. However, the other kind of similarity had little effect. For both tasks the critical effect for concrete words was belonging to the same category but for abstract words it was being within a group of associated words. Analogous findings were obtained with the two patients. This is evidence that the underlying semantic representations of concrete words and abstract words differ qualitatively not just quantitatively in their structure. Crutch and Ridgway (2012) prefer to see the semantics of the two types of word as both represented in a single distributed network. However, to us the contrasting semantic properties of the two types of word makes it at least as plausible that their semantic representations involve separable processing systems with different underlying micro-structure. To make this more plausible we need to consider how a semantic system or systems for concrete and abstract words might work computationally.

THE “HUB” AS A POSSIBLE MODEL OF THE SEMANTIC SYSTEM

In order to consider whether the semantic representations of abstract and concrete concepts involve the same system or not, it is necessary to consider how each of them is composed. The computational model of the semantic system that provides currently the most plausible account of the semantic representations of concrete words is the “hub” model in which a central amodal semantic “hub” has a number of “spokes” representing different aspect of the concept (Rogers et al., 2004; Patterson et al., 2007). In the version of Jefferies and Lambon Ralph (2006) the spokes are verbal descriptors, visual, auditory, somatasensory and olfactory/gustatory features and “praxis”. The hub learns to transform input corresponding to one aspect of a concept derived from one of the spokes to produce an output to a different spoke, corresponding to another aspect. The concepts and features used to train the Rogers et al. net are derived from a study of Garrard et al. (2001). If we leave on one side superordinate concepts, then the typical more dominant features of the 32 living thing and 32 artifact concepts Garrard et al. studied are indeed codeable in representations in one of these spoke systems e.g., visual—alligator: has tail, barrel: is made of wood; auditory—aeroplane: can make a noise, dog: can bark; somatosensory—axe: is sharp, cat: can scratch; olfactory/gustatory—apple: is sweet, pineapple: is juicy; praxis—basket: can be filled, bicycle: can be ridden.

The hub model is not without its internal difficulties. In particular it is unclear how one form of category specificity—the superior performance with artifact knowledge compared with living thing knowledge quite frequently reported in herpes simplex encephalitis patients—can occur with very similar lesion sites to semantic dementia where such category specificity is very rare (Garrard et al., 1998; see Lambon Ralph et al., 2007; Shallice and Cooper, 2011, for discussion). However, we consider it a plausible model of the semantics of concrete words as it can account for many striking phenomena with respect to semantic dementia itself (Patterson et al., 2007).

CONCEPTUAL LIMITATIONS OF THE HUB MODEL WITH RESPECT TO ABSTRACT WORDS

In the hub model a concrete concept like sparrow is represented by a list of features: isa bird, is small, has wings, is brown, chirps, etc. To a non-expert the presence or absence of features are apparently independent of each other; that a sparrow is small, drab and chirps and a parrot is larger, highly colored and squawks appear to be just two possibilities in a three dimensional space where any of eight possibilities are equally likely. But what does a feature mean? The features listed above have two parts—what one might call an operator e.g., potential action (can be …), and an argument e.g., filled or ridden (as in basket: can be filled, or bicycle: can be ridden). Thus, within the hub model the content of a concept such as bicycle may be represented in more formal terms as a conjunction of features with each feature comprising an operator and an argument:
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In the features given above the operator is specified by the spoke subsystem so in the case of bicycle: can be ridden it derives from the spoke system being the praxis one. The set of operators available is therefore limited by the set of spoke systems and these are highly restricted in number even if one considers subcategories of feature; for vision, examples would be the operators has a X or made of X derived from object-form or texture representations, respectively. Thus on the hub model a concrete concept has a list structure of features and the operator part of an individual feature is specified by the specific spoke that activates the feature.

Consider instead an abstract concept like tendency or hope. Tendency does have visual or spatial aspects, such as a 10° angled line approaching the horizontal, but they are few in number, far from being distinctive to tendency and cannot without additional information specify the concept. Hope too has visual aspects, such as a generally positive expression but they are as little distinctive to hope as a 10° line is to tendency, and distinctiveness is a key property for learning a concept2. Moreover unlike a concrete concept, their core semantic representation is not well captured by a list of independent features with access to the representation requiring that only a subset of the full list of features be activated. Instead, the concepts tendency, in its WordNet (Fellbaum, 1998) sense of “a characteristic likelihood of or natural disposition toward a certain condition or character or effect”, and hope, in its WordNet sense of “to intend with some possibility of fulfilment”, need to be captured by something equivalent to:

[image: image]

[image: image]

For such concepts a much wider set of operators like desire, believe, and possible, as well as representational abilities related to probability are required. Even more critically, the logical relations between the different elements of the whole representation are much more complex than the simple list structure that, say, the hub model provides. This is both reflected in the recursive embedding of operators (e.g., believe (possible (X))) and by the fact that the X in (2) and (3) is an event or state of the world, in contrast to (1) where it corresponds to a physical object. Moreover, in the former cases the state of the world referred to by X is not the current or actual state of the world but a hypothetical, possible state of the world.

What specific representational abilities might be required for these concepts? Within the fields of mathematical logic and formal semantics, providing an account of the meaning of statements such as “it is possible that X” led to the development by Lewis (see Lewis and Langford, 1932) of so-called “modal logics” (specifically logics of necessity and possibility, and logics of knowledge and belief) and in particular to the development by Kripke (1959) and others of “possible world semantics”. The central idea behind semantic theories of this general kind is that the meaning of a statement X is determined with respect to a model or “world”. Modal logics augment traditional predicate logic with modal operators such as necessary and possible, or know and believe, while possible world semantics provides a semantic theory in which the meaning of these operators is provided via the abstract concept of a “possible world”.

A possible world may be thought of as a set of atomic tokens and relations between those tokens where the relations are internally consistent. Thus, if the possible world includes a relation such as larger-than then this relation must be transitive within the possible world. Tokens may correspond to concrete objects in the real world or to abstract entities (such as “a job”). Informally a possible world can be thought of as similar to a mental model (Johnson-Laird, 1983) [see in particular, Perner (1988) for discussion of possible world semantics in the representation of mental states]. Formally, the requirement of internal consistency means that a possible world is closed with respect to the deductions that it supports. Thus, if A is true in a world W and A implies B then B must also be true in W. A statement of the form possible (X) is true if and only if there exists at least one possible world in which X is true, while necessary (X) is true if and only if X is true in all possible worlds3. Critically, while the core meaning of bicycle as in definition (Equation 1) can plausibly be provided as a set of features or within predicate logic (with a standard so-called extensional semantics), the meaning of tendency and hope cannot—additional machinery such as modal logic and possible world semantics is required4.

We are not suggesting that all abstract words require modal logic in order to adequately characterize their core meaning, or that modal logic alone can capture the core meaning of all abstract words. Rather, the claim is that the meanings of abstract words cannot be adequately captured purely in terms of a list of perceptually grounded features, as provided by the hub model. As a further example, consider democracy, which is defined in WordNet as “a political system in which the supreme power lies in a body of citizens who can elect people to represent them”. This sense of democracy is not readily characterizable either as a set of perceptually grounded features or as a proposition in a modal logic. At the very least it is related to concepts of statehood, government and election in a way that is qualitatively different from the relation between, for example, bicycle and wheels.

THE SEPARABLE SYSTEMS APPROACH

In Shallice and Cooper (2011) we argued that differences from concrete concepts in the computational requirements for how they are represented in an underlying semantic system, such as those discussed above, make it plausible that representing the meanings of abstract concepts involves a different computational system than that involved in representing the meanings of concrete concepts. Functionally, this system would need to incorporate the ability to abstract over events or situations rather than just individuals, to apply modal operators recursively, and to allow the representation of hypothetical as well as actual events or situations. Moreover if we consider how the representation of an event might be realized computationally, then the binding of argument roles to arguments is required (see Shastri, 2002); thus representing an event like the giving of a gift requires filling the roles of the gift giver, the gift recipient and the gift object.

We should make two qualifications to this position. The first qualification is that the evidence we have reviewed does not distinguish between two possibilities. One is that the left inferior frontal gyrus is the location of the semantic representations of abstract words. The second is that it is critically involved in processes necessary to access or construct these representations.

Secondly, we presume that one type of representation of an event, including binding, can take place in parieto-temporal systems, namely perceptual representations of the current world or of a sensory (e.g., visual) image, loosely what at the psychological level (with premotor systems) is we assume to be carried by the concept embodied cognition. However, using Shastri's example, what is represented at this level of processing is person A handing a concrete object (e.g., a book) to person B. What is not represented is that the object is a gift, and all the many culturally dependent implications this has for the giver and the recipient. Thus even though parieto-temporal systems can capture the representation that a particular glittering object is gold (or not as the case might be!), impairments in understanding the abstract meaning of a proverb such as all that glitters is not gold—that appearance does not necessarily correspond to essence—instead involves prefrontal cortex (Murphy et al., submitted). In particular, left lateral patients produce more than four times more concrete interpretations of such proverbs than do healthy controls. It is compatible with their lacking such representations. For representations at such higher non-perceptual levels, binding would, we assume, not be available in parietal cortex.

At the very least an abstract concept semantic system would need the power to implement recursion and argument role filling, neither of which is, for instance, available in the architecture of the hub system. We further argued in Shallice and Cooper (2011) that given requirements such as these, it would be plausible that the computational microstructure of the region of the human cortex supporting the representation and processing of abstract concepts would be different from that of the anterior temporal cortex held to support the representation of concrete concepts, and proposed on the basis of functional imaging and patient studies that this abstract representational system was located in the left ventrolateral prefrontal cortex.

In the psychological literature, the idea that word meaning involves more than just a list of semantic features is, of course, old. Indeed, Miller and Johnson-Laird (1976) argue that the meanings are represented by mini-programs. Thus they represent the meaning of LOSE(x, w) by5 :

Someone x loses something w if there is a time t such that Qt(POSSESS(x, w)) and:

(i) Rt(notINTEND(x, notPOSSESS(x, w)))

(ii) HAPPENt(NotPOSSESS(x, w))

Miller and Johnson-Laird (1976, p. 568)

The basic difference in our position from this earlier perspective is that in our view such program-like entities are critical for representing the meaning of abstract words, but while they coexist with feature-based ones, they are in a functionally and anatomically separable system.

The role that we have assigned to the left inferior frontal gyrus has another if slightly more indirect precursor. The computational machinery which we have proposed for this region with respect to the compiling of the meaning of abstract words has many similarities to that presupposed for compiling syntax. In particular our position on abstract words, too, requires that unification links be made between the arguments of two or more operators, as in the example of hope above (see, e.g., Pollard and Sag, 1987, 1994, for unification in syntactic operations). Hagoort (2003), too, has argued that the left inferior frontal gyrus contains the necessary computational machinery for implementing unification processes. In his account chunks of syntactic structure (e.g., S, NP, VP, N, and V) of an utterance are stored in memory. In a unification workspace the feet of one syntactic chunk are potentially linked to the root of another. In the computational model of Vosse and Kempen (2000), which he adopts, rival sets of unification links for spanning a whole utterance (e.g., a sentence) compete by lateral inhibition until one reaches threshold. In Hagoort's account this process of forming provisional sets of links which compete by lateral inhibition takes place in the left inferior frontal gyrus. In later papers (e.g., Hagoort, 2005) he extends this idea to consider semantics, with semantic unification being held to take place in a region a little more inferior and anterior than that for syntactic unification. The form of semantic unification he considers is the integration of word meaning into an unfolding discourse representation of the preceding context, for instance in the selection of the appropriate meaning of a homonym. Our proposal is that an analogous process may underlie the semantic representations of individual abstract words.

Of course it may be argued that unification as a concept is little more than binding which is widely postulated to occur in many cognitive processes, as in episodic memory encoding in the hippocampus (Marr, 1971; Gardner-Medwin, 1976) or perceptual feature-binding in parietal cortex (Treisman, 1998). The critical formal difference between unification and binding is that the former combines multiple potentially overlapping sources of information. Unification will fail if overlapping elements of the to-be-combined representations are inconsistent. Moreover unification is typically used in building complex structures (e.g., where multiple arguments serve different functional roles) out of parts, and where the parts place constraints on each other. Thus what we assume distinguishes the unification process taking place in left inferior frontal cortex is that the item or element is being bound to a node within a more complex structure representing an abstract general property such as propositional phrase or type of mental state.

How does this position relate to the cognitive neuroscience evidence just discussed? If the computational properties of an abstract concept semantic system were designed in part to allow events to be represented, Crutch and Warrington's findings that associations are critical in the representations of abstract words would seem to follow. A set of words like gamble, casino, poker, and chance, ones used in Crutch and Warrington's (2005) experiment on interference from associated sets, almost inevitably creates a characteristic situation or set of events related to playing poker, as does the example democracy, republic, freedom, politics, and election discussed earlier, redolent of the 2012 American election; so the individual abstract semantic representations would be linked to each other through it.

A second phenomenon which has been held to support the idea that the semantics of abstract words can be represented in the hub and hence to present difficulties for an abstract semantic system account comes from a rTMS study of Hoffman et al. (2010). They followed Schwanenflugel and Shoben (1983) in assuming that the same semantic system is involved for abstract and concrete words but the precise meaning of an abstract concept is heavily dependent on context. (It is not clear whether or how this would apply to concepts like neutron or checkmate.) They gave subjects a 3-alternative synonym judgment task together with a target word presented altogether at the same time or also preceded for 6 s by a 2-sentence context. Without the context, slower responding to abstract words occurred with rTMS to left Brodmann area 45 than without it. However, with context no such effect occurred. With concrete words, rTMS has no effect in either case.

Hoffman et al. (2010) explain their result as occurring through left ventrolateral prefrontal cortex having an executive regulation role with respect to the processing of abstract words, and this becomes less necessary when context is provided. It is not, though, clear, what computational function executive regulation plays in understanding an abstract word in a context-free situation. Moreover there are possible alternative explanations of the result. rTMS does not lead to any increase in errors with abstract words, it just leads to slowing in the no-context condition. Thus in the context situation the subject will have already understood the word, which has already been presented in the context, at least in the example given, so the subject will just have to comprehend one critical word instead of two, and so at worst will presumably be slowed up only half as much. As the no-context effect was only just significant at the 0.05 level one would not therefore predict a significant effect in the context case even if the left ventrolateral PFC was as critical there. Moreover, even if full abstract comprehension of the three choice words is slowed, the 6 s of context presentation will have left a rich set of concrete images from parieto-temporal regions available to facilitate the choice between the three alternatives, at least on some trials, so this again would be expected to reduce any effect in the context condition compared to the no-context one. The study, by itself does not resolve the issue.

CONCLUSIONS

Our primary conclusion is a negative one. It is that the computational capacities provided by embodied cognition, on the one hand, and the feature-based representation of semantics on other hand (and more specifically the “hub” system), are insufficiently powerful to adequately capture the semantics of abstract concepts. Moreover we have argued that patients with reversed concreteness effects on the one hand and deep dyslexia on the other provide some evidence that the semantic representations of abstract and concrete words are at least partially separable in the cognitive system. This position is further supported by the different patterns of interference and facilitation found by Crutch and Warrington in their single case studies. Neuroimaging evidence, too, suggests that the left inferior frontal cortex plays a more important role in the compiling of the semantics of abstract than concrete words.

The computational characteristics that we have ascribed to an abstract representational system have a very similar conceptual basis to—but are different from—those involved in grammatical/syntactic operations in language. If the microstructure of cortex is critical for the computational properties of the functional systems it supports, then it is plausible that systems with similar computational requirements are supported by overlapping or adjacent regions of cortex. It is therefore not surprising that a similar region of cortex would be involved in the representation of abstract concepts to that damaged in agrammatism (e.g., Tyler et al., 2005, 2010, 2011). Moreover deduction, which also requires similar computational properties in the construction of abstract structures in premise integration, also involves a very similar region (Reverberi et al., 2012). Two qualifications should be made. The first is that the operational definitions of abstraction used in empirical studies have typically been made apophatically or negatively, by the absence of concreteness in the entity, or as we have argued neuropsychologically more appropriately, the absence of imageability of the concept. Ideally on our approach, one ought to be able to produce an operationalization of abstraction which is positive rather than negative. Until this is done, direct empirical support for a position such as ours will be difficult to obtain.

The second qualification relates to the way that the general thrust of this paper may be interpreted as suggesting that representations of abstract concepts are held in the left inferior frontal gyrus. Moreover, the link we have made between our approach and Hagoort's unification concept tends to reinforce that view. However, the direct empirical cognitive neuroscience evidence is open to a second interpretation. This is that the representations of abstract concepts are carried in a more distributed fashion, possibly more generally in prefrontal cortex. In this case the left inferior frontal region would be crucial in performing appropriate computations to compile the more distributed representations. Which of these two possibilities is to be preferred empirically remains in our view an open question. In either case, though, there would be more to the mind than embodied cognition.

Footnotes

1I and C were as normed by Paivio et al. (1968): compare journal (I = 5.60; C = 6.69) versus winter (I = 6.53; C = 5.83).

2The hub is also linked to “Executive control” in the Jefferies and Lambon Ralph (2006) version but this is held to “help direct and control semantic activation in a task-appropriate fashion” (p. 2132). It does not provide comparably functioning input to the other “spoke” systems. Thus few if any features seem to be located there. In any case, neither tendency nor hope seem to have executive control aspects.

3Possible world semantics normally also includes an “accessibility” relation, such that possible(X) is true if and only if X is true in some world accessible from the current world, while necessary(X) is true if and only if X is true in all worlds accessible from the current world. For simplicity we ignore this relation in the current discussion.

4Van Bentham (1976) demonstrated that there is an equivalence between some modal logics and first-order predicate logic which can be obtained by mapping a statement P(x) in modal logic to the statement P'(w, x) in first order logic where w is the current world, and allowing quantification over possible worlds, so that, for example, possible (P(x)) becomes ∃w P' (w, x). While this demonstrates that modal logic per se is not required to provide a semantics for words such as hope, it does not obviate the need to quantify over possible worlds or hypothetical states in providing that semantics.

5Qt and Rt are operators within a temporal modal logic. Qt(P) is true if P was true prior to time t and Rt(P) is true if P is true at time t. Qt might be glossed as “it was the case that…” and Rt as “it is the case that…”.
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Simple sentences

Syntactically complex sentences

Your hand is on the desk.
Your foot is on the floor.

Your mouth is near the ceiling.
The tail is at the end.

You grab objects off the table.
You kick objects across the field.
You bite objects into two parts.
They wag at objects on the floor.

On the desk s your hand.

On the fioor is your foot.

Near the ceiling is your mouth.
Atthe endis the tail.

Off the table you grab objects.
Across the field you kick objects.
Into two parts you bite objects.
On the floor they wag at objects.

The big black hand bled blood
The big black foot bled blood.
The big black mouth bled blood.
“The big black tail bled blood.
The big black bears grab blood.
The big black bears kick blood.
The big black bears bite biood.
‘The big black bears wag blood.
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Pl P2 3 Pa P5 P I 2] P9 P10
Lesion F, motor, LH Fmotor LH  F motor, F motor, Fmotor,LH  FPm,frontal F.Pm, frontal  F Pm,LH F frontal F, frontal
premotor LH  premotor LH opercularis LH_ opercularis LH opercularis,  opercularis,
H LH
Histology Oligoastrocytoma  Glioblastoma  Astrocytoma  Glioblastoma  Atypical Glioblastoma ~ Oligoastrocytoma  Astrocytoma  Astrocytoma  Metastatic
Meningioma melanoma
Tumorgrade  Low grade High grade Low grade High grade High grade Highgrade  High grade High grade Highgrade  High grade
Lesion volume 29,5 co 608cc 28600 28300 220 1030 183 cc 45200 84co 2800
Presuigery  Seizures (general) Seizures R (arm Paresthesia R Seizures R (arm  Seizures R Speech Seizures (mouth)  Motor Paresthesia R Motor
and facel; side of the body and leg) (arm; seizures  disorder weaknessR  (armandleg)  weakness R
paresthesia R and Seizures (general) side of the body leg; dysarthria
side of the body  (general)
Age 2 £ a6 52 £ 6 3 36 6 62
Sex M M F F ™M F F F ™M M
Handedness R R R R R R R R R R
Comprehension 36/36 25/36 26/36 36/36 34736 3736 33736 24136 36/36. 25/36
Naming nouns ~ 30/30 29730 20730 29730 3030 29730 20130 25/30 2830 2530
Naming actions ~ 28/28 27128 27128 27128 28128 23/28 25/28 22128 23/28 20128
STmemory 7 5 5 6 6 6 5 6 5 6
Oral praxis. 20720 19720 2020 20720 2020 20720 2020 17720 20220 2020
IMA 72072 46172 720712 72072 72112 6972 65/72 4272 65/72 55772
RCPM 35036 33136 33736 25036 36/36 3036 26136 24136 3036 32736
Ph. Fluency 50 0 2 3 13 u 7 18 5 2

Handedness (Oldfield, 1971); language, comprehension ltoken test, (De Renzi and Faglion, 1978) (cut-off score: 29): naming nouns and verbs IBADA, (Miceli ot o, 1994) (cut-off score 28/30; 26/28): STM, short
term memory, digit span: test from Orsini et al. (1987) (cut-off score 4); oral praxis (Spinnler and Tognon, 1987) (cut-off score 16); IMA: ideomotor apraxia test (De Fenzi et al, 1980) (cutoff score 53); raven
coloured progressive matrices (Basso et al., 1987) (cut-off score 18); phonological fluency (Noveli et al, 1896) (cut-off score 17). In bold type the patient's performance below the normal range.
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Lesion_side Ity side Classification
A s Numbers of fibers FA s Numbers of fibers.

1 036 013 475 038 on 481 Unchanged

2 - - - 044 on 369 Distrupted

3 046 012 585 046 .10 520 Unchanged

a - . - 045 012 368 Distrupted

5 041 014 423 045 o 438 Unchanged

Mean 041 013 494 044 on 435

M

1 036 013 285 045 on 351 Infiltrated

2 044 on 218 049 013 199 Unchanged

3 042 o013 584 043 on 656 Displaced

a 037 0.10 23 043 012 449 Displaced

5 048 015 399 047 013 483 Displaced

Mean 041 012 344 045 012 428

WO

1 050 012 846 047 0.10 769 -

2 048 013 626 046 012 570 -

3 050 010 646 046 012 545 N

a 052 012 584 047 on 496 -

5 048 on 534 048 013 491 -

6 047 012 673 050 012 654 -

7 050 on 565 050 010 501 -

8 047 013 622 046 010 587 -

9 050 0.10 763 049 on 671 -

10 051 0.10 578 049 on 499 -

" 049 o1 584 047 .10 500 N

12 047 012 873 047 010 754 -

Mean 049 on 659 048 on 586 N

The value of FA and the number of fibers of the SLF tract are shown for althe three groups. For healthy controls no classifcation is reported because they show

always unchanged tracts between sides.
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Coordinates (mm) Coordinates (mm)

Cluster Voxels P z x oy z Cluster Voxels P z x vy oz

He-Mi- o M=sHe

13 4479 175€43 172 10 -102 -2  Occipitl pole L 7 1659 139620 972 -4 72 -2 Lateral occipital cortex L

12 1977 197624 587 40 0 62 Middle frontal gyrus L 6 918 656614 864 26 88 20 Lateral occipital cortex R

n 996  BB4E1S 538 54 34 10 Inferior frontal gyrus, pars 5 38 143606 802 22 -8 -2  Occipital fusiform gyrus R
triangularis R

10 869  241E13 591 -6 14 70 Superior frontal gyrusiSMA) L 4 186 000138 708 -58 0 38 Precental gyrusL

9 755 5812 562 30 -2 62 Superior frontal gyrus R 3 161 000434 43 -52 34 2 Inferior frontal gyrus, pars

triangularis L

8 57 11309 684 -52 18 38 Middle frontal gyrusL 2 159 000477 537 -54 -38 16 Planumtemporale L

7 470 596E08 445 70 -3¢ —12  Middle temporal gyrus R 1 N7 00377 686 10 -94 24 Occpitl pole R

6 465  596E08 592 42 46 28 PrecentralgyusR

5 238 0000147 407 16 60 26 FrontalpoleR

4 211 000046 446 68 -22 -6 Middle temporal gyrus L

3 207 0000546 503 -36 46 -8 FrontalpoleL

2 185 000578 51 -58 14 2 Inferior frontal gyrusL

1 180 0019 616 -40 -7 46 Lateral occipital cortex, angular
gyrus L

He=M+ o MeeHe

18 5394 0 148 16 102 18 Occipital pole R 9 3090 539E33 M4 26 -94 28 Occipital pole R

7 875  361E13 666 60 O 48 Precentral gyrus R 8 71 306EM 757 20 -82 54 Lateral occipital cortex R

16 797 291E12 998 46 6 34 Middle frontal gyrus L 7 475 596608 647 -24 -74 54 Lateral occipital cortex L

15 591 104E09 687 2 -2 72 Justapositional lobule cortex 6 35 226606 459 -66 20 14 Postcentral gyrusL
(SMA) R

14 544 435609 736 -7 46 Lateral occipital cortex L 5 176 000268 603 58 -56 0  Middie temporal gyrus R

13 an 298E07 638 ~56 54 Superior parietal lobule L 4 175 00028 681 4 4 40 Precenal gyrus R

2 361 179E06 725 22 ~76 14  Occipital fusiform gyrus R 3 150 000887 5 -12 -54 76 Superior parietal lobule L

n 319 B29E06 478 60 12 4 Inferior frontal gyrus, pars 2 128 0027 403 58 -38 32 Supramarginal gyrus R
opercularis L

10 260 785605 634 48 2 30 Precentral gyrus R 1 N5 00492 82 60 -14 33 Postcentral gyrus L

9 237 0000198 472 26 -4 54 Middle frontal gyrus L

8 221 0000382 436 22 32 50 Superior frontal gyrus R

7 211 0000582 607 58 36 6 Frontalpole R

6 169 00037 462 O 64 18 FrontalpoleR

5 161 000846 509 56 22 —18 Temporallobe R

4 150 000887 491 6 -4 30  Cingulate gyrus R

3 140 00143 431 52 —48 -6  Middle temporal gyrus L

2 183 00201 607 -64 -54 20 AngulargyrusL

1 122 0036 467 4 62 0 FrontalpoleR

1 482 0 939 28 -88 20 Lateral occipital cortex R 1 655 30312 692 -40 -58 56 Parietal inferior gyrus L
2 408 206E08 539 52 -4 50 Precentral gyrus R 2 238 271605 629 60 -64 0 Lateraloccipital cortex R
3 323 656E07 526 48 2 28 Precentral gyrus R 3 233 342605 691 26 -62 36  Occipital superior cortex R
4 303 149E06 434 52 28 -4 inferiorfrontal gyrus L 4 209 0000107 579 28 -54 70  Superior parietal gyrus R
5 214 842E05 46 44 8  —12 Temporal pole L 5 187 0000318 417 62 24 24  Supramarginal gyrus L
6 204 0000137 496 -28 -52 54 Superior parietal lobule L 6 158 000143 768 22 -66 68 Superiorparietal gyrus L
7 200 0000167 831 -58 2 38 Precentral gyrus L 7 134 000831 507 -22 78 50 Superior parietal gyrus R
8 152 000197 538 44 -85 6 Lateral occipital cortex L 8 130 000666 487 -28 72 30 Midde occipital gyrus L
9 122 00105 505 26 -54 46 AngulargyrusL 9 125 000885 601 54 —70 20 Middle temporal gyrus L
10 106 0027 425 -42 14 50 Middle frontal gyrus L 10 124 000938 418 6 10 64 SMAA

" 116 00149 656 48 -84 14 Midde occipital gyrus L

12 08 0024 456 —28 40 36 Middle frontal gyrus L

13 01 00366 518 42 44 28 Middle frontal gyrus L

14 100 00389 M ~14 =102 4 Midde occipital gyrus L

15 98 00439 676 40 -70 -4 Inferior temporal cortex R

HC, healthy controls; M1~ lesions involving the primary motor cortex; M1+, lesions sparing the primary motor cortex.





OPS/images/fnhum-07-00249-t006.jpg
Coordinates (mm)

Cluster Voxels P Z-value x 12 z
L HHHHHL
9 43 6.30E:09 409 -54 -6 22 Lateral occipital Cortex L

328 -56 -62 40 Angular gyrus L
8 08 187E-08 425 58 -60 32 Lateral occipital cortex R

4.06 60 -60 2 Angular gyrus R

331 a8 -68 36 Lateral occipital cortex R
7 205 0.00013 386 a8 0 a8 Midde frontal gyrus L

345 -50 2 40 Inferior frontal gyrus, pars opercularis L
6 201 0.000159 407 -6 52 a8 Frontal pole L

332 -0 56 36 ‘Superior frontal gyrus L
5 198 0.000185 391 45 32 -2 Frontal orbital cortex L

381 -8 2 —12 Frontal operculum cortex L

354 -8 k] -6 Inferior frontal gyrus, pars triangularis L
a 162 00019 an -2 52 0 Frontal pole L

an -2 52 0 Frontal pole L
3 137 0.00467 36 -72 -38 -12 Middle temporal gyrus L

314 66 -3 -6 Superior temporal gyrus L

292 60 -3 -6 Middle temporal gyrus, temporoccipital p. L
2 136 0.00494 394 -2 2 6 Insular cortex L

358 -20 32 -10 Fronto orbital cortex L
1 121 0017 382 -4 40 u Cingulate gyrus L

265 2 -36 3% Cingulate gyrus, precuneous R

253 -4 -42 2 Precuneous cortex L
M-
1 515 6.26E-06 5.03 42 -7 -4 Inferior occipital cortex R

37 2 -92 a Calcarine cortex R

362 46 —64 -6 Temporal inferior cortex R

346 2 -78 -2 Fusiform gyrus R

HC, healthy controls: M1, lesions involving the primary motor cortex.
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41,145

218

130

129

107

Lateral occipital pole L
Occipital pole R

Occipital pole L
Supramarginal gyrus R
Superior temporal gyrus R
Angular gyrus R

Middle temporal gyrus R
Frontal pole L

Frontal pole L

Right putamen

Right caudate

Left thalamus

Right thalamus

R

ol

ol

=

=

8

5

14,469

3258

1751

12

109

24,068

2887

227

7

105

P Z x 12 z
[ 175 a8 -84 -4
16.8 16 ~102 8
154 -22 ~100 2
9.42E05 563 6 —4a 18
388 66 -3 10
37 66 -8 2
309 58 -38 8
000825 284 -28 50 -18
484 -28 50 -18
000872 a6t 32 -18 2
363 14 6 8
00306 453 12 -16 4
331 2 -10 10
0 13.4 2 -88 20
122 -40 -88 8
"7 -22 —92 10
317639 931 -58 0 38
623 -50 i 16
282625 613 -38 2 a
575 -8 0 30
514 —24 0 70
5.1 -6 2 2
101E-23 7.93 2 -66 56
791 2 -84 60
394E-16 677 -2 i 56
626 0 12 60
a84 4 18 6
000288 468 -3 a6 2
455 6 a8 8
00198 472 22 -32 -4
35 16 —40 0
349 32 -3 -2
326 16 -30 -10
00237 3.99 -26 -26 -5
381 -20 -30 -10
341 -36 -34 -16
16.1 a4
14.2 -30
137 30
135 22
207E35 803 8 72
768 0 56
698 54 12
667 aa 22
6.44E05 524 -8 8 58
a7 -0 2 a2
0000836 46 -38 2 -6
a47 -32 38 -8
0036 501 -40 52 18

Lateral occipital cortex R
Occipital pole R

Precentral gyrus L

Precentral gyrus L

Inferior frontal gyrus L

Insular cortex L.

Precentral gyrus L

Superior frontal gyrus L
Inferior frontal gyrus L

Parietal superior cortex R
Lateral occipital cortex L
Supplementary motor cortex L
Superior frontal gyrus L
Supplementary motor cortex R
Middle frontal gyrus L

Frontal pole L

Thalamus R

Cingulate gyrus R
Hippocampus R
Parahippocampal gyrus R
Hippocampus L
Parahippocampal gyrus L
Temporal fusiform cortex L

Lateral occipital cortexfoccipital fusiform gyrus R
Lateral occipital cortexfoccipital fusiform gyrus L
Ocaipital fusiform gyrus R

Occipital pole R

Superior frontal gyrus /SMA R

Superior frontal gyrus R

Inferior frontal gyrus, parstriangularis R

Inferior frontal gyrus R

Middle frontal gyrus L

Precentral gyrus L

Frontal orbital cortexfinsular cortex L

Frontal pole L

Frontal pole L

HC, healthy controls; M1—, lesions involving the primary motor cortex: M1+, lesions sparing the primary motor cortex.
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Verb generation {MRI task

cchire glas)
Chitarea (guitar)

Fucile (ifl)

Fiasco (lask)

Violino (violin)
Telcfono (clephon)
Fisarmonica (accordion)
Forbic scissors)
Gelato (ce cream)
Martello (hammer)

Pala (shove)

Sega (saw)

Automabil (car)
Annaffatoo (watering can)
Saala (sairway)

Chiave (key)

Ago (necdle)

Patini (skate)

Penna (pen)

Pettine (comb)

Righello (ruler)

Scopa (broom)

Corda (rope)

Biciceta (bicycl)

BADA stimuli

Versare (1o pour)
Suonare (osing)
Sparare (10 shoot)
Versare (1o pour) rep
Suonare (10sing) rep
Teefonare (o call)
Suonare (tosing) rep
Taglare (1o cut)
Leccare (tolick)
Scolpire (to sulpt)
Scavare (to dig)
Segare (10 saw)

Fischiare (to whistl)
Annegare (1o drown)
Bussare (10 knock)
Correre (to run)
Accendere (10 light)
Scavaleare (1o climb over)
Cancelare (10 delte)
Baciare (1o kiss)
Indicare (10 indicate)
urare (10 take an oath)
Seminare (10 sow)

re (10 irom)
Spingere (10 push)
Applaudie (to clap)
Costruire (10 build)
Dormire (tosecp)
Azzanmare (0 snap at)
Sudare (10 sweat)
Nuotare (10 swim)






OPS/images/fnhum-07-00303-g001.jpg
0

B

v =

o

w0

G

0

L
ERE I

'(S33-6) 9aKnba Jo WS 10US KIANA-UGEAISE

1Ds of activation peaks





OPS/images/fnhum-07-00146-t005.jpg
PD1
PD2
PD3
PD4
PDS
PD6
PD7
PD8
PDY
PD10
M
sp
ME

Running
21
27
21
22
23
25
24
17
20
22
22
03
+0.19
on OFF
28 28
17 17
24 20
30 33
38 34
36 31
27 27
23 22
19 19
29 27
27 26
07 06
043 =037

Action verbs.

Hitting

23

27

22

20

17

25

24

14

19

23

21

04

+025
oN OFF
28 29
15 19
21 22
26 27
34 33
35 35
28 30
22 24
20 20
31 24
26 26
06 05
037 031

Cutting
27
24
24
22
19
28
27
7
21
23
23
04
=025
oN OFF
31 27
18 20
23 24
33 36
33 35
35 35
29 30
28 27
22 20
32 27
28 28
06 06
037 037

Speaking

20

20

19

8

7

26

22

17

22

25

21

03

£0.19
on OFF
25 27
16 16
18 17
27 28
30 32
30 33
24 27
23 23
19 20
24 23
24 25
05 06
031 037

Change state

24

26

23

22

21

28

24

18

23

25

23

03

£0.19
oN OFF
27 30
16 19
21 22
29 34
30 32
32 34
27 29
28 27
22 23
30 30
26 28
05 05
£031  £031

Non-action verbs.

on

26
17
22
29
31
32
30
26
19
30
26
05

+031

Psych

23
25
22
19
19
25
22
17
22
22
22
03

£0.19

OFF

31
18
20
26
30
32
33
22
22
28
26
05

+031

Cells indicate reaction time in seconds. NC, normal comparison participants; PD, patients with Parkinson's disease; ON, on medication; OFF. off medcation; M,

mean; SD, standard deviation; ME, margin of error indicating upper and lower bounds of 95% confidence interval.
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Cells indicate percentage correct. NC, normal comparison participants; PD, patients with Parkinson's disease; ON, on medication; OFF off medication; M, mean;
SD, standard deviation; ME, margin of error indicating upper and lower bounds of 95% confidence interval.
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Action verbs Non-action verbs

Running Hitting Cutting Speaking Change state Psych

NC 2(08%) 1(0.4%) 0 o 0 1(04%)
PDON 712.9%) 1(0.4%) 9(3:8%) 2(08%) 3(13%) 5(2.1%)
PD OFF 625%) 521%) 10 (4.2%) 521%) 729%) 521%)

These trals were excluded from the analyses of accuracy and reaction time. Note that these trials were subtracted from a total set of 240 for each verb class and
each group/condiion (24 items per verb class in the SSJT multiplied by 10 participants). NC, normal comparison participants; PD ON, PD patients ON medication;
PD OFE PD patients OFF medication.
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“CLASSIC” LANGUAGE-PROCESSING REGIONS
Goughetal. (2005  Anteriorinferior frontal gyrus ~52 34 —6
Pobric etal. (2007)  Posteriorinferior frontal gyrus ~52 16 8

Pobric et al. (2010)  Anterior temporal lobe 63 4 -2
Cattaneo et al. (2010)* Ventral premotor cortex 489 46 20
Willems et al. (2011)  Dorsal premotor cortex -3 -1 53

All regions are in the left hemisphere. Coordinates of primary motor cortex are
not reported, as researchers commonly rely on MEP amplitude to target the
optimal scal position for stimulation of this site. Where not otherwise specified,
coordinated are in Montreal Neurological Institute (MNI) format.

*Conrdinates are in Talairach format.
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Local maximum in macroanatomical Areacyio  Percent overlap of cluster Cluster size (voxel)  MNI coordinates Tmax

structure with cytoarchitectonical area
x y oz

L. Supplementary motor area (SMA) Area 6 69.1 125 -2 4 56 772

L. Precentral gyrus Area6 93 8 52 -6 50 727

The significance level was set to p < 0.05, FWE corrected for the whole brain volume. A cluster size of = 5 contiguous voxels (40mm*) extended the threshold.
Abbreviations: L, left: R, right.
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The significance level was set to p < 0.05, FWE corrected for the whole brain volume. A cluster size of > 5 contiguous voxels (40mn7") extended the threshold.

Abbreviations: L, left; R, right.
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Local maximum in macroanatomical ~ Areacyio  Percent overlap of cluster Cluster size (voxel) ~ MNIcoordinates  Tmax

structure with cytoarchitectonical area

x v oz
ce-AA
L. Inferior frontal gyrus (Pars triangularis) Area 45 63.3 207 -52 34 12 5.56
L. Inferior parietal lobule hPY 702 80 -3 -50 40 489
L. Inferior parietal lobule IPC (PGa) 54.7 59 -34 —68 42 457
L. Middle temporal gyrus* 45 ~56 =18 528

The significance level was set to p < 0.05, FWE corrected for smal volumes using the image masks of the SPM Anatomy toolbox V18 (Eickhoff et al, 2005). A
cluster size of =45 contiguous voxels (360 mn’) extended the threshold. Abbreviations: L, left; R, right.

*Note that due to the non-availabilty of a cytoarchitectonical map for that area a mask of the temporal lobe was generated using the WFU PickAtlas Toolbox v3.0.4
(Maldjian et al, 2003) which was applied within the small volume comection and improved the significance.
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I relate this word to positive or negative feelings in myself.
I relate this word to physical feelings lie vision, hearing, smelling, etc.

I relate this word to actions, doing, performing, and infiuencing.

I relate this word to mental activity, ideas, opinions, and judgments.

I relate this word with human emotion.

I relate this word with relationships between people.

I relate this word with time, order, o duration.

I relate this word to position, place, or direction.

I relate this word to size, amount, or scope.

I relate this word to morality, rules or anything that governs my behavior.

1 can easily choose an adjective for this word (the ugly truth, whole truth, etc.)
This word could be easily taught to a person who does not speak English.
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Case AA’s scores

PC PC SD RT RT SD
Manipulability index 1 0.82 0.03 1741 125
Manipulability index 2 0.84 0.05 1591 237
Manipulability index 3 0.90 0.03 1660 262
Manipulability index 4 0.89 0.04 1526 91

Mean Naming Proportion Correct (PC), Proportion Correct Standard Deviation
(PC SD), Response Time (RT), and Response Time Standard Deviation (RT SD)
of Snodgrass and Vanderwart Objects as a Function of Manipulability Index from

Magnie et al. (2003).
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Cluster size (voxels) Local maximum in x 12 z No. of Percent of cluster volume in

macroanatomical structure subjects cyto-architectonic area
Cluster 1 (1205) LspLe -2 -76 4 4 2.1 SPL7A)
139 Area2
102 hiP3
Cluster 2 (1055) RMTG* 58 -38 4 4
Cluster 3 (695) R Insula* 3 30 0 3 124 Avea a5
Cluster 4 (642) LIFG* -52 10 2 4 37.9 Areadd
158 Areads
Cluster 5 (468) L Temporal pole* 54 10 -8 3
Cluster 6 (407) LMTG* -62 -2 -2 3
Cluster 7 (349) Lsma® -4 6 54 4 388 Lareas
144 RArea 6
Cluster 8 (72) LsmG* -58 —aa 2 2 766 IPC (PF)
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Cluster 9 (56} R Precuneus® 8 66 £ 2 373 SPL7A)
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176 SPL(7P)
Cluster 10 (56) LIFG —44 2 2 3 2838 Areads
Cluster 11 (39) RIFG 58 14 32 2 442 Areadd
135 Avea 45
Cluster 12 (37) LIFG -52 8 6 2 787 Areadd

Roferences to cytoarchitectonic maps: area 2, G o ) areas hIPS/TATMITR Schey 2009); area 6, Geyor (2003); areas 44/45, A tal
: areas PFm/PE. s ). Cluster overlap with cytoarchitectonic areas is listed if it exceeds 10%. L, Left; R, Right: xyz, MNI coordinates; No.
number of subjects =2; *p < 0.0 in binomial test; SPL, superior paristal lobe; MTG, middle temporal gyrus; IFG, inferior frontal gyrus; SMA, supplementary motor
area; SMG, supramarginal gyrus; IPC, inferior parietal gyrus.
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Condition 1, read; 2, repeat; 3, silent read; 4, silent repeat. Sylable processing is
the process which all conditions have in common (fight column). This princiole
is used in the conjunction analysis.
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Control sample Case AA’'s Significance test

score

n Mean SD t P
Word attribute 56 0.95 0.04 0.68 —6.69 <0.001
Picture attribute 56 0.92 0.05 0.67 —4.96 <0.001
\Word comparison 56 0.89 0.08 0.47 -5.20 <0.001
Picture comparison 56 0.84 0.08 0.33 —6.44 <0.001

Control participants (n), mean control proportion correct (Mean), control stan-
dard deviation (SD), Case AAs proportion correct (Case AA's scores) and t- and
p-scores when Case AA made attribute judgments of actions. All control values
were obtained from Kemmerer et al., 2012.
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Case AA's score

0.87
0.73
0.95
0.85
0.73
0.73
0.42
0.88
0.85
0.82
0.87
0.72
0.83

0.36

0.94
0.72
0.83
0.79

Significance test

t P
—0.30 0.77
-1.19 0.24

0.53 0.60
—0.28 0.78
—1.98 0.05
—0.40 0.69
-1.92 0.06
0.17 0.87

0 1
—0.35 0.73
-0.41 0.68
-0.73 0.47
—0.12 0.90
—-9.72 <0.001
-3.70 0.01
-3.77 <0.001
-123 0.27
—1.85 0.12

Control participants (n), mean control proportion correct (Mean), control standard deviation (SD), Case AA's proportion correct (Case AAs scores) and t- and p-scores

when Case AA named Snodgrass and Vanderwart stimuli, action photographs, matched objects and actions with words, and performed the Kissing and Dancing, and

Pyramids and Palm Trees test. Control values for the Snodgrass and Vanderwart Picture Naming test were obtained from Snoc
values for the Action Identification and Picture-Word Matching: Actions test were obtained from Ke

J); control
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Control sample Case AA's score Significance test

n Mean SD t P
Animal Sound Discrimination 6 0.92 0.07 0.80 —1.59 0.17
Environmental Sound Discrimination 6 0.94 0.05 0.80 -2.59 0.05

LIMB- AND MOUTH-RELATED SOUND DISCRIMINATION
Hard Version

Limb transitive 6 0.92 0.05 0.64 -5.19 0.004
Limb intransitive 6 0.87 0.16 0.56 -1.79 0.13
Mouth transitive 6 0.98 0.05 0.88 -1.85 0.12
Mouth intransitive 6 0.97 0.05 0.70 -5.00 0.004
Animals 6 0.98 0.04 0.90 -1.85 0.12
Easy version

Limb transitive - - - 0.79 - -
Limb intransitive - - - 0.56 - -
Mouth transitive - - - 0.88 - -
Mouth intransitive - - - 0.90 - -
Animals - - - 1 - -

Control participants (n), mean control proportion correct (Mean), control standard deviation (SD), Case AAs proportion correct (Case AAs scores) and t- and p-scores
when Case AA made decisions about animal sounds, human/environmental sounds, and mouth-, limb- and animal-related sounds.
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Control Sample Case AA’s score Significance test

n Mean SD t P

PANTOMIME FROM VERBAL COMMAND:TRANSITIVE

Content 6 0.99 0.01 0.99 0 1.00
Spatial 6 0.98 0.02 0.76 —10.18 <0.001
Temporal 6 0.99 0.01 0.95 —-2.77 0.04
Other 6 0.99 0.01 0.93 —5.56 0.003
Object use 6 0.98 0.01 0.87 —10.18 <0.001
PANTOMIME FROM COMMAND: INTRANSITIVE
Content 6 - 1 - -
Spatial 6 - 1 - -
Temporal 6 - 0.98 - -
Other 6 - 0.98 - -
PANTOMIME IMITATION: TRANSITIVE
Content 6 - 0.99 - -
Spatial 6 0.98 0.02 0.77 -9.72 <0.001
Temporal 6 0.99 0.01 0.95 -3.70 0.01
Other 6 - 1 - -
Object use 6 0.98 0.01 0.91 —6.48 <0.001
PANTOMIME IMITATION: INTRANSITIVE
Content 6 - 1 - -
Spatial 6 - 0.99 - -
Temporal 6 - 0.98 - .
Other 6 - 1 - -
TACTILE RECOGNITION, OBJECT USE, AND KNOWLEDGE OF OBJECT FUNCTION
Content 6 _ 0.99 - -
Spatial 6 0.99 0.01 0.91 —741 <0.001
Temporal 6 - 0.96 - -
Other 6 - 0.98 - -
Object use 6 0.99 0.01 0.94 —4.63 0.006
Object identification 6 0.97 0.02 0.83 —6.48 0.001
Identifies function 6 0.98 0.02 0.47 —23.61 <0.001

Control participants (n), mean control proportion correct (Mean), control standard deviation (SD), Case AAs proportion correct (Case AAs scores) and t- and p-scores
when Case AA was asked to produce action from verbal command, imitate action, and use objects.
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Action Control sample Case AA’s score Significance test
Recognition

n Mean SD t p
Action - - - 1 - -
decision
Pantomime 6 0.9 0.08 0.78 —-1.39 0.22

discrimination

Control participants (n), mean control proportion correct (Mean), control standard
deviation (SD), Case AA's proportion correct (Case AAs scores) and t-and p-scores
characterizing the difference between Case AA and control participants.
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Control sample Case AA's score Significance test

n Mean SD t P
Object size judgment 6 0.93 0.02 0.91 —0.93 0.39
Object color judgment 6 0.94 0.03 0.90 —-1.23 0.27
DEFINITION NAMING
Animals 6 0.90 0.05 0.56 —6.30 0.001
Body Parts 6 0.98 0.04 0.70 —6.48 0.001
Fruits 6 0.80 0.11 1 1.68 0.15
Furniture 6 0.93 0.12 0.60 —2.55 0.05
Musical instruments 6 0.85 0.06 0.44 —6.34 0.001
Tools 6 0.92 0.14 0.17 —4.96 0.004
Vegetables 6 0.83 0.08 0.90 0.81 0.45
Vehicles 6 0.83 0.06 0.78 -0.77 0.48

Control participants (n), mean control proportion correct (Mean), control standard deviation (SD), Case AA's proportion correct (Case AAs scores) and t- and p-scores
when Case AA made decisions about form-, and color-related object properties.
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Control sample Case AA’s score Significance test

n Mean SD t P
Matching by function 6 0.89 0.07 0.87 -0.27 0.32
Matching by identity 6 0.94 0.05 1 11 0.80
Object sound decision 6 0.89 0.09 0.87 —-0.21 0.85
DECLARATIVE KNOWLEDGE OF TOOLS
Precise use 6 0.93 0.06 0.47 -710 0.001
Motor knowledge 6 0.93 0.08 0.60 -3.82 0.01
Functional use 6 1 - 0.73 - -
Contextual use 6 0.98 0.03 0.87 -3.40 0.02

Control participants (n), mean control proportion correct (Mean), control standard deviation (SD), Case AA's proportion correct (Case AA's scores) and t- and p-scores
when Case AA made decisions about action-related object properties.
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Non-literal foot

Non-literal hand

Literal foot

Literal hand

Baseline

Example

De student had het tentamen toch gehaald, ondanks dat hij op zijn tenen liep

The student had passed the exam, even though he on his toes walked

Lia was een pechvogel die altijd aan het kortste eind trok
Lia was an unlucky person, who always the shortest end pulled

De havenwerker zag dat zijn collega een beetje mank liep

The dock laborer saw that his colleague a bit crippled walked

Frans was zo verstandig dat hij een regenpak aantrok
Frans was so wisely that he a rain suit tighter pulled

Pg umoyod tppd sf pcsox wpm rdrq djg agih ht eahme swrdsbmvgqg
No translation available

Mean number of
characters/
sentence (SD)

57.80 (8.49)

57.44 (8.26)

5742 (7.47)

56.92 (9.01)

Syllables

18.64 (2.82)

18.5 (2.90)

18.42 (2.79)

18.34 (2.95)

words

12.96 (1.65)

12.42 (1.94)

12.62 (1.47)

12.58 (2.06)
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ROI Peak average Peak range Region

x y z X y z

Rfoot > Lfootgas -9.67 -22 68.44 —44t0 -2 —361to0 10 56 to 78 Precentral gyrus
Rhand > Lhandgag —39.33 —-24 63.78 —44 to —28 —28to —18 56 to 70 Precentral gyrus
Rfoot > Lfootgas -733 —38.44 66.44 —14to -4 —46to —28 60 to 74 Paracentral lobule
Rhand > Lhandgag —38.44 271 58.44 —42to —-34 —32to -20 50 to 66 Postcentral gyrus

Note: The highest average (n= 17) peak and range within Brodmann area 4 and 6 for right foot (Rfoot) versus left foot (Lfoot) and right hand (Rhand) versus left hand
(Lhand) activation are shown and were thresholded at p < 0.001 uncorrected.
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Sentence type

Mean number

Mean number of Mean number

of words syllables of characters/

(SD) (SD) sentence (SD)
Non-literal hand 12.96 (1.65) 18.64 (2.82) 70.10 (15.62)
Non-literal foot  12.42 (1.94) 18.50 (2.90) 69.22 (15.59)
Literal foot 12.52 (1.47) 18.42 (2.79) 69.42 (14.29)
Literal hand 12.58 (2.006) 18.34 (2.95) 68.74 (15.37)
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Contrast

SENTENCES
All sentences > baseline

VERBS
All verbs > baseline

Literal > baseline

Non-literal > baseline

Literal > non-literal

Non-literal > literal

Region

L middle temporal gyrus
R middle temporal gyrus
R cuneus

L inferior frontal gyrus

L posterior cingulate

L precentral gyrus

L superior frontal gyrus

L inferior frontal gyrus
L inferior frontal gyrus
L medial frontal gyrus
L superior frontal gyrus
L superior frontal gyrus
L inferior frontal gyrus

L inferior frontal gyrus
L medial frontal gyrus (pre-SMA)
L superior frontal gyrus

L medial frontal gyrus
L superior frontal gyrus
L middle temporal gyrus

L inferior frontal gyrus

L inferior frontal gyrus
L superior frontal gyrus
L cingulate gyrus

L middle temporal gyrus

R thalamus

Cingulate gyrus

Note: All contrasts are thresholded at p < 0.05 FWE corrected.

Approx BA
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D Center Standard No. of peaks No. of studies Brain area

deviation
x 13 z x Y z
FRONTALAREAS
7 -a7 3 40 427 362 559 17 8 Left precentral gyrus
68 52 12 3 507 738 604 M 8 Right precentral gyrus.
69 -7 7 53 25 372 485 15 8 Left SMA
16 -5 i3 5 39 615 355 14 6 Left SMA
18 —aa 2 1 557 262 441 13 10 Left IFG, pars triangularis
a6 a8 2% 2 399 33 454 19 8 Left IFG, pars triangularis
56 45 7 9 318 413 33 3 6 Left IFG, pars triangularis
18 38 2 2 304 685 613 12 7 Right IFG, pars triangularis
72 -32 27 -5 402 a1 49 n 6 Left IFG, pars orbitalis
100 -a7 2 6 285 473 527 14 7 Left IFG, pars orbitalis
a5 54 5 19 375 343 282 10 6 Left IFG, pars opercularis
m -43 n 29 418 415 420 20 10 Left IFG, pars opercularis
a a7 7 5 524 424 504 M 7 Right IFG, pars opercularis
57 —aa 5 9 601 47 352 1 6 Leftinsula
73 -34 19 5 388 a 53 438 19 11 Leftinsula
2 -2 368 5.08 Right insula
—
101 -5 457 501 17 8 Left Superior temporal pole
6 -54 -54 -1 452 354 531 n 9 Left middle temporal gyrus
20 -60 -4 3 307 48 272 10 7 Left middle temporal gyrus
8 53 -36 3 255 445 43 0 5 Right middle temporal gyrus
54 -4 -49 -zs 468 45 3 78 9 Left fusiform gyrus
596 461 6 9 Left fusiform gyrus

= 33 523 438 1 6 Left posteentral gyrus.

51 —3| —51 51 462 500 387 10 6 Leftinferior parietal lobule

85 —aa a8 50 38 519 731 10 7 Leftinferior parietal lobule

86 —47 —33 45 366 5.1 528 13 7 Leftinferior parietal lobule
6

347 452 367 10 Left angular gyrus

4 325 302 47 16 Left middle occipital gyrus.
az 72:4 99 -2 368 39 697 1 s Leftinferior occipital gyrus
-12 595 566 267 10 Leftinferior occipital gyrus
3 391 347 343 10 Left thalamus.
m 42 —53 -26 443 45 494 12 5 Right cerebellum

From left to right: cluster ID; mean X, ¥, and Z coordinates of the peaks included in each cluster, and their standard deviation along the three axes; number of peaks
included in each cluster: number of studies from which these peaks come; and brain area in which the central coordinates of esch cluster are included.
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ID  Brain area Peak distribution pvalue

Nouns  Verbs Nouns Verbs

33 Leftangular gyrus 8 2 004
86 Leftinferior parietal gyrus 12 1 0001
118 Right inferior frontal gyrus, 11 1 0002

pars triangularis

82 Right middle temporal gyus 1 9 005

From left to right: cluster ID; brain area in which the center of the cluster fals;
noun- and verbrelated peak distribution; probability associsted with this dis-
tibution, calculated separately for noun and verb on the basis of a binomial
distribution.
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Warburton et al,, 1996
Kiehl et al, 1999
Perani et al,, 1999
Friederici et al., 2000
Damasio et al., 2001
Tyler etal, 2001
Grossman et al,, 2002
Hugdah! et al., 2003
Tyler et al., 2003
Davis et al., 2004
Hernandez et al., 2004
Lietal, 2004
Rowan et al., 2004
Tyler etal., 2004
Shapiro et al., 2005
Tranel et al., 20052
Tranel et al., 20050
de Diego Balaguer et 2
Marangolo et al., 2006
Saccuman et al, 2006
Shapiro et al., 2006
Yokoyama et al., 2006
Grossman et al,, 2007
Longe etal., 2007
Thompson et al., 2007
Berlingeri et al., 2008
Heim et al., 2008

Lijestrom et al., 2008

Siri etal., 2008

Tyler etal., 2008

Crescentini et al., 2010
Finocchiaro et al, 2010
Khader et al,, 2010
Thompson et al., 2010

van Dam et al, 2010
Rodriguez-Ferreiro et al., 2011

2008

Year

1996
1999
1999
2000
2001
2001
2002
2003
2003
2004
2004
2004
2004
2004
2005
2005a
20050
2006
2006
2006
2006
2006
2007
2007
2007
2008
2008
2008
2008
2008
2010
2010
2010
2010
2010
201

Technique

PET
MRI
PET

MRI
PET

PET

MRI
MRI
MRI
MR
MRI
MR
MRI
MRI
PET

PET

PET

MRI
MRI
MRI
MRI
MR
MRI
MR
MRI
MR
MRI
MR
MRI
MRI
MR
MRI
MR
MRI
MRI
MRI

Design

Block
Block
Block
Event
Block
Block
Block
Block
Event
Event
Block
Block
Event
Event
Block
Block
Block
Event
Block
Event
Event
Block
Event
Event
Event
Block
Block
Block
Mini-block
Event
Block
Event
Event
Event
Event
Block

Sample size

9

6
14
14
20

9
16
13
12
12

9

8
10
12
12
10
10
12
10
13
10
2
2
12
17
12
2
15
12
15
14
16
17
17
16
14

pvalue

0005
0001

0001

0001

005

0.05 (FWE)
0005
0001

0001

0.05 (FOR)
0001

0001

0.05 (FWE)
0001

0001

005

0.05 (FWE)
0001

001

0.05 (FDR)
0005

0.05 (FOR)
0.05 (FWE)
0001

0.05 (FDR)
0001

0.05 (FWE)
0001

0.05 (FDR)
0001

0.05 (FWE)
0001

0.05 (Bonferroni)
0.05 (FDR)
0005
0001

Experimental task

Word fluency
Visual lexical decision
Visual lexical decision
Syntactic task

Picture naming

Visual lexical decision and Semantic task
Semantic task

Auditory lexical decision
Semantic task
Semantic task

Syntactic task
Visuallexical decision
Word fluency

Semantic task
Inflection task

Picture naming

Picture naming
Inflection task
Derivational task
Picture naming
Inflection task
Visuallexical decision
Semantic task
Semantic task

Visual lexical decision
Picture naming and derivational task
Word fluency

Picture naming

Picture naming
Semantic task
Derivational task
Inflection task

Word fluency

Auditory lexical decision
Semantic task
Semantic task

FWE, Family Wise Error correction for multiple comparisons; FDR, False Discovery Rate correction for multiple comparisons.
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Task Nouns  Verbs prvalue
o Right insula

lodec 5
Semig 1
Pcem 0
Fu 0
Der 0
it 0
smusg 3
Total 9

p=0048

Loftinferor frontal gyrus, pars opercularis

ledec 2 o
somig O 1
Pcem 0 o
Fu [ 4
Der 2 1
it 1 o
Smusg 0 o
Total s 5
1D = 101 Loft insula/Lt tomporal pole.
lodec 1 1
somig 0 2
PcNem 1 0
Fu 0 2
Dor 1 o
it [ 1
Smisg 8 0
Total " 6

LoxDec. lexicl docision: SomJdg, semanic judoment; Picam, picture ram-
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Peak distribution

ID  Brain area LexDec SemJdg PicNam  Flu Der Infl Synddg  p-value

191(202%) 142 (15%) 235 (24.8%) 139 (14.7%) 122(129%) 68 (72%) 49 (5.2%)

46 Leftinferior occipital ryus 660%  3(30% 0 0 100% 0 0 0.024
(BJSEMANTICJUDGMENT
% LSMA 101%  9(643%) 3@1a%) O ) ) 101%) 0,001
56 LIFG, pars triangularis 0 7(638%) 3231%  20154%) 0 0 1027%) 0008
@PCTURENAMING
2 Lmiddle occipital gyus 0 163%) 14(675%) 163% 0 0 0 <0.001
116 Liusiform gyrus 163%)  163%  10(625% O 0 425%) 0 0.001
LI
44 Rinferior frontal gyrus 2081%  3@273%) 0 6(545% 0 o 0 0.008
45 Linferior frontal gyrus, pars opercularis 2(20%) 0 ) 4@0%)  360%)  100%) O 0,039
69 LSMA 2033%  167% 167%  6@0%  320% 0O 2(133%) 0037
(E)DERVATIONALTASKS
100 Linferior frontal gyrus, pars orbitalis 0 2(143%) 4@85% 101%  6@29% 0 101%) 0032
(FISYNTACTICUUDGMENT
101 L superior temporal pole 20118%)  2(18%) 169%  2(118%)  169%  1(69% 8(47%) <0001
(G)CLUSTERSRELATEDTOMORETHANONETASK
a2 Rinsula 60%)  5(333%) 0 167% 0 0 3(20%) 0001
46 Linferior frontal gyrus, pars triangularis 0 2005%) 8421%)  5@63%) 4@21% 0 0 0046
111 Linferior frontal gyrus, pars opercularis 0 305%)  6@0%  3(5%  420% 0 4(20%) 0015

From left to ight: cluster D; brain area in which the center of the cluster falls; cluster distribution for task, in number of peaks and percentages; probabilty associated
with this distribution, calculated on the basis of an exact multinomial test. Italic figures indicate the task where the majority of the peaks lie.
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