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Editorial on the Research Topic 
Financial and trade globalization, greener technologies and energy transition


The Research Topic “Financial and Trade Globalization, Greener Technologies and Energy Transition” has received 44 articles, exploring different aspects of how a complex and globalized economy, both from a commercial and financial point of view, is vital to support technological development and environmental regulation. These studies cover mainly emerging countries, which generally lack access to high technology and have significant financial constraints. Green technology and environmental regulation are fundamental to the energy transition toward a more sustainable economy with fewer greenhouse gas emissions.
Environmental issues are among the most hazardous issues the world faces in modern society. The paradigm shift and structural changes from emissions-intensive sources to services and information can reduce overall environmental externalities. In developed and emerging countries, technological progress such as medium and high technologies, greener technologies, and enforcement of environmental regulations have significantly reduced energy-related greenhouse gas emissions.
In this sense, this Research Topic has corroborated debating the importance of energy transition, financial and trade globalization, modern technologies, and environmental-related technologies for sustainable development. The energy transition is relevant to achieving better environmental development standards by reducing the use of limited natural resources. However, several countries lack access to advanced technologies and trade globalization and face significant financial constraints. Financial Globalization refers to overall cross-border financial flows and access to international capital markets, while Trade Globalization presents the share of all products used for exports and imports. They remove cross-border restrictions, enhance technology transfers, and attract more industrial investments.
Furthermore, technology access and Research and Development can contribute to green technologies and cleaner energy sources. With higher complexity, industries might become more environmentally friendly, develop technology and knowledge, and produce more efficiently with less pollution, further satisfying sustainable development goals. For this reason, this Research Topic has the mission of advancing knowledge in the fields of financial development and trade globalization to enhance better standards of sustainable development, energy transition, and similar perspectives (i.e., renewable energy resources and alternative strategies to diversify the energy matrix), and modern technologies and other relevant aspects, such as export quality, economic diversification, economic complexity, innovation, and other dimensions that reveal the importance of economic structure to sustainable development.
The Research Topic selected articles using several quantitative methods and statistical analysis. It demonstrates the different strategies to answer research problems correlated with the Research Topic under analysis. For example, several articles applied econometric models through time series and cross-section analyses. It enables the comparison of different regions, countries, municipalities, or companies worldwide. In contrast, three articles presented alternative methodological strategies. First, Almodfer et al. proposed a new method to determine the parameters for the proton exchange membrane fuel cell (PEMFC). Furthermore, two articles used the literature review technique to answer research questions. Rodriguez-Rojas et al. proposed a new Taxonomy for sustainable finance, and Zhang et al. analyzed the literature on the green economy and its main challenges influenced by globalization.
Other studies analyzed a single region using time series or cross-section techniques. These articles studied municipalities, countries, or companies, especially in developing regions such as Brazil, Uruguay, Turkey, Poland, Pakistan, Romania, and Nigeria. Noteworthy, China was the most analyzed country among the published articles. In this sense, 18 articles are taking China under analysis, corresponding to 40.9% of the total articles in this Research Topic. The predominance of studies on China is consistent with the increasing role that China has played in the global economy, especially in Research Topic related to the energy transition.
Several articles analyzed the possibilities and effects of energy transition in China. Han et al. studied a stochastic production function model, and external and internal energy transition possibilities in Chinese provinces. Hou and Song created a translog production function using clean energy, fossil energy, and other factors as model inputs. The authors analyzed paths for energy substitution in China. In addition, Liu et al. empirically studied how the energy transition plays a crucial role in promoting the balanced development of China’s economic growth.
Another relevant approach for studies in China was related to the effects of regulation and environmental taxes. For example, Ren et al. studied how environmental regulation contributes to the innovation of green products taking into account voluntary agreements in Chinese municipalities. In turn, Xu and Chen examined how the presence and regional heterogeneity of environmental taxes impacted the level of emissions of three different types of pollutants in Chinese provinces.
Other studies analyzed the effect of the quality of institutions in China. For example, Amin et al. investigated the effect of “financial development,” “institutional quality,” “foreign direct investment,” “trade openness,” “urbanization,” and “renewable energy consumption” on Chinese CO2 emissions. Sun studied 30 Chinese provinces to explore the impact of financial development and foreign trade on carbon emissions. Zhang and Ren constructed a green full-factor productivity (GFFP) indicator for the administrative regions in the Changjiang Economic Area (CEA). They revealed the influence of foreign direct investment (FDI) and industrial structure optimization (ISO) on this measure.
Furthermore, four articles analyzed Chinese companies. Zhang and Cheng, for example, investigated the effect of the Environmental Protection Law (EPL) on companies’ cash holdings, especially the most polluting ones. Yu et al. evaluated the effect of the heterogeneity of financialization on the level of innovation of Chinese companies in terms of the energy transition. Li et al. studied how inclusive digital finance could help alleviate the financing constraints of Chinese Small and Medium Enterprises (SMEs). Jiang et al. evaluated companies listed on Shanghai A shares by exploring the impact of green financial development on the green technology innovation of these companies. Tian verified the impact of the executive capital incentive and the employee stock ownership plan on the performance of Chinese companies. Tian also examined the economic consequences of this implementation under environmental uncertainty.
Interestingly, two studies also analyzed companies but did not define the geographical area. Li and Zhao analyzed companies listed on the Growth Enterprise Market from 2009 to 2017. They employed the Poisson regression method to empirically test the impact of venture capital investment timing and venture capital rounds on business innovation performance. Wang and Zhang used the survey method to analyze several companies. The authors explored the influence of command-and-control environmental regulation (CCER) and market-based environmental regulation (MBER) on green supply chain management and the regulatory effect of environmental dynamism.
Five other articles investigated the Chinese economy related to other subjects. For example, Xu et al. investigated the effect of foreign trade on the energy efficiency of Chinese provinces. Xie et al. explored the role of commercial insurance in preventing and mitigating household financial risks and improving social security. Pan et al. used the VAR model to evaluate bidirectional FDI data from the Chinese Economic Zone of the Yangtze River. Yao and Shao established the Stackelberg game model under three conditions of carbon trading and analyzed the emission reduction strategies of real estate developers and building materials manufacturers. Fan et al. correlated partner countries’ green logistics performance index with the level of exports from China.
Similar themes were studied in other emerging countries (i.e., Brazil, India, Russia, and South Africa), which, together with China, are part of the BRICS group. Xu et al. evaluated the impact of variables such as financial globalization, urbanization, economic growth, and the use of renewable energy on the level of environmental degradation. Uruguay was analyzed by Abraham Ayobamiji et al. using time series data to investigate how the country’s carbon emissions are impacted by the level of commercial globalization, income from natural resources, economic growth, and financial development.
Simionescu et al. studied Romania to assess how governance and institutional quality affected the pollution level. Poland, another country in Eastern Europe, was studied by Malgorzata et al. The authors analyzed the energy sector, exploring companies listed on the Warsaw Stock Exchange that declares the use of ESG practices. The authors verified the relationship between the Index of Fundamental Power (FPI) and the value of the companies. Habesoglu et al. investigated Turkey to verify how government fiscal policy, which was greatly impacted by oil prices, influences environmental degradation. The authors found that government spending positively influences environmental degradation.
The Research Topic also presents two studies analyzing Pakistan. Xuezhou et al. investigated the relationship between the growth of Pakistani companies and their risk of insolvency, and the level of leverage of these companies moderated these variables. Li et al. studied the short-term and long-term causal relationships between sustainable development in Pakistan and variables of financial liberalization, health spending, and defense spending.
Despite several studies analyzing developing regions, only one article analyzed an African region. Yu et al. studied the Nigerian economy to answer how financial development, economic growth, and stock market performance impact environmental pollution. Note that more studies are required to investigate economic development in the African continent, which future Research Topic must consider.
It is noteworthy that some articles analyzed groups of countries. These articles predominantly take into account emerging economies. Ke et al., for example, examined the relationship between information and telecommunications technologies (ICTs), foreign direct investment, globalization, and CO2 emissions from 77 developing countries. Sebastian et al. explored the effect of renewable energy and agriculture on the CO2 emissions of 94 countries. In the same way, some articles addressed specific geographic regions (i.e., South Asia and Latin America). Muhammad et al. studied the relationship between trade liberalization, CO2 emissions, energy consumption, and economic growth in Southeast Asian and Latin American countries. Guo analyzed the repercussions of the fiscal burden on energy transition through net GDP rate in eight nations, including the South Asia region, to unlock the opportunities for economic recovery.
There were also works on groups and associations of emerging countries (BRICS, MINT, ASEAN, G20). Li et al. investigated the effect of green investment, economic growth, technological innovation, use of non-renewable energy, and globalization on CO2 emissions from MINT countries (Mexico, Indonesia, Nigeria, and Turkey). Majeed et al. analyzed the relationship between financial globalization and renewable energy consumption in the BRICS countries (Brazil, Russia, China, and South Africa). Du et al. analyzed the influence of oil price volatility, energy efficiency, and financial stability on sustainable energy production in the Association of Southeast Asian Nations (ASEAN) countries. Finally, Shao and Wang use data from G20 countries to investigate the relationship between energy price risk and energy efficiency for the energy transition to recommend the implication for the period of the COVID-19 crisis. Zhao and Qamruzzaman studied the Belt and Road Countries (BRI) countries, which, despite not referring only to emerging countries, are all closely linked to Chinese policies. In this work, the authors explored the relationship between urbanization, remittances, and globalization in energy consumption in BRI nations.
Although the importance for emerging countries is more prominent, the economic and environmental performance of developed countries can also be impacted by globalization and economic complexity. Simionescu et al., for example, found a relationship between economic growth and the use of clean energy (renewable and nuclear) in three countries of the European Union. Noja Gratiela et al., in turn, examined the role of energy innovations, digital technological transformation, and environmental performance in improving the sustainable economic development of European Union (EU) countries. Finally, the work by Beata et al. analyzes the relationship between renewable energy and CO2 emissions in the countries most dependent on natural resources.
In sum, the 44 articles of this Research Topic present several contributions to trade globalization, financial Research Topic, energy transition, technological advancements, sustainable production, innovation, and economic complexity research areas. Using several research methods and solving several research questions, these studies were able to provide relevant and straightforward policy recommendations for authorities in developed and developing nations. Noteworthy, these studies did not close the opportunities to explore this research area, but they advanced the knowledge on “Financial and Trade Globalization, Greener Technologies and Energy Transition.”
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Considering the actual debate nuclear vs renewable that divides the green transition of the EU member states, this paper investigates the dynamic interactions between two sources of decarbonized energy (renewables and nuclear) and economic growth for three distinct economies: France, Spain, and Germany, all differing in their respective long-run nuclear planning. A complex methodological framework is employed to consider stationary (Augmented Dickey-Fuller test, Phillips-Perron test, Dickey-Fuller test, Elliott-Rothenberg-Stock test, Kwiatkowski-Phillips-Schmidt-Shin test, Zivot and Andrews test with structural break), cointegration (Johansen and Juselius test of cointegration, Gregory and Hansen cointegration test with breaks based on regime-trend shifts), long-run convergence (Vector Error Correction Model), causality (Granger causality test, Toda-Yamamoto non-causality test, and variance analysis (Impulse Response Functions) Empirical results for the period 1983–2019 fail to support the existence of statistical causality between renewable energy use and economic growth in France and Spain, which is congruent with the “neutral hypothesis”. Besides, while a weak one-way link is revealed from renewable energy use to GDP in Germany only, economic growth is found to substantially trigger nuclear energy consumption in Spain but not vice versa, thus corroborating the “growth hypothesis”. Accordingly, country-specific insights are provided to deploy low-carbon sectoral facilities in Spain, enhance the channels of radioactive waste treatment in France, and secure the nuclear phase-out in Germany.
Keywords: nuclear energy consumption, economic growth, Granger causality, Toda-Yamamoto causality, cointegration
INTRODUCTION
For the past decades, countries have been facing increasing energy challenges. Upon them, the deployment of secure supplies of electricity follows a need to meet the booming energy demands yet recorded everywhere. However, a few consensus has been reached on how massively upgrading power grids over the medium-term without jeopardizing their climate targets. Yet, it is admitted that, unless governments commit to comprehensive measures, global warming is expected to induce massive land and biodiversity damages, threaten coastal populations and hinder food security at the global scale (Stern, 2006; IPCC, 2014). Nobuo Tanaka, Executive Director of the International Energy Agency (IEA, 2009) highlighted that “Energy is at the heart of the problem—and so must form the core of the solution”. But to implement changes in future energy paths, a in-depth understanding of the today’s energy features and policies is required.
The development issue facing European Union (EU) countries, as well as other advanced economies is how reconcile the need for secure energy procurements to industrial and domestic sectors while avoiding unsustainable externalities (Wolde-Rufael and Menyah, 2010; Li and Jiang, 2019). In this context, both renewable and nuclear sources have emerged as a means of providing low-carbon alternatives to power-generation based-fossil fuels without boosting the energy dependence on foreign suppliers (Wolde-Rufael and Menyah, 2010; Yu et al., 2020). Following this view, shifting to renewables and nuclear is said to induce a wide range of benefits including a massive supply to energy-intensive sectors, carbon savings, and limit the fossil price volatility traditionally facing domestic importers. For instance, NEA (2002)’s estimations underlined that 10% of total carbon emissions from energy use in the OECD can be annually saved through nuclear. While numerous emerging economies have shown a keen interest for this singular source (Kakodkar, 2004; Xu, 2008; Dos Santos et al., 2013; Luqman et al., 2019), the nuclear debate continues to sharply divide EU members.
Yet, policy divergences are striking. While Europe displays an average share of nuclear of 26.4% (European Commission, 2021), national energy planning differs strongly across economies. On the one hand, France, for which nuclear power takes a central position in its electricity mix (77.6% of total electricity production in 2015), claims that the deployment of this “decarbonized” energy source may reconcile economic and environmental objectives set by the EU commission (Policy, 2017; Perrier, 2018; WDI, 2020). However, only a few is said about the effective long-run economic and ecological costs of radioactive waste disposal, decommissioning, and storage facilities. On the other hand, dealing with the numerous controversies associated with nuclear, early protest movements following the Fukushima nuclear accident1, and issues related to operational safety, Germany endorsed the decision to accelerate its phase-out from nuclear power. In May 2011, the German government announced its decision to immediately close the seven oldest nuclear power plants and to completely phase-out by 2022 (Kunz and Weight, 2014; Arlt and Wolling, 2016), later followed by Belgian (by 2025—Kunsch and Friesewinkel, 2014), and Switzerland (by 2034—Magazzino et al., 2020). Although massive deployments of renewable installed capacity are planned in Germany, the share of nuclear power still represents a non-negligible input in the total supply (14.3% of total electricity production in 2015) (WDI, 2020). Thus, Germany may face important economic and environmental challenges, starting by the choice of a cheap and climate-compatible “bridging” fuel to fill the energy gap left by nuclear over the short-run (Pattupara and Kannan, 2016). Located in between these extrema, Spain has been experiencing a long history of electricity generation based-nuclear since 1964. In consequence, nuclear became a crucial energy input which covered up until 40% of the total electricity supply in 1990s (WDI, 2020). However, in 2018, the Minister for the Ecological Transition Teresa Ribera ratified an agreement stating the progressive dismissing of 10 nuclear power plants by 2035. Given the relatively low space dedicated to renewables (24.8% of total electricity production—excluding hydroelectric), questions are ongoing on which Spanish energy choice will replace one fourth of the total power supply currently covered by nuclear (Sorman et al., 2020; WDI, 2020).
Hence, there is a point in understanding the nature of the nuclear energy-GDP relationship in Germany, France, and Spain, and analyze it comparatively with renewables. This step is necessary before asking whether maintaining a heavy reliance on nuclear would trigger economic growth in France, questioning if incoming nuclear energy conservation measures would jeopardize the German economic development, or raising interrogations about the well-established nuclear energy deployment-industrial performance defended by Spanish pro-nuclear politicians. It is thus crucial to provide an accurate and consistent knowledge on how the growth of these economies interacts with long-run changes in nuclear energy use, and the consumption of renewables.
An in-depth review of the literature highlights two important points. First, while the relationship between renewable energy and economic growth has been extensively studied (Sadorsky, 2009; Shafiei and Salim, 2014; Saidi and Omri, 2020), the domain lacks country-specific insights. Instead, large panel assessments have been conducted based on samples of heterogenous countries. Similarly, if the nuclear-GDP nexus has become the centre of a growing recent attention, panel estimations have dominated the literature (Apergis et al., 2010; Omri et al., 2015; Ozcan and Ari, 2017), placing single-country approaches relatively unexplored. Often, panel estimates have been generalized among countries presenting different energy characteristics and opposite nuclear strategies, creating general results but biased and misleading policy implications. This has recursively been the case for France, Spain, and Germany. They all give a different place to nuclear in the future but suffer from a quasi-absence of country-scale estimates and recommendations. Second, looking at the findings drawn in the empirical literature, they unfortunately contrast, and often conflict. The reason is that econometric methodologies (Augmented Mean Group (AMG); Autoregressive Distributed Lags Bounds (ARDL); Booststrap Panel Causlaity (BPC); Dynamic Ordinary Least Square (DOLS); Error Correction Model (ECM); Fully Modified Ordinary Least Square (FMOLS); Heterogenous Panel Causality (HPC), etc., … ), case studies (G-7 countries, OECD countries, heterogeneous samples of advanced and developing countries; top renewable/nuclear energy consuming countries, etc … ), and data series (quarterly or yearly series) differ sharply across papers, thus rendering the final estimates highly sensitive to the model’s specification. Besides, a wide range of past assessments have been performed using bivariate frameworks, and sometimes avoided to include standard production factors (labour, capital and exports) when data availability allowed that. This is a concern and calls for further investigations using a multivariate causality testing framework able to confirm, deny, reconcile, and more generally extend past results. Third and finally, the EU nuclear and renewable energy patterns have undergone substantial disruptions this past decade, especially because of the recursive nuclear phase out strategies endorsed by several members. More than ever, policymakers need to rely on accurate country-specific estimations to accompany these reforms, and thus, examinations using the most recent time-series data are urgent.
Accordingly, this paper fills these above-mentioned gaps in a single manner. In doing so, it contributes to the literature in two important ways (empirically and methodologically). First, to the best of our knowledge, this is the first comparative analysis of the dynamic interactions operating among renewable and nuclear energy sources, on the one hand, and economic growth on the other hand, for France, Spain, and Germany simultaneously. Second, this study contrasts with previous ones as it employs an innovative stepwise causality procedures involving a wide range of stationary, cointegration and variance analysis tests, less sensitive to the lag length selection. In addition, it displays a competitive edge with respect to standard bivariate approaches as we set-up a multivariate framework including key production factors. Finally, this assessment is thought to provide accurate findings as we rely on series covering the most recent and available period.
In sum, this paper investigates the dynamic interactions operating between two sources of decarbonized energy (renewables and nuclear) and economic growth for three distinct economies: France, Spain, and Germany, all differing in their respective long-run nuclear planning. Before conducting the comparative nexus analysis, a multivariate framework comprising production factors (GFCF, employment, and exports of goods and services), nuclear and renewable energy consumptions, and Gross Domestic Products is set with series spanning the 1983–2019 period. A complete stepwise causality analysis is then elaborated. It comprises stationary (Augmented Dickey-Fuller (ADF) test, Phillips-Perron (PP) test, Dickey-Fuller GLS (DF-GLS) test, Elliott-Rothenberg-Stock (ERS) test, Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, Zivot and Andrews test with structural break (ZA)– 1), cointegration (Johansen and Juselius (JJ) test of cointegration, Gregory and Hansen (GH) cointegration test with breaks based on regime-trend shifts—2), long-run convergence (Vector Error Correction Model (VECM)—3), causality (Granger causality (GC) test, Toda-Yamamoto non-causality (TY) test—4), and variance analysis (Impulse Response Functions (IRFs)—5) stages. Expected country-specific findings are thought to help designing adequate energy planning able to reconcile economic and climate targets in the EU zone.
Besides the Introduction, this study comprises the following Sections. Section 2 provides an in-depth review of the literature and identifies relevant empirical gaps. Section 3 shows the data and the econometric framework. Section 4 displays the empirical results which are then discussed in Section 5. In Section 6, conclusions and policy remarks are provided.
LITERATURE REVIEW
The literature examining the relationship between energy consumption and economic growth is rich and extensive. However, much less is known on the linkages operating among individual energy sources and GDP, especially when dealing with nuclear and renewables. This Section aims at providing a global overview on the main hypotheses of the literature on the nuclear-GDP, and the renewable-GDP nexuses, along with a summary of the main empirical outcomes that have been drawn on this topic so far. Finally, the main empirical gaps are highlighted, enabling us to formulate our contribution’s proposal. For an exhaustive review of this topic, see Omri (2014), and Owusu and Asumadu-Sarkodie (2016).
Energy Hypotheses
For many countries, the relationship between energy consumption and economic development represents a central issue because it links the constraints of the energy sector with the industrial performance, while paying deep attention to the monitoring of polluting releases (Alam, 2013; Schneider and Vallet, 2019). In the past 2 decades, researchers have commonly classified the main outcomes in four testable hypotheses, each of them being linked to far-reaching policy implications.
Above all, if a one-way causality is depicted from nuclear/renewable energy consumption to economic growth without feedback, it indicates that the studied economy is a nuclear/renewable energy-independent one. Any conservation policy aiming at reducing the share of this resource in the total supply may adversely impact the growth of the economy because this latter energy source operates as an input in the production process and plays a role alongside other factors: capital and labour. It is defined as the “growth hypothesis”, which found support in Mbarek et al. (2015) and Azam et al. (2021). Conversely, if a unidirectional causality running from GDP to nuclear/renewable energy use is revealed, it is supposed that any policy aiming at further deploying the absolute consumption of these sources would not significantly trigger the growth of the economy. However, changes in GDP are likely to affect nuclear/renewable energy consumption trends. This relationship is named as the “conservation hypothesis” and display empirical validations in Radmehr et al. (2021). Third, there is a significant bidirectional link between the variables, this refers to the “feedback hypothesis”, and associated evidence have been found in Apergis et al. (2010) and Omri et al. (2015). Fourth and finally, if no causal linkages are found among variables, then nuclear/renewable energy and GDP are considered as independent one. This refers to the “neutral hypothesis” and is congruent with the findings drawn in Ozcan and Ari (2017) and Pilatowska and Geise (2021). Therefore, it is crucial to provide an accurate knowledge on the nature of the interactions operating among energy and economic indicators in a given economy. Energy planning and economic policies should be designed accordingly to avoid unexpected adverse consequences.
A wide range of studies have examined the causal relationship between energy consumption and economic growth. However, while some studies have chosen to perform single-country analysis, others have chosen to inspect several countries simultaneously by merging the series as part of panel framework. Typically, aggregate energy consumption has been employed as a proxy for total energy consumption. Instead, other studies have opened the door to the incorporation of individual energy sources (for natural gas-GDP studies, Lee and Chiu (2011), Ewing et al. (2007), and Guo et al. (2018); for oil-GDP studies, see Zou and Chau (2006), Payne (2011), and Chu and Chang (2012); for electricity-GDP studies, see Yang (2000), Narayan and Prasad (2008), and Salahuddin and Alam (2016)). Upon them, a strand of the literature has paid a growing attention to two specific sources: nuclear and renewables. Followingly, we first review the assessments conducted on the nuclear-GDP nexus. Then, the most recent and relevant papers referring to the renewable-GDP relationship are outlined. Studies are presented chronologically. Given the explicit aim of the paper, the literature survey is rooted around the results derived from the past assessment of France, Spain, and Germany.
The Nuclear Energy Consumption-GDP Nexus
Seminal evidence can be traced back to Yoo and Ku (2009) who first investigated the causal relationship between nuclear energy consumption and economic growth for a sample of six nuclear economies (including Germany and France) and using series spanning the period 1960–2005. Findings derived from the Granger causality test (Granger 1969, 1988) claimed support for the existence of a one-way causality for France, which is congruent with the “growth hypothesis”. Also, results emphasized the absence of causal linkages for the case of Germany. In the same vein, Apergis and Payne (2010) provided contrasted results while inspecting the same nexus for a panel of 16 countries (including France and Spain) over the period 1980–2005. Indeed, the authors employed the Pedroni’s (1999, 2004) heterogeneous panel cointegration test and revealed the existence of a long-run equilibrium relationship between real GDP, nuclear energy consumption, real gross fixed capital formation, and the labor force. Besides, the panel Granger causality tests underlined the existence of a two-way link among variables, in line again with the “feedback hypothesis”. In practice, one plausible interpretation is that any shock in nuclear energy consumption directly affects economic growth, and that economic growth also stimulates further nuclear energy consumption (Işik et al., 2021). Therefore, they pointed out that given the carbon savings enabled by nuclear power, further deploying this energy source could generate positive spillover with environmental indicators. Using a slightly different approach, Apergis et al. (2010) examined the causal linkages operating among nuclear energy consumption, renewable energy consumption and economic growth for a group of 19 developed and developing countries (including France and Spain), and incorporated carbon emissions data within their 1984–2007 period framework. Panel results derived from the Error Correction Model (ECM) and the Granger Causality test argued in favor of a two-way link among nuclear and economic indicators, as well as between renewable energy use and GDP. Nonetheless, while economic growth enhances nuclear energy consumption, an increase in nuclear energy consumption contributes to a decrease in economic growth. Finally, nuclear is found to trigger important polluting emissions reduction on the short run, whereas renewable do not. Conversely, Wolde-Rufael and Menyah (2010) brought contrasted evidence when assessing the nuclear-GDP nexus for nine developed countries (including France and Spain) and using data series spanning the 1971–2005 period. Outcomes drawn from the Toda-Yamamoto (Toda and Yamamoto, 1995) causality procedure provided support for a one-way link running from nuclear energy use to economic growth in three countries of the sample, and without feedback. However, increases in nuclear energy consumption were found to be significantly but negatively associated with economic growth. Besides, a two-way linkage was finally depicted for both France and Spain. Lee and Chiu (2011) applied the Toda-Yamamoto causality test, followed by Impulse Response Function (IRF) and Generalized Forecast Error Variance Decomposition (GFEVD) to explore the interrelationships among nuclear energy, oil consumption and real GDP in six highly industrialized countries (including France and Germany). Associated findings provided evidence of a unidirectional causality running from real GDP to nuclear energy use in Japan, a bidirectional linkage in Canada, Germany, and the United Kingdom, while no causality emerged in France and the U.S finally. Later, Chu and Chang (2012) collected data series for G-6 economies (including France and Germany) and employed Bootstrap panel causality test over the 1971–2010 period. Related findings rejected the existence of substantial causal linkages among nuclear and economic variables, which verifies the “neutral hypothesis”. This contrasts with Omri et al. (2015)’s conclusions derived from a panel analysis of 17 advanced and developing countries ‘including France and Spain), as they claimed support for the “growth” and “feedback hypothesis” for Spain and France, respectively. Using a single-country approach, Mbarek et al. (2015) brought French-specific evidence supporting the “growth hypothesis” using quarterly data spanning the 2001:Q1-2012:Q3 period. More recently, Saidi and Ben Mbarek (2016) nurtured this lack of consensus by claiming support to the “neutral hypothesis” for nine advanced economies (including France and Spain). As a matter of fact, results drawn from Dynamic Panel Regressions (DPR) applied over the period 1990–2013 reported the absence of significant causal linkages among nuclear and economic variables. This corroborated the evidence brought in Ozcan and Ari (2017) on 13 OECD countries (including France, Spain, and Germany). Lastly, Pilatwoska et al. (2020) supplied Spanish-related evidence characterizing the presence of a bidirectional causality operating between nuclear energy consumption and economic growth. All in all, Azam et al. (2021) assessed the nexus among nuclear energy, renewables, natural gas, economic growth and carbon emissions for the 10 largest CO2 emitters worldwide (including Germany). Results derived from the Dumitrescu-Hurlin Causality test (Dumitrescu and Hurlin, 2012) confirmed the engine role of nuclear power in triggering both economic performance and carbon emissions savings. In Table 1 are summarized the main information of this conflicting evidence from the literature.
TABLE 1 | Summary of previous nuclear energy-growth nexus studies.
[image: Table 1]The Renewable Energy Consumption-GDP Nexus
The link among renewable energy and aggregate income has been abundantly studied. Often, environmental pollution data have been incorporated within a multi-country approach.
On this topic, Sadorsky (2009) brought seminal evidence by estimating an empirical model of renewable energy consumption for a sample of G7 countries (including France and Germany) over the 1980–2005 period. Using panel cointegration techniques, related inferences underlined that per capita GDP and CO2 emissions are two robust drivers of per capita renewable energy consumption. Indeed, a 1% increase in income implies a 8.44% increase in renewable energy consumption, which validates the existence of a one-way link among variables. Apergis et al. (2010) assessed the causal liankages between CO2 emissions, nuclear energy consumption, renewable energy use, and GDP for a sample of 14 developed and five developing countries (including France and Spain). Using data over the 1984–2007 period with a panel Error Correction Model (ECM) and the Augmented Mean Group (AMG) estimator, results emphasized a significant positive association between CO2 emissions and renewable resources use. Furthermore, the panel Granger causality tests concluded that renewable energy consumption fails to lower CO2 emissions mitigation, whereas a two-way causality is depicted between renewable energy use and the growth of the economy. Hung-Pin (2014) inspected the renewable energy-GDP nexus for nine OECD countries (including Germany and France) using data from 1982 to 2011. Outcomes obtained from the Autoregressive Distributed Lag (ARDL) model underlined the existence of causal linkages for five out of the nine countries. Regarding Germany, the “growth hypothesis” was supported. By contrast, Shafiei and Salim (2014) explored the determinants of CO2 emissions for 29 OECD countries (including France, Germany and Spain). Using data spanning the period 1980–2011 with the Stochastic Impacts by Regression on Population, Affluence, and Technology (STIRPAT) model, empirical results showed that renewable energy consumption reduces CO2 emissions. In addition, whereas non-renewable sources fail to do so. Bilgili et al. (2016) investigated the validity of the Environmental Kuznets Curve (EKC) hypothesis with CO2 emissions as dependent variables and income, quadratic income, and renewable energy consumption as independent regressors. Focusing on 17 OECD countries (including France, Germany and Spain) over the 1977–2010 period, the findings confirmed the EKC hypothesis for the whole panel, indicating that environmental degradation decreases after income reaches a turning point, and that the deployment of renewable energy triggers this dynamic. More recently, Ito (2017) examined the linkage between CO2 emissions, renewable and non-renewable energy consumption, and economic growth for 42 developed economies (including France, Germany and Spain). Using data over the 2002–2011 period with Generalized Method of Moments (GMM) and Pooled Mean Group (PMG) estimator, renewable energy use drives aggregate income. Moreover, empirical findings suggested that renewable energy consumption displays a positive and significant impact on CO2 emissions mitigation. Bhattacharya et al. (2016) collected data on top 38 renewable energy consuming countries (including France, Germany and Spain), and applied Fully Modified Ordinary Least Squares (FMOLS) methods along with Heterogenous Panel Causality (HPC) procedures. Panel findings supported the existence of a one-way link from renewable energy to GDP, which is in line with the “growth hypothesis”. Saidi and Omri (2020) extended these results and showed that renewable resources can slow down polluting emissions in 15 OECD countries (including France, Germany, and Spain) using FMOLS and VECM frameworks. Finally, Radmehr et al. (2021) used a panel spatial simultaneous equations model with generalized spatial two-stage least squares (GS2SLS) and concluded to the existence of a significant one-way causality running from renewable use to economic growth in 21 EU countries. This draws a break with respect to Piłatowska and Geise (2021)’s findings as they claimed support for the “neutral hypothesis” in France and Sweden and revealed a significant bidirectional relationship for Spain using Impulse Response Functions (IRF). In Table 2 we summarized the main information provided by this literature.
TABLE 2 | Summary of previous renewable energy-GDP nexus studies.
[image: Table 2]Gaps in the Literature and Contribution’s Proposal
The review of literature highlights several important points. First, there is a lack of existing literature for the single case of France, Germany, and Spain. Until now, the nuclear energy-GDP and renewable energy-GDP nexuses have only been examined within large and heterogenous panel assessments. This is critical since single-country investigations are yet assumed to display a non-negligible policy potential, especially when dealing with energy hypotheses. In addition, this turns even more central when the economies studied present contrasted (sometimes opposite) nuclear energy strategies, as it the case for France (heavy reliance), Germany (phase-out), and Spain (intermediate deployment). For all these reasons, misleading estimates may arise from incorporating and merging French, German, and Spanish data within a larger panel model. Another striking observation is that the sets of panel econometric methodologies employed in the literature, along with sample and time periods selections, strongly differ, regardless the energy source considered (renewable or nuclear). In results, related empirical findings remain conflicting, and no consensus has yet been reached on this question. Therefore, this calls for in-depth nuclear- and renewable-GDP investigations using a complete causality testing framework, designed such that, our econometric evidence are expected to confirm or deny previous findings, as well as extend the literature more generally. Third, since this assessment aims at providing high-value information for policy purposes, using a bivariate model may appear limited and sporadic. Thus, additional production function factors (i.e., capital stock and labour) must be included within a multivariate framework. Furthermore, we follow Shahbaz et al. (2013) and include exports as additional variable. Indeed, trade represented 81.8, 59.8, and 58.3% of GDP, for Germany, Spain, and France in 2020, respectively (WDI, 2020). Thus, these open economies heavily depend on their external trade (notably within the Schengen EU area), which explains why exports are easily identifiable as a non-negligible driver of their respective developments. One of the key related-mechanisms is that exports can increase the total factor productivity, improve technology transfer, enhance skills workers, and total production capacity) (Grossman and Helpman, 1990; Rivera-Batiz and Romer, 1991).
Accordingly, this paper empirically examines the interactions operating between two sources of decarbonized energy (renewables and nuclear) and economic growth for three distinct economies: France, Spain, and Germany, all differing in their respective long-run nuclear planning. Before conducting the comparative nexus analysis, a multivariate framework comprising production factors (GFCF, employment, and exports of goods and services), nuclear and renewable energy consumptions, and Gross Domestic Products is set. A complete stepwise causality analysis is then elaborated and presented in the following Section.
DATA COLLECTION AND ECONOMETRIC FRAMEWORK
This Section presents the data, followed by the set-up of our econometric model.
Data Collection
To implement our methodology on our three case studies, namely, France, Spain and Germany, we collected data on nuclear and renewable energy consumption. Both series are expressed in ktoe and taken from the International Energy Agency (IEA, 2009)2. Gross Domestic Product (GDP) data are compiled in constant Local Currency Unit (LCU) as a proxy for economic growth and taken from the World Development Indicators (WDI, 2020)3. Also, production factors such as exports of goods and services (constant LCU) and Gross Fixed Capital Formation (GFCF—constant LCU) are taken from WDI (2020). Finally, data on labour (total employment in thousands of people—belonging to the following age category: 15–74) are compiled from Eurostat (2021), 4. For each variable, we followed the common literature (Apergis et al., 2010; Shahbaz et al., 2013) and transformed them into their natural logarithm form. For all series, data cover the largest and most recent available period: 1983–2019. Table 3 summarizes the main information about the data collection.
TABLE 3 | Data information.
[image: Table 3]Followingly, relevant observations can be drawn from Figure 1. It shows the evolution of NEC, REC and Y series for each country across the past 3 decades. Nuclear energy consumption series are represented on the left-side panel, while the right panel shows renewable energy use series. Finally, the bottom panel display GDP series across time. A visual inspection of the graphs reveals an upward trend for all variables over the whole period studied. Also, slight correlation forces seem arising among renewable energy and growth variables in Germany.
[image: Figure 1]FIGURE 1 | Nuclear (NEC), renewable energy consumption (REC) and economic growth (GDP) series in France, Spain and Germany (1983–2019). Nuclear energy use series for the left panel, renewable energy consumption series for the right panel, GDP series for the bottom panel. Sources: our elaborations based on IEA (2009) and WDI (2020) data.
Key descriptive statistics of the log-series are presented in Table 4. For all series except NEC and REC in Spain, the null hypothesis “the skewness and the excess kurtosis being both zero” of the Jarque-Bera (JB) test was not rejected at 1% significance level, indicating that almost all of the log-series follow a normal distribution. One striking observation is that Germany registered the highest values for mean, median and maximum GDP in the period 1983–2019. Regarding renewable energy trends, this latter country displays the highest value for maximum level of REC, but the lowest value for mean. Conversely, France displays the lowest level of REC whereas the Spanish GDP presents the lowest values of the sample.
TABLE 4 | Descriptive statistics (log-series).
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In what follow is displayed our econometric framework, judged relevant to assess the causal relationships among renewable and nuclear energy sources on the one hand, and economic growth on the other hand, for Germany, France, and Spain. Here, we refer to Apergis and Payne (2010), Magazzino and Schneider (2020), and set up a multivariate framework incorporating capital (GFCF), labor (total employment), and exports (exports of goods and services). In doing so, we augment the conventional Cobb-Douglas production function with renewable and nuclear energy factors (Ocal and Aslan, 2013), which leads us to define our approach as follows:
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Where GDP corresponds to the Gross Domestic Product, which is a proxy for economic growth. NE and RE denote the absolute consumption of nuclear and renewables, respectively. K, L, and EXP, refer to Gross Fixed Capital Formation (GFCF), total employment, and exports of goods and services, respectively. Finally, t denotes the time period. With series covering the 1983–2019 period, the log linear specification for each country is specified as follows:
[image: image]
Where the elasticity of nuclear energy consumption, renewable energy consumption, capital, labour and exports are indicated by αNE, αRE, αK, αL, and αEXP, respectively. When implementing such analysis, key steps should be followed prior to effectively test for causality. In first, testing the stationary properties of the series is required. It has been shown that using non-stationary data in causality can yield spurious and misleading causality results because the test will have non-standard distribution (Toda and Phillips, 1993). Our stationary testing procedure comprises the Augmented Dickey-Fuller (ADF, Dickey and Fuller, 1979) test, the Phillips-Perron (PP, Phillips and Perron, 1988) test, the Dickey-Fuller GLS (DF-GLS) test, the Elliott-Rothenberg-Stock (ERS, Elliott et al., 1992) test, and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS, Kwiatkowski et al., 1992) test.
Moreover, to consider deterministic breaks in the series, the Zivot and Andrews (ZA) test (Zivot and Andrews, 2002) is conducted. It accounts for multiple endogenous breaks in both the intercept and the time trend. When identifying integration properties, it modifies the standard ADF regression and includes a dummy regressor within the specification. In doing so, the period when the time break TB occurs can be identified. Considering a series [image: image], the ZA model endogenies structural breaks as follows:
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Where the dummy variables [image: image], capturing a switch in the intercept, equals 1; and [image: image], representing a shift in the trend, equals [image: image] if [image: image]; and [image: image] otherwise. This is the most common formulation of the ZA model because it allows for changes in both the intercept and the broken trend. This typically refers to the [image: image]; by comparison to the [image: image] (with [image: image]), which examines whether the series is trend stationary with a break in the mean; and the [image: image] [image: image], which tests for the existence of a trend shift. The ZA model estimates sequentially these three models, ‘[image: image]‘, ‘[image: image]‘, and ‘[image: image]‘. Finally, it ensures that [image: image] is endogenously determined because it allows this latter to occur in any particular year of the time-series, except the first and last one. Finally, the break fraction “[image: image]- ratio of the pre-break sample size to the overall sample” is chosen to lower the one sided [image: image] statistic for testing [image: image] and test the null hypothesis of a unit root process with a break. This is equivalent to:
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Once series fill the required stationarity (i.e., namely I (1) series), the cointegration properties should be examined. It corresponds to a situation where two or more time series are bound together in such way that they cannot deviate from each other in the long-run. To determine the number of cointegrating vectors among variables, we apply the Maximum Likelihood Method (MLE) of Johansen (1988), and Johansen and Juselius (1990) on our multivariate model. Consider a Vector Auto-Regressive (VAR) model:
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Which can be rewritten as a Vector Error Correction Model (VECM) such that:
[image: image]
Where [image: image];[image: image]; [image: image]; [image: image] is the first difference operator; [image: image] is a constant term; and [image: image] is a white noise error process. To detect the presence of cointegrating relationships among the [image: image] variables, we examine the [image: image] matrix. If [image: image], with [image: image], this implies that there are [image: image] x [image: image] matrices α (matrix of error correction parameters) and β (matrix of cointegration vectors) such that [image: image]. Hence, assuming [image: image] is stationary, there are [image: image] cointegrating relationships among the elements of [image: image]. One must notice that the JJ cointegration test tends to be more reliable than the Engle and Granger (1987) procedure because this latter presents an implicit common factor restriction making the cointegration assessment statistically less powerful5. However, one drawback of this method is the lack of reliable estimations in the presence of significant breaks in the series.
Therefore, we subsequently employ the Gregory and Hansen (1996) cointegration test with breaks based on regime-trend shifts because it allows for the existence of endogenously determined structural breaks in the long-run cointegrating relationship. In this framework, a dummy variable is incorporated to capture a shift in the cointegrating regression. Then, the minimum ADF statistic identifies the breakpoint which is linked to a range of critical values supplied in Gregory and Hansen (1996). The statistic representation of this test is represented in Eq. 7:
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Where Yt and Xit refer to the dependent and the independent variables, respectively. [image: image] corresponds to the error term and is assumed to be I (0). [image: image], a dummy variable, is included in the equation. It aims at accounting for a single structural break in the constant, slope, and trend of the data. If our series are found to share the same order of integration, then a long-run relationship can be established among renewable energy use, nuclear energy consumption, GDP, and the three production factors. [image: image] can be defined as:
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According to the Granger representation theorem (Granger, 1969, 1988), if evidence of a cointegrating relationship is depicted, this implies causality at least in one direction. However, before conducting a causality analysis, one should estimate a Vector Error Correction Model (VECM). When series are cointegrated, it aims at capturing the dynamic long-run relationship operating among variables (Soytas and Sari, 2006). This model can be traced back to Sargan (1964) and aims at testing for the long-run convergence of variables and correcting for existing disequilibrium. Assuming our variables to be cointegrated, the VECM takes the form of a Vector Auto-Regressive (VAR) model which is then augmented with an Error Correction Term (ECT). This latter parameter captures the long-run speed of adjustment of the independent variables to the dependent one, and thus, can infer evidence of long-run relationship (Magazzino and Schneider, 2020).
The Granger-causality test is a common but robust approach for detecting the existence and the direction of causalities between pair of variables. It consists in detecting correlation forces between the current value of one variable and the past values of another. It is thus widely used in the literature and relevantly adequate for single-country assessments (Guilkey and Salemi, 1982). Consider a standard bivariate Vector Auto-Regressive (VAR) framework and two time series Yt and Xt; the theoretical model of the Granger causality test is as follows:
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Where Δ represents the first difference operator, T is the lag length, [image: image] and [image: image] are the parameters to be estimated, and [image: image] a white noise error process. To determine the existence and the direction of causalities, the Granger-causality test is applied on the group of [image: image] coefficients in Eq. 9, with [image: image]. It tests whether they are jointly significant or not, which is equivalent to examining whether [image: image] = [image: image] = … = [image: image] = 0, then X does not Granger cause Y. While, if the opposite is true and at least one of the [image: image] coefficients is not equal to 0, then the past value of X has a significant predictive capacity on the current value of Y. In this case, X can be said to Granger cause Y. This reasoning is subsequently repeated in Eq. 10 to test for the feedback causality among variables. For each test, notice that the lag-order selection is chosen based on the information provided by the Final Prediction Error (FPE), the Hannan and Quinn Information Criterion (HQIC), and the Akaike Information Criterion (AIC).
Nonetheless, an important critic addressed to the Granger causality test is that the estimates tend to be highly sensitive to the lag length selected. To fill this gap, Toda and Yamamoto (1995) designed a framework allowing for this inference. Unlike the Granger’s method, the Toda Yamamoto causality test can be conducted on all series, regardless their stationary properties [I (0) or I (1)]. Similarly, the cointegration properties of the series are not required to be pre-tested, thus lowering the well-known risks associated with the order’s identification’s stage (Rahman et al., 2017). In doing so, it yields robust results irrespective of the integration and cointegration properties of the variables (Zapata and Rambaldi, 1997). In practice, the TY technique artificially rises the selected lag length (k) (obtained from standard lag selection procedures) by the maximum order of integration (dmax). Therefore, the initial VAR(k) is thus augmented with the maximum order of integration of the variables, which leads to a VAR (k + dmax). Then, causality directions are inspected using a modified Wald (MWALD) test on the augmented VAR specification. This has the advantage of removing the constraints on the VAR model’s parameters without hindering its asymptotic chi-square distribution (Pittis, 1999). The standard specification of the TY test is as follows (Eq. 9):
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Where yi,t indicates the response to the Granger causality of z, if [image: image] for all i. In fact, it is equivalent to testing the non-causality among the series (Toda, 1995). For each individual country (France, Germany and Spain), this paper assesses the long-run causalities operating among variables by setting the following specific Toda-Yamamoto causality framework (Eq. 12):
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Where [image: image] and ξ denote the parameters for lagged GDP, nuclear energy consumption, renewable energy consumption, capital, labour and exports of goods and services, respectively. Overall, our empirical methodology may raise criticism as it tests for causal relationships within a predefined period only. In this context, variance analyses emerge as insightful because they can test the relative strength of causal linkages ahead of the selected sample period. Under a VAR(k) environment, the Impulse Response Functions (IRFs) trace the reaction of any endogenous variable as a function of time in response to shocks in variables including its own (Becketti, 2013) In practice, one standard deviation shock of the random perturbation term is generated on a specific variable to observe which series react over a 10-periods horizon. Simulating how this trajectory affects the current and future values of endogenous variables enables us to characterize the nature of their dynamic interactions (Xu and Lin, 2017). The IRFs statistic can be formulated as:
[image: image]
Where [image: image] is one element of [image: image], which lies in line [image: image], column [image: image]; and [image: image] is the lag phase. This formula shows that, in the [image: image] period, when the other errors terms are constant, the error term [image: image] of the order [image: image] of the variable impacts the order I of an endogenous variable. Hence, the responses induced by a shock in [image: image] take the form: [image: image], [image: image], [image: image], …, [image: image]; which can be aggregated by using the cumulative response function of [image: image]. Figure 2 summarizes our stepwise causality methodology.
[image: Figure 2]FIGURE 2 | Stepwise causality methodology. Source: our elaboration.
EMPIRICAL RESULTS
To test the stationary properties of the data, we perform the Augmented Dickey-Fuller (ADF, Dickey and Fuller, 1979) test, the Phillips-Perron (PP, Phillips and Perron, 1988) test, the Dickey-Fuller GLS (DF-GLS) test, the Elliott-Rothenberg-Stock (ERS, Elliott et al., 1992) test, and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS, Kwiatkowski et al., 1992) test on log-level series. Results are presented in Table 5. Notice that the optimal lag length has been selected based on the information provided by the Akaike Information Criterion (AIC). For all countries, findings failed to reject the null hypothesis of non-stationarity for log-level-scale series. Excepting ERS test, all stationary tests fail to reject the null of no stationarity at the 1% significance for series in level. In particular, excepting KPSS test for NEC and REC and ERS tests, the hypothesis of non-stationary series is supported for all variables in France. Regarding Spain, two out of the five-unit root tests fail to provide evidence supporting the stationary properties of the series K and NEC. A similar conclusion is drawn for Germany. Therefore, one should rely on a framework incorporating transformed series in first-difference levels.
TABLE 5 | Results of the unit root tests for log-level series.
[image: Table 5]As previously showed, most of the series fail to exhibit stationary properties when used in levels. In Table 6 are presented the associated results. From the set of five distinct unit root tests, one observes that the null hypothesis of non-stationarity can be rejected at the 5% level for all series. Hence, this implies that first differences series present significant stationary properties, while their level variables fail to do so. This indicates that our variables are integrated of order 1 (I (1)).
TABLE 6 | Results of the unit root tests for first difference series.
[image: Table 6]To account for the existence of structural breaks in the series, we employ the Zivot-Andrews (ZA) unit root test as it allows for this inference. Associated results are presented in Table 7. By contrast to Spain, France and Germany exhibit series with strong integration properties, regardless the model specification considered (intercept, or intercept and trend). Also, endogenously breaks are recursively determined in the years 1993 and 2007–2008, indicating the occurrence of shocks in these periods, which in turn, may have modified the linear structure of the series. For all countries and both specifications, the lag length has been selected based on the AIC with a maximum allowed of 10 lags. The Zivot-Andrews unit root tests, vector error correction model and causality tests were previously applied by Işik et al. (2017) to study the relationship between economic growth, pollution, international trade, financial development, and tourism expenditures in Greece.
TABLE 7 | results of the Zivot-Andrews (ZA) unit root test with structural breaks.
[image: Table 7]Once series fill the required stationarity (i.e., namely I (1) series), the cointegration properties can be examined. It corresponds to a situation where two or more time series are bound together in such way that they cannot deviate from each other in the long-run. To assess the existence of cointegrating relationship among variables, we apply the Maximum Likelihood Method (MLE) of Johansen (1988), and Johansen and Juselius (1990) on our multivariate model, which include trace and Max-Eigenvalue tests. Associated results presented in Table 8 support the existence of cointegration in most cases. Therefore, we can state that time series are cointegrated of order one in each country. Nonetheless, before conducting a Vector Error Correction Model (VECM) estimation, the Gregory and Hansen (GH, 1996) cointegration test with breaks based on regime-trend shifts is conducted (Gregory and Hansen, 1996).
TABLE 8 | Results of the Johansen and Juselius (1990) test for cointegration.
[image: Table 8]Following our ZA results, one should employ a cointegration method allowing for the presence of breaks in the series. This is where the Gregory and Hanson (1996) test for cointegration finds its contribution. The GH procedure has the advantage to consider the possibility of endogenously determined structural breaks in the long-run cointegrating relationship. It offers four different models (i.e., constant, constant and trend, constant and slope, constant, slope and trend) that are associated with the four different cointegrating vector’s assumptions. Results displayed in Table 9 unanimously support the existence of a cointegrating relationship among variables for France, Spain, and Germany. However, such findings are hardly stable for Spain and Germany, except when a break in the constant is considered for the former, and in both the constant and the trend, respectively. All in all, in general, the null hypothesis of no cointegration is rejected.
TABLE 9 | Results of the Gregory and Hansen (1996) cointegration test.
[image: Table 9]Estimations of the Vector Error Correction Model (VECM) are presented in Table 10. They yield no significant negative coefficient on the ECT in the NEC, REC, K, and EXP equations at the 10% level. Instead, a negative significant ECT coefficient is exhibited in the GDP equation. For Spain, a significant negative ECT coefficient is revealed for the GDP and K equations only. The expected negative sign associated to the coefficient of lagged error term shows that NEC, REC, K, L and EXP converge to GDP: they adjust to restore the long-term equilibrium state whenever there is a deviation from the equilibrium cointegrating relationship. Finally for Germany, both REC and NEC equations display significant negative ECT coefficients, which implies that there exists a long-run convergence from the above-variables to REC and NEC, respectively. The R-square, RMSE and χ2 are displayed for each equation long-run estimation. Finally, the diagnostic testing for errors autocorrelation and normal distribution were carried out and confirmed the model’s robustness. To minimize the length of the paper, these latter results are available upon request.
TABLE 10 | VECM estimation results.
[image: Table 10]Once the presence of cointegrating properties have been depicted, the Granger causality analysis can be conducted on stationary data series. The Granger-causality test is a common but robust approach for detecting the existence and the direction of causalities between pair of variables. In line with the Granger representation theorem (1969, 1988), when evidence of a cointegrating relationship is depicted, this implies causality at least in one direction. Results derived from the causality analysis are presented in Table 11. Notice that the lag-order selection is chosen based on the information provided by the Final Prediction Error (FPE), the Hannan and Quinn Information Criterion (HQIC), and the Akaike Information Criterion (AIC). Associated results show no evidence of causal linkages among variables for France. However, regarding Germany, the hypothesis that the lagged value of economic growth does not Granger cause variation in REC can be rejected at the 10% significance level because its associated p-value is 0.062. This suggests the existence of a unidirectional Granger causality from GDP to REC in Germany, without feedback. Finally, no significant causal relationship is revealed among energy and economic indicators. Instead, a one-way causality is established from K to GDP, and from K to L.
TABLE 11 | Results of the Granger causality (1969, 1988) test.
[image: Table 11]An important critique addressed to the Granger causality test is that the estimates tend to be highly sensitive to the lag length selected. For robustness, Toda Yamamoto causality test is applied. Unlike the Granger’s method, the Toda Yamamoto causality test can be conducted on non-stationary series (I (0) or I (1)). Similarly, the cointegration properties of the series are not required to be pre-tested. In doing so, this methodology yields robust estimates irrespective of the integration and cointegration properties of the variables (Zapata and Rambaldi, 1997). In Table 12, results of the Toda-Yamamoto (Toda and Yamamoto, 1995) causality test are presented. The TY was applied with a maximum order to integration m equal to 1. The study of the p-values of the MWALD statistic brings fruitful insights. Above all, estimates confirm the absence of causal relationships between NEC and GDP, as well as between REC and GDP in France, which is in line with the previous Granger’s outcome. Furthermore, Spanish results fail to exhibit evidence supporting the presence of a unidirectional causality running from REC to GDP, which corroborates the Granger’s results. Nonetheless, one striking observation is that TY findings underline the existence of a one-way link from NEC to GDP significant at the 10% level, without feedback. For Germany, however, no significant link is depicted from GDP to NEC, but a significant one-way causality from NEC to GDP displays a 10% level significance. This again supports the Granger-based results drawn previously. Besides, additional causal linkages are exhibited by the TY procedure, thought to be more powerful, consistent, and reliable than the standard Granger one. They comprise one-way causalities running from GDP, EXP and REC to L in France; from GDP, L, EXP and NEC to K in Spain; from GDP, EXP and NEC to K in Germany; and in majority 1% level significant.
TABLE 12 | Results of the Toda-Yamamoto causality (1995) test.
[image: Table 12]In a last stage, Impulse Response Functions (IRFs) are conducted, and outcomes from this variance analysis are presented in Figure 3, Figure 4, and Figure 5. In a nutshell, this procedure simulates how long and to what extent the dependent variables reacts to shock in forcing variables.
[image: Figure 3]FIGURE 3 | Impulse Response Functions for France. Source: our elaboration.
[image: Figure 4]FIGURE 4 | Impulse Response Functions for Spain. Source: our elaboration.
[image: Figure 5]FIGURE 5 | Impulse Response Functions for Germany. Source: our elaboration.
Above all, some interesting insights are the positive and negative responses of REC and NEC to GDP, respectively. However, they do not consistently relate to the causality inferences presented above. Furthermore, empirical findings fail to show a consistent and positive response of GDP to REC. In addition, the response of GDP to one standard deviation shock in NEC is weak, negligible, and dies over the 10 times horizons. These inferences are in line with those of the Granger and Toda-Yamamoto causality tests performed before, and which confirmed the absence of causal linkages among NEC and GDP variables on the one hand, and REC and GDP indicators on the other.
For the case of Spain, IRFs results fail to show evidence of consistent responses of NEC and REC to GDP, and vice versa. Again, such inferences are in line with the causality findings established above, and which failed to provide evidence supporting the existence of statistically significant causal linkages among REC and GDP variables. Instead, only a small positive response of NEC to GDP is revealed here but becomes negligible after three periods. This latter element echoes to the one-way causality from NEC to GDP revealed above by the Granger and Toda-Yamamoto tests, and which succeeded to reach the 10% significance level only.
Regarding Germany, we observe a consistent positive response of REC due to one standard deviation shock in GDP for 10 times horizons. Nonetheless, such evidence is not observed when looking at the response of NEC to GDP, GDP to REC, GDP to NEC, as these latter are weak, negligible and unsignificant. Accordingly, these findings corroborate the causality findings drew by the Granger and Toda-Yamamoto procedures, and which supported the existence of a statistically significant one-way causality running from GDP to REC only, and without feedback.
POLICY IMPLICATIONS AND DISCUSSION
A figure summarizing these causal inferences can be found in Appendix. However, given the explicit aim of the paper, only the linkages operating among economic growth, renewable energy consumption and nuclear energy use are displayed herein.
This Section aims at discussing the obtained results by comparing them with the most recent and relevant literature. All samples of countries presented below comprise either France and/or Spain, and/or Germany. For each country, our comparative nexus analysis conducted on a multivariate framework comprising also labour force, Gross Fixed Capital Formation and exports of goods and services drew contrasted evidence. Hence, this calls for country-specific recommendations. Above all, our results confirm the absence of significant causal linkages among energy (renewable and nuclear) and economic indicators in France, which is congruent with the “neutral hypothesis” for both resources.
With respect to nuclear, our findings first contradict with the econometric outcomes depicted in Apergis and Payne (2010) for 16 countries, Apergis et al. (2010) for 19 developed and developing countries, and Wolde-Rufael and Menyah (2010) for nine developed countries, and Pilatowska et al. (2020) for the single case of Spain. As a matter of fact, all these above-mentioned assessments confirmed the presence of a bidirectional causality among nuclear energy use and economic growth, which calls for the “feedback hypothesis”. Furthermore, our conclusions differ from those of Yoo and Ku (2009) for six countries and Mbarek et al. (2015) for the single French case, as they both provided support to the “growth hypothesis”. However, our inferences are in line with those of Lee and Chiu (2011), Saidi and Ben Mbarek (2016), and Ozcan and Ari (2017) for six developed countries, nine advanced economies, and 13 OECD countries, respectively. Indeed, these studies claimed unanimously support for the “neutral hypothesis” for France, but also Spain. This echoes to Apergis et al. (2010) who showed that the inefficient use of nuclear energy associated with the relatively high capital costs and subsequent disposition of radioactive waste may explain the absence of causal relationships. Finally, our German insights supported the “conservation hypothesis” since a one-way significant causal linkage from economic growth to nuclear energy use has been revealed. To the best of our knowledge, this is the first time that evidence of this hypothesis is drawn for Germany in the literature. This contradicts with Azam et al. (2021) who highlighted that a one-way causality operates from nuclear to economic indicators in the top 10 largest polluters, but not vice versa.
Furthermore, the absence of causal relationship between renewable energy use and economic activity in France is in line with the outcomes of Pilatwoska and Geise (2021) for France and Sweden. However, the validation of the “neutral hypothesis” contradicts with a strand of the literature, including Sadorsky (2009) for G-7 countries, Apergis et al. (2010) for 14 developed and five developing countries, Hung-Pin (2014) for nine OECD countries, Ito (2017) for 42 developed economies, and Radmehr et al. (2021) for 21 EU countries. Regarding Spain, our results fail to demonstrate the existence of a strong unidirectional causality from renewable energy consumption to economic growth. Instead, a weak one-way relationship is established, in line with the “growth hypothesis”. This echoes to the panel evidence drew on the top 38 renewable energy consuming countries in Bhattacharya et al. (2016); and the non-parametric findings obtained from 40 global ranked Renewable Energy Attractive Country (RECAI)6 in Ivanovski et al. (2021). The connection between economic growth and renewable energy consumption was previously studied for France, Spain, and Germany using bootstrap panel Granger causality test for a larger sample of countries. The results indicated that renewable energy consumption generates economic growth in Spain, while economic growth is cause for renewable energy consumption (Isik et al., 2018). Unlike the common literature, one easily sees that our comparative analysis failed to provide homogeneous nexus conclusions for France, Germany, and Spain. This raises question on whether generalizing causal inferences to countries displaying similar economic characteristics remains accurate and consistent. One the one hand, the study of the nuclear-GDP nexus led to the common validation of the “feedback hypothesis” for samples of advanced countries (Apergis et al., 2010; Apergis and Payne, 2010; Wolde-Rufael and Menyah, 2010; Lee and Chiu, 2011; Omri et al., 2015; Pilatwoska et al., 2020). On the other hand, the present findings contradict with the theory that countries with comparable stages of development may adopt similar energy strategies (Dagher and Yacoubian, 2012). Indeed, Apergis and Payne (2011) categorized 88 countries into four distinct panels and according to the World Bank income classification. Based on their results, they argued that the nature of the energy use-economic growth nexus is partly determined by the country’s stage of development, although electricity was the only source considered. While the results for the low-income country panel indicated support for the “growth hypothesis” (which underlines that energy plays a crucial role in the development process), the interdependence between energy consumption and economic growth was found to shift towards a feedback channel as income grows. In this paper, we demonstrate that such statement is fragile, indicating that the nuclear energy hypotheses found above fail to be identical across Germany, France, and Spain, and thus can hardly be generalized to economies sharing comparable stages of development in Europe. Additional cofounding factors may interfere with this nexus, and notably the level of energy intensity. For instance, Aydin and Esen (2018) estimated a threshold level of energy intensity, after which energy use substantially jeopardizes growth. By implication, this study positioned itself in the vein of this literature and predicates that each country may develop its own energy strategy given its peculiar economic characteristics.
CONCLUDING REMARKS AND POLICY RECOMMENDATIONS
The objective of this study is to provide additional insights to the ongoing debates rooted around the potential of nuclear and renewables in supplying enough inputs to industrial sectors, while lowering the release of harmful pollutants. This paper investigates the dynamic interactions operating between two sources of decarbonized energy (renewables and nuclear) and economic growth for three distinct economies: France, Spain, and Germany, all differing in their respective long-run nuclear planning. Before conducting the comparative nexus analysis, a multivariate framework comprising production factors (GFCF, employment, and exports of goods and services), nuclear and renewable energy consumptions, and Gross Domestic Products is set with series spanning the 1983–2019 period. A complete stepwise causality analysis has been elaborated. It comprises stationary (Augmented Dickey-Fuller (ADF) test, Phillips-Perron (PP) test, Dickey-Fuller GLS (DF-GLS) test, Elliott-Rothenberg-Stock (ERS) test, Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, Zivot and Andrews test with structural breaks (ZA) - 1), cointegration (Johansen and Juselius (JJ) test of cointegration, Gregory and Hansen (GH) cointegration test with breaks based on regime-trend shifts - 2), long-run convergence (Vector Error Correction Model (VECM)), causality (Granger causality (GC) test, Toda-Yamamoto non-causality (TY) test-3), and variance analysis (Impulse Response Functions (IRFs)—4) stages.
Empirical results derived from the time-series procedure failed to support the existence of econometric causality among renewable energy use and economic growth in France and Spain, which is congruent with the “neutral hypothesis”. Besides, findings confirmed the absence of causal linkage between nuclear energy consumption and the growth of the French and Germany economies, again in line with the “neutral hypothesis”. Nonetheless, a weak one-way causality is revealed from renewable energy use to GDP in Germany whereas a substantial unidirectional linkage running from economic growth to nuclear energy consumption in Spain. While a former is said to weakly corroborate the “growth hypothesis”, the latter can be seen as a strong validation of the “conservation” one. The economic growth was previously identified as cause for renewable energy consumption by Isik et al. (2018). Based on that, country-specific recommendations can be designed, along with global implications.
To reconcile economic and climate targets in the EU zone, a temporal balance between the closure of nuclear power plants and the growth of electricity production based on renewable energy sources is required in Germany. When the power demand is growing, the deployment of a bridging fuel (i.e., coal or natural gas) becomes even more crucial to fill the electricity gap induced by the progressive abandonment of nuclear. Otherwise, if the phase-out is not sufficiently timely managed, it has been demonstrated that adverse effects may impact the growth of this economy, starting by electricity shortages, supply chain disruptions, and efficiency losses (Schneider and Vallet, 2019; Scherwath et al., 2020). However, the confirmation of the “conservation hypothesis” for Germany indicates that changes in GDP are more likely to significantly affect nuclear energy consumption trends than the opposite. If a set of conditions is reunited, implementing nuclear energy conservation measures by progressively shutting-down nuclear plants across the territory is thought to limit the expected externalities on the most productive and energy intensive sectors. For these reasons, it is also recommended for Spain to develop its electricity trade agreements with foreign suppliers, only channel able to compensate the future nuclear energy abandonment when the share of renewables in the supply mix is insufficient. As stated before, the validation of the “growth hypothesis” with respect to its renewables-GDP nexus has far-reaching policy implications for Spain. Notably, any conservation policy aiming at reducing the share of this resource in the total supply may adversely impact the growth of the economy. Conversely, because this latter energy source operates as an input in the production process and plays a role alongside other factors (capital and labour), deploying solar, wind, biomass and hydropower installed capacity might trigger GDP, which is congruent with the renewables-led-growth here validated here. Hence, since this economy is a renewable-energy dependent one, there is a point in enforcing massive public investment in the low-carbon sector. In France, the absence of causal linkages among both energy sources (renewables and nuclear) and economic growth is striking. However, such results strongly corroborate the literature on this topic, which emphasizes that the relatively high capital costs associated with the growing collection, storage and treatment of radioactive waste may trigger inefficiency losses, and, in fine, interfere with the nuclear-GDP nexus. Further investments aiming at reducing these economic and environmental costs are needed to reestablish a beneficial relationship among the nuclear and economic domains and enhance the global public awareness about this issue.
Our approach is in line with recent studies for other countries. As in the case of Spain, for India, Bandyopadhyay and Rej (2021) showed that the adoption of nuclear energy in the booming phase of the economy has a “tunnelling effect” on the economic growth. Toda-Yamamoto approach was also employed by Kirikkaleli et al. (2021) to study the causality between nuclear energy consumption and economic growth in the United Kingdom in the period 1998–2017. Moreover, wavelet coherence tests were applied and the results revealed causality from economic growth to nuclear energy consumption and a positive correlation between these indicators only in the short-run in the period 2002–2006.
In an open economy, the expansion of regional trade of renewable energy between Africa and Europe should be made faster through suitable physical electrical connections and better physical integration in European electricity grids. Spain’s interconnection with the other countries in the EU is limited and this country had excess generation capacity because of the recent economic crisis. In this context, reinforcement of electricity transmission interconnections should be a priority that could enhance economic growth in Spain and in other European countries. In the context of energy crisis determined by Covid-19 pandemic, the EU countries should consolidate the energy mix. For example, France could develop more modular nuclear reactors.
Some limitations of the study should be mentioned. First, the results are sensitive to analyzed period and to methods that were employed. One alternative method might be represented by wavelets analysis. When adequately employed, advanced Machine Learning (ML) methodologies derived from Artificial Intelligence (AI) can confirm, complement, and extend time-series econometric results. An example is the Artificial Neural Networks (ANNs) experiments conducted on the nuclear phase-out in Switzerland in Magazzino et al. (2020), or the predictive nuclear liquid-gas phase transition model from Wang et al. (2020); but much more needs to be done. If data availability allows that, regional and sectoral evidence could be provided, along with country-level forecasting. Second, other control variables could be added in the models (eg, electricity price). In a future study, electricity price will be considered in the models since the growth of these prices could enhance the use of nuclear energy. Further insights may be drawn from the study of early and relevant nuclear abandonment policies on other study case.
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FOOTNOTES
1For an exhaustive analysis of the impact of the Fukushima nuclear accident on European energy policy, see Wittneben (2012).
2Nuclear and renewable energy consumption series are available at: https://www.iea.org/data-and-statistics.
3GDP, GFCF and exports series are available at: https://databank.worldbank.org/source/world-development-indicators.
4Employment data are available at: https://www.iea.org/data-and-statistics.
5See Kremers et al. (1992) and Gonzalo (1994) for a more exhaustive discussion on this topic.
6According to the RECAI index supplied by Ernst and Young: https://www.ey.com/en_uk/power-utilities/renewable-energy-country-attractiveness-index.
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APPENDIX
Figure A1 Summary of Causal Directions for France, Spain, and Germany. Source: our elaboration. Note: GDP, REC, and NEC refer to Gross Domestic Product, renewable energy consumption, and nuclear energy consumption, respectively. The blue line corresponds to the results related to France, the red line represents the German ones, whereas the green plot coincides with Spanish insights. SC, WC and X refer to Strong Causality, Weak Causality, and no causality, respectively. For each country, the comparative nexus analysis has been conducted on a multivariate framework comprising also labour force, Gross Fixed Capital Formation and exports of goods and services. However, given the explicit aim of the paper, only the linkages operating among economic growth, renewable energy consumption and nuclear energy use are displayed above.
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Exploiting the 2014 Environmental Protection Law (EPL) in China as quasi-natural experiments, we adopt a difference-in-differences approach to examine the impact of environmental regulation on corporate cash holdings. We document that heavy-polluting firms increase their cash holdings 15% more than non-heavy-polluting firms due to stringent environmental regulation. Further tests show that the heightened environmental uncertainty, the limited access to bank loans, and the decline in obtaining government subsidies for heavy-polluting firms are three plausible channels that allow environmental regulation to increase corporate cash holdings. The effects of environmental regulation on cash holdings are stronger for firms without political backgrounds and those in regions with less dependent on the secondary sector. Overall, our results offer original evidence showing how environmental regulation in emerging economies affects firms’ liquidity management decisions and support the precautionary effect of cash holdings.
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1 INTRODUCTION
Sustainable economic development is of great importance, which has received increasing attention in the literature (Saleem et al., 2020; Anser et al., 2021b; Khan et al., 2021a; Muhammad et al., 2021; Ramzan et al., 2021; Sharma et al., 2021f; Yikun et al., 2021). Environmental degradation is one of the most pressing issues, posing serious problems to sustainable development (Adebayo et al., 2021a; Adebayo and Rjoub, 2021; Anser et al., 2021a; Arslan et al., 2021; Jun et al., 2021). The adverse impacts of environmental degradation have motivated governments to pursue a collective remedy and issue a series of environmental regulation policies to protect the environment (Adebayo et al., 2021b; Adebayo and Kirikkaleli, 2021; Kirikkaleli and Adebayo, 2021; Mughal et al., 2022). Thus, both the developing and developed countries must balance financial goals with environmental conservation to achieve sustainable development goals (Sharma et al., 2021b; Sharma et al., 2021c; Sharma et al., 2021d; Sharma and Handa, 2021). Environmental regulation has received considerable attention, but few studies investigate the economic consequences of environmental regulation on corporate-level activities, especially in corporate liquidity.
Environmental regulation is an essential means to achieve sustainable development and to deal with issues of available scarce resources as well as growing environmental pollution (Ouyang et al., 2020). Most developed and transitional countries have adopted a series of environmental policies to mitigate air emissions, regulate water and soil pollution, and reduce energy consumption (García-Quevedo and Jové-Llopis, 2021; Khan et al., 2021b; Villanthenkodath et al., 2021). Various previous studies have investigated the economic consequences of environmental regulation. Most indicate that environmental regulation is beneficial for national health, green growth, and social development (Li K. et al., 2019; Jin et al., 2019; Wang et al., 2019). In addition, a growing number of scholars have extended their research interests to the impact of environmental regulation on corporate-level activities. In particular, several recent studies have focused on the effects of environmental regulation on firms’ innovation activities (Porter, 1991; Liu Y. et al., 2021), productivity (Wang et al., 2019; Cai and Ye, 2020), financing decisions (Caragnano et al., 2020; Ding et al., 2021), investment (Madsen, 2009; Lopez et al., 2017), and exports (Fang et al., 2019; Zhang et al., 2020). Besides, there have been several related studies in the literature about the environmental effects of COVID-19 and its potential implications. Prior studies examine the effects of COVID-19 on environmental concerns and its potential implications on business continuity (Sharma et al., 2021e; Zutshi et al., 2021). Sharma et al. (2022) find that investors would not lose on risk-adjusted returns if they chose to go green post COVID-19. This implication is that there may be immense opportunities in post-COVID world to invest in green energy instead of conventional investments and investors subsequently earn higher financial returns. Yan et al. (2021) also investigate the nexus between the international tourist arrivals, COVID-19 spread, and air quality in Hawaii. However, there are relatively few studies linking environmental regulation to corporate cash holdings, especially in China–the world’s second-largest economy–after its adoption of environmental policies. In this study, we aim to fill this gap in the literature. To our knowledge, our paper is among the first to show how the stringency of environmental regulation could affect corporate cash holdings, especially in a developing country.
In this study, we investigate the causal effect on corporate cash holding behaviors of stringent environmental regulation measures using, China’s Environmental Protection Law (EPL) amended and officially passed in April 2014, which delivered an exogenous shock to the level of environmental regulation in the country. China provides a unique quasi-natural experimental setting for testing the impact of environmental policies. First, China’s rapid economic development over the past 4 decades has come at the expense of severe environmental pollution1 and excessive resource consumption (Zheng and Kahn, 2017; Li K. et al., 2019). As a result, the revised version of EPL, considered as the “strictest” environmental protection law in China (Liu Y. et al., 2021), plays a more crucial role in protecting the environment. This unique exogenous regulatory shock allows us to examine the impact of stricter environmental regulation on corporate cash holdings and identify the causal relationship between them. Second, heavy-polluting industries are affected more by the new EPL than other industries, and thus firms in heavy-polluting industries can be selected as the treatment group and non-heavy-polluting industries as the control group. Therefore, the variations across industries are useful for capturing the heterogeneous effects of the introduction of the new EPL on the institutional environment and corporate behaviors. Third, the new EPL is unlikely to be triggered by corporate cash policy, thus it is an exogenous event to firms’ cash decision making.
Existing studies suggest that the effects of environmental regulation on corporate cash holdings can be governed by two competing hypotheses. The precautionary motive hypothesis predicts a positive impact of environmental regulation on corporate cash holdings. The environment is ever-changing, uncertain, and unpredictable (Sharma et al., 2021a). Stringent environment regulation induces heightened environmental uncertainty (Lanoie et al., 2008) by enhancing the heavy-polluting firms’ environmental risks (Falk and Wee, 2015; Liu X. et al., 2021), making debt financing more difficult and costly (Caragnano et al., 2020; Pizzutilo et al., 2020; Ding et al., 2021). In addition, to achieve the social goal of sustainable development, non-heavy-polluting industries such as new energy industries, typically receive more subsidies (Qiao and Fei, 2022). The limited access to bank loans and government subsidies brings about severe financial constraints for heavy-polluting firms. Thus, the increase in heavy-polluting firms’ environmental uncertainty and financial constraints stemming from the new EPL, implies an increment in the level of cash holdings for higher levels of hedging needs (Opler et al., 1999; Davydova and Sokolov, 2014; Magerakis and Habib, 2021).
In contrast, environmental regulation can decrease corporate cash holdings. There is a negative association between capital expenditures and cash balance (Opler et al., 1999; Jebran et al., 2019). The stringency of environmental regulation encourages firms to enlarge their green investment (Kesidou and Demirel, 2012; Liao and Shi, 2018), R&D investment (Testa et al., 2011), and colossal investment equipment, increasing capital expenditures. Taken together, higher capital expenditures caused by the new EPL lead heavy-polluting firms to hold less cash. As theories offer mixed guidance, the question of how environmental regulation affects cash holdings decisions is, therefore, an empirical one.
This paper attempts to answer this question using a sample of Chinese A-share listed companies from 2010 to 2018. Our findings support the precautionary motive hypothesis. We find that environmental regulation has a significant positive effect on heavy-polluting firms’ cash holdings and the effects of stringent environmental regulation on cash holdings are sustainable. On average, the new EPL brings about an increase in the level of cash holdings by almost 15%, compared with non-heavy-polluting firms. Moreover, the relationship between environmental regulation and corporate cash holdings is more pronounced in heavy-polluting firms without political backgrounds and those in regions with less dependent on the secondary sector. Collectively, our results suggest that environmental regulation not only increases the environmental uncertainty for heavy-polluting firms but also disrupts firms’ access to bank loans and government subsidies, which heightens their liquidity constraints and the need for cash holding. Because holding cash is costly for firms, this result suggests that a hidden cost faced by heavy-polluting firms increases after the promulgation of the new EPL. Thus, while developing environmental rules, governments should take into consideration corporate liquidity.
This paper contributes to the literature in the following ways. First, we supplement the strand in the literature concerned with the impact of environmental regulation on corporate-level activities (e.g., Porter, 1991; Jaffe and Palmer, 1997; Galloway and Johnson, 2016; Shi and Xu, 2018). Compared with settings in other studies, our quasi-natural experiments help alleviate the endogeneity concerns by treating the new EPL as an exogenous shock to the level of environmental regulation across industries and provide causal evidence of the impact of environmental regulation on corporate cash holdings. Second, we add to the literature on the determinants of corporate cash holdings (e.g., Opler et al., 1999; Chang et al., 2021; Lin et al., 2021). To our knowledge, our paper is among the first to show how the stringency of environmental regulation could affect corporate cash holdings, especially in a developing country. Further, we explore the internal mechanisms of the regulatory effect on corporate cash holdings, providing supportive evidence for the precautionary motive. Third, our paper is related to a growing number of studies that take advantage of the new EPL amended and officially passed in April 2014 in China to investigate and understand the impact of environmental regulation on green innovation (Liu Y. et al., 2021), total factor productivity (Cai and Ye, 2020), and audit prices (Liu X. et al., 2021).
The rest of this paper is structured as follows. Section 2 provides the institutional background and hypothesis development. Section 3 discusses the sample and research design. Section 4 shows the main empirical results and robustness checks. Section 5 discusses the economic channels. Section 6 provides the additional analyses. Section 7 concludes the paper.
2 INSTITUTIONAL BACKGROUND AND HYPOTHESIS DEVELOPMENT
2.1 Institutional Background
An earlier version of the Environmental Protection Law implemented in 1989 was of great importance in environmental protection. Over the 2 decades during which the 1989 EPL was issued, there was a huge change in the Chinese economy and society. However, over time, the 1989 EPL began to lag behind the actual needs of society and severely restricted effective environmental protection. In 2006, the environmental performance review of China, released by the Organization for Economic Co-operation and Development (OECD), noted that the effectiveness and efficiency of its existing environmental efforts were inadequate due to the shortfalls in the implementation of environmental policies. Thus, the new EPL was approved in April 2014, which was deemed as the most stringent Environmental Protection Law to date in China.
The new EPL highlights at least three aspects (Falk and Wee, 2015). First, the new EPL strengthens supervision and penalties for polluting firms. According to Article 59 of the new EPL, fines, and penalties of pollutants, including daily fines, grow dramatically. Second, the new EPL increases the accountability of government officials. According to Article 68 of the new EPL, local officials are required to resign in case of eight situations, such as covering up environmental violations, falsifying monitoring data, and failing to disclose environmental information. Third, the firms’ environmental violations can be penalized on individuals such as the managers of firms by administrative detention, which has enhanced the deterrent effect. Overall, the new EPL brings about stringent environmental regulation and higher regulatory costs for heavy-polluting firms.
2.2 Hypothesis Development
Environmental regulation is among the most important institutional policies in China, which affects the specific behavior of heavy-polluting firms (Liu Y. et al., 2021). It is thus logical to expect that environmental regulation affects corporate cash holdings. We propose that the effect of the enactment of the new EPL on corporate cash holdings may be multi-dimensional.
The new EPL has the potential to increase the level of heavy-polluting firms’ cash holdings for several reasons. First, the stringency of environmental regulation results in heightened uncertainty (Lanoie et al., 2008), thus positively affecting corporate cash holdings (Magerakis and Habib, 2021). Stringent environmental regulation induced by the new EPL increases the possibility of heavy-polluting firms being suspended or even forced to close when they fail to comply with environmental protection laws and regulations. This not only increases the uncertainty of heavy-polluting firms’ production and operation (Liu et al., 2018) but also enhances the heavy-polluting firms’ legal risks of pollutants with more potential lawsuits (Falk and Wee, 2015; Liu X. et al., 2021), thereby causing firms to reserve more cash to prevent and resist external liquidity risk timely and effectively in uncertain times (Han and Qiu, 2007). On the other hand, heightened uncertainty increases financial constraints, thereby, forcing firms to hoard cash to buffer them against contingencies (Campello et al., 2010). Firms hoard cash to diminish the possibility of distress, sustain operational efficiency, and enhance profitability (Han and Qiu, 2007; Phan et al., 2019; Magerakis and Habib, 2021). According to the precautionary motive, heavy-polluting firms are more likely to stockpile cash in response to heightened environmental uncertainty2 stemming from environmental regulation. That is, following the precautionary motive, we expect heavy-polluting firms will hold more cash when operating in an environment of high uncertainty arising from the new EPL.
Second, inferences drawn from prior studies suggest that environmental regulation increases heavy-polluting firms’ environmental liabilities and environmental risks (Schneider, 2008), making debt financing more difficult and costly (Caragnano et al., 2020; Pizzutilo et al., 2020; Ding et al., 2021). In the Chinese capital market, bank loans are the main source of external finance for corporations, due to the immature stock and bond market (Cull and Xu, 2000; Shen et al., 2015). In this sense, firms in China are mostly bank-dependent and the borrowings of most firms are supported by bank loans (Firth et al., 2012; Liu et al., 2018). The new EPL disrupts heavy-polluting firms’ access to bank loans because banks which include an appraisal of environmental aspects in the credit risk assessments of their lending decisions (Aintablian et al., 2007), have taken over mortgaged assets that may have lost commercial value because of environmental pollutants or the need for an environmental clean-up by a defaulting borrower (Thompson and Cowton, 2004). The precautionary motive theory states that bank debt and cash holdings are negatively related (Ferreira and Vilela, 2004; Ozkan and Ozkan, 2004). Because of higher external financing costs after the promulgation of the new EPL, heavy-polluting firms decrease their debt-financing and increase internal cash reserves (Gilchrist et al., 2014; Lee and Wang, 2021). Thus, the precautionary motive for holding cash implies that heavy-polluting firms tend to hoard more cash during periods of lower access to bank loans stemming from the enactment of the new EPL.
Third, heavy-polluting firms receive fewer subsidies because they are not expected to pursue social goals such as environmental protection (Lee, 2001; O’Connor et al., 2006), thus positively affecting corporate cash holdings by exacerbating firms’ financial constraints (Girma et al., 2007; Davydova and Sokolov, 2014). Stricter environmental regulation highlights the importance of sustainable development (Falk and Wee, 2015; Li Y. et al., 2019), so the governments encourage the development of non-heavy-polluting industries, such as new energy industries, as part of their energy conservation and emission reduction policies (Qiao and Fei, 2022). To achieve such social policy objectives, subsidies are a policy lever through which governments direct financial resources to favored industries (Brealey et al., 2018; Deng et al., 2021), and thus non-heavy-polluting firms typically receive more subsidies than heavy-polluting firms. Existing studies have provided evidence that subsidies can alleviate financing constraints. In addition, based on signal theory (Spence, 1974), government subsidies serve as a market signal for financial institutions including banks, which can help financial institutions to identify firms’ potential, leading to more funding allocated to those firms. Therefore, heavy-polluting firms receiving fewer subsidies are associated with severe financial constraints, and they are likely to hoard more cash to better deal with the shocks generated by the new EPL.
Considering the above, we propose the following hypotheses:
H1a: Environmental regulation increases corporate cash holdings.
H2: Environmental regulation increases corporate cash holdings through heightened environmental uncertainty.
H3: Environmental regulation increases corporate cash holdings through limited access to banks loans.
H4: Environmental regulation increases corporate cash holdings through limited access to government subsidies.
However, environmental regulation may induce heavy-polluting firms to save less cash for several aspects. Prior studies show that capital expenditures cut down a firm’s cash balance (Opler et al., 1999; Jebran et al., 2019). Kim et al. (2011) also argue that capital expenditures increase the assets, used as collateral for borrowing, which could reduce the need of hoarding cash. That is, there is a negative relationship between capital expenditure and cash holdings. First, local governments’ enforcement of stricter environmental regulation encourages firms to increase their green investment (Leiter et al., 2009; Kesidou and Demirel, 2012; Liao and Shi, 2018), which may cause firms to dilute cash reserves. Second, the Porter hypothesis argues that environmental regulation has a positive effect on technological innovation activities (Porter, 1991; Porter and Van der Linde, 1995). The stringency of environmental regulation provides a positive impetus for R&D investment and innovative products (Testa et al., 2011), which are likely to lead to the reduction in the level of cash holdings. Third, heavy-polluting firms have higher environmental regulation costs under environmental regulation policies, such as colossal investment equipment, high replacement costs, or high cost of equipment modification to reduce pollution, which results in higher demand for funds (Ouyang et al., 2020), thus promoting firms to reduce cash to meet the necessary needs of capital expenditures. Therefore, environmental regulation causes an additional expenditure of heavy-polluting firms’ pollution control costs, and occupies a large amount of technology innovation funds, leading to the decrease in cash holdings.
Considering these arguments, we propose an alternative hypothesis:
H1b: Environmental regulation decreases corporate cash holdings
3 SAMPLE AND RESEARCH DESIGN
3.1 Sample and Data Sources
Our initial sample consists of all Chinese A-share listed firms from 2010 to 2018. Following Cai et al. (2021), our sample begins in 2010 to mitigate the negative shocks of the 2008 global financial crisis and its impact on corporate cash holdings. Our sample ends in 2018 so that we have a symmetry window of 4 years before and after the promulgation of the new EPL in 2014. The firm-level data used in this paper is obtained from CSMAR/WIND, a dataset similar to (and, in fact, fashioned on) the CRSP and COMPUSTAT databases. We further exclude special firms from our sample: 1) firms belonging to the financial industry and real estate industry; 2) firms designated for special treatment (ST) or particular transfer (PT) by the regulatory authorities; 3) firms with missing variables. The final sample contains 19,959 firm-year observations. To mitigate the effects of outliers, all continuous variables are winsorized by year at the 1% level on each tail.
4 METHODOLOGY
We use a difference-in-differences design with firm and year fixed effects and our main model is as follows:
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where i represents the firm, t represents the year, and the dependent variable Cash denotes the cash holdings level. Following the prior literature (e.g., Hasan et al., 2021; Lin et al., 2021; Seo and Han, 2021), we use two continuous variables to measure cash holdings. The first measure (Cash1) is defined as the ratio of cash and cash equivalents to total assets. The second measure (Cash2) is defined as the ratio of cash and marketable securities to total assets. Treat is a dummy variable that equals one for heavy-polluting firms and 0 for other firms. As for the classification of heavy-polluting firms, the 14 polluting industries were selected based on the “List of classified management of environmental protection inspection for polluting industries” issued by the Ministry of Environmental Protection of China in July 2008 (http://www.gov.cn/gzdt/2008-07/07/content_1038083.htm). They include thermal power, iron, and steel, coal, metallurgy, mining, chemical industry, petrochemicals, building materials, papermaking, brewing, pharmaceutical, textile, leather, and fermentation. Post is an indicator variable equal to one for the period after the promulgation of the new EPL in 2014, and 0 otherwise.
The control variables employed in the regressions are firm-specific controls motivated by Opler et al. (1999), Ozkan and Ozkan (2004), Harford et al. (2008), Cai et al. (2021), Xiong et al. (2021), and Nyborg and Wang (2021). They include firm size (Size), the leverage ratio (Lev), capital expenditure (CapEx), firm growth (Growth), Return on equity (ROE), operating cash flow (CF), Tobin’s Q (TBQ), the dividend dummy (Dividend), state ownership (SOE). Table 1 provides the definitions of variables used in the analysis.
TABLE 1 | Variable definitions.
[image: Table 1]4.1 Descriptive Statistics
Table 2 presents the descriptive statistics of the main variables used in the regression analysis. The mean and median of Cash1 (Cash2) are 0.166 (0.188) and 0.127 (0.151), respectively, indicating that many public firms in China have large cash holdings. The average value of Treat is 0.382, indicating that heavy-polluting firms account for around 38.2% of the entire sample. For an average firm in our sample, the firm size is 22.060. The summary results of the other controls broadly align with previous studies (e.g., Cai et al., 2021; Liu X. et al., 2021).
TABLE 2 | Descriptive statistics.
[image: Table 2]5 MAIN EMPIRICAL RESULTS
5.1 Baseline Results
We begin by examining the association between environmental regulation and corporate cash holdings by applying model (1). Table 3 presents the baseline results of the difference-in-differences model. A significantly positive coefficient on Treat×Post indicates an increase in corporate cash holdings. We use two regression specifications. Columns 1) and 2) do not include control variables, while columns 3) and 4) include control variables. Columns 1) and 3) in Table 3 present the results for when the dependent variable is Cash1, and Columns 2) and 4) in Table 3 present the results for when the dependent variable is Cash2. Across all four columns, the estimated coefficients of the interaction term (Treat ×Post) are 0.032, 0.036, 0.025, and 0.029, respectively, and all are significant at the 1% level, suggesting that relative to non-heavy-polluting firms, heavy-polluting firms significantly increase their cash holdings after the promulgation of the new EPL.
TABLE 3 | Environmental regulation and corporate cash holdings.
[image: Table 3]In addition to its statistical significance, these results are also economically significant. Specifically, the results in column 3) [column (4)] show that heavy-polluting firms exhibit a 2.5 (2.9) percentage point increase in cash holdings in the post-regulation period, which translates to a 15.1% (calculated as 2.5%/16.6%) [15.4% (calculated as 2.9%/18.8%)] increase in the mean (16.6%, Cash1) ((18.8%, Cash2)) cash holdings of the sample firms. These results support H1a, confirming the precautionary motives, and indicating that heavy-polluting firms are more likely to stockpile cash in response to heightened environmental uncertainty, limited access to banks loans, and government subsidies stemming from environmental regulation.
5.2 The Parallel Trend and Dynamic Effects of Environmental Regulation on Corporate Cash Holdings
Parallel trends assumption as a precondition for the use of the difference-in-differences model, the treatment and control groups must exhibit similar trends in cash holdings before the promulgation of the new EPL. To test this assumption, we replace the variable Post with eight indicator variables: Year2011, Year2012, Year2013, Year2014, Year2015, Year2016, Year2017, Year2018, where Yearj is an indicator variable equal to one if the firm-year is in year j, and 0 otherwise. We interact these dummy variables with the variable Treat and rerun the regressions using model (1). If the coefficient of Treat×Yearj (j < 2014) is not significant, we can conclude that there is no pre-regulation difference in cash holdings between the treatment and control samples (i.e., the parallel trend assumption holds). If environmental regulation induced higher cash holdings during the period studied, the coefficients of Treat×Yearj (j > 2014) should be significantly positive.
The empirical results for the dynamics of cash holdings are reported in Table 4. The coefficients of Treat×Year2011, Treat×Year2012, and Treat×Year2013 are small and statistically insignificant. The coefficients of Treat×Year2014 are positive but statistically indistinguishable from zero, perhaps because it takes time for the environmental regulation to make a difference. As expected, the coefficients of Treat×Year2015, Treat×Year2016, Treat×Year2017, and Treat×Year2018 are positive and significant at least at the 5% level. Overall, the results of the parallel trend tests suggest that our sample satisfies the parallel trend assumption that heavy-polluting firms and non-heavy-polluting firms exhibit similar cash-holding behavior before the promulgation of the new EPL; significant differences in cash holdings between the two groups only occur after the enactment of the new EPL.
TABLE 4 | The parallel trend and dynamic effects of environmental regulation on corporate cash holdings.
[image: Table 4]5.3 Confounding Events
To alleviate the concern of the influence of confounding factors that may challenge our main results, we conduct additional analyses to investigate two concurrent events around the new EPL. Specifically, to control for the two ongoing policy reforms (Green Credit Guidelines and the Reform of Pollution Levy Standards), we add two control variables to the regression. First, in 2012, the China Banking Regulatory Commission implemented the Green Credit Guidelines (GCG) to curb industrial pollution by financially penalizing polluters. It requires commercial banks to restrict lending to polluting firms and provide financial supports for environmentally friendly firms. Referring to Wen et al. (2021), who studied the treatment effect of policy shock of GCG on firm performance, in columns 1) and 2) of Table 5, we add to the regression an additional control, GCG. The coefficients of GCG are found to be statistically insignificant, suggesting a little effect on our main results. Moreover, the coefficients of our regressor of interest (Treat×Post) remain negative and statistically significant. Second, since 2007, each provincial government in China has determined whether raise SO2 levy standards, which may affect cash-holding behavior. In columns 3) and 4) of Table 5, we add an additional variable PLS to capture the effects of the staggered passage of the Reform of Pollution Levy Standards on firm performance. The coefficients of PLS are close to zero and statistically insignificant, while the coefficients on Treat×Post are consistently significant, indicating our baseline result in Table 3 is robust when controlling for the confounding events. Finally, unobservable provincial trends can be an important source of endogeneities. To rule out this possibility, we include province-by-year fixed effects for all major regressions. The regression results tabulated in columns 5) and 6) of Table 5 indicate that the effects of environmental regulation are qualitatively similar to the baseline results.
TABLE 5 | Controlling for other policy reforms.
[image: Table 5]5.4 Robustness Checks
In this section, we check the reliability and validity of our results by carrying out a battery of robustness tests. First, as a sensitivity analysis, we re-run the regression model 1) using alternative measures of cash holdings and report the results in columns 1) and 2) of Table 6. We define Cash3 and Cash4 as the ratio of cash and cash equivalents to net assets (total assets net of cash and cash equivalents) and the ratio of cash and marketable securities to net assets (total assets net of cash and marketable securities), respectively. Columns 1) to 2) show that the relation between environmental regulation and cash holdings remains positive and significantly significant when alternative measures of cash holdings (e.g., Cash3 and Cash4) are used in the analysis, indicating that the findings from this sensitivity analysis corroborate our baseline results reported in Table 3.
TABLE 6 | A series of robustness tests.
[image: Table 6]Second, to further mitigate the concern that treatment and control firms could be systematically different and thus potentially influence the decisions of holding cash, we use the propensity score matching (PSM) method, proposed by Rosenbaum and Rubin (1983), to construct matched control sample. Firm size (Size), the leverage ratio (Lev), capital expenditure (CapEx), firm growth (Growth), Return on equity (ROE), operating cash flow (CF), Tobin’s Q (TBQ), the dividend dummy (Dividend) and state ownership (SOE) as covariates are helpful to select samples of control group which has similar characteristics with treatment group. Thus, these variables are used as matching variables. Then, we use the 1:4 nearest neighbor matching method (Abadie et al., 2004). The regression results of the PSM-DID method are reported in columns 1) and 2) of Table 53. The coefficients on Treat×Post are positive and highly significant irrespective of the measures of cash holdings, suggesting that polluting firms hold significantly more cash after the promulgation of the new EPL.
Finally, we conduct two placebo tests to investigate the possibility that our results are purely driven by chance or the overall time trend. In the first placebo test, following Chen et al. (2021), we draw a random sample of 1,244 firms (the same number of the treated firms) as treatment firms over the sample period and the dummy variable Post is consistent with our baseline regression. Based on these “pseudo” treatment and control groups, we rerun the regressions using model 1) and save the coefficients on Treat×Post. We then repeat this procedure 1,000 times. Panel A of Figure 1 plots the empirical distribution of the coefficients on Treat×Post based on those pseudo-treatment-group when the dependent variable is Cash1. The actual coefficient on Treat × Post of 0.025 from column 3) of Table 3 lies well to the right of the entire distribution of coefficient estimates from the placebo test. Panel B of Figure 1 plots the empirical distribution of the coefficients on Treat×Post based on those pseudo-treatment-group when the dependent variable is Cash2. The actual coefficient on Treat × Post of 0.029 from column 4) of Table 3 lies well to the right of the entire distribution of coefficient estimates from the placebo test. In the second placebo test, following Cai et al. (2021) and Chen et al. (2021), we re-estimate our baseline regression based on a pseudo-treatment year: 2010 (4 years before the actual year in which the new EPL was promulgated). We obtain the 7 year data around the pseudo-treatment year including 3 years before and 3 years after. We present the results in columns 5) and 6) of Table 6. The coefficients on Treat×Post are -0.000 and 0.000, both of which are close to zero and not significant. Overall, the results of the placebo tests could help alleviate the concern that our results are driven by chance or the overall time trend.
[image: Figure 1]FIGURE 1 | Placebo test.
6 ECONOMIC CHANNELS
Based on our previous theoretical analysis, environmental regulation may affect corporate cash holdings by reducing the access to bank loans, decreasing the access to subsidies, and improving environmental uncertainty. In this section, we try to examine the potential channels through which environmental regulation affects corporate cash holdings.
To examine the economic channel, we use the mediation model pioneered by Baron and Kenny (1986), which has been used extensively in subsequent research (e.g., Avom et al., 2020; Zhu et al., 2020; Huang et al., 2021). Therefore, we construct models 2) and 3) to examine the plausible channels:
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where Mediated is the mediating variable. The first step of mediation model is to examine the significance of coefficient β in model 1), which is statistically significant based on the results from Table 3. If the coefficients of a and b in models 2) and 3), respectively, are all statistically significant, Mediated is the potential channel through which environmental regulation affects corporate cash holdings. Besides, under the above condition, if the coefficient of c is statistically significant, the mediating variables partially mediate the relations between the environmental regulation and corporate cash holdings. Otherwise, the mediating variable plays a completely mediating role.
6.1 The Channel of Environmental Uncertainty
Following prior studies (Ghosh and Olsen, 2009; Huang et al., 2017), we use the CV index as the proxy for environmental uncertainty (CV). We first calculate the raw sales volatility over a rolling 3 year period and then normalize the raw firm-specific environmental uncertainty by dividing it by the average environmental uncertainty for that firm’s industry for the same fiscal year to mitigate time and industry effects. The regression results are shown in column 1) of Table 7, the coefficient on Treat×Post is positive and significant, suggesting that there is a significant increase in environmental uncertainty for heavy-polluting firms after the EPL promulgation. Our results in Columns 2) and 3) of Table 7 show that the heavy-polluting firms hold more cash after the implementation of the new EPL and that the new EPL indeed increases heavy-polluting firms’ environmental uncertainty. These findings are consistent with our conjecture that environmental uncertainty partially mediates the positive relationship between the new EPL and corporate cash holdings, and support H2. That is, the new EPL improves heavy-polluting firms’ cash holdings by increasing their environmental uncertainty.
TABLE 7 | Mechanism analysis: Environmental uncertainty.
[image: Table 7]6.2 The Channel of Access to Bank Loans
We use the ratio of firms’ total amount of bank loans to total assets (e.g., Chang et al., 2021) as the proxy for the bank loans (Loans). Regression results for the mediation model are reported in Table 8. As shown in column 1) of Table 8, the coefficient of the interaction terms of Treat×Post is negative and significant at the 1% level, which means that heavy-polluting firms experience a significant decline in bank loans after the implementation of the new EPL compared to control firms. After controlling Loans, we find that heavy-polluting firms significantly increase the level of their cash holdings and that the coefficients of Loans in columns 2) and 3) are also significant and negative, consistent with our predictions. This suggests that access to bank loans partially mediates the positive relationship between environmental regulation and corporate cash holdings, and supports H3. That is, environmental regulation induces heavy-polluting firms to increase their cash holdings by limiting their access to bank loans.
TABLE 8 | Mechanism analysis: Bank loans.
[image: Table 8]6.3 The Channel of Access to Government Subsidies
Following Chang et al. (2021) and Qiao and Fei (2022), we use the natural logarithm of government subsidies as the proxy for government subsidies (Subsidies). The results in column 1) of Table 9 show that there is a significant decline in government subsidies for heavy-polluting firms after the introduction of the new EPL. In columns 2) and 3) of Table 9, after controlling Subsidies, we still find that environmental regulation can positively affect heavy-polluting firms’ cash holdings and that the coefficients of Subsidies are also significant and negative. These results are consistent with our expectations, indicating that access to government subsidies partially mediates the positive relationship between environmental regulation and corporate cash holdings, and support H4. That is, environmental regulation increases heavy-polluting firms’ cash holdings by hampering their access to government subsidies.
TABLE 9 | Mechanism analysis: Subsidies.
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7.1 Precautionary Motive
To examine whether environmental regulation can positively affect corporate cash holdings through the precautionary effects, we conduct further empirical analyses. According to the precautionary motive, heavy-polluting firms with strong growth potential are less likely to increase their cash reserves as a result of the stringent environmental regulation, and they are inclined to invest capital resources to pursue future growth (Cai et al., 2021). There should be significant differences following a change in environmental regulation between firms with high and low investment growth opportunities in terms of their liquidity management. Following Cai et al. (2021), we measure firms’ investment and growth prospects using Tobin’s Q (TBQ) and the annual growth of capital expenditure (CapexGrowth) and interact with those with Treat×Post to examine whether heavy-polluting firms with high growth prospects are more sensitive to the new EPL shocks. If the precautionary effect holds, we expect the estimated coefficients of the triple interaction term (i.e., Treat×Post×TBQ and Treat×Post×CapexGrowth) to be significantly negative.
The regression results are presented in Table 10. In columns 1) and 2), the coefficients of the triple interaction term Treat×Post×TBQ are negative and statistically significant at the 1% level irrespective of the measures of cash holdings. As reported in columns 3) and 4), the triple interaction term Treat×Post×CapexGrowth is negative and statistically significant at the 1% level. These results suggest that the impact of the environmental regulation on corporate cash holdings is more pronounced among heavy-polluting firms with strong growth prospects, which strongly supports the precautionary motive.
TABLE 10 | The effect of firms’ investment and growth opportunities.
[image: Table 10]7.2 Political Relations-Based
Political connections may weaken the effectiveness of regulation and enforcement for the new EPL (Liu X. et al., 2021). Heavy-polluting firms with strong political connections may be less affected by the new EPL and should experience an insignificantly small change in their cash holdings. However, heavy-polluting firms without political backgrounds can have disadvantages in facing more effective regulation enforcement after the promulgation of the new EPL, leading to a significant increase in cash holdings. We divide our sample into subsamples based on firms’ political connections and estimate the regression model in the model 1) using each of the subsamples. Table 11 presents the estimation results. The coefficients of Treat×Post are close to 0 and statistically insignificant in columns 1) and 3), while they are positive and significant for the other subsamples. These results show that the increase in cash holdings in the post-regulation period to be more evident among heaving-polluting firms with non-politically connections. This finding indicates that heavy-polluting firms with political backgrounds can gain political assistance, and thus they experience an insignificant decline in bank loans and government subsidies, and an insignificant increase in environmental uncertainty, which brings about a smaller change in their cash holdings following the promulgation of the new EPL.
TABLE 11 | Heterogeneous Effects of environmental regulation on corporate cash holdings.
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Compared to the primary sector and tertiary sector, the secondary sector including coal, metallurgy, mining, thermal power, iron, and steel, contributes most to both economic growth and environmental pollution (Hao and Liu, 2016; Zhu et al., 2019; Liu Y. et al., 2021). However, there is a strong linkage between the private interests of provincial leaders and regional economic development (Li and Zhou, 2005; Li X. et al., 2019). That is, regional economic growth matters in determining the promotion of political officials. The “race to the bottom” theory argues that strategic interaction among political jurisdictions inhibits the stringency of environmental regulation (Woods, 2006). Thus, if one province relies more on the secondary sector, government officials tend to reduce the enforcement of environmental regulation to lower the expense of economic growth (Liu Y. et al., 2021). A quantitative proxy for secondary sector intensity is defined as the value-added of the secondary sector divided by the value-added of three sectors. A higher value means that a province has a higher secondary sector intensity. We assign sample provinces to high and low groups of secondary sector intensity based on the median value of each year. In Table 12, the regression results show that the effect of the new EPL appears to be stronger in the sample of the low secondary-sector-intensity group. These results indicate that environmental regulation is less effective in the regions with more dependent on the secondary sector, which leads to the weaker effect of the new EPL on corporate cash holdings.
TABLE 12 | Heterogeneous Effects of environmental regulation on corporate cash holdings.
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8.1 Discussion
This paper analyzes the impact of environmental regulation on heavy-polluting firms’ cash decision-making. Due to data limitations, we only focus on the listed firms in China. Future research can analyze the effects of environmental regulation on different types of firms, such as private companies and foreign firms. On the other hand, we suggest more research studies on the economic consequences of environmental regulation on corporate-level activities in the future, thus providing sufficient scientific support for the formulation of environmental regulation policies and protection of the environment.
8.2 Conclusion
In this study, we investigate how environmental regulation triggered by the new EPL in China affects public firms’ cash decision-making. Exploiting the new EPL as an exogenous shock to environmental regulation, we conduct a quasi-experiment to identify the causal effect of stricter environmental regulation on corporate cash holdings. Our results show that heavy-polluting firms increase their cash holding significantly after the introduction of the new EPL, which provides support for the precautionary effect. We show that the new EPL positively affects firms’ cash holdings mainly through heightened environmental uncertainty and limited access to banks loans and government subsidies. In addition, we show that the stringency of environmental regulation increases the level of heavy-polluting firms’ cash holdings, and the effects are more pronounced for firms without stronger political connections and those in regions with less dependent on the secondary sector.
Our results here have important theoretical and practical implications. First, heavy-polluting firms pursue liquid strategies by maintaining suitable cash reserves because the new EPL leads to heightened uncertainty for them. Because holding cash is costly for firms, this result suggests that a hidden cost of regulation is that it increases the environmental uncertainty faced by firms. Second, the new EPL aiming to strengthen the stringent environmental regulation may have unintended side effects that worsen firms’ financial constraints when there are frictions to finance, especially in developing countries in which businesses rely heavily on bank loans. As a result, while developing environmental rules, governments should take into consideration corporate liquidity. Third, stricter environmental regulation is associated with the re-allocation of government subsidies. To achieve sustainable development and environmental protection, the governments in China prefer to encourage the development of non-heavy-polluting industries, such as new energy industries, instead of heavy-polluting industries. Finally, governments should encourage the banks to provide more loans to heavy-polluting firms according to their environmental performance, so that they have more funds to meet the necessary needs of green investment, R&D investment, and innovative products.
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FOOTNOTES
1China not only is the world’s largest greenhouse gas emitter, but also fails to meet acceptable international health standards, such as the average PM2.5 concentrations amounted to 4.3 times the WHO guideline (Li K. et al., 2019).
2The concept of environmental uncertainty is defined as the variability of change that characterizes environmental activities relevant to a firm’s operations, and government regulation is one of the important factors affecting environmental uncertainty (Huang et al., 2017; Magerakis and Habib, 2021).
3In untabulated tests, we find that there is no significant difference in covariates between the heavy-polluting firms and the control firms, supporting the validity of the PSM approach.
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To mitigate environmental challenges and fulfill the Sustainable Development Goals, a broader and holistic ecological assessment is required. As a result, this research utilizes the load capacity factor, which is a distinct proxy of environmental deterioration that offers a detailed environmental evaluation measurement by comparing biocapacity and ecological footprint simultaneously. Moreover, the load capacity factor provides the combined attributes of the demand and supply-side of environmental quality. Therefore, this research scrutinized the effect of financial globalization, urbanization, economic growth, and renewable and nonrenewable energy usage on load capacity factor for the period stretching between 1970 and 2017 in Brazil. The bounds testing procedure for cointegration in combination with the critical approximation p-values of Kripfganz and Schneider (2018) disclosed a cointegrating association between load capacity and its regressors. The outcome of the ARDL method uncovered that economic growth, non-renewable and renewable energy reduce the load capacity factor, whereas urbanization has no impact on load capacity factor in Brazil. However, financial globalization has a positive effect on load capacity factor in Brazil. Finally, the study uses the spectral causality test to assess the causality interaction between the observed parameters. The policymakers should take advantage of the opportunity by developing policies that encourage the openness of the economy to foreign investors.
Keywords: load capacity, financial globalization, urbanization, renewable energy, Brazil
INTRODUCTION
Despite the public understanding of climate change and the process to mitigating it, global emissions including acidifying gases, ozone precursor gases, anthropogenic greenhouse gases (GHGs), and other environmental contamination sources have failed to decline dramatically (Sharif et al., 2021; Usman et al., 2021). However, environmental scientists and intergovernmental organizations around the globe have become more conscious of global warming and other facets of climate change in recent years, research has shown that the ongoing global danger to the climate and atmosphere remains a significant problem for humanity in the twenty-first century (Ayobamiji and Kalmaz, 2021; Oladipupo et al., 2021; Panait et al., 2021; Pata 2021). The International Energy Agency (2019) reports that the level of carbon dioxide (CO2 emissions) rose by 1.7% in 2018, implying a new high of 33.1 gigatons (Gt) of equivalent CO2 which accounts for the majority of GHGs. The rise in CO2 emissions is related to global economic growth alongside higher utilization of energy (IEA, 2019) As a result, the UNFCC (United Nations Framework Convention on Climate Change) has continuously urged further committment to the 2015 Paris Agreement, particularly by state actors, in partnership with other stakeholders. In terms of pollution patterns, several industrialized nations, including the United Kingdom, Brazil, France, Japan, Germany, and Mexico, have announced significant committment towards the reductions in CO2 emissions, whereas environmental degradation persists (EIA, 2020).
The discussion about the position of globalization toward environmental concerns in promoting economic growth is a recent subject matter. Particularly, in the globalized period, where developing and emerging nations improve the domestic economic structure by integrating trade, technology transfers, and financial activities; as a consequence, the growth of global economic activities may lead towards higher energy consumption and GHG emissions (Adebayo and Kirikkaleli, 2021; Xia et al., 2022; Olowu et al., 2021). Dreher (2006) constructed the globalization index, which is made up of political, social, and economic components. However, Gygli et al. (2019) improved this index by incorporating additional sub-indices for a deeper comprehension of this dynamic of globalization. For instance, economic globalization is often characterized as a blend of financial and trade components. As a result, it was impossible to differentiate between the environmental implications of trade globalization as well as financial globalization based on the computation of Dreher (2006). Whereas the recent computation of Gygli et al. (2019) offers us the opportunity to differentiate between the environmental implications of trade globalization as well as financial globalization. This study employed the financial globalization index, which is constituted of de facto and de jure aspects. The de facto aspect of financial globalization entails the reserves, international income payment, portfolio investment, international debt, and foreign direct investment, whereas the de jure components of financial globalization are agreement associated with investment and investment barriers. This index provides the opportunity to understand which economies are more globalized financially. In this regard, our study try to examine whether urbanization and financial globalization could help address the concern of economic expansion in emerging nations without generating environmental degradation. This current research aims to provide policy recommendations in the context of environmental degradation based on an examination of financial globalization, and renewable and nonrenewable energy usage.
However, several studies have been undertaken to scrutinize the influence of various economic and social determinants on carbon emissions (Odugbesan et al., 2021; Orhan et al., 2021; Su et al., 2021; Zhang et al., 2021). Meanwhile, Akinsola et al. (2021) argued that carbon emissions, which represent a large proportion of greenhouse gas emissions, are inadequate to represent and assess overall environmental deterioration. Based on this argument, Galli et al. (2012) argued that ecological footprint is one of the most extensive economic-ecological variables used to assess environmental degradation. Rees (1992) introduced the ecological footprint, which concurrently represents anthropogenic impacts on the ecosystem in the form of pollution on the land, sea, and air. The accounting of the ecological footprint comprises two different measurements--ecological footprints and biocapacity. Ecological footprint accounts for the demand side of nature in global hectares while biocapacity represents nature’s supply-side in global hectares (Galli, 2015).
Several studies have been undertaken to scrutinize the influence of various social and economic determinants on the ecological footprint for developed or developing economies (Ahmed et al., 2021; Danish et al., 2020; Adebayo and Rjoub, 2021; Caglar et al., 2021; Majeed et al., 2021). However, these studies are primarily concerned with the ecological footprint and completely disregard the ecosystem’s supply side. Thus, there is a need to find a more adequate and correct measurement for evaluating the quality of the environment. Siche et al. (2010) suggested that load capacity factor is more accurate for environmental assessment. The load capacity factor indicates a nation’s strength or ability to maintain its people in accordance with their contemporary lifestyles. To compute the load capacity factor, the supply side (biocapacity) is divided by the demand side (ecological footprint). Thus, when the load capacity factor is less than 1, this suggests that the condition of the ecosystem is unsustainable while when the load capacity factor is greater than 1, this shows that the ecosystem is sustainable (Pata et al., 2021). Therefore, the sustainability threshold is equivalent to one. Based on the premise of this argument, it is evident that the load capacity factor is a broader complete measurement than carbon emissions and ecological footprint. As a result, we perform a more detailed and extensive analysis, as opposed to earlier literature.
The rationale for choosing Brazil as the focus of the study is based on the following: Brazilian economy is valued at US$1.84 trillion in terms of GDP as well as the country’s GDP per capita is valued at US$8717.19 (World Bank, 2021). This makes the economy one of the biggest in the South American region. Brazil is currently attracting higher foreign investments since the country is grouped along with the top five emerging economies (BRICS). For instance, the financial globalization index of Brazil to 64.49 points in 2017 from 39.27 points in 1970 makes the country one of the most globalized economies in the South American region. The country reliance on fossil fuel is huge (as seen in Figure 1) with natural gas, coal, and oil constituting 10.39, 5.29, and 38.14%, respectively, whereas renewable energy consists of the country’s energy mix, which is hydro (28.70%), solar (0.40%), other renewable sources (4.04%), and wind (4.01%) for 2017. When it comes to adapting to global warming, Brazil seems to have a unique combination of circumstances. Since the Amazon Forest is situated in Brazil, thus, most significant pollutants in Brazil are the land-use change and forestry sector. Thus, the country is the sixth biggest emitter of GHGs globally and the level of the country’s ecological reserve continues to decrease over the last decade. Brazil joined the Paris Agreement in September 2016 with the nation’s NDC targets to decrease GHGs by 37% from 2005 levels by 2025. However, due to the current events surrounding Brazil, events such as the COVID-19 pandemic, economic crisis, political tensions have raised concerns about the development of the environment and energy reform is halting.
[image: Figure 1]FIGURE 1 | Share of different energy consumption source in Brazil.
Concerning the preceding discussion, the aim of this current research is to probe into the impact of financial globalization, urbanization, economic growth, and renewable and nonrenewable energy usage on load capacity factor using the ARDL method for the dataset ranging between 1970 and 2017. The following are the major contributions of this current research to the body of energy and environmental literature: (1) This study is the first attempt for the case of Brazil to employ load capacity factor as the measure for environmental degradation. As a result, the research addresses environmental issues from the supply and demand sides. This indicator elevates sustainable environmental discussions to a different level. (2) There are scant studies that investigate the effect of financial globalization on environmental degradation. To resolve these shortcomings in the literature, the current study employs the ARDL approach. (3) To evaluate the cointegration analysis utilizing the bounds testing procedure as well as Kripfganz and Schneider (2018) critical values and approximate p-values. The advantage of utilizing this approach is that it considers both the T-statistic and the F-statistic when identifying the cointegrating association between the variables of interest. (4) The study employed the spectral causality test to assess the causal interaction between the load capacity factor and its determinants. This technique is unique in that it uncovers the causality relationship at multiple frequencies (low, middle, and long term).
The remaining sections of this study are compiled as follows: Section 2 contains the synopsis of related studies. The data and methods are presented in Section 3, also the empirical framework was discussed in the section. Section 4 portrays the findings and discussion and the conclusion is discussed in the fifth section of this study.
LITERATURE REVIEW
This segment of this current study covers the investigation that has been undertaken on the linkage between non-renewable and renewable energy usage, economic growth, financial globalization, and urbanization on environmental deterioration.
Economic Growth and Environmental Deterioration
Pata and Isik (2021) investigated the interconnection between load capacity factor and economic growth in China for the period from 1981 to 2017, applied the autoregressive lag model (ARDL) approach. The empirical outcome established a negative interaction between load capacity and economic growth. The study of Pata and Balsalobre-Lorente (2021) in Turkey using the dataset covering from 1965 to 2017 found a negative association between load capacity factor and economic growth. The study of Khan et al. (2021) conducted an empirical analysis in Turkey and found economic growth contributed to the ecological footprint over the period between 1985 and 2017. Considering the study of Akinsola et al. (2021) for the case of Brazil, they detected a positive interaction between the ecological footprint and the economic expansion. Using the asymmetric approach, Majeed et al. (2021) discovered a negative interaction between economic growth and ecological footprint in Pakistan over the period from 1971 to 2014. The study of Solarin et al. (2021) for the case of Nigeria, used the ARDL approach for the dataset covering from 1977 to 2016. They found a positive interaction between the ecological footprint and the economic growth. Adebayo et al. (2021) discovered a positive interrelationship between carbon emission and economic growth in South Korea for the period between 1965 and 2019. Awosusi et al. (2021) detected a positive interconnection between CO2 emissions and economic growth in Japan covering from 1965 to 2019. Ramzan et al. (2021) detected a positive connection between CO2 emissions and economic growth in Latin American nations.
Energy Consumption and Environmental Deterioration
The study of Yuping et al. (2021) in Argentina covering the period between 1970 and 2018 found a positive association between non-renewable energy and CO2 emissions, whereas the environmental quality of Argentina can be improved by renewable energy. Also, the research of Mohsin et al. (2021) for Asian economies affirmed that non-renewable and renewable energy has a positive and negative interaction on CO2 emissions, respectively, for the period spanning between 2000 and 2016. Mahalik et al. (2021) discovered a positive relationship between CO2 emissions and non-renewable energy in BRICS countries. Also, the authors found an adverse interaction between CO2 emissions and renewable energy. Rjoub et al. (2021) conducted an empirical analysis on the G7 economies and found that the environmental quality can be improved by renewable energy over the period from 1985 to 2017. The investigation of Caglar et al. (2021) for 10 selected economies confirmed that there is a positive connection between non-renewable energy and ecological footprint; however, they also found an adverse interaction between renewable energy and ecological footprint. Likewise, Pata (2021) concluded that there is a positive interconnection between ecological footprint and non-renewable energy. Furthermore, the author also concludes that a negative interconnection between environmental degradation and renewable energy in the United States for the period between 1980 and 2016. The study of Bekun et al. (2021) in South Africa, used the ARDL method for the period between 1980 and 2017. They found no interaction between CO2 emissions and renewable energy; however, non-renewable energy contributes to CO2 emissions.
Urbanization and Environmental Degradation
The study of Danish et al. (2020) reflected on the interaction between urbanization and ecological footprint using the Fully Modified Ordinary Least Square (FMOLS) and Dynamic Ordinary Least Square (DOLS) for BRICS countries. They found that urbanization reduces the ecological footprint. Nathaniel (2021) utilized the ARDL approach and discovered a positive association between the ecological footprint and urbanization in Indonesia for the period between 1971 and 2014. This study was also supported by the study of Nathaniel et al. (2019) in South Africa for the period between 1965 and 2014. However, the study of Nathaniel and Khan (2020) found a different outcome in the case of ASEAN economies. They found no interaction between ecological footprint and urbanization. Rafique et al. (2021) discovered a negative interaction between ecological footprint and urbanization in 10 selected economies for the period between 1980 and 2017. For the case of Nigeria, the research of Solarin et al. (2021) used the ARDL method for the period between 1977 and 2016. They found negative interaction between the ecological footprint and urbanization. Ahmed et al. (2020) also considered the interaction between the ecological footprint and urbanization in G-7 countries covering from 1971 to 2014. The empirical analysis showed a positive interconnection between the ecological footprint and urbanization. The study of Ansari et al. (2021) discovered a negative association between ecological footprint and urbanization in 22 selected countries. Abbasi et al. (2020) detected a positive interconnection between CO2 emissions and urbanization in 8 Asian countries. Anser et al. (2020) discovered a U-shaped interconnection between CO2 emissions and urbanization in SAARC (South Asian Association for Regional Cooperation). Zheng et al. (2021) detected a negative connection between CO2 emissions and urbanization in China. Asongu et al. (2020) found a positive interaction between CO2 emissions and urbanization employing the PMG-ARDL in 13 selected countries in Africa for the period between 1980 and 2014. Using the ARDL approach, the study of Prastiyo and Hardyastuti (2020) established that an increase in urbanization brings about the surge in CO2 emissions in Indonesia.
Financial Globalization and Environmental Degradation
Finally, the impact of financial globalization on environmental degradation is relatively less discussed in the environmental literature. However, studies such as Shahzad et al. (2022) probed into the impact of financial globalization on the ecological footprint using the period between 1996 Q1 and 2019 Q4. They established that financial globalization helps to increase the ecological footprint. However, the research of Kihombo et al. (2021) opposes this outcome. They established a negative relationship between financial globalization and ecological footprint in WAME (West Asian and the Middle East) economies spanning between 1990 and 2017. Ulucak et al. (2020) studied the interaction between ecological footprint and financial globalization using the ARDL and DOLS for emerging economies using the dataset from 1974 to 2016. They found that financial globalization reduces the ecological footprint. The study of Chen et al. (2021) on the association between financial globalization and CO2 emissions for the period between 1970 and 2018 used the NARDL in which India is the country of focus. The empirical outcome indicates that the increase in financial globalization will reduce CO2 emissions and the decrease in the level of globalization will increase CO2 emissions in India.
The research mentioned above provides an essential foundation for the growing degree of environmental challenges in emerging economies such as Brazil and developing economies. Although no studies have been conducted on the influence of financial globalization, urbanization, economic growth, and renewable and nonrenewable energy usage on load capacity factor. As a result, our study takes these variables into account as crucial considerations for sustainable development and the environment.
MATERIAL AND METHODOLOGY
Empirical Framework
Grossman and Krueger (1991) postulated the environmental Kuznets curve (EKC) hypothesis, which stipulated that the association between economic expansion and the environment has an inverted U-formed association, which is segmented into 3 phases (scale, composition, and technological). The scale impact shows that increased production pollutes the environment. The composition impact represents an economic sectorial shift. Environmental degradation appears to be growing during the transition from agricultural to industry, whereas the level of pollution significantly reduces following the transition from industry to services. Finally, the technological effect demonstrates that eco-friendly technologies and industrial practices could increase environmental quality.
Also, energy consumption is among the primary drivers of environmental degradation even though it is the heartbeat of any economy (Dogan et al., 2020; Shahzad et al., 2020; Fatima et al., 2021). Numerous nations across the globe utilize fossil fuels like coal, natural gas, and oil to promote population explosion, urbanization, and industrialization resulting in increased degradation of the environment. Given the recent increased levels of emissions, mitigation techniques must be developed to regulate the concentration of greenhouse gas. However, there has been no consensus on the best methods to minimize severe damage to the environment. However, renewable energy has become a credible option for fossil fuels in recent years. The reason for this increase in prominence is that there are several types of renewable energy sources that are sustainable, unlike fossil fuels that emit heavily. Renewable energy sources have the prospect to decrease energy prices, improve air quality as well as human health, and generate employment (Kirikkaleli and Adebayo, 2021; Paramati et al., 2022). Moreover, using indigenous renewable energy resources, for instance, biomass, wind, geothermal, and solar, can help maintain energy security and reduce energy import prices (Adebayo and Kirikkaleli, 2021; He et al., 2021).
Aside from economic expansion, various other variables, like globalization, might impact either through composition, scale, and technique impacts, which may explicitly define these influences. As a result, globalization is an important aspect that can influence the interaction between economic expansion and environmental degradation. Based on the financial globalization perspective, there are several forms in which financial globalization could contribute to environmental degradation. One such form is through scale effect since the level of consumption and economic activities can be stimulated by financial globalization. Also, financial globalization encourages economic activity through cross-border activities, which boosts the industrial activity of the nation and, as a result, increases environmental degradation. Furthermore, the stock market’s strong performance suggests an increase in economic progress, which promotes consumer and business confidence, stimulates production and consumption, and contributes to increased environmental deterioration. Financial globalization, on the other hand, has the potential to increase the environment quality via technique and composition impacts by facilitating more ecologically friendly initiatives. Also, an important component influencing the quality of the environment is urbanization, which increases the demand for natural resources. Therefore, uncontrolled urbanization is potentially damaging to the environment, whereas when urbanization is sustainable, it has the potential to alleviate the negative environmental effects of urbanization. As a result, it is considered that when urbanization is not properly handled, it might lead to ecological deterioration. Based on the above knowledge, we formulated the following economic function as follows:
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The empirical model is presented as follows:
[image: image]
where: LCAP denotes load capacity factor, GDP denotes economic growth, NREN denotes non-renewable energy, REN denotes renewable energy, FGLO denotes financial globalization, URB denotes urbanization, [image: image] denotes error term, and t denotes the sample period (1970–2017).
Data Information
This research examined the impact of financial globalization, urbanization, economic growth, and renewable and nonrenewable energy usage on load capacity factor for the period stretching between 1970 and 2017. The beginning period of 1970 was chosen owing to the availability of data for financial globalization, while the ending year of 2017 was chosen owing to the absence of load capacity factor data ending in the year 2017. The information on non-renewable and renewable energy was gotten from the BP database, economic and growth urbanization were gotten from the World Bank database. Load capacity factor was gotten from the Global Footprint Network. Last, financial globalization was collected from the KOF index. The observed series were transmuted into their natural logarithms to ensure the reduction in the chance of distortions during estimation. The descriptions of the observed series are depicted in Table 1. The analysis flow is presented in Figure 2.
TABLE 1 | Description of the variable.
[image: Table 1][image: Figure 2]FIGURE 2 | Graphical flow of analysis.
Methodology
Unit Root Test
Owing to its inability to include the structural shift into the regression procedure, the conventional unit roots test offers inconsistent outcomes. We solve this issue by applying the ZA unit root, which can detect at least one structural shift during analysis. The ZA unit root is defined as:
[image: image]
[image: image]
[image: image]
where the shift in mean of the dummy parameter that happens at a probable break-date is denoted by DUt; the shift in trend of the variable is denoted by DTt. Model A indicates the intercept; Model B is the trend, while Model C indicates intercept and trend (both).
Formally,
[image: image]
ARDL Bounds Testing Approach
The ARDL bound test initiated by Pesaran et al. (2001) was utilized to ascertain the long-run linkage after exploring the order of integration among the variables used. There are several cointegration techniques, but this study deployed the ARDL bound test because it is more advantageous compared to the other cointegration techniques due to the following reasons;: (1) the bound test is flexible and allows variable integrated at the order I (0) and 1 (1) to be utilized in the model; (2) generates long-run unbiased estimation; (3) compared to the conventional cointegration tests, small sample size can be estimated using ARDL bound test, and (4) endogeneity problem is addressed by this method (Kirikkaleli et al., 2021) The F-statistic proposed by Pesaran et al. (2001) was compared with critical bound values to check the cointegration. The null and alternative hypothesis for this test is that there is no cointegration in the long run, and there is cointegration in the long run, respectively. For the alternative hypothesis to be accepted, the F-Stat must be higher than the upper bound critical value at 1, 5, or 10%, respectively.
The ARDL model in this paper is depicted in Equation (7).
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In Equation (6), the variable’s coefficients of the short-run dynamic are represented by [image: image], the long-run connection among variables is shown by [image: image], lag lengths are illustrated by t. Integrating the ECM into the ARDL short-term parameter, which transforms Equations (7) and (8):
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where the speed of adjustment of short run to attain equilibrium in the long-term is represented by [image: image] and the error correction term is indicated by [image: image]. The predictable symbol of this coefficient, as anticipated, is negative and significant. After identifying the cointegration association in Equation (6) the ARDL method was utilized to analyze the dynamic interaction between CO2 emissions and its determinants.
Frequency Domain Causality
Finally, this study also examines the causality association between load capacity and its determinants in the short, medium, and long term. This approach offers vital information on causal association at distinct frequency (period) compared to the conventional causality approach. Thus, it is suitable for analyzing time-dependent disturbances in a specific frequency domain. The method is based on a reconstructed Vector Autoregressive (VAR) between x and y, which is expressed as:
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In the selection of lag [image: image], the Akaike information criterion (AIC) is used. Focused on Geweke (1982)’s null hypothesis [image: image], which is described as [image: image] = 0, whereby the frequency [image: image], and modified null hypothesis (Ho) is expressed as follows:
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The vector connected to y coefficients is symbolized by [image: image]
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Frequency [image: image] is linked to period t as [image: image].
EMPIRICAL FINDINGS
Table 2 displays the observed series’ descriptive properties, which is the pre-estimation. Among the variable used, urbanization has the highest average value while load capacity factor has the lowest average value. However, economic growth is the second average value in the considered variable. In the context of the skewness and kurtosis of the observed series, financial globalization, urbanization, economic growth, and renewable and non-renewable energy usage are negatively skewed while the load capacity factor is positively skewed. Also, a low tailed peakedness of less than 3 was evident in all observed series, suggesting that there are platykurtic in nature except for economic growth and renewable energy. Thus, this indicates that all observed series are normally distributed and supported by the observed series’ Jarque-Bera test and its probability value. Moreover, as shown in Figure 3, the RADAR chart offers a graphical representation of the observed series’ descriptive statistics.
TABLE 2 | Descriptive statistics.
[image: Table 2][image: Figure 3]FIGURE 3 | RADAR chart.
Before computing the effect of urbanization, non-renewable energy, financial globalization, renewable energy, and economic growth on load capacity, the stationary properties of the observed series need to be undertaken to establish the integration order. This current research employed the Zivot Andrew unit root test that helps to detect the stationarity nature of the series in the presence of a structural break, unlike the conventional unit root test. Table 3 presents the outcome of the Zivot Andrew test. Thus, the outcomes from the estimates are reliable and accurate. All series are stationary at first difference with the structural break in 1980, 2002, 1989, 1992, 2003, and 1984 for load capacity, urbanization, non-renewable energy, financial globalization, renewable energy, and economic growth, respectively. For a more robust cointegration and long-run results analysis, the break of 1980 in load capacity is integrated into the model. This break coincides with the period of increase in risk in the economic and political environment. Such issues play a crucial role in affecting major macroeconomic parameters, which resulted in disruption in load capacity factor.
TABLE 3 | Structural break unit-roots outcome.
[image: Table 3]Following the validation of the integration order, the next phase of the current research is to evaluate the cointegrating interaction utilizing the bounds testing procedure. However, the critical values and approximate p-values, which is the innovation of Kripfganz and Schneider (2018), are used in this investigation, which is presented in Table 4.
TABLE 4 | ARDL approach to cointegration.
[image: Table 4]Based on the report of Table 4, at 1% significance level, the computed value of the F-statistic of 4.473 exceeds the critical value of 4.43. Likewise, at the 1% level of significance, the absolute value of the t-statistic is −6.021, which exceeds −4.99, which is the absolute critical value. Since the p-values obtained with the analysis are less than 0.01, this shows that the null hypothesis of non-cointegration is rejected. Thus, the F- and t-statistics, as well as their probability values, corroborate the presence of cointegration among the observed series at the 1% level.
Given that the cointegration connection is evident, the ARDL approach is utilized to evaluate the impact of these regressors (GDP, NREN, REN, FGLO, and URB) on load capacity. The results of the ARDL technique are shown in Table 5. GDP reduces load capacity factor in the long run. Also, renewable and non-renewable energy decrease load capacity factor in the long term. However, urbanization has no significant association with load capacity factor. However, financial globalization increases the quality of the environment. Moreover, the error correction term is negative and significant with its value as 0.379 (37.9%), suggesting that imbalances in the observed parameters can be eliminated within a short period, thereby the series would eventually converge to the long-run equilibrium.
TABLE 5 | ARDL estimators outcome.
[image: Table 5]For more detailed analysis, economic growth exerts a negative association with load capacity factor in the long run. The increase in GDP by 1% will reduce load capacity by 0.462% in the long term. Thus, economic expansion impedes the quality of the environment in the long run. This outcome aligns with the outcome of Akinsola et al. (2021), Bildirici (2018), Ben Jebli and Ben Youssef (2019), who conclude that economic growth contributes to environmental degradation even though they employed different proxies for environmental degradation as dependent variable and time coverage of analysis. The finding indicates that Brazil is presently at the scale phase, indicating that Brazil is running a pro-growth agenda. The cost of economic expansion experienced in Brazil comes in the form of environmental issues like pollution on the land, sea, and air. As an emerging economy, Brazil consumes a vast amount of natural resources and makes use of carbon-intensive energy resources to boost its economy. Brazil’s explosive growth is centered on resource-intensive manufacturing, and exports have essentially reached their limitations, resulting in environmental issues. Thus, Brazil’s economic expansion, particularly during the 2000s, has resulted in intensifying the deterioration of the environment. This demonstrates that increasing per capita income does not always result in a sustainable environment, and as a result, the authorities in Brazil must implement energy-related environmental policies.
Non-renewable energy exhibits a negative and significant interrelationship with load capacity factor in the long term. The increase in non-renewable energy by 1% will reduce load capacity factor by 0.191% in the long run. This outcome corresponds with the findings of Adebayo et al. (2021) for Japan, Bekun et al. (2021) for South Africa, and Usman et al. (2021) for the 15 highest emitting countries, who found that non-renewable energy deteriorates the environment. Fossil fuel constitutes about 63.99% of the energy basket of Brazil as of 2017 (Our World in Data, 2021), which is responsible for the industrial and production activities of the economy. Brazil’s strong reliance on fossil fuel generates waste and increases pressure on the environment by polluting the atmosphere, decreasing soil quality, and poisoning aquatic bodies.
Renewable energy exerts a negative and significant interaction with load capacity factor in the long term. The surge in renewable energy by 1% will decrease the level of load capacity factor by 0.177% in the long term. This outcome does not correspond with the findings of Alola et al. (2021) and Amarante et al. (2021), who reported that renewable energy can help to achieve a sustainable environment in China and Brazil. Also, Pata (2021) reported a positive association between load capacity factor and renewable energy consumption in the United States. The possible reason for the adverse influence of renewable energy on the environment is that hydropower constitutes a large proportion of the renewable energy mix of Brazil. According to Von Sperling (2012), the construction of hydropower plants poses social and environmental issues, such as minimized recreational benefits of river, obstructed fish migration, changes in water quality, low flow reaches, emission of GHGs, siltation, and damaged wildlife habitat.
Having uncovered the effect of renewable energy, this current research unfolded a significant and positive association between financial globalization and load capacity factor, suggesting that a 1% surge in financial globalization will boost the level of load capacity factor by 0.047%. Hence, financial globalization plays a crucial role in achieving a sustainable environment in Brazil. This conclusion also receives backing from the studies of Kihombo et al. (2021) and Ahmad et al. (2021) who uncovered an identical association in WAME and G7 economies, respectively. This outcome is reasonable since foreign investment might provide efficient technology, which can enhance productivity in a country with limited resources. Besides, the availability of financial resources can help to boost green energy initiatives.
Moreover, there is a negative and insignificant association between urbanization and load capacity factor in the long term. Thus, urbanization does not influence the environment in Brazil. The possible reason could be that the level of urbanization is not strong enough to affect the quality of the environment. This outcome aligns with the outcome of Nathaniel and Khan (2020), who found no interaction between ecological footprint and urbanization for ASEAN economies. They failed to comply with the study of Rafique et al. (2021), who found a negative interaction between ecological footprint and urbanization for 10 selected countries. Also, the study of Solarin et al. (2021) found a negative interaction between ecological footprint and urbanization in G-7 countries.
We performed some post-estimation tests to determine the goodness of fit of the ARDL model, as mentioned in the preceding portion of the study. These diagnostic tests are presented in Table 5, and they show that the residual of this model does not suffer heteroscedasticity, misspecification, or serial correlation issues. This model’s residuals are also normally distributed. Also, the CUSUM and CUSUMSQ tests show that the models are stable at the 5% level of significance, as shown in Figure 4. Based on the estimates obtained from the post-estimation test, we conclude that the ARDL model is robust and reliable for policy direction.
[image: Figure 4]FIGURE 4 | Stability test.
Since the long coefficients of the regressors with load capacity factor are uncovered, the next phase of our empirical analysis is to detect the causal association between load capacity factor and its regressors (REN, NREN, FGLO, URB, and GDP). This research employed the spectral BC causality technique for this purpose. As stated earlier, the advantage of this technique is that it is capable of the causal interaction at different frequencies, which is the limitation of the conventional Granger causality techniques. The results of the causal interconnection from the regressors to load capacity factor are showcased in Figures 5A–E. The lime and orange solid lines symbolize the 0.1 and 0.05 level of significance, whereas the T-statistics computed by this technique are denoted as the long-dash-dotted line. The result of the causal interaction running from GDP to load capacity factor is evident in the long term as reported by Figure 5A. Thus, economic growth predicts load capacity factor only in the long term. Also, the outcome of the causal connection from non-renewable energy to load capacity factor is reported in Figure 5B and is detected in the middle and long term. Therefore, non-renewable energy is a predictive factor of load capacity factor in the middle and long frequency in Brazil. For the causal association between renewable energy and load capacity factor, Figure 5C indicates that causality can be established only in the short term. As a result, renewable energy predicts load capacity factor in the short term in Brazil. The finding of the unidirectional causal connection from financial globalization to load capacity factor is detected in the short term as seen in Figure 5D. Thus, financial globalization predicts load capacity factor only in the short term in Brazil. Figure 5E indicates that the null hypothesis of non-causality from urbanization to load capacity factor was not rejected at any level of significance. This outcome provides backing for the finding of the ARDL techniques.
[image: Figure 5]FIGURE 5 | (A) Spectral BC causality from GDP to LCAP. (B) Spectral BC causality from NREN to LCAP. (C) Spectral BC causality from REN to LCAP. (D) Spectral BC causality from FGLO to LCAP. (E) Spectral BC causality from URB to LCAP.
Based on these findings, it is observable that non-renewable energy, financial globalization, renewable energy, and economic growth are predictive agents of load capacity in Brazil. Hence, any initiatives aimed at enhancing non-renewable energy, financial globalization, renewable energy, and economic growth will have a significant impact on load capacity for the case of Brazil.
CONCLUSION AND POLICY DIRECTIONS
Conclusion
Brazil is an emerging economy that is placed on severe environmental concerns due to its rapid growth in the economy. Much research has evaluated environmental deterioration in both developed and developing nations using commonly utilized indicators such as carbon emissions, ecological footprint, and greenhouse gas emissions. To mitigate environmental challenges and fulfill the Sustainable Development Goals, a broader and holistic ecological assessment is required. As a result, this research utilizes the load capacity factor, which is a distinct proxy of environmental deterioration that offers a detailed environmental evaluation measurement by comparing biocapacity and ecological footprint simultaneously. Moreover, the load capacity factor provides the combined attributes of the demand and supply-side of environmental quality.
Using Brazil as the focus of the investigation, this research examined the effect of financial globalization, urbanization, economic growth, and renewable and nonrenewable energy usage on load capacity for the period stretching between 1970 and 2017. To discover these connections, a plethora of econometric techniques were utilized. The present research employed the ZA unit roots test to detect the order of integration of the observed series, which are integrated at I (1). The bounds testing procedure for cointegration in combination with the critical approximation p-values of Kripfganz and Schneider (2018) disclosed a cointegrating association between load capacity and its regressors. The outcome of the ARDL method uncovered that economic growth, and non-renewable and renewable energy reduce the load capacity factor, whereas urbanization has no impact on the load capacity factor in Brazil. However, financial globalization has a positive impact on the load capacity factor in Brazil.
The outcome of the spectral BC causality approach disclosed the following: (1) economic growth predicts load capacity factor only in the long term; (2) non-renewable energy is a predictive factor of load capacity factor in the middle and long frequency; and (3) renewable energy and financial globalization predict load capacity factor in the short term.
Policy Directions
First, disregarding environmental issues for the sake of economic growth in Brazil will result in considerably greater catastrophic issues in the coming decade. Considering the detrimental influence of GDP on environmental quality in both the short and long term, the Brazilian policymakers should comply with environmental standards by enacting policies in the aspects of energy, education, and natural resource management. Also, Brazilian policymakers should exercise caution when developing economic development strategies that endanger ecological sustainability. Creating a circular framework for the industrial sector will strongly encourage the recycling of industrial and residential waste.
Second, to mitigate the effect of energy consumption (non-renewable and renewable energy) on environmental degradation, the country needs to upsurge the share of other renewable energy sources such as solar and wind energy in the energy basket of the country. Also, the investment, as well as the research and development expenditure should be channeled to other renewable energy that entails a small proportion of the country’s energy mix. Furthermore, intentionally promoting the development of low-carbon technology, which seems to be significant considerations in the country’s strategy toward achieving decarbonization, strengthens technological innovations for cleaner energy.
Third, the outcome indicates that financial globalization is sustainable in Brazil, the policymaker should take advantage of the opportunity by developing policies that encourage the openness of the economy to foreign investors. The inflows of foreign capital continue to increase will help to drive growth in the country’s domestic financial markets. Strong and established financial markets are increasingly prone to offer finances for the investment and development of green technologies. Brazil also should create policies to ensure that its economic expansion is uninterrupted since a high degree of development will help improve its load capacity factor.
Last, this finding presents new investigation possibilities. For future investigation, the impact of energy consumption, urbanization, and financial globalization on the load capacity factor may be examined using various methodologies. Furthermore, future studies could be conducted for specific nations or groups of nations.
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“Porter Hypothesis” believes that moderate environmental regulation can promote the growth of green technology innovation. Voluntary environmental agreements are a typical type of environmental regulation and theoretically promote green technology innovation. In 1964, Japan was the first country in the world to implement a voluntary environmental agreement, with good results. Subsequently, European Union countries began to implement the “fifth Environmental Action Plan” on 1 January 1993, which effectively combined voluntary environmental agreements with corporate self-regulation. The prior empirical work assists the idea that environmental regulation has diverse impacts on the environment. However, China’s voluntary environmental agreements have a short implementation time and lack of experience and need to be further explored in terms of policy proposal and technology implementation. The existing literature is based on a sample of units at the provincial level or national level are studied, utilizing multiple regression analysis methods, this study in China prefecture-level administrative units as investigation object, and choose the government environmental protection education, the government agreement propaganda, enterprise ecological ethics, information disclosure, market efficiency, and information technology support six elements as the key independent variables. This paper empirically examines the promotion effect of the voluntary environmental agreement on green technology innovation, finds the shortcomings of China’s voluntary environmental agreement regulation, and puts forward specific improvement strategies to promote the growth of green technology innovation more effectively. It is found that government environmental protection education, enterprise ecological ethics construction, market effectiveness, and information technology support have obvious promoting effects on green product innovation, green process innovation, and end management innovation. Government agreement publicity has no promotion function for green product innovation, green process innovation, and terminal governance innovation. The disclosure of protocol information has a promotion effect on green product innovation, but it lacks the promotion function on green process innovation, and end management innovation. The research believes that the deepening of the implementation of voluntary environmental agreements in China should give full play to the leading role of the government, implement progressive policies, deepen the internal coordination of environmental regulations, give play to the supervision role of the public and the media, learn from the experience of western countries, and promote green credit. The finding of the study opens up new insight for appropriate policymaking.
Keywords: porter hypothesis, voluntary environmental agreement, green technology innovation, environmental regulation, market effectiveness
1 INTRODUCTION
With the rapid development of the world industrial economy, the deepening of economic globalization, population explosion, and the vulgar production way of life leads to the global environment increasingly serious, the global ecological destruction and environmental pollution, energy consumption, and shortage of resources such as the world’s climate problems emerge in endlessly, climate change becomes a new focus in the world, and actively respond to the environmental problem has become a global consensus. In 1972, Stockholm adopted the first global declaration on environmental protection in human history, namely the United Nations Declaration on the Human Environment. In 1983, the United Nations World Commission on Environment and Development was established, and 183 countries reached a consensus on the direction of “sustainable development” with “common well-being of mankind” as the development goal. In 1997, countries around the world signed the Kyoto Protocol to jointly tackle climate warming. In 2009, they issued the Copenhagen Agreement to solve the problem of CO2 emissions. In 2015, the Paris Climate Agreement was adopted at the Paris Climate Change Conference, and in 2016, the Paris Climate Agreement was signed in New York. The agreement is also a new starting point of the international cooperation on climate change, the United Nations framework convention on climate change (UNFCCC) 2018, the 24th conference of the Parties (COP24) held in Katowice, Poland, governments, and relevant organizations and experts in the field of climate change together complete the detailed rules for the implementation and funding of the Paris agreement negotiations. We will promote the full implementation of the Paris Agreement, which provides a strategic and forward-looking perspective for the development of green economy, and is conducive to domestic policymaking. This is of groundbreaking significance. Thus, climate change has become the most serious challenge to the stable growth of the global economy. Therefore, under the macro background of the global economic model changing from traditional to green and sustainable, realizing the common sustainable development of natural resources, ecological environment, and human society is an important problem to be solved urgently.
Environmental regulation is one of the driving forces of green technology innovation, which has received extensive attention in many countries around the world. In 1991, Michael Porter, a professor of economics at Harvard University, pointed out that strict environmental regulations could promote technological innovation of enterprises, improve the efficiency of green technological innovation, make up for environmental costs, and finally have a positive impact on enterprise performance (Zhang and Yao, 2018). Porter’s thought is called the “Porter Hypothesis”, which provides a new way of thinking and opens up a new thinking direction for solving the contradiction between ecological environment and economic development. With the increasingly prominent contradiction between ecological environment and economic development, environmental regulation has gradually become an important tool of government policy supply (Chen, 2018). Therefore, the relationship between environmental regulation and regional competitiveness of enterprise development and industrial growth has been paid attention to by the economic society.
There are three hypotheses about the relationship between environmental regulation and technological innovation, which are “the traditional hypothesis”, “Porter’s hypothesis”, and “the uncertainty hypothesis” (Wei and Zhang, 2020). The traditional hypothesis holds that environmental regulation increases the cost of enterprises; produces a crowding-out effect on R&D investment, restrains the technological innovation of enterprises, and reduces the market competitiveness of enterprises. According to Porter’s Hypothesis, reasonable environmental regulation can stimulate the motivation of technological innovation, give play to the compensation advantage of technological innovation for environmental costs, and improve the environmental performance and market competitiveness of enterprises. The uncertainty hypothesis holds that the relationship between environmental regulation and technological innovation is affected by many external factors and does not have a clear linear relationship.
Environmental regulation generally includes mandatory environmental regulation, incentive environmental regulation, and voluntary environmental regulation. Among them, voluntary environmental regulation mainly refers to voluntary environmental agreements. It started late in environmental regulation but has the most lasting driving effect on green technology innovation (Ouyang and Li, 2020). A voluntary environmental agreement is a typical environmental regulation, which is the result of a repeated game between government and enterprises in environmental regulation and reflects the voluntariness of enterprises in environmental protection, energy conservation, and emission reduction. A voluntary environmental agreement proposed by government departments or industrial organizations is a pragmatic response to the contradictions and conflicts between the environment and the economy. To be specific, voluntary environmental agreements are agreements reached with government departments or authorized agencies in terms of energy conservation, emission reduction, energy use efficiency, and environmental protection voluntarily and according to their interests. Voluntary environmental agreements are based on the company’s willingness, and there are no penalties if the company does not participate in the agreement or does not comply with the requirements of the agreement. However, if the enterprise participates in or fulfills the voluntary agreement, the government will provide incentive support or incentives, including technical services, information services, tax breaks, environmental permits, and so on. As a kind of agreement between government and enterprises, the voluntary environmental agreement aims to activate, modify and promote the voluntary behavior of enterprises to obtain satisfactory environmental effects (Sheng, 2008).
In 1964, Japan was the first country in the world to implement a voluntary environmental agreement, which achieved good results. Subsequently, EU countries began to implement, especially the fifth environmental action plan implemented on 1 January 1993, which effectively combined voluntary environmental agreements with enterprise self-regulation. Among the EU countries, the voluntary environmental agreements in the Netherlands were launched earlier, covered a wide range, and had the most effective implementation effect. By 2000, the Dutch government had signed voluntary environmental agreements with almost all energy-consuming sectors, including petroleum, steel, chemicals, paper, and cement, etc. (Huang and Ge, 2014)
Although China’s environmental problems have emerged at the end of the last century, voluntary environmental regulation or voluntary environmental agreements started late. In April 2003, the Shandong provincial government signed a voluntary environmental agreement with Jinan Iron, and Steel Group. Jinan Iron and Steel Group has promised to save one million tons of standard coal within 3 years. This is the first voluntary environmental agreement in China, marking the beginning of voluntary environmental regulation in China (Ju and Zhou, 2020).
The promoting effect of environmental regulation on green technology innovation has attracted much attention. Yin and Zhang (2019) pointed out that environmental regulation has a promoting effect on green technology innovation, and this effect has begun to appear in China (Yin and Zhang, 2019). Jiang (2019) believes that in the current environment of ecological economic development, environmental regulation is an important power source driven by green technology innovation (Jiang, 2019). Chen and Zhong (2019) pointed out that China should attach importance to the promoting role of environmental regulation in green technology innovation, create favorable conditions for the implementation of environmental regulation, and make environmental regulation play a greater compensation effect on enterprises’ green technology innovation (Chen and Zhong, 2019).
As a typical environmental regulation, voluntary environmental agreements also have an incentive effect on green technology innovation. However, the understanding and research on this incentive effect are not thorough at present. According to Qin and Sun (2020), voluntary environmental agreements, as a special environmental regulation, can promote green technology innovation under certain conditions, and there is an obvious positive relationship between voluntary environmental agreements and enterprises’ green technology innovation according to the data of China (Qin and Sun, 2020).
This study aims to thoroughly analyze the environmental regulation from the perspective of the green technology innovation process for manufacturing enterprise green technology innovation power, the influence of the behavior, efficiency, and the diffusion mechanism. Thus, for our country’s manufacturing industry in the environment and resources under the double constraints to explore green sustainable development model to provide targeted countermeasures and operationality of economy and environment, It provides decision-making support and effective reference for relevant national departments to formulate relevant policies and contributes to the further improvement of the theoretical relationship between environmental regulation and green technology innovation.
Voluntary environmental agreements can make up for the deficiencies of mandatory and incentive environmental regulations, and generate more lasting incentives for green technology innovation. However, the existence and extent of such effects are still unclear in China. Voluntary environmental agreements can be implemented at many levels, such as national provinces (municipalities directly under the Central Government), prefectures, counties, regions, and towns, etc. Among them, the prefecture-level voluntary environmental agreements are at a pivotal position connecting the preceding with the following. If the voluntary environmental agreements at the prefecture-level are effectively implemented, many problems encountered in the implementation of the voluntary environmental agreements in China will be solved, and the promotion of green technology innovation will rise to a higher level. Therefore, under the Porter Hypothesis, the study on the mechanism and effect of voluntary environmental agreements at the municipal level on green technology innovation in China is of real value and significance. This paper studies the influence of environmental regulation on green technology innovation motivation of manufacturing enterprises by taking prefecture-level administrative units as samples. Using the panel data model, this paper empirically analyzes the impact of environmental regulation on the green technology innovation motivation of manufacturing enterprises. This paper analyzes the green technology innovation motivation of Chinese manufacturing enterprises from two aspects of government and enterprise and expounds on the influence of environmental regulation on green technology innovation motivation, internal motivation, and external incentive mechanism.
2 LITERATURE REVIEW
2.1 Related Research on Green Technology Innovation
2.1.1 Related Research on the Connotation of Green Technology Innovation
Green technology appeared in the 1960s, the western developed countries government to cope with the high incidence of a major environmental pollution incident, adopt combination strategy, on the one hand, introduced relevant pollution control standards for all kinds of the environmental problem and environmental management system, and promote the building of green research and development institutions, on the other hand, provide technical support to effectively deal with the environmental pollution problem. Braun and Wield (1994) were the first to comprehensively interpret “green technology”, believing that it includes all technologies, processes, or products that can achieve energy conservation and emission reduction (Braun and Wield, 1994). Based on the interpretation of green technology, the concept of green technology innovation has also received widespread attention from scholars, who mainly interpret it from two aspects. Firstly, based on the whole process of production, the connotation of green technology innovation is summarized by describing the process from the perspective of system science. Kawai (2005) analyzed the SONY’s dynamic acoustics product green design practice in green design innovation can be divided into the process of product promotion, product update design, four dynamic product function innovation, and system innovation, namely product green ecological innovation from the individual to the whole, simple unidirectional complex, and asymptotic behavior from the process of innovation to a fundamental shift (Kawai, 2005). OECD (2009) proposed that green technology innovation refers to the creative behavior of developing or improving new products, processes, and marketing methods without the purpose of improving the environment (OECD, 2009). Cheng and Shiu (2012) defined ecological innovation performance from three dimensions of ecological organization, ecological process innovation, and ecological product innovation (Cheng and Shiu, 2012). Second, based on the characteristics of innovation, by summarizing its main characteristics to define it. James (1997) defined green technology innovation as a new product or process that simultaneously reduces enterprise environmental pollution, improves enterprise profits, and increases enterprise vitality from a microscopic perspective (James, 1997). Ramus and Steger (2000) believe that green technology innovation refers to the reduction of the environmental burden by internal personnel of enterprises through technological improvement, which ultimately increases enterprise performance (Ramus and Steger, 2000). Hurley et al. (2011) also defined environmental innovation, namely, product innovation behavior, process innovation behavior, marketing innovation behavior, and organizational innovation behavior to achieve environmental protection goals (Hurley et al., 2011).
2.1.2 Relevant Research on the Influencing Factors of Green Technology Innovation
Wagner (2007) believes that stakeholders’ environmental awareness has a great impact on enterprises’ green patent output (Wagner, 2007). Schaefer (2007) found that institutional pressure is the main driving force of proactive green behavior of enterprises (Schaefer, 2007). Horbach (2008) pointed out that government supervision can significantly promote enterprise pollution control, energy saving, emission reduction, and noise reduction and improve product recycling efficiency (Horbach, 2008). The research results of Eiadat et al. (2008) show that market tools can promote enterprises’ green innovation and help enterprises to establish an incentive mechanism of circular economy (Eiadat et al., 2008). Lee (2008) believes that the most important driving factors for enterprises to adopt green practices are buyer influence, government participation, and maturity of the green supply chain (Lee, 2008). Demirel and Kesidou (2011) believe that environmental regulation and enterprise cost-saving strategy motivation are the direct driving factors for enterprises to implement green innovation (Demirel and Kesidou, 2012). Kemp and Pontoglio (2011) concluded through a case study that market-based environmental regulation tools have a positive impact on green innovation, but not significantly (Kemp and Pontoglio, 2011). Chang (2011), through an empirical study on Taiwan’s manufacturing industry, concluded that enterprise environmental ethics plays a positive role in promoting enterprise green product innovation and is conducive to obtaining long-term competitive advantages (Chang, 2011). The research results of Dubey et al. (2015) show that pressure from stakeholders such as the government, customers, and suppliers has a significant role in promoting enterprise demand (Dubey et al., 2015). Roper and Tapinos (2016) believe that green innovation is positively correlated with BOTH PEU and market innovation risk, and the main determinants of innovation risk are external factors and market factors (Roper and Tapinos, 2016).
2.1.3 Research on the Evolution of Green Technology Innovation
On the one hand, scholars have studied green innovation from the evolutionary process and characteristics of enterprises. Cooke, (2010) studied the regional innovation system and found that it is derived from the process of thought germination and evolution of industrial innovation clusters. By integrating the “university-industry-government” three-helix innovation interaction, the innovation benefits brought by the regional knowledge spillover effect are increasing (Cooke, 2010). Crespi et al. (2015) pointed out that in the evolution of ecological innovation and related environmental policies, the dividing line between environment, and technology policies became increasingly blurred (Crespi et al., 2015). On the other hand, scholars have analyzed the evolutionary path of green technology innovation based on evolutionary game theory. Reinganum (1981) creatively applied game theory to the study of technological innovation diffusion at the micro-level (Reinganum, 1981). Cantono and Silverberg (2008) considered the heterogeneity of consumer preferences and found through Agent simulation that limited subsidy policies could promote the diffusion of green technology (Cantono and Silverberg, 2008). Krass et al. (2013) constructed the Stackelberg model of the impact of a carbon tax on enterprise innovation and carbon emission reduction technology and found that under an appropriate carbon tax rate, enterprises are willing to adopt low-carbon technologies to reduce carbon emissions (Krass et al., 2013). Gil-Moltó and Varvarigos, (2013) established the Cournot duopoly competition model in which enterprise technological innovation emission reduction affects carbon tax, and the simulation results show that the impact of technological innovation on carbon tax rate turns from positive to negative (Gil-Moltó and Varvarigos, 2013). Cohen et al. (2016) analyzed the impact of government green technology subsidies on manufacturing and consumer decisions based on the two-stage Stackelberg game (Cohen et al., 2014).
2.2 Research on the Impact of Environmental Regulation on Green Technology Innovation
2.2.1 Research on the Impact Effect of Environmental Regulation on Green Technology Innovation
Porter and Linde (1995), famous American economists, put forward the “Porter hypothesis”. Based on the dynamic perspective, they believed that environmental regulation would stimulate enterprises’ technological innovation while causing enterprises’ production costs to rise (Porter and Linde, 1995). Ambec and Barla (2002) constructed a two-agent game model between enterprises and managers and concluded that environmental regulation can increase enterprises’ R&D output and expected profits at the same time (Ambec and Barla, 2002). Domazlicky and Weber (2004) argued that the proper implementation of command-and-control policies would improve rather than reduce enterprise productivity (Domazlicky and Weber, 2004). Cole et al. (2010) proposed that compared with countries with lax regulatory policies, countries with strict regulatory laws have a higher probability of innovation, and environmental regulations have a positive impact on technological innovation (Cole et al., 2010). The second argument is that environmental regulation hampers green technology innovation. Arduini and Cesaroni (2002) studied European chemical industry enterprises but found that excessive environmental regulations would hinder enterprises from carrying out green technology innovation (Arduini and Cesaroni, 2002). Chintrakarn (2008) believes that environmental regulation forces enterprises to invest in ecological protection projects and loses investment in other highly profitable projects, which is not conducive to the long-term development of enterprises (Chintrakarn, 2008). Taking the United Kingdom as an example, Nath et al. (2010) concluded that environmental regulation harms technological innovation in the short term in an empirical study (Nath et al., 2010). Testa et al. (2011) believe that environmental regulations seriously hinder enterprises from implementing technological innovation because they increase the cost burden of enterprises (Testa et al., 2011). The third view is that there is not a single linear relationship between environmental regulation and green technology innovation. Lin and Yang (2011) used co-integration and Granger test to empirically find that environmental regulation has a long-term positive impact on technological innovation in three different regions of China, but the Granger causality between the two regions is different (Lin and Yang, 2011). According to Perino and Requate (2012), the relationship between policy rigor and technology adoption rate is inverted U-shaped (Perino and Requate, 2012). Taking China as an example, Wang and Shen (2016) empirically concluded that the relationship between environmental regulation intensity and environmental efficiency is u-shaped and there are three thresholds (Wang and Shen, 2016).
2.2.2 Research on the Heterogeneous Impact of Different Types of Environmental Regulation Policy Tools on Green Technology Innovation
Back in the 1970s, the research on the economic impact of different environmental regulation tools has been widely concerned by scholars. The universality of the conclusion according to the current study, comparing the incentive effect of green technology innovation, and market-oriented environmental regulation is given priority to incentives than take mandatory type command control environmental regulation. That is to say, if the government, using market type incentives for environmental regulation is more, it can stimulate the enterprise to develop green technology innovation activities. From the perspective of foreign research status, Weitzman (1974) obtained through theoretical verification that compared with administrative order alone, when the expected yield curve reaches a flat state, sewage tax can indeed better stimulate technological innovation behavior, and lay a foundation for subsequent research (Weitzman, 1974). Milliman and Prince (1989) found that auctioned emission permits and tax means were more attractive to technological innovation when compared with emission standards, government subsidies, and quotas (Milliman and Prince, 1989). Montero (2002) pointed out that both emission standards and taxes play a role in promoting green innovation in oligopolistic markets (Montero, 2002). Kemp and Pontogilo (2011) emphasized that the choice of regulatory tools has a large heterogeneity effect on environmental technology innovation. Storrøsten (2014) found that quantitative environmental regulation has the best incentive effect in the face of the impact of endogenous technological change (Storrøsten, 2014).
To sum up, scholars at home and abroad have made some achievements in the research on environmental regulation and green technology innovation of manufacturing enterprises. However, in general, the existing literature of the two is mainly based on the macro-regional and industrial level, and a few scholars research from the micro prefecture-level perspective. In addition, the existing research has not established a standardized framework for discussing the relationship between environmental regulation and green technology innovation. The research on the relationship between environmental regulation and green technology innovation is still in its infancy and needs to be further explored. The existing research content and methods are also inadequate.
3 RESEARCH MODEL DESIGN
3.1 Selection of Core Independent Variables
The implementation of voluntary environmental agreement regulation is affected by many factors, which further affect the efficiency of green technology innovation in prefectural and municipal areas.
First of all, environmental education is a hotbed for voluntary environmental agreements. Although environmental protection has attracted the attention of the whole society in China, most enterprises and citizens are still indifferent to environmental protection because of the existence of the Giddens Paradox. They regard environmental protection as the business of others and stay out of it by standing on the sidelines (Walter and Chang, 2020). “The Giddens Paradox” is universal all over the world. To eliminate the negative effects of the paradox, the government should continue to publicize ecological and environmental protection, to make ecological issues deeply rooted in people’s minds, rather than floating on the surface of society. According to the experience of western countries, the implementation of voluntary environmental agreements can only be successful if it is combined with the continuous and efficient publicity of public opinion, rather than the implementation of agreement regulations in isolation (Song and Wang, 2020).
Secondly, agreement publicity is the tension of voluntary environmental agreements. Voluntary environmental agreements have played an important role in environmental protection in western countries. However, many enterprises or organizations in China have not realized the value and role of voluntary environmental agreements, and have not fully understood the content and function of voluntary environmental agreements. Therefore, there is a certain psychological distance with voluntary environmental agreements (Bachmann, 2020). In this case, the government needs to increase the voluntary environmental agreement of publicity, expanding voluntary environmental agreements in the region in the enterprise, deepen the cognition of the enterprise, and create a broad space for the implementation of the voluntary environmental agreement. Voluntary agreement of propaganda cannot stay in the conventional oral lecture and should adopt flexible and varied forms.
Thirdly, enterprise ecological ethics is the soil of voluntary environmental agreements. The implementation and promotion of voluntary environmental agreements need a strong ecological atmosphere, which puts forward higher requirements for the edification of enterprise ecological ethics. Only when the concept and consciousness of enterprise ecological ethics reach a certain height, can it have a solid ecological culture, then cultivate the ecological development strategy, and finally derive the specific plan, strategy, and goal of ecological development (Wang, 2017). Under the nourishment of such an ecological environment, voluntary environmental agreements can arise spontaneously. In the desert without ecological ethics, voluntary environmental agreements will be unable to stand, even if forced to grow up, and they will dry up and die.
Fourth, information disclosure is the soul of the implementation of voluntary environmental agreements. The implementation of voluntary environmental agreements is inevitably accompanied by the optimization of the environmental management system and the improvement of environmental laws and regulations. One of the core contents is to ensure that the voluntary environmental agreements are in a state of high information disclosure so that the voluntary environmental agreements can gradually become better (Peng et al., 2020). Information disclosure includes many contents, which require not only the disclosure of the content of the agreement, but also the transparency of the negotiation process, and the establishment of an effective information disclosure system. Equality should be emphasized in the disclosure of information. Enterprises of different properties and sizes should be treated equally, and government agencies should not be protected.
Fifth, market efficiency is a platform for the implementation of voluntary environmental agreements. The implementation of voluntary environmental agreements needs to rely on certain market conditions, and the market mechanism needs to reach a certain height to eliminate enterprises or products with poor environmental protection capability. The creation of a market environment also includes punitive measures as an alternative incentive for the implementation of voluntary environmental agreements (Cao, 2019). This requires not only a complete market competition mechanism but also strict legal standards. China is a vast country with large economic and cultural differences, and there are great differences in the market effectiveness of different regions, and there will be different efforts to promote the regulation of voluntary environmental agreements. Compared with the western free market, China’s socialist market has unique institutional advantages, which can effectively reduce the efficiency loss caused by market failure.
Finally, information technology support is the backing of the implementation of voluntary environmental agreements. Information technology support is the central content of voluntary environmental agreements and plays an important role in the implementation of voluntary environmental agreements in many countries. The US Green Light Program provides participating companies with energy-saving technologies and environmental protection information, which saves the cost of collecting and processing by companies themselves and helps companies gain technological, and cost advantages (Chen et al., 2018). At the same time, in the voluntary environmental agreement, the information technology support can reduce the enterprise’s research and development cost, improve the enterprise’s marginal profit, so that the enterprise can maintain the market competitive advantage.
Therefore, in the model design, six elements of government environmental education, government agreement publicity, enterprise ecological ethics agreement information open market effectiveness information technology support are selected as the core independent variables.
3.2 Selection of Control Variables
First of all, the implementation time of voluntary environmental agreements has an impact on the implementation quality. Generally speaking, the longer the implementation time of voluntary environmental agreements in a region, the richer the implementation experience, and the better the implementation effect (Li, 2017). Secondly, the proportion of enterprises participating in voluntary environmental agreements has an impact on the quality of implementation. Generally speaking, in a region, the greater the number or proportion of enterprises participating in voluntary environmental agreements, the more conducive to the promotion and implementation of voluntary environmental agreements, and the better the implementation effect (Zhang and Wu, 2017). Thirdly, the frequency of key leadership change has an impact on the implementation quality of voluntary environmental agreements. In most regions of China, if the leadership change is more frequent, it will not take advantage of the stable development of economic activities, the continuous progress of environmental protection, and or the deepening of voluntary environmental agreements (Wang and Liu, 2019). Finally, the support of financial institutions has an impact on the implementation quality of voluntary environmental agreements. In some cases, the implementation of voluntary agreements requires credit support from financial institutions. The stronger the environmental and social responsibility of financial institutions, the greater the support for various environmental regulations, the better the implementation effect of voluntary environmental agreements will be (Li, 2019).
Therefore, in the model design, the implementation time of the agreement, the proportion of enterprise participation, the frequency of leadership change, and the support of financial institutions are selected as the control variables.
3.3 Selection of Dependent Variables
Green technology is a modern technology that comprehensively considers the impact of economic development and the environment on product design, resource utilization, and emission treatment. It covers the whole life cycle from product design, production, quality inspection, packaging, transportation, and consumption to scrap, aiming at maximizing resource utilization or minimizing environmental hazards (Wang et al., 2019).
In this study, green technology innovation is divided into three elements: green product innovation, green technology innovation, and terminal treatment. Of course, these innovations are for enterprises in the municipal districts of the whole innovation level, among them, the consumption and application of green product innovation are ordering products more conducive to innovation and implementation of environmental protection, green technology innovation is ordering the product manufacturing process more can meet the demand of clean production innovation, at the end of process innovation is letting harmful emissions Innovations that are more in line with emission standards (Zhang and Sun, 2020).
Therefore, in the model design, three factors of green product innovation, green process innovation, and end treatment innovation were selected as dependent variables to construct three research models.
3.4 Establishment of the Research Model
According to the Porter hypothesis, the voluntary environmental agreements should promote green technological innovation among companies at the prefectural-Level.
Green product innovation, green process innovation, and end treatment innovation were taken as the dependent variable to design the research model, as shown in Table 1.
[image: image]
[image: image]
[image: image]
TABLE 1 | Variable characteristics.
[image: Table 1]4 RESEARCH MODEL TEST
4.1 Data Collection
This study adopts a 7-point scale to collect data. The sample units are prefecture-level cities in China, and the respondents are prefecture-level environmental protection bureaus. The period of investigation is from 2017 to 2019, and the change of influencing factors on the implementation status of voluntary environmental agreements in this city and the dynamic change status of green technology innovation. Generally speaking, the professional staff of environmental protection agencies have a profound and comprehensive understanding of this aspect of the problem and can give a more scientific and reasonable judgment. This data survey started from 1 January 2020 to 13 March 2020, with a total of 100 valid samples obtained. Sample characteristics are shown in Table 2.
TABLE 2 | Sample characteristics.
[image: Table 2]4.2 Empirical Test of the Model
Before the formal empirical study, descriptive statistics of valid data were firstly carried out. The descriptive statistics results of measurement items of each variable are shown in Table 3, including mean value and standard deviation. According to the descriptive statistical results, the average values of the statistical data of the research variables are between 2.21 and 3.65, and the standard deviations are between 0.09 and 0.31, which reflects that the data obtained through the questionnaire has good discreteness and differentiation, which is suitable for follow-up research.
TABLE 3 | Descriptive statistics of measuring variables.
[image: Table 3]Based on the data of 100 samples and with the help of SPSS18.0 software, the correlation coefficient matrix method was adopted in this study to conduct a multicollinearity test on the research model, and the test results are shown in Table 3. According to Table 2, the correlation coefficient between variables is generally low, so there is no multicollinearity problem in the model design.
Based on the multicollinearity test and based on 100 sample data, Eview8.0 software was used to test the research model with green product innovation, green process innovation, and end-of-pipe control innovation as the dependent variable, and the test results were shown in Table 4.
TABLE 4 | Correlation coefficient matrix.
[image: Table 4]4.3 Robustness Test
In order to make the research conclusions more reliable, the model was re-estimated using panel data of different years (2016–2019) (data source: Wind Economic Database https://www.wind.com.cn/) to verify the estimated results. Compared with Table 4, it can be seen that in the second model estimation result, the coefficient of each parameter changes, but the symbol, and significance of corresponding parameters do not change significantly. The estimated coefficient of each model is above 0.5, and the equation fitting effect is good, so it can be judged that the regression model is robust. Table 5, 6 lists the regression results of a second test using the new data.
TABLE 5 | Empirical test of model.
[image: Table 5]TABLE 6 | Robustness test.
[image: Table 6]4.4 Analysis of Inspection Results
According to the test results of the core independent variables, it can be seen that: 1) Government environmental education has a significant promoting effect on the end governance innovation of green product innovation and green process innovation, This has something in common with Wagner’s (2007) research that stakeholders’ environmental awareness has a great impact on enterprises’ green patent output. 2) The publicity of government agreements lacks the promotion function for green product innovation, green process innovation, and terminal governance innovation, it is the part that has been seldom studied in previous literature. We believe that the current publicity of government agreements has the situation of lack of rules and insufficient implementation, which is difficult to promote green innovation. 3) The construction of enterprise ecological ethics has a promoting effect on the innovation of green products and green technology. This is consistent with the conclusion reached by Chang (2011) through empirical research on Taiwan’s manufacturing industry. 4) Protocol information disclosure has a promoting effect on green product innovation, but it lacks a promoting function on green process innovation and end-of-pipe control innovation, this indicates that manufacturers can respond to market changes more fully if they speed up the acquisition of green market, and green technology information. 5) Market efficiency has a positive effect on green product innovation, green process innovation, and end treatment innovation. This is consistent with the research results of Eiadat et al. (2008), Demirel and Kesidou (2012), who believe that market tools can promote enterprises’ green innovation and help enterprises to establish incentive mechanisms of a circular economy. 6) Information technology support has a promoting effect on green product innovation, green process innovation, and end-of-pipe control innovation.
According to the test results of the control variables, it can be seen that: 1) The longer the time that the city implements the voluntary environmental agreement, the more significant the effect of green product innovation and green process innovation and end-of-pipe control innovation will be; 2) The higher the proportion of enterprises participating in the voluntary environmental agreements in local and municipal districts, the more significant the effect of green product innovation and green process innovation, and end-of-pipe control innovation will be; 3) The more frequent the change of prefectural and municipal leaders is, the more unfavorable the innovation of green products and green technology and end-of-pipe control innovation will be; 4) The greater the support of financial institutions in local and municipal districts, the more significant the effect of green product innovation and green process innovation, and end-of-pipe control innovation will be.
5 CONCLUSION AND RECOMMENDATIONS
At the level of cities and prefectures in China, voluntary environmental agreement regulation has initially shown the characteristics of the Porter hypothesis and has produced a certain promotion effect on green technology innovation. However, this promotion effect still has some limitations, which need to be further explored. According to the test results of the research model, combined with the investigation understanding of the implementation of voluntary environmental agreements in China, we can put forward some strategies for the deepening of voluntary environmental agreements in cities, and to promote the growth of green technology innovation more effectively.
First, give full play to the leading role of the government. The economic model implemented in China is a socialist market economy, and the government plays a leading role in economic development. Such ideas and methods are also applicable to the implementation of voluntary environmental agreements. The government should guide enterprises to recognize the value of voluntary environmental agreements, take into account the bearing capacity of enterprises, formulate the norms of voluntary environmental agreements, and guide the implementation methods and directions of enterprises. Since many enterprises in China are still unfamiliar with voluntary environmental agreements, the government should play a leading role in the whole process, and assume more responsibilities for organization promotion and implementation. When China’s voluntary environmental agreements enter a mature state, industry associations, non-governmental organizations, and enterprises will undertake the main implementation tasks.
Second, implement a gradual promotion policy. In view of the fact that the current environmental regulation in our country is in its initial stage, on the whole, the command-type environmental regulation and the incentive-type environmental regulation are in the exploratory stage, therefore, the voluntary environmental regulation should carry out the promotion strategy step by step, and rather than rushing forward. Generally speaking, it can take the lead in large enterprises or state-owned enterprises, sum up experience and summarizing skills, and gradually transition to private enterprises, foreign-funded enterprises, and small, and medium-sized enterprises. In the implementation of voluntary environmental regulation, western countries also adopt such a strategy of gradual progress. Some local governments in China, in pursuit of political achievements, blindly start to implement environmental regulations. In the end, they did not achieve the expected results but discouraged the enthusiasm of enterprises to participate.
Thirdly, voluntary environmental agreements need to be complemented by other environmental regulations. Although voluntary environmental agreements play an important role in environmental protection, any one country or region of the voluntary environmental agreement cannot be isolated, nor for the voluntary environmental agreement send to full of hope, need to match the mandatory environmental agreement and incentive environment and implement, complement each other, common to complete the task of environmental protection. In an ecological economy, enterprises have the characteristics of “rational economic man”, there is a certain tendency of opportunistic behavior, there is a certain limit of voluntary nature, and it needs to rely on mandatory and incentive to play a more effective role can be regarded as a voluntary environmental agreement as a key element of environmental regulation, but not all.
Fourth, the public and the media should play a supervisory role. The implementation of voluntary environmental agreements involves many subjects, including not only the government and enterprises but also social organizations, trade associations, media, and the public. In particular, the supervision role of the public and media should be played to reduce the regulation cost of voluntary environmental agreements and improve the implementation efficiency. Many of China’s major environmental accidents were investigated only after the public and the media exposed them. In the absence of supervision from the public and the media, enterprises are likely to breed opportunistic behaviors in the implementation of voluntary environmental regulations, which weakens the effectiveness of regulations. With the enhancement of the public awareness of environmental protection in our country, the role of supervision is gradually rising, and the potential of supervision is being tapped.
Fifth, learn from the western countries’ voluntary environmental agreement regulation experience. China’s voluntary environmental agreements not only started late but also lack regulatory experience, while Europe, Japan, and the United States have made outstanding achievements in this field, which is worth learning, and reference. Voluntary environmental agreements need to be based on efficient market regulation mechanisms, a powerful tool that the United States, Europe, and Japan are better at using. Voluntary environmental agreements in many areas of China are still mandatory, similar to mandatory environmental regulations, which are not true to the name and lose the essential characteristics of voluntary. Of course, the experience of Western countries should be used for reference with conditions, limits, and targets, instead of blindly and rigidly imitating them comprehensively.
Sixth, promote the development of green credit. In many countries, green credit is a concrete form of voluntary environmental agreement, but it has not been widely implemented in China. Green credit also accords with the long-term development goals of financial institutions and is a concrete manifestation of the environmental and social responsibility of financial institutions. Under the premise of the increasing demand for environmental protection in China and the increasing ecological risk, green credit can also bring business opportunities to financial institutions, which is the result of the change of the commercial credit era. If financial institutions do not actively fulfill their social responsibility for environmental protection, their brand image, and social reputation will be damaged and the loss outweighs the gain.
Finally, the legal authorization of voluntary environmental agreements is concerned. As a system innovation of environmental regulation, voluntary environmental agreements should meet the requirements of laws and regulations and have legal authorization. When voluntary environmental agreements carry out institutional innovation within the framework of existing laws and regulations, there will be no disputes. However, when voluntary environmental agreements go beyond the framework of laws and regulations or fail to obtain authorization from the legislative unit, disputes will arise. Therefore, when signing a voluntary environmental agreement, the specific content must be carefully reviewed to ensure not only its rationality but also its legality.
Prior to this paper, there was no quantitative study on the relationship between environmental regulation and green technology innovation from the perspective of the green technology innovation process. Although the viewpoints proposed in this paper are supported by relevant theories and data, they still need to be strengthened due to the limitations of personal time, and level: 1) In practice, the subjects of green technology innovation diffusion in manufacturing enterprises include not only innovation suppliers and potential demand enterprises, but also intermediary institutions. Due to limited personal ability and research time, follow-up research should be focused on; 2) When evaluating the driving force of green technology innovation, it is difficult to obtain or measure the statistical data limited by some indicators, so it is measured in a way of approximate substitution. Continuous attention should be paid to the latest measurement developments of relevant data and timely verification of relevant issues and conclusions. In addition, the analysis and discussion of environmental regulation and the driving force, behavior, efficiency, and diffusion of green technology innovation in this study are still in the preliminary exploratory stage and will be further studied in the future.
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Carbon dioxide (CO2) emissions have been the key source of extreme environmental degradation and have an adverse impact on climate and human activities. Although a large number of studies have explored the determinants of CO2 emissions, the role of institutional quality has not been fully studied. Our study contributes to the existing literature by examining the influence of financial development, institutional quality, foreign direct investment, trade openness, urbanization, and renewable energy consumption on CO2 emissions over the period 1996–2020 by utilizing the dynamic autoregressive distributed lag simulations. The empirical findings of the study indicate that the indicators of governance, trade, financial development, and renewable energy consumption adversely affect CO2 emissions, while urbanization and foreign direct investment contribute to environmental degradation. The empirical results of this study indicate that in order to mitigate environmental degradation and to achieve environmental sustainability, the government should establish consistency between environmental and economic policies. Moreover, in order to achieve low carbon emissions and sustainable development, countries need viable financial institutions that focus on green growth by promoting clean production process strategies to ensure the reduction of CO2 emissions.
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1 INTRODUCTION
Global warming is a serious and challenging environmental issue of the contemporary period. Scientists unanimously believe that carbon emissions from the burning of fossil fuels and greenhouse gas emissions are warming the atmosphere around the globe (Intergovernmental Panel on Climate Change (IPCC), 2007). In the past few decades, greenhouse gas emissions, mainly, carbon dioxide emissions, have led to global warming, which leads to changes in global climate (Seetanah et al., 2018; Farooq et al., 2019; Ghazouani et al., 2020; Shahzad et al., 2020; Fatima et al., 2021a; Rafique et al., 2021; Shahzad et al., 2021c). Environmental degradation has become one of the world’s major issues that may adversely affect the health of human beings (Zhang et al., 2018; Mardani et al., 2019; Adedoyin et al., 2020; Shahzad et al., 2021b; Murshed et al., 2021) and sustainable economic performance of countries (Amin et al., 2020b; Ding et al., 2020; Amin and Dogan, 2021; Yousaf et al., 2021; Sharma et al., 2021); this is the reason the issue of environmental degradation has attracted enormous attention from researchers and policymakers in the recent era (Destek and Sarkodie, 2019). It is widely recognized that environmental degradation arises from greenhouse gas (GHG) emissions (Amin et al., 2020a), which contribute to global warming (Atasoy, 2017).
China has experienced rapid economic development in recent decades, and this rapid development has contributed to environmental degradation in the country (Jalil and Feridun, 2011). According to the Carbon Brief calculations, China’s CO2 emission reached 10 billion tons in 2018, whereas the total carbon emissions of the United States and the European Union countries were 5.4 billion tons and 3.5 billion tons, respectively, in the same year. Recently, China became the world’s largest CO emitter and energy-consuming country (Al-Arkawaz, 2018). Its energy consumption per unit of GDP is twice the world average, and per capita CO2 emissions have increased by 40% in the world. The growth rate of carbon (CO2) emissions in China has risen more than 11% per annum (Auffhammer and Carson, 2008). Hence, this rapid increase in CO2 in the last couple of years might result in degradation of the Chinese economy (Ang, 2009; Jalil and Mahmud, 2009). In order to understand the key determinants of China’s carbon emissions precisely, a lot of research scholars investigated the nexus among energy consumption, economic growth, population, energy, as well as the industrial structure and carbon emissions (Auffhammer and Carson, 2008; Lin and Jiang, 2009; Zhang et al., 2011; Dietzenbacher et al., 2012; Du et al., 2012; Zhou et al., 2013; Wang et al., 2014). However, the nexus between financial development and energy consumption is hardly explored, particularly in the case of China (Xiong and Qi, 2018) despite the Chinese economy having gone through a high rate of economic growth at the regional and international levels and rapid financial development in the recent two and a half decades (Jalil and Ma, 2008; Jalil et al., 2010).
Two empirical research studies, Jalil and Feridun (2011) and Zhang (2011), explored the impact of financial development on carbon emissions, particularly in the case of China (Xiong and Qi, 2018). Jalil and Feridun (2011) investigated the long-run impact of financial development on carbon emissions and concluded that financial development reduces carbon emissions in the long run. The study by Zhang (2011) investigated the nexus between financial development and carbon emissions; the study concluded that financial development is the key driver of carbon emission in the case of China. Another recent study by Xiong and Qi (2018) explored the nexus between financial development and carbon emissions in China at the provincial level; they concluded that the effect of technology and structure on financial development surpasses decreases carbon emissions per capita. An empirical study by Tamazian and Rao (2010) confirmed the importance of both financial development and institutional quality for carbon emission performance, but this study claims that financial liberalization might harm environmental quality if the institutional framework is not strong enough. Another study by Claessens and Feijen (2007) confirmed that financial development can significantly reduce environmental problems through improved governance. Also, a study by Frankel and Romer (1999) confirmed that financial liberalization may drive FDI inflows, which, in turn, can hasten quick growth and, thus, harm environmental quality and increase carbon emissions. Also, renewable energy is the most efficient way to protect environmental quality (Bhattacharya et al., 2016; Sharif et al., 2019; Bashir et al., 2020; Bashir et al., 2021; Doğan et al., 2021; Fatima et al., 2021b; Shahzad et al., 2021a; Wang et al., 2021).
The practical significance of financial development in terms of economic growth and its long-term effects on environmental degradation is quite interesting to explore due to several reasons (Jalil and Feridun, 2011). Although the empirical studies, such as Zhang (2011) and Jalil and Feridun (2011), are quite interesting and provide valuable insight into understanding the nexus between financial development and carbon emissions at the macroeconomic level, particularly in the case of China, these studies also suffer from significant shortcomings in the form of missing notable variables such as institutional quality, FDI inflows, and interactive proxy variables (TRADE*FD). Another recent study by Xiong and Qi (2018) also provides useful insight into comprehending the linkage between financial development and carbon emissions by incorporating interesting key notable variables such as urbanization, research and development ratio, and energy consumption by applying STIRPAT panel data methodology, but this study also suffers from a major limitation that it narrowly focused only at the Chinese provincial level or industrial level.1 There are few empirical panel data studies that analyzed the impact of financial development on carbon emissions. However, it is widely recognized that any potential inference drawn from these cross-country studies provides only a general understanding of the linkage between the variables, and thus, these studies are unable to offer much guidance on policy implications for each country (Stern et al., 1996; Lindmark, 2002; Ang, 2008). Hence, the aim of this research was to investigate particularly the impact of financial development on carbon emissions in the case of China.
Our empirical research study contributes to the existing research literature in different contexts. First, we extend the prior works of Zhang (2011) and Jalil and Feridun (2011) but with significant differences. Limited to our knowledge, this is the first empirical study that examined the impact of financial development on carbon emissions by conceptualizing key notable variables such as institutional quality, FDI inflows, and renewable energy, which are significantly ignored in the prior works of Zhang (2011) and Jalil and Feridun (2011). Second, we formulate a comprehensive index of institutional quality to capture the effects of all important individual governance indicators extensively into one aggregate component by aggregating six key individual governance indicators into one aggregate institutional index. Next, we analyze the impact of each institutional indicator on carbon emissions separately to diagnose more precisely the role of each governance indicator on environmental upgradation. In addition, we develop interactive proxy terms from prior research literature and thus add interactive term proxies (TRADE*FD) in our model. Also, our analysis is more robust as we utilize an updated dataset for the rapidly growing economy of China from 1996 to 2020 annually and also apply the most robust dynamic autoregressive distributed lag simulation methodology to control the endogeneity, multicollinearity, and autocorrelation issues for the time series dataset of our empirical research study.
The aim of the present study was to investigate, for the first time in the existing literature, the nexus among financial development, institutional quality, various other environmental factors, and CO2 emissions for China over the period 1996–2020. In contrast to the previous studies that used conventional econometric approaches, this study fills the gap in the existing literature by employing up-to-date time series econometric approach dynamic ARDL simulations and provides reliable and robust results.
This study is organized as follows: Section 2 presents the literature review. Section 3 discusses data, model, and methodology, while results and discussions are reported in Section 4. The last section concludes the whole study with policy implications.
2 LITERATURE REVIEW
A vast body of existing literature identified a strong relationship between financial development and CO2 emissions. For instance, Frankel and Romer (1999) argued that financial development attracts foreign direct investment (FDI) and hence leads to accelerated economic growth and CO2 emissions. According to Tamazian et al. (2009), financial development increases environmental degradation. However, other researchers suggested that an established financial system not only helps improve the efficiency of the financial sector but also contributes to the economic development of a country (Sadorsky, 2010; Zhang, 2011; Shoaib et al., 2020). Ma and Fu (2020) and Dasgupta et al. (2001) argued that due to the development of the financial markets and expansion of production, the enterprises may reduce financing costs and increase financing channels to make investment in new projects, and this may stimulate energy consumption and carbon emissions. Khan et al. (2021) found that financial development, energy intensity, renewable energy production, research and development, natural resource depletion, and temperature contribute to environmental pollution degradation in Canada. Sadorsky (2010) identified that financial intermediation encourages people to take loans to buy heavy vehicles that ultimately accelerate CO2 emissions. However, some researchers support that financial development can alleviate environmental degradation. For instance, Tamazian et al. (2009) emphasized that financial development helps companies reduce CO2 emissions by adopting technological innovation, while Claessens and Feijen (2007) suggested that enterprises with advanced governance tend to be more willing to consider low-carbon development; therefore, financial development can promote corporate performance, and thereby reduce energy consumption and carbon emissions.
Recent literature has focused more on investigating the impact of financial development on environmental development in recent times (Boutabba, 2014). A study by Yuxiang and Chen (2011) investigated the impact of financial development on environmental pollution for the Chinese economy using provincial level data and concluded that financial development reduces the level of environmental pollution. The result estimations of their empirical study suggest that financial development improves environment conditions through the spread of technology, increase in capital, and enforcement of new environmental rules and regulations. Jalil and Feridun (2011) explored the effects of financial development, trade openness, and energy consumption on environmental degradation in the case of China from 1953 to 2006 annually by applying ARDL methods. The empirical results show a negative sign for the coefficient of financial development, suggesting that financial development did not contribute to environmental pollution in China. Quite the reverse, the results show that financial development reduced environmental pollution. Accordingly, energy consumption, trade openness, and income are the key determinants of carbon emissions (CO2) in the long run. Moreover, the result estimates confirm the presence of an environmental Kuznets curve for China.
In addition, Zhang (2011) investigated the impact of financial development on carbon emissions in the long run. The empirical results showed that financial development is an important stimulator of carbon emissions that must be considered when carbon emission demand is highly anticipated. Second, the impact of financial intermediation on carbon emissions offsets that of other financial development indicators, but the impact of its efficiency seems to be weaker even though it might affect carbon emission statistically. Furthermore, although the Chinese stock market widely affects carbon emission, its efficiency influence is on a limited scale and quite weaker. Lastly, China’s FDI has little impact on the size of carbon emission because of its smaller size relative to income. A study by Ozturk and Acaravci (2013) explored the nexus among financial development, energy consumption, economic growth, and carbon emissions for Turkey from 1960 to 2007 annually. The empirical estimations showed that there exists a relationship among financial development, income, carbon emissions, openness ratio, and energy consumption in the long run. Nevertheless, financial development had insignificant long-run effects on carbon emissions in the case of Turkey. Equally, developing countries can access new technology that might be environmentally friendly through the higher level of financial development in their country (Birdsall and Wheeler, 1993; Frankel and Rose, 2002). On the other hand, Jensen (1996) noted that financial development may lead to increased industrial activities, which, in turn, may lead to industrial pollution.
A study by Talukdar and Meisner (2001) explored the effects of financial sector development on carbon emissions for a panel of 44 developing countries from 1987 to 1995 annually. The empirical results showed that international capital flows and financial institutions positively influence environmental degradation. Claessens and Feijen (2007) studied the impact of governance on CO2 emission, and they confirmed that firms can reduce carbon emissions with the help of technology-advanced governance. They concluded that financial development might enhance the productivity of the firms due to the promotion of innovative technology emits less energy, which ultimately decreases the rate of carbon emissions. Tamazian et al. (2009) explored the nexus among financial development, economic development, and environmental problems for BRIC economics from 1992 to 2004. The empirical results showed that a higher level of financial development improves environmental degradation. A study by Tamazian and Rao (2010) explored the impact of financial and institutional development on environmental pollution for 24 emerging countries from 1990 to 2004 annually and concluded that financial openness might be detrimental to environmental quality if it is not strongly interconnected with sound institutional quality.
Previous studies identified that urbanization (Balsalobre-Lorente et al., 2021; Qader et al., 2021), institutional quality (Usman and Jahanger, 2021), renewable/nonrenewable/total energy consumption (Usman et al., 2020; Hussain and Rehman, 2021; Usman and Makhdum, 2021; Regmi and Rehman, 2021; Rehman et al., 2021a; Rehman et al., 2021b), and trade (Rehman et al., 2021c; Rehman et al., 2021d; Usman et al., 2021) are more influencing factors that affect CO2 emissions.
3 MODEL, DATA, AND ECONOMETRIC METHODOLOGY
3.1 Model and Data
This study investigates the role of institutional quality, financial development, FDI, trade openness, and renewable energy consumption in carbon emissions for China from 1996 to 2020. Inspired by Pata (2018) and Ehigiamusoe and Lean (2019), this study proposes the following model of Eq. 1:
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where CO2 emission is an environmental indicator; GOV is the governance index, FD is financial development, REC is renewable energy consumption, FDI is foreign direct investment, URB is urbanization, and TO is trade openness. The description of all indicators is reported in Table 1. We scrutinize the descriptive statistical results presented in Table 1 showing the mean, maximum, minimum, and standard deviations of the variables. The results of descriptive statistics show the positive trends of all the variables. These variations seem sufficient for further empirical estimation.
TABLE 1 | Variable description.
[image: Table 1]TABLE 2 | Summary statistics.
[image: Table 2]3.2 Econometric Methodology
Jordan and Philips (2018) developed a new dynamic stimulated ARDL, namely, dynamic ARDL simulations, approach to overcome the complications in short- and long-run examinations of the autoregressive distributed lag (ARDL) approach, which was developed by Pesaran et al. (2001). The dynamic ARDL simulation approach estimates and predicts the probability change in the regress and one regressor while keeping the other regressors unchanged. On the other hand, the Pesaran et al. (2001) ARDL approach only examines the long-run and short-run linkages between variables. Although the implementation of the ARDL approach is very convenient, its dynamic form accepts the first difference and multiple lags of both the regressor and regress (Jordan and Philips, 2018). To estimate the dynamic ARDL simulations, all the variables in the econometric model must be stationary at the first difference I(I), and there should be cointegration among all indicators (Jordan and Philips, 2018; Sarkodie et al., 2019). This method uses the multivariate normal distribution to simulate the vector of parameters 5,000 times. The equational form of the dynamic ARDL simulation approach is presented in Eq. 2.
[image: image]
In Eq. 2, y demonstrates the variation in the dependent variable, [image: image] is the intercept, t-1 is the maximum p-value of the regressor, [image: image] shows the number of lags, [image: image] is the first difference, t is the time period, and [image: image] is the error term. The null hypothesis of no cointegration [image: image] is checked against the alternate hypothesis [image: image]. The null hypothesis of no cointegration is rejected if the calculated value of F-statistics is greater than its critical value.
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4 RESULTS AND DISCUSSION
4.1 Unit Root Test
Before applying the dynamic ARDL simulation approach, the first step is to check the stationarity of all variables; that is, the dependent variable should be stationary at first difference I (1), while all independent variables must be stationary at level or at first difference, that is, I (0) or I (1). This study applies augmented Dickey–Fuller (ADF) and Phillips–Perron (PP) unit root tests to check the stationarity of all variables. The results of the unit root tests in Table 3 demonstrate that all variables are stationary at first difference I (1).
TABLE 3 | Unit root test results.
[image: Table 3]4.2 Dynamic Autoregressive Distributed Lag Simulations
This study utilized dynamic ARDL simulations proposed by Jordan and Philips (2018), and this econometric approach overcomes the complexities in the existing ARDL approach. The results of the dynamic ARDL simulations are reported in Table 4. The proxies of the governance index, that is, RL and RQ, posit a negative relationship with CO2 emissions. The positive sign of governance indicators denotes that an increase in rule of law and regulatory quality leads to an increase in CO2 emissions in China. Our findings are consistent with Abid (2016).
TABLE 4 | Results for dynamic ARDL simulations.
[image: Table 4]The coefficient of trade has a negative and significant relationship with CO2 emissions, which implies that trade helps mitigate environmental pollution. A potential reason is that China’s higher economic growth rate and increasing income have reduced the trade barriers, which ultimately improves environmental quality. In addition, China has modified its manufacturing structure. Due to the higher demand for traded goods, China produces low-polluting goods which help reduce CO2 emissions significantly. Our results are in line with Jayantha Kumaran et al. (2012), Shahbaz et al. (2013), Hao and Liu (2015), Yazdi and Beygi (2018), Chen et al. (2019), and Fatima et al. (2021a).
Financial development (FD) has a significant and negative impact on CO2 emissions. The negative coefficient FD implies that financial developments cause R&D investments, thereby promoting the expansion of high-tech and environmentally friendly energy investment, in turn hindering carbon emissions. Furthermore, financial sector development contributes to reducing CO2 emissions by guiding the banking sector to provide loans to companies for establishing environmentally friendly investment projects. Our findings are consistent with Shahbaz et al. (2013), Hafeez et al. (2019a), Hafeez et al. (2019b), Shoaib et al. (2020), and Szymczyk et al. (2021).
With respect to the coefficient of renewable energy consumption (REC), it is found that an increase in the share of renewable energy consumption adversely affects CO2 emissions in China. In China, with increasing concerns about the health and environmental costs of CO2 emissions, consumption of renewable energy must become an effective alternative to fossil fuels (such as oil, coal, and natural gas). Moreover, the increasing energy demand and huge consumption of nonrenewable energy sources exert an adverse impact on the environment. Our findings are in line with Bilgili et al. (2016), Danish et al. (2017), Ito (2017), Sarkodie and Adams, (2018), Bekun et al. (2019), Wang et al. (2020), and Anwar et al. (2021).
The coefficient value of foreign direct investment (FDI) demonstrates a positive and significant relationship with CO2 emissions. FDI inflows increase the host country’s CO2 emissions by establishing more industrial units. In addition, foreign investors are attracted to invest in countries with lower environmental regulations in terms of CO2 emissions; this factor ultimately leads to more CO2 emissions. Our findings are similar to those of Paramati et al. (2016), Shahbaz et al. (2018), Chishti et al. (2021), Farooq (2021), and Mehmood (2021). Urbanization has a positive and significant relationship with CO2 emissions, which reveals that urbanization is a highly significant factor of environmental degradation in China. On the one hand, urbanization promotes household energy consumption, which ultimately contributes to increase in CO2 emissions; on the other hand, the process of urbanization in China is accompanied by an increase in consumption of goods and services such as housing and automobiles, leading to more indirect household CO2 emissions. Moreover, the reason for rapid urbanization in China is that nowadays people prefer to live and work in urban areas, and they are moving rapidly to urban areas. Our estimated coefficient is parallel to that of Hossain (2011), Al-Mulali et al. (2013), Pata (2018), Mahmood et al. (2020), Gao and Zhang (2021), and Mignamissi and Djeufack (2021).
The coefficient value showed that the interaction term of financial development and trade is not environment friendly. This shows that a higher (lower) level of financial sector development in China will have higher (lower) export (import) share and trade balance in the financial sector. Over the past decades, many studies identified that financial development plays an important role in influencing a country’s economic variables. For instance, King and Levine (1993a), King and Levine (1993b), and Levine (1997) found that a close relationship exists between the level of financial development and microeconomic and macroeconomic growth. Furthermore, the studies of Demirguc-Kunt and Maksimovic (1998), Beck and Levine (2001), and Rajan and Zingales (1998) demonstrated that a well-established financial sector helps countries obtain external financing for investment projects, while Svaleryd and Vlachos (2005) and Beck (2003) found a significant and positive correlation between financial development and international trade and comparative advantage.
The results of the diagnostic tests are presented in Table 4. The diagnostic tests are applied to check the consistency of econometric models. The results of the Breusch–Godfrey LM test demonstrate that no serial correlation was found in the model. The results of the Breusch–Pagan test show the absence of heteroscedasticity in the model. To check the normality of the dataset, we applied skewness and kurtosis tests. The results demonstrate that normal distribution existed under the null hypothesis.
5 CONCLUSION AND POLICY RECOMMENDATIONS
In recent years, climate change has become a serious issue that may lead to deterioration of sustainable development throughout the world. Over the past few decades, CO2 emission has significantly and positively contributed to global warming, which has ultimately led to a change in climate across the globe. Thus, it is essential to examine those factors which significantly contribute to enhancing CO2 emissions. This study investigates the impact of financial development, governance, foreign direct investment, urbanization, trade openness, and renewable energy consumption on CO2 emissions in China over the period 1996–2020 annually.
The present study utilized an up-to-date time series econometric approach, namely, dynamic ARDL simulations proposed by Jordan and Philips (2018). The dynamic ARDL simulations overcome limitations in the already existing ARDL approach model. This approach used 5,000 simulations of the vector of parameters by utilizing multivariate normal distribution. The study examined the impact of financial development, institutional quality, and various other environmental factors, for example, renewable energy consumption, foreign direct investment, urbanization, and trade, on CO2 emissions. The empirical findings of our study highlight that the proxies of governance index, that is, rule of law and regulatory quality; trade; financial development; and renewable energy consumption have a negative relationship with CO2 emissions, while foreign direct investment and urbanization have a positive relationship with CO2 emissions.
Based on the empirical findings, this study provides some important policy implications. First, since institutional quality adversely affects CO2 emissions, policymakers must support local institutions to reduce environmental degradation. The lack of environmental protection policies in financial institutions has led to an increase in CO2 emissions. Therefore, it is recommended to strengthen financial institutions and adopt environmentally friendly policies to decrease CO2 emissions. The establishment of stable financial, economic, and environmental institutions contributes to green energy, thus helping mitigate environmental degradation. The findings of the study demonstrate that renewable energy consumption helps decrease CO2 emissions in China, which in turn promotes sustainable development. In order to maintain environmental quality and establish an eco-friendly environment, policymakers must establish consistency between environmental and economic policies. In terms of limitation, as this study applies single-country analysis, further study can be extended by utilizing panel data for developed and developing countries.
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External carbon trading, free transfer between enterprises and, internal carbon trading are the primary forms of carbon trading between real estate enterprises and building materials enterprises. This paper establishes the Stackelberg game model under three conditions of carbon trading and analyzes the emission reduction strategies of real estate developers and building materials manufacturers. The results show that the low carbon degree of building materials is proportional to that of residential buildings and is affected by the external carbon trading price; The order quantity of building materials is directly proportional to the low carbon degree of building materials and housing and has nothing to do with the form of carbon trading; When only external carbon trading is carried out, the maximum profit of real estate developers is positively correlated with carbon quota and external carbon trading price, and the maximum profit of building materials manufacturers is positively correlated with carbon quota and negatively correlated with external carbon trading price. When internal carbon trading and external carbon trading coexist, the maximum profit of real estate developers increases with the rise of carbon quota, and the maximum profit of building materials manufacturers does not change significantly with the rise of carbon quota; Internal carbon trading can increase the profits of building materials manufacturers and reduce the selling prices of building materials, thereby increasing their enthusiasm for carbon emission reduction. An example is given to verify the effectiveness of the above conclusions.
Keywords: carbon trading, low carbon housing, carbon emission reduction, Stackelberg game, real estate enterprises, building materials enterprises
1 INTRODUCTION
According to the “China Statistical Yearbook,” the average annual growth rate of urban residential electricity consumption from 2009 to 2018 reached 11.9%, and it still maintained a rapid growth trend (National Bureau of Statistics of China, 2020). Therefore, low-carbon housing must be used to reduce carbon emissions. Low-carbon housing minimizes carbon dioxide emissions during the life cycle of building materials production, construction, and operation and maintenance stages (Shen and Li, 2011). It can provide residents with residential buildings with reasonable comfort. Low-carbon housing is realized by low-carbon building materials and low-carbon construction technology. Therefore, the efforts of building materials and real estate developers are crucial to the development of low-carbon housing. With technology development, more and more low-carbon products are used in residential buildings, such as LOW-E glass, aluminum alloy materials, recycled concrete, etc. These low-carbon materials play a significant role in reducing emissions in residential buildings. To reduce carbon emissions, China has launched a national carbon trading market on July 16, 2021. In carbon trading, the choice of carbon trading strategies for building materials and real estate developers has become an important research issue.
Carbon emissions in the whole life cycle of buildings refer to carbon dioxide emissions in the stages of mining, production, and transportation of building materials, construction, maintenance, and demolition (Chang et al., 2010; Lin and Liu, 2015; Ma and Cai, 2018). In the past 2 decades, carbon emissions from building materials have been the primary source of carbon emissions in China, among which steel, commercial concrete, wall building materials, mortar, and other building materials are the primary sources of carbon emissions from buildings (Luo et al., 2019; Zhu et al., 2020). Therefore, it is of great significance to study the carbon emissions of building materials. The carbon emission of residential buildings is related to the area and the structure of the building. Buildings with different structures have different carbon emissions. The carbon emissions of urban residential buildings are significantly higher than those of rural residential buildings. The carbon emissions of concrete-structured residential buildings are higher than wooden-structured residential buildings (Qu et al., 2014; Xiao et al., 2016; Xu et al., 2020).
In recent years, the issue of carbon emissions of manufacturing companies has become a research hotspot, and many researchers have also been concerned about carbon trading in the supply chain. Carbon trading can effectively promote carbon emission reduction in enterprises (Chen and Hu, 2018). Benjaafar et al. (2013) and Xu et al. (2016) studied the supply chain carbon emission reduction model and found that the amount of carbon allowances is positively correlated with carbon emissions, and the carbon price is negatively correlated with the total cost of abatement. Many scholars have drawn the following conclusions through the supply chain decision-making model in the context of carbon trading: Carbon trading can effectively reduce the carbon emissions of products, but it also reduces the sales of production (Yang, 2020); Excessive carbon emission reduction is not conducive to the sustainable development of enterprises (Zhang et al., 2020); The most effective way to improve both economic and environmental benefits at the same time is to encourage the introduction of carbon reduction technologies and guide consumers to increase their ecological preferences (Ma et al., 2021;Wang and Hou, 2020;Zhu et al., 2019); whether the supply chain adopts low-carbon technologies is affected by factors such as carbon price volatility, carbon tax rates, and carbon reduction costs (Song et al., 2018; Ding et al., 2020).
Game Theory is an Effective Tool for Studying Carbon Emissions of Different Stakeholders (Chen and Hu, 2018). Wang and Cheng, (2021) used evolutionary game theory to analyze the optimal carbon emission strategies of manufacturers and suppliers in the context of carbon trading and found that carbon trading prices play an essential role in the stability of the system; Shen et al. (2016) took small and medium-sized enterprises as the research object and constructed a Stackelberg game model to explore their optimal emission reduction, order volume and product pricing under the influence of carbon trading; Bai et al. (2017) analyzed the impact of carbon trading mechanism on corporate low-carbon technology innovation sharing strategies and benefits through a dynamic game model; Wang et al. (2016) examined the conflicts of interest of companies in the supply chain in the process of cooperative emission reduction, and discussed the ways of cost-sharing and benefit-sharing to achieve coordinated emission reduction in the supply chain.
Existing research results mainly focus on evaluating low-carbon technologies for buildings and optimizing carbon emission reduction strategies under mandatory environmental control policies. There is little research on emission reduction methods, such as carbon quota trading through the market. In addition, the analysis of carbon trading in the construction field is still in its initial stage. The sporadic results are more from macro-management and rarely from the perspective of carbon emission reduction stakeholders to study their micro behavior willingness and decision-making.
Carbon dioxide emissions are enormous in the whole life cycle of residential buildings, and low-carbon residential buildings can reduce carbon dioxide emissions. The realization of low-carbon housing requires the joint efforts of building materials manufacturers and real estate developers. However, enterprises aim to maximize profits, so enterprises need the active guidance of government policies in low-carbon development. Carbon trading is an effective policy tool to promote enterprises to reduce carbon emissions and guide the low-carbon innovation of enterprises. This paper used the Stackelberg game theory to address the following problems:
1. Is there an optimal carbon emission reduction strategy in different carbon trading forms for building materials manufacturers and real estate developers?
2. If there are optimal carbon emission reduction strategies, how to calculate these strategies?
3. What is the internal connection between the optimal price of building materials, the optimal usage of building materials, the optimal low-carbon degree of building materials, and the optimal low-carbon degree of residential buildings?
2 DESCRIPTION
This article considers that the building materials needed by real estate developers are directly supplied by building materials vendors. The government’s carbon quotas restrict the carbon emissions of both parties. In the case of carbon quota constraints, real estate developers and building materials merchants will have insufficient carbon quotas on both sides, surpluses on both sides, and insufficient surplus on one side. When one party has inadequate carbon allowances and another has surplus carbon allowances, building materials companies or real estate developers can choose internal carbon trading or external carbon trading. The best strategy for real estate developers and building materials companies depends on profit, and the maximum profit determines the best strategy. In the context of carbon trading, building materials manufacturers’ and real estate developers’ profits are affected by building materials prices, sales volume, cost, low-carbon degree of products, carbon quotas, and corporate emission reduction investments. Therefore, the variables are shown in Table 1.
TABLE 1 | Details of main variables.
[image: Table 1]In the context of carbon trading, there are internal and external carbon trading models, and the sales of products are also in line with market laws. To simplify the model, we made the following assumptions by drawing lessons from the research results of other scholars:
• Assumption 1
Real estate developers and building materials companies can increase the low-carbon level of their products by increasing investment (0 < x < 1, 0 < y < 1), and with the increase of low-carbon degree, the carbon emission reduction produced by the unit investment of capital decreases. Enterprise’s emission reduction investment and low carbon degree meet [image: image] (Wei-Jun, 2010).
• Assumption 2
It is assumed that when considering internal and external carbon trading after the real estate developers invest in emission reduction, the carbon quota can meet their own needs and has a surplus. In contrast, the carbon quota of building materials manufacturers is insufficient.
• Assumption 3
The price of external carbon trading is determined by the carbon market, and the price of internal carbon trading is determined by building materials dealers and real estate developers. The price of external carbon trading is greater than the price of internal carbon trading (T1 > T2).
• Assumption 4
The sales volume of housing produced by real estate developers satisfies αq = a − bPk(a, b are constants).
3 CARBON TRADING MODEL
This paper uses Stackelberg game theory to establish a two-level supply chain decision model led by real estate developers and followed by building materials dealers and uses reverse induction to find the optimal answer to explore the impact of various decision variables on corporate decisions.
The Stackelberg game was first proposed by Von Stackelberg. It is a dynamic game with complete information. The game process is as follows:
1) Enterprise 1 chooses production output q1 ≥ 0;
2) Enterprise 2 observes q1, and then selects production output q2;
3) The profit function of firm i (=1,2) is [image: image]
Here, Q = q1+q2 is the total supply of products, P(Q) is the price function, and Ci(qi) is the cost function of firm i (=1,2).
3.1 External Carbon Trading Model
Real estate developers invest in emission reduction, carbon allowances can meet their own needs and have a surplus, and the remaining part is externally traded through the carbon market. The profit function of real estate developers is shown in Eq. 1:
[image: image]
[image: image]
After building materials companies invest in carbon emission reduction, carbon allowances still cannot meet their own needs and must be purchased from the external carbon market. The profit function of building materials companies is shown in Eq. 2:
[image: image]
[image: image]
According to the optimization theory, the Lagrange multiplier needs to be established to solve the optimal value of the above model, as shown in Eq. 3:
[image: image]
[image: image]
Proposition 1 : When real estate developers have surplus carbon quotas and building materials companies have insufficient carbon quotas, and when only external carbon trading is conducted, there are qopt, mopt, xopt, and yopt, which maximize the profits of real estate developers and building materials companies.
Proof According to Hypothesis 4, we can get [image: image]. According to the inverse solution principle of the Stackelberg game, first, assume that building materials’ sales price (m) has been given. The real estate developer can maximize the profit by deciding the order quantity (q) under the constraints. The model is described as follows: 
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Here, λ1 is the Lagrange multiplier (λ1 ≥ 0). According to Eq. 3, the solution to the above problem should satisfy Eq. 6.
[image: image]
According to Eq. 6, we can get:[image: image]=0
[image: image]
Bring Eq. 7 into Eq. 2., we get the optimal strategy model of building material price (mopt), which is described as follows:
[image: image]
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Similarly, it is solved by introducing Lagrange multiplier, we can get Eq. 9:
[image: image]
Here, λ2 is the Lagrangian multiplier (λ2 ≥ 0). According to Eq. 3, the solution to the above problem should satisfy Eq. 10.
[image: image]
According to Eq. 10, we can get: 
[image: image]
 
[image: image]
Taking Eq. 11 into Eq. 7, we can get Eq. 12:
[image: image]
Bring Eqs 11 and 12 into Eqs. 1 and 2 respectively to obtain Eqs 13 and 14:
[image: image]
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Considering that the developer’s investment in emission reduction is relatively large, so [image: image], [image: image] and Lk (y) and Lj (x) are convex functions. Let [image: image] , [image: image], Let a = 0, b = 0, we can get Eqs 15 and 16.
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3.2 Internal Carbon Trading Model
3.2.1 The Remaining Carbon Quotas of Real Estate Developers Are Free for Use by Building Materials Companies
Some building materials manufacturers are subsidiaries of real estate developers, or building materials manufacturers and real estate developers belong to the same parent company. In this case, one of the building materials manufacturers and real estate developers have a surplus carbon quota and will be used by the other party free of charge. It can be considered in two cases: 1. The carbon quota of real estate developers is surplus and sufficient for building materials manufacturers; 2. The remaining carbon quota of the real estate developers is excess and insufficient to meet the needs of the building materials manufacturers, and the building materials manufacturers need to purchase.
• Situation 1:
[image: image]
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Proposition 2 : When the carbon quota of real estate developers is surplus, the carbon quota of building materials manufacturers is insufficient, and the remaining carbon quota of real estate developers is free and sufficient for building materials manufacturers. There are qopt, mopt, xopt, and yopt, which maximizes the profits of real estate developers and building materials manufacturers.
Proof It is the same as the solution method of the external carbon trading model, assuming that the selling price of building materials has been determined, and the Lagrangian multipliers are constructed to obtain:
[image: image]
Here, [image: image] and [image: image] is the Lagrange multiplier ([image: image] ≥0). According to Eq. 3, the solution to the above problem should satisfy:
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We can get:
[image: image]
Bringing Eq. 19 into Eq. 18, we get Eq. 21:
[image: image]
Solving by introducing Lagrange multipliers, Eq. 22 is obtained:
[image: image]
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We can get: [image: image] = 0
[image: image]
Bringing Eq. 23 into Eq. 20, we get:
[image: image]
Bring Eq. 23 and Eq. 24 into Eq. 17 and Eq. 18 respectively, and it is easy to prove that [image: image], [image: image].So [image: image], [image: image] is a convex function, [image: image], [image: image] , we can get Eqs 25 and 26
• Situation 2:
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Proposition 3 The remaining carbon quotas of real estate developers are surplus, and they are not enough to meet the needs of building materials companies. At this time, building materials companies need to purchase carbon emission indicators from the external carbon market. In this case, there are qopt, mopt, xopt, and yopt, which maximize the profits of real estate developers and building materials companies.
Proof Referring to the proof process of Proposition 1 and introducing Lagrange multipliers to solve Eq. 25, we get Eq. 27:
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We can get:
[image: image]
Bringing Eq. 28 into Eq. 26 and constructing Lagrange multipliers, we can get Eq. 29:
[image: image]
Bringing Eq. 29 into Eq. 28, we get Eq. 30:
[image: image]
Bring Eq. 29 and Eq. 30 into Eq. 25 and Eq. 26 respectively, and it is easy to prove that [image: image], [image: image].So [image: image], [image: image] is a convex function, [image: image], [image: image], we can get Eq. 31, Eq. 32.
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3.2.2 Carbon Trading Model When Internal and External Carbon Trading Coexist
When real estate developers and building materials companies conduct internal and external carbon trading processes, the following two situations will occur 1. Internal carbon trading cannot meet building manufacturers’ needs, and carbon allowances need to be purchased from outside; 2. Internal carbon trading can meet the needs of building materials companies, and real estate developers will sell the remaining carbon allowances on the external market.
• Situation 1:
[image: image]
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Proposition 4 : Real estate developers sell the remaining carbon allowances to building materials dealers through internal transactions, which still cannot meet the needs of building materials dealers. At this time, building materials dealers still need to purchase carbon emission indicators from outside. In this case, there are optimal qopt, mopt, and xopt and yopt, maximizing the profits of real estate developers and building materials companies.
Proof Constructing Lagrange multipliers for Eqs 33 and 34 and solving, we can get Eqs. 35 and 36.
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Bring Eqs 35 and 36 into Eqs 33 and 34 respectively, and it is easy to prove that [image: image], [image: image].So [image: image], [image: image] is a convex function, [image: image], [image: image], we can get Eqs 37 and 38.
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Situation 2:
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Proposition 5 : When real estate developers have surplus carbon quotas and building materials companies’ carbon quotas are insufficient, internal carbon trading can meet the needs of building materials companies, and real estate developers will sell the remaining carbon quotas on the external market. In this case, there are qopt, mopt, xopt, and yopt, which maximize the profits of real estate developers and building materials companies.
Proof Constructing Lagrange multipliers for Eqs 39 and 40 and solving, we can get Eqs 41 and 42.
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Bring Eqs 41 and 42 into Eqs 39 and 40 respectively, and it is easy to prove that [image: image], [image: image].So [image: image], [image: image] is a convex function, [image: image], [image: image], we can get Eqs 43 and 44.
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Based on the above conclusions, it is easy to prove the following conclusions:
1) [image: image], [image: image]
2) 当Ej = Ek,Bj = Bj时, [image: image]
3) [image: image], [image: image]
4) [image: image], [image: image], [image: image], [image: image]
5) [image: image], [image: image]
The following conclusions can be drawn:
1) The low-carbon degree of building materials is directly proportional to the low-carbon degree of residential buildings, and vice versa; whether it is internal carbon trading or external carbon trading, the emission reduction of one side of building materials business and real estate business can promote the active emission reduction of the other side.
2) When Ej = Ek, Bj = Bj, the ratio of the abatement cost of building materials business and real estate business is [image: image].
3) The order quantity of building materials is directly proportional to the low-carbon degree of building materials and residential buildings and has nothing to do with the form of carbon trading.
4) The optimal selling price of building materials is related to the form of carbon trading. Internal carbon trading and free carbon allowances provided by real estate developers can reduce the selling price of building materials.
5) The optimal low-carbon degree of building materials and real estate developers depends on the price of external carbon trading and is not affected by the form of carbon trading.
4 SIMULATION
The real estate developer of the Yucheng residential project is Country Garden Co., Ltd, which is the largest developer of new urbanization housing in China. In recent years, Country Garden has made many investments in developing low-carbon housing and has achieved satisfactory results. Country Garden’s building materials manufacturers have also invested heavily in producing low-carbon building materials and strive to reduce carbon emissions. This project can reflect the efforts made by Chinese real estate developers and building materials companies to develop low-carbon housing.
The cost of C30 concrete used in the Yucheng residential project in Shandong Province, China, is Jc = 0.35 thousand RMB/m³, α = 3 (Gao, 2020); The carbon emission of concrete is 0.193 t/m³, and the carbon emission during the construction process is 0.225 t/m³ (Wu, 2017). The models are compared and analyzed through MATLAB, in order to obtain valid conclusions and provide decision support for the government, real estate developers and building materials companies.
4.1 The Impact of External Carbon Trading Prices on Low Carbon Degree
As shown in Figure 1, when only external carbon trading is conducted, the low-carbon degree of real estate developers and building materials dealers increases with the increase of external carbon trading prices, and the low-carbon degree of real estate developers is significantly higher than that of building materials.
[image: Figure 1]FIGURE 1 | The impact of external carbon trading prices on the degree of low carbon.
4.2 The Impact of Carbon Trading on the Order Volume of Building Materials
According to the above conclusion, it is easy to prove that [image: image]. Therefore, the optimal selling price of building materials has nothing to do with which carbon trading method is adopted but is related to the low carbon degree of building materials and the low carbon degree of residential buildings. It can be seen from Figure 2 that the optimal selling price of building materials is directly proportional to the low carbon degree of building materials and the low carbon degree of residential buildings.
[image: Figure 2]FIGURE 2 | Building materials price and low carbon degree.
When the low carbon degree of building materials and residential buildings are both 0.5, the change in the purchase volume of building materials is shown in Figure 3. It can be seen from Figure 3 that the order quantity of building materials decreases with the increase of α and decreases with the rise of the external carbon trading price. When T1 > 60, the order quantity of building materials decreases sharply, indicating that excessively high exterior carbon trading prices will put massive pressure on building materials companies, which is not conducive to the development of enterprises.
[image: Figure 3]FIGURE 3 | Building materials prices, building materials usage coefficients and external carbon trading prices.
4.3 The Impact of Carbon Allowances and Carbon Trading Prices on Corporate Profits

1. Carbon allowances and corporate profits under the external transaction model
According to Eq. 12 and 15, Eq. 16, the optimal low-carbon degree of real estate developers is 0.0061 (yopt = 0.0061), the optimal low-carbon degree of building materials dealers is 0.0055 (xopt = 0.0055), and the optimal order quantity of building materials is 7.207 (qopt = 7.207). Bringing yopt, xopt, and qopt into Eqs 1 and 2, the relationship between the maximum profit of building materials dealers and real estate developers, carbon allowances, and carbon trading prices can be obtained, as shown in Figures 4, 5.
[image: Figure 4]FIGURE 4 | Real estate business’s optimal profit and carbon allowance, external carbon price.
[image: Figure 5]FIGURE 5 | Optimal profit and carbon allowance of building materials business, external carbon price.
From Figure 4, when [image: image] is satisfied, the optimal profit of the real estate agent is positively correlated with the carbon allowance and the external carbon transaction price. It can be seen from Figure 5 that when [image: image] is satisfied, the optimal profit of the building materials business increases with the increase of the carbon allowance and decreases with the rise of the external carbon trading price.
Internal carbon trading will only occur when the real estate business’s carbon allowance is surplus, and the building material business’s carbon allowance is insufficient. When the carbon allowances of building materials companies and real estate developers meet [image: image], [image: image] and [image: image] , let Ck = 5 and Cj = 1.2. The relationship between corporate profits and carbon allowances and carbon trading prices can be obtained during internal carbon trading, as shown in Figures 6, 7. It can be seen that the optimal profit of real estate developers increases with the increase of carbon allowances, and the optimal profit of building materials companies does not change significantly with the increase of carbon allowances. The profits of real estate developers slightly decrease with the rise of internal carbon trading prices. In contrast, the earnings of building materials companies increase with the increase of internal carbon trading prices. This is because the optimal selling price of building materials mopt is affected by the internal trading price T2. With the rise of T2, mopt increases, which leads to an increase in the profits of building materials companies and a decrease in the profits of real estate companies.
[image: Figure 6]FIGURE 6 | Real estate business’s optimal profit and carbon allowance, internal carbon price.
[image: Figure 7]FIGURE 7 | Building materials business’s optimal profit and carbon allowance, internal carbon price.
4.4 Discussion
In external carbon trading, the low carbon level of real estate developers is significantly higher than that of building materials manufacturers. This is because real estate developers are in a leading position in the market. The strategies of building materials manufacturers change with the real estate developers’ plans. Therefore, the government should actively guide real estate developers to reduce carbon emissions when formulating policies.
When the external carbon price is reasonable, the higher the low carbon level of building materials, the higher the sales volume. However, when the external carbon trading price is too high, the profits of enterprises will plummet, which is not conducive to the development of enterprises. Therefore, in the early stage of carbon trading, carbon trading prices should be reasonably set, and enterprises should be actively guided to carry out low-carbon innovation.
Internal carbon trading can increase the profits of building materials manufacturers and increase the enthusiasm of building materials manufacturers to reduce carbon emissions. Therefore, when formulating carbon trading policies, the government should appropriately relax carbon trading restrictions on manufacturers, encourage internal carbon trading, and promote coordinated emission reductions by building materials manufacturers and real estate developers.
5 CONCLUSION AND FUTURE WORK
In this paper, under the three carbon trading models, five carbon trading models for real estate developers and building materials dealers are established, and the following conclusions are obtained:
1) Regardless of internal carbon trading and external carbon trading, both real estate developers and building materials dealers have the optimal order quantity (qopt), the optimal selling price of building materials (mopt), the optimal low carbon degree of building materials (xopt), and the optimal low carbon degree of residential houses (yopt).
2) The low-carbon degree of building materials is directly proportional to the low-carbon degree of residential buildings, and vice versa; whether it is internal carbon trading or external carbon trading, the emission reduction of one side of the building materials business and the real estate business can promote the emission reduction of the other; The optimal low-carbon degree of real estate developers depends on the external carbon transaction price. The higher the external carbon transaction price, the higher the optimal low-carbon degree of building materials and real estate developers, and the carbon trading model is not affected.
3) The optimal order quantity of building materials has nothing to do with the adopted carbon trading method. The order quantity of building materials is directly proportional to the low carbon degree of building materials and residential buildings. The order quantity of building materials decreases with the increase of α and falls with the external carbon trading price increase.
4) Internal carbon trading can increase the profits of building materials manufacturers and reduce the selling prices of building materials, thereby increasing their enthusiasm for carbon emission reduction.
5) When only external carbon trading is conducted, the optimal profit of real estate developers is positively correlated with carbon allowances and exterior carbon trading prices, and the optimal profit of building materials dealers is positively correlated with carbon allowances and negatively correlated with external carbon trading prices.
6) In the case of the coexistence of internal carbon trading and external carbon trading, the optimal profit of real estate developers increases with the rise of carbon allowances, and the optimal profit of building materials companies does not change significantly with the increase of carbon allowances. The earnings of real estate developers slightly decrease with the increase of internal carbon trading prices. In contrast, the profits of building materials dealers increase with internal carbon trading prices.
The conclusions of this paper can provide a valuable reference for the formulation of carbon trading policies and the development strategies of building materials manufacturers and real estate developers. Carbon tax policy is also an important tool to promote corporate carbon emission reduction. This paper does not discuss the optimal strategies of building materials manufacturers and real estate developers in the context of the carbon tax. Therefore, further research can aim to answer how the carbon tax policy promotes the development of low-carbon housing.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
QY: Conceptualization (lead); writing-original draft (lead); formal analysis (lead); writing-review and editin g (equal); software (lead). LS: Conceptualization (supporting); review and editing (equal).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Bai, Q., Chen, M., and Xu, L. (2017). Revenue and Promotional Cost-Sharing Contract versus Two-Part Tariff Contract in Coordinating Sustainable Supply Chain Systems with Deteriorating Items. Int. J. Prod. Econ. 187, 85–101. doi:10.1016/j.ijpe.2017.02.012
 Benjaafar, S., Li, Y., and Daskin, M. (2013). Carbon Footprint and the Management of Supply Chains: Insights from Simple Models. IEEE Trans. Automat. Sci. Eng. 10 (1), 99–116. doi:10.1109/TASE.2012.2203304
 Chang, Y., Ries, R. J., and Wang, Y. (2010). The Embodied Energy and Environmental Emissions of Construction Projects in China: An Economic Input-Output LCA Model. Energy Policy 38, 6597–6603. doi:10.1016/j.enpol.2010.06.030
 Chen, W., and Hu, Z.-H. (2018). Using Evolutionary Game Theory to Study Governments and Manufacturers' Behavioral Strategies under Various Carbon Taxes and Subsidies. J. Clean. Prod. 201, 123–141. doi:10.1016/j.jclepro.2018.08.007
 Ding, Z. G., Chen, H., and Xu, Q. (2020). Research on the Timing Decision of Low-Carbon Technology Adoption in Supply Chain under the Double Risks of Carbon Trading and Carbon Tax. Soft Sci. 34 (07), 101–107. doi:10.13956/j.ss.1001-8409.2020.07.17
 Gao, H. H. (2020). Research on the Influencing Factors and Control of the Cost of Prefabricated concrete Buildings. Beijing: Beijing Jiaotong University. doi:10.26944/d.cnki.gbfju.2020.000875
 Lin, B., and Liu, H. (2015). CO2 Mitigation Potential in China's Building Construction Industry: A Comparison of Energy Performance. Building Environ. 94, 239–251. doi:10.1016/j.buildenv.2015.08.013
 Luo, Z., Cang, Y., Zhang, N., Yang, L., and Liu, J. (2019). A Quantitative Process-Based Inventory Study on Material Embodied Carbon Emissions of Residential, Office, and Commercial Buildings in China. J. Therm. Sci. 28 (6), 1236–1251. doi:10.1007/s11630-019-1165-x
 Ma, M., and Cai, W. (2018). What Drives the Carbon Mitigation in Chinese Commercial Building Sector? Evidence from Decomposing an Extended Kaya Identity. Sci. Total Environ. 634, 884–899. doi:10.1016/j.scitotenv.2018.04.043
 Ma, Xueli., Zhao, Ying., Bai, Qingguo., and Bo, Hongguang. (2021). Optimal Decision and Coordination of Three-Level Cold Chain of Fresh Products Considering Preservation Efforts and Carbon Emission Reduction Efforts. China Manag. Sci. , 1–15. Available at: http://kns.cnki.net/kcms/detail/11.2835.g3.20210926.1435.004.html. 
 National Bureau of Statistics of China (2020). China Statistical Yearbook [M]. Beijing: China Statistics Press. 
 Qu, J. S., Wang, L., and Qiu, J. L. (2014). Regional Analysis of Fixed Carbon Emissions from Residential Buildings in China. J. Lanzhou Univ. (Natural Sci. Edition) 50, 200–207. doi:10.3969/j.issn.0455-2059.2014.02.009
 Shen, L. F., and Li, Q. M. (2011). Research on the Connotation of "low Carbon Housing" and the Path of Construction and Development. Mod. Manag. Sci. 10, 31–33. CNKI:SUN:XDGL.0.2011-10-010. 
 Shen, L., Song, X., Wu, Y., Liao, S., and Zhang, X. (2016). Interpretive Structural Modeling Based Factor Analysis on the Implementation of Emission Trading System in the Chinese Building Sector. J. Clean. Prod. 127, 214–227. doi:10.1016/j.jclepro.2016.03.151
 Song, X., Lu, Y., Shen, L., and Shi, X. (2018). Will China's Building Sector Participate in Emission Trading System? Insights from Modelling an Owner's Optimal Carbon Reduction Strategies. Energy policy 118, 232–244. doi:10.1016/j.enpol.2018.03.075
 Wang, F., Liu, J., and Cai, L. (2016). Supply Chain Coordination under Carbon Trading Mechanism in Case of Conflict. J. Railway Sciebce&Engineering 5, 1000–1006. doi:10.19713/j.cnki.43-1423/u.2016.05.030
 Wang, W. L., and Cheng, T. Y. (2021). The Evolutionary Game Analysis of Supply Chain Operation Decision-Making in the Context of Carbon Trading. Syst. Eng. Theor. Pract. 41 (05), 1272–1281. Available at: https://kns.cnki.net/kcms/detail/detail.aspx?FileName=XTLL202105016&DbName=DKFX2021. 
 Wang, Y., and Hou, G. (2020). A Duopoly Game with Heterogeneous green Supply Chains in Optimal price and Market Stability with Consumer green Preference. J. Clean. Prod. 255, 120161–161. doi:10.1016/j.jclepro.2020.120161
 Wei-Jun, M. (2010). Comparation of Subsidy and Cooperation Policy Based on Emission Reduction R&D. Syst. Eng. 28 (11), 123–126. CNKI:SUN:GCXT.0.2010-11-021. 
 Wu, S. Y. (2017). Research on Carbon Emissions of Construction Projects Based on Bill of Quantities. Fuzhou: Fujian Agriculture and Forestry University. Available at: https://kns.cnki.net/KCMS/detail/detail.aspx?dbname=CMFD201801&filename=1017072648.nh. 
 Xiao, J. Z., Li, Y., and Ding, T. (2016). Evaluation of CO2 Emissions during the Life Cycle of Recycled concrete. J. Southeast Univ. (Natural Sci. Edition) 46, 1088–1092. doi:10.3969/j.issn.1001-0505.2016.05.032
 Xu, J. J., Wu, C. H., Wang, H., and Chen, J. (2020). Evaluation of Carbon Emissions of Recycled Concrete Green Buildings and Sensitivity Analysis of Grey Parameters. J. Xi'an Univ. Architecture Tech. 52 (03), 396–403. doi:10.15986/j.1006-7930.2020.03.013
 Xu, J., Chen, Y., and Bai, Q. (2016). A Two-Echelon Sustainable Supply Chain Coordination under Cap-And-Trade Regulation. J. Clean. Prod. 135, 42–56. doi:10.1016/j.jclepro.2016.06.047
 Yang, Z. F. (2021). Research on Emission Reduction Decision-Making and Coordination of Closed-Loop Supply Chain under Carbon Trading Policy. Dalian: Dalian University of Technology. doi:10.26991/d.cnki.gdllu.2021.000167
 Zhang, L. R., Wang, J., and Peng, B. (2020). Study on Supply Chain Emission Reduction Decisions under the Path of Internal and External Carbon Allowance Trading. China Manag. Sci. 28 (11), 145–154. doi:10.16381/j.cnki.issn1003-207x.2019.1579
 Zhu, J., Fan, Y., Deng, X., and Xue, L. (2019). Low-carbon Innovation Induced by Emissions Trading in China. Nat. Commun. 10 (1), 1–8. doi:10.1038/s41467-019-12213-6
 Zhu, W., Feng, W., Li, X., and Zhang, Z. (2020). Analysis of the Embodied Carbon Dioxide in the Building Sector: A Case of China. J. Clean. Prod. 269, 122438. doi:10.1016/j.jclepro.2020.122438
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Yao and Shao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		HYPOTHESIS AND THEORY
published: 24 February 2022
doi: 10.3389/fenvs.2022.841380


[image: image2]
Does Firm Growth Impede or Expedite Insolvency Risk? A Mediated Moderation Model of Leverage Maturity and Potential Fixed Collaterals
Wen Xuezhou1, Rana Yassir Hussain2*, Anas A. Salameh3, Haroon Hussain4, Ali Burhan Khan5 and Muhammad Fareed6*
1School of Business, Jiangnan University, Wuxi, China
2Department of Economics and Business Administration, University of Education Lahore, Lahore, Pakistan
3Department of Management Information Systems, College of Business Administration, Prince Sattam Bin Abdulaziz University, Al-Kharj, Saudi Arabia
4Noon Business School, University of Sargodha, Sargodha, Pakistan
5Department of Management Sciences, National University of Modern Languages, Islamabad, Pakistan
6School of Business Management, Universiti Utara Malaysia, Sintok, Malaysia
Edited by:
Umer Shahzad, Anhui University of Finance and Economics, China
Reviewed by:
Bahareh Oryani, Seoul National University, South Korea
Tomiwa Sunday Adebayo, Cyprus International University, Cyprus
* Correspondence: Muhammad Fareed, m.fareed@uum.edu.my; Rana Yassir Hussain, yassir.hussain@ue.edu.pk
Specialty section: This article was submitted to Environmental Economics and Management, a section of the journal Frontiers in Environmental Science
Received: 22 December 2021
Accepted: 03 February 2022
Published: 24 February 2022
Citation: Xuezhou W, Hussain RY, Salameh AA, Hussain H, Khan AB and Fareed M (2022) Does Firm Growth Impede or Expedite Insolvency Risk? A Mediated Moderation Model of Leverage Maturity and Potential Fixed Collaterals. Front. Environ. Sci. 10:841380. doi: 10.3389/fenvs.2022.841380

Business sustainability is compromised with an increase in insolvency risk. Firm growth is desirable, but it brings an associated bundle of high risks. We decomposed firm growth into internal and external growth and studied its impact on insolvency risk using a panel data set of 284 listed non-financial firms in Pakistan from 2013 to 2017. This study used the hierarchical multiple regression approach through panel corrected standard error (PCSE) and feasible generalized least squares estimators to test the proposed relationships. The results reveal that the leverage maturity ratio mediated the relationship between firm growth and insolvency risk. Moreover, we also collected fresh evidence on the moderating role of potential fixed collaterals that negatively moderated the relationship between leverage maturity and insolvency risk. It points toward the accumulation of non-productive fixed assets that create a burden for firms instead of helping them avail of favorable loan opportunities. The findings of this research suggests that fund managers should use more long term debt to tackle insolvency risk in highly volatile markets. Inclusion of assets that serve as better collaterals should be made part of the asset structure.
Keywords: firm growth, insolvency risk, leverage maturity, potential fixed collaterals, mediated moderation model
INTRODUCTION
Business sustainability is achievable by avoiding high financial distress (Zabolotnyy & Wasilewski, 2019). Firm failures are at their peak in firms seeking rapid growth (Lukason & Laitinen, 2016), and continuous rise in insolvency risk is also one of the reasons that cause frequent business failures. Insolvency risk refers to the times when firms find honoring their financial obligations difficult. The growth–insolvency risk nexus puzzle remains a less explored area, specifically in the developing world. In addition, this relationship seems ambiguous in previous studies as growth is proved to be a positive (Patel et al., 2018) and a negative predictor of risk (Loderer & Waelchli, 2015). The question of whether growth is a risk exhibitor, or a risk inhibitor requires further inquiry. The majority of previous studies discussed growth as a one-dimensional concept and ignored its endogenous and exogenous aspects. In reality, growth can be internal, which mainly deals with internal factors, such as growth in firm assets or profitability. It may also be external, which can be regarded as growth based on some market phenomenon, such as sales or market price of equity. This research addresses this issue and discusses the role of internal firm growth (IFG) and external firm growth (EFG) separately. Further, this research is based on the recent claims made by Xuezhou et al. (2020a) that consider the relationship between growth and insolvency risk as indirect because the riskiness of growth depends on the leverage arrangements made by a firm. If a conservative financing approach is adopted to finance the growth potentials, then the related insolvency risk can be controlled. Long-term financing is thought to be less risky as compared with short-term financing (Wang & Chiu, 2019). Firms in high tax brackets tend to utilize more debt, but if debt financing is relevant, then they prefer long-term financing to avoid high insolvency risk. It reflects that firms employ leverage maturity structure as a tool to control insolvency as they wish to pursue secure growth potentials (Xuezhou et al., 2020a).
Institutional external financing requires firm assets as collateral for loan approvals. Information asymmetry theory claims that firms with a high percentage of fixed assets are in a better position to negotiate for their borrowings (Yu and Zhu, 2018). They also have the potential to acquire attractive loan facilities at reasonable terms. Xuezhou et al. (2020b) researched similar lines to find the moderating effect of tangible assets. However, in our opinion, all the tangible assets cannot be classified as fixed collaterals, but they do have the potential to act as fixed collaterals. Unlike Hussain et al. (2021), this research used the terminology potential fixed collaterals (PFCs) that, in our opinion, can moderate the mediated relationship between firm growth and insolvency risk. This proposition is also based on the maturity-matching approach, which refers that debt maturity should correspond to asset maturity. Productive fixed assets not only serve as PFCs but also generate revenue for debt servicing and can also be sold off to redeem the loans at the time of maturity. Maturity mismatches can also create runs for the firm. Nonetheless, instead of creating avenues for loan redemptions, non-productive assets can aggravate the non-payments on corporate loans. The following Table 1 reports a few updated studies regarding the variability of empirical evidence in this domain confirming author claims.
TABLE 1 | Evidence on heterogenous impact of firm growth on insolvency risk.
[image: Table 1]We took Pakistan-based non-financial firms as our study sample due to multiple reasons. One of the reasons for selecting non-financial firms is that financial firms are protected by various provisions and guarantees. Conversely, non-financial firms do not have such threads woven around them. The World Bank (2016) reported that the non-performing loan (NPL) ratio is 11.3% in Pakistan, which much high in comparison with its closest neighbor India, is having this ratio equal to 7.6% during the same period. In Europe, this ratio is 5.4%, and it stood at just 1.5% in the US. The cost of borrowing is also high in Pakistan as the Interest rate stood at 8.32% in this period. Similarly, the loan extension ratio to the private sector is only 15.4% of GDP, and in India, this ratio equals 52.2%. Furthermore, the reports of the World Bank on the ease of doing business for years 2017, 2018, and 2019 indicated the ranks of 144, 147, and 136, respectively for Pakistan. It lags behind Sri Lanka (110, 111, and 100) and India (130, 100, and 77) for the same years. These figures indicate the financial and business constraints faced by the business loan applicants in Pakistan. Relying on this data-based evidence, a sample of Pakistani firms constitutes a perfect case to study in our framework.
This study contributes to the existing literature in several ways. First, it tends to capture the mediating role of debt maturity on the relationship between internal/external growth and insolvency risk. There is insufficient evidence that distinguishes between internal and external growth in a single framework. Second, it discusses the moderating role of PFCs on the relationship between leverage maturity and insolvency risk. Third, it tests all the proposed relationships in an underdeveloped economy. In underdeveloped economies, the business growth faces obstacles, specifically with reference to the availability of favorable loan opportunities (ICMAP, 2015). Finally, the past literature is overwhelmed with the traditional mediation and moderation approaches, such as Baron & Kenny (1986) and Preacher & Hayes (2008), but this study adopts a relatively much newer approach to mediated moderation analysis. It uses a hierarchical multiple regression approach (HMRA) that not only encapsulates the previous approaches, but also proposes a more comprehensive eight-step process that presents a more in-depth analysis of the mediation and moderation mechanisms. The rest of this paper is structured as follows: Section 3 deals with the detailed literature and proposes the relevant hypotheses; Section 4 explains the data and methods used; Section 5 reports the study results; and Section 6 presents the conclusions and policy implications.
LITERATURE REVIEW AND HYPOTHESIS BUILDING
Firm Growth and Insolvency Risk
Firm growth is a dual phenomenon as it is either endogenous or exogenous (Karpavičius and Yu, 2019). There is an abundance of research that links firm growth to insolvency risk, but very few studies differentiate the impact of the internal and external growths. This section of literature has reported the past studies that relate firm growth components individually. The internal growth is firm-specific and is more endogenous. Most of the previous literature has used several firm-specific accounting measures to gauge the internal growth of firms. As far as the external growth is concerned, it is more of a market-related phenomenon, and various studies have utilized market-based proxies to measure firm growth in such circumstances. We have reported the literature on this relationship on the basis of a similar line. The internal growth refers to the endogenous/firm-specific growth variable that does not involve the interaction of market-related proxies. Most commonly employed proxies for the measurement of internal growth opportunities include income growth, asset growth, and increase in R&D expenditures. Considerable previous research has established a relationship between internal firm growth (IFG) and insolvency risk and has used firms-specific accounting proxies as a measure of firm growth (Wennberg et al., 2016; Caporale et al., 2017). Few studies establish an inverse relationship between firm growth and risk (Cooper and Maio, 2019), and this claim proves to be true if firms are in a position to liquidate their assets in times of need. Contrarily, several researchers claim that young firms seeking high growth take aggressive risk positions (Akbar et al., 2019; Xuezhou et al., 2020b; Xia et al., 2022). Substantial focus has been given to the relationship between growth and financing choices (Lee and Lee, 2019) because the impact of growth on insolvency risk is channelized through the liquidity and adequate availability of financial resources while pursuing growth incentives. Chang et al. (2014) claimed that asset growth is a better measure of the growth opportunities of a firm as it is historic, suitable for unstable markets, and is a more endogenous proxy for the calibration of growth. In addition, a higher value of assets in place increases information symmetry that leads to better financing options lowering risk exposures (Lelland and Pyle, 1977). Choi (2017) also explained that the relationship between growth and risk is dependent on the available occupational choices of young entrepreneurs. Managers with better options will take more aggressive growth decisions and will cover the life stages more quickly. It is a sheer reality that firms that tend to grow rapidly are commonly faced with more bankruptcy risk as compared with ones that take slow and steady steps. When a comparison between small and large firms is made, the pace of growth in small firms is much higher, and they are also exposed to more risk. Large firms are mature in their operations and try to stay in business, whereas small firms are immature and tend to grow more rapidly due to having more growth potentials (Amaral, 2008). Cooper et al. (2008) tested the asset growth effect in Australian stock returns and documented its presence but likewise find no evidence to support a risk-based explanation. Additionally, Farooq et al. (2012) reported that Pakistani-listed firms have an association between asset growth and sales opportunity lost both in the pre and the post distress era, and they confirmed that operational inefficiencies in sales and asset growths contribute to financial distress. Gomes et al. (2003) demonstrated that growth options are riskier than assets-in-place as these options are “leveraged” on existing assets. Particularly, they affirmed that the association between capital spending (exercise of growth options) and subsequent returns should be negative.
Multiple studies have used growth measures based on market-related proxies, and they have also employed market-dependent accounting proxies, such as sales growth and different ratios that involve the market value of assets and/or market value of equity (MVE). We have placed these studies under the external growth umbrella. Although the presence of more growth opportunities can create value for the firm and the shareholders, but it may also enhance risk. Previous researchers have established mixed evidence on the relationship between growth and risk (Nakano and Nguyen, 2012). Furthermore, Ahmad and Azhari (2020) reported a mixed effect of the growth measured through the market-to-book ratio on risk-taking in Malaysian non-financial firms, and their results were sensitive to the divergent regression techniques employed. Faccio et al. (2016) also proved a negative impact of sales growth on risk-taking, and their results were insensitive to the methodological variations. Dang et al. (2020) controlled the impact of sales growth in their study to capture the impact of debt structure, solvency ratio, profitability, operation ability, and capital structure on financial risk. The results for sales growth proved to be insignificant in this setting. In addition, Fredrick (2018) discovered revenue growth as a negative predictor of the financial distress measured through the Altman Z score in Nigerian firms by employing panel corrected standard error (PCSE) regression. Kabir et al. (2020) used Tobin’s Q as a measure of growth potentials, and they also reported a significant impact on a unique proxy for default risk.
Ali et al. (2018) also measured growth opportunities by employing the market-to-book ratio of equity in their study, and they reported that the firms that practiced better corporate governance mechanisms can better control the default risk. Moreover, they also validated that this relationship was even stronger in firms with more growth opportunities. Loderer and Waelchli (2015) also asserted that mature firms have lesser growth opportunities and that their profits also exhibit declining trends but they have less fear of taking over risk in comparison with young firms. Additionally, they verified that immature firms pursuing growth indulge in more risk probabilities. Koh et al. (2015) extended the literature by studying the corporate restructuring and recovery options while experiencing financial distress in diverse life stages proposed by life cycle theory. They also argued that firms that used dividend reductions changed their capital structure and adopted a lesser number of strategies succeeded in recovery irrespective of the life stage they are going through.
H1: Firm growth has a significant impact on insolvency risk.
H1a: The IFG has a significant impact on insolvency risk.
H1b: The EFG has a significant impact on insolvency risk.
Firm Growth and Leverage Maturity
Firms showing growth prospects need more financing than those with fewer opportunities. Managers resort to debt financing in such situations after having exhausted their own resources (Bulan and Yan, 2010). Debt capital is also attractive because it is associated with lower costs such as costs related to IPO, brokerage, and tax benefits. Nevertheless, debts are considered riskier and can lead to bankruptcy if not properly managed but still preferred to equity, as postulated by pecking order theory. Evidence for the relationship between growth and debt is mixed and numerous studies have shown this relationship to be positive (Puspitasari and Ekaningtias, 2017; Öhman and Yazdanfar, 2017). There is also a lot of evidence showing a negative association between growth and financial leverage (Frank and Goyal, 2009; Karpavičius and Yu, 2019). Some studies have also reported a non-linear relationship between growth and external debt (Wu and Yeung, 2012). Leverage decisions also include the choice between short-term and long-term debt. Managers will decide to shrink the maturity of their bank debt if there are viable growth opportunities to solve reduced investment and asset substitution concerns (Barclay, 1995; Cuñat, 1999). These concerns are predominantly pertinent to companies that have exploited their internal resources and require external debt financing for newfangled investment ventures. According to Costa et al. (2014), signaling theory suggests that companies having sound credit positions and lucrative growth opportunities will benefit from short-term loans in such scenarios. Short-term bank debt reduces the costs of loans if equated to companies whose financial situation is deteriorating. Only financially healthy companies can offer short-term bank loans without swelling their insolvency risk (Stohs and Mauer, 1996). Johnson (2003) contended that debt maturity will create value for the company if it is ahead of the execution of its growth opportunities. Similarly, Barnea et al. (1980) affirmed that short-term debt can shrink the delinquency of the substitution of assets because the value of short-term debt is less volatile with alterations in the value of company assets. Furthermore, the more excellent elasticity of bank debt compared with the traversable loan can serve as a device to regulate the maturity of the debt (Carey and Rosen, 2001).
H2: Firm growth has a significant impact on leverage maturity.
H2a: The IFG has a significant impact on leverage maturity.
H2b: The EFG has a significant impact on leverage maturity.
Leverage Maturity and Insolvency Risk
Debt duration/maturity refers to the use of long-term or short-term debt in a company’s capital structure. Debt is considered risky relative to equity, but debt with shorter maturities can have an even greater impact. It needs refinancing; otherwise, as liquidity theory suggests, the business will be faced with illiquidity. Consequently, the company is exposed to the risk of refinancing in the financing of its activities. Agency theory and signaling theory also oppose this situation. However, supporters of information asymmetry advocate the use of short-term debt (Diamond, 1991). In good financial health, the company can adjust its maturity structure more quickly in the face of changes in its assets. Ideally, the business would secure long-term financing just before its financial health deteriorated. This strategy allows the company to secure financing for the longest possible continuous period without rollover problems and it also helps avoid inefficient restructuring costs. Moyen (2007) contrasted the investment policy of firms issuing short-term debt and continuously readjusting debt to that of a firm issuing but not readjusting long-term debt. This study also found that underinvestment can occur due to over-indebtedness with both models, but it is more dramatic with long-term debt models. Scherr and Hulburt (2001) use Altman’s Z-Score as default risk or liquidity risk for the empirical study of Diamond’s liquidity risk hypothesis which states that debt maturity and risk defaults are not monotonically related. In line with empirical predictions, they confirmed that the average debt maturity is lower for companies with high and low probabilities of default than for companies with medium probabilities of default. In addition, Titman and Tsyplakov (2007) examined a dynamic leverage model in the style of Leland (1994), arguing that short-term debt tends to mitigate underinvestment, but also leads to more defaults. Diamond and He (2014) also pointed out that short-term debt can lead to “future debt distress”: if debt matures before future investment decisions are made, it can also lead to lower future investments. The illiquidity of the market, coupled with the difficulty for creditors to coordinate their refinancing decisions on a company’s short-term debt, could lead to runs on financial firms (Morris and Shin, 2016). Credit risk arises due to an increase in bad loans, and these loans are a cause of worry for the banking sector of developed as well as developing countries (Khan et al., 2021). Deteriorating liquidity and rising volatility are also prompting creditors to increase the required margins on their secured business loans, which in turn could force firms to liquidate their positions in illiquid markets (Shleifer and Vishny, 2010). As Morris (1976) explains, if the asset matures too short, it may not generate enough cash flow at the maturity date to service the debt. Although this option is also available for longer durations, it is less likely and has the advantage of postponing any liquidity crisis further into the future. Debt that matures longer than the life of the asset may also be risky due to uncertainty about the source and volume of cash flows required to service the debt after retirement.
H3: Leverage maturity has a significant impact on insolvency risk.
Mediating Role of Leverage Maturity
Previous literature has shown a positive relationship between firm growth and leverage decisions (Hamada, 1972; Gertler and Hubbard, 1991). Firms tend to leverage their capital structure in order to take advantage of potential investment opportunities, and using more debt increases the risk of bankruptcy (Iotti and Bonazzi, 2018). The debt structure also includes the maturity of the debt. The choice between short-term and long-term debt depends on the profitable growth opportunities available. It is believed that short term debt is more of a handicap for companies with less information asymmetry. The timing of the debt also determines the level of bankruptcy risk, as short-term debt creates a higher risk than long-term debt, known as rollover risk. Previous studies have developed a mediating role for the capital structure (Van Essen et al., 2012; Umrie and Yuliani, 2014; Detthamrong et al., 2017; Ramli et al., 2019). Recently, Naseem et al. (2020) examined the impact of personal and organizational characteristics of a CEO on performance using data from 179 Pakistani listed companies from 2009 to 2015. Their results were found to be significant and the debt-to-equity proved as a significant mediator. Detthamrong et al. (2017) divided their sample of companies into small and large sub-samples to determine the impact of the audit committee and firm reputation on the performance of large and small companies. The relationship between the size of the audit committee and company performance was mediated by leverage decisions in large companies. La Rocca (2007) argued that the interacting or intervening role of the capital structure on the relationship between corporate governance and firm value should be taken into account. Van Essen et al. (2012) reported that the intermediary role of capital structure should be taken into account when considering the role of corporate governance and growth. There is no point in considering the role of corporate governance, in particular the characteristics of the board of directors, without analyzing the decisions, mechanisms and processes chosen by management that lead to different outcomes. Ramli et al. (2019) conducted a comparative study of Malaysian and Indonesian companies for the period 1990–2010. Using Partial Least Squares Structural Equation Modeling (PLS-SEM) in their research, they uncovered the intermediate effects of leverage in Malaysian firms while examining the effects of asset structure, opportunities growth, taxes, liquidity and interest rates on the performance of the company. Such evidence was not found in Indonesian companies. In addition, Kassim et al. (2013) examined the influence of the board process on the performance of the company with decisions relating to the capital structure as a mediator. Thus, the following hypothesis can be drawn:
H4: Leverage maturity mediates the relationship between firm growth and insolvency risk.
H4a: Leverage maturity mediates the relationship between IFG and insolvency risk.
H4b: Leverage maturity mediates the relationship between EFG and insolvency risk.
Moderating Role of Potential Fixed Collaterals
This study examined whether the link between leverage and default risk is moderated by the level of fixed assets. In particular, we have argued that the impact of corporate debt decisions on default risk may not be uniform for all companies and that “one size fits all” governance practices may be inappropriate. Information asymmetry is likely to be higher in high growth companies, as executives are likely to receive private information about the value of future projects that is not readily available to shareholders. Therefore, high growth companies are associated with higher agency costs for shareholders/managers and are in urgent need of careful governance scrutiny (Hutchinson and Gul, 2004). Further, Lyandres and Zhdanov (2013) asserted that a firm’s optimal failure strategy depends on its combination of growth options and existing assets, arguing that firms with attractive investment opportunities would be ready to wait longer to fail. There are several theoretical explanations for the moderating role of fixed assets, which can serve as potential collateral in the pursuit of financial leverage. Resource dependency theory explains that company assets are potential resources used to carry out business operations and achieve profitability. Fixed assets not only serve as an operational wheel, but can also be used as a source of liquidity for companies through the acquisition of loans (Lowe et al., 1994). This scenario establishes a positive correlation between the existence of fixed assets and financial leverage (Alipour et al., 2015). Extensive studies have shown that fixed collaterals have a negative impact on the risk of insolvency (Barton et al., 1989). Daskalakis and Psillaki (2008) confirmed that firms that invest more in fixed assets feel less stressed financially. Recently, Alfaro et al. (2019) determined the importance of total assets in defining the relationship between financial debt and financial fragility in emerging markets. They also stressed that large companies are more fragile and just as essential to economic growth. Lee et al. (2011) also examined the relationship between leverage and financial difficulties in the hospitality industry in the United States. This study has shown the positive moderating role of capital intensity measured by the ratio of fixed assets to total assets on the relationship between financial debt and distress. Therefore, the positive link between financial debt and financial distress can be mitigated by ensuring high levels of property, plant and equipment in balance sheets. Joshi (2018) reported that companies with better risk management systems take on more debt and acquire more real assets. Increased debt creates greater risk, but is offset by better risk management practices. These companies also have better cash flow with stable sales and profits. Recently, Xuezhou et al. (2020b) analyzed the interaction of tangible assets in Pakistani non-financial corporations that are directly or indirectly related to agriculture. They also confirmed that property, plant and equipment negatively moderate the relationship between debt maturity and the risk of bankruptcy. Based on this evidence, we hypothesized that the positive relationship between debt decisions and default risk should be relatively small for companies with higher value of potential fixed collaterals.
H5: PFCs moderate the relationship between leverage maturity and insolvency risk.
DATA AND METHODS
Data Sources and Sample Description
The data sample comprises 284 non-financial firms listed on the Pakistan Stock Exchange (PSX) for 5 years ranging from 2013 to 2017. Total number of listed firms on PSX at the end of this period was 369. We manually constructed a balanced pool of data that includes only those firms that had no missing values specifically in a non-random pattern. In case of random missing values unbalanced pool is more appropriate. Further, only those firms were included which were incorporated before our study period and also survived in this period. The data were extracted from the annual audited financial statements published by the PSX, the financial statement analysis (FSA) performed by the State Bank of Pakistan (SBP), and the audited reports available on the websites of the respective firms. The data regarding the corporate board structure were manually extracted from the audited financial statements of individual firms in annual frequency available at the PSX official website and the respective websites of the different firms. Resultantly, a panel data set was constructed, which possesses the characteristics of cross-section and time-series simultaneously. The panel data are more informative, more efficient, and less collinear and have more degrees of freedom (Gujarati, 2012).
The final sample comprises 284 firms divided into 14 sectors or economic groups as defined by the SBP. The textile sector is the biggest sector of firms in Pakistan with 136 firms, out of which 101 firms succeeded to become part of our sample constituting 74.26%. The remaining sectors include the sugar sector (23 firms, 76.67%), the food sector (11 firms, 68.75%), chemical and pharmaceuticals (34 firms, 79.07%), manufacturing (20 firms, 80.65%), mineral products (5 firms, 55.56%), cement (17 firms, 100%), motor vehicles, trailers and auto parts (18 firms, 100%), fuel and energy (14 firms, 63.64%), information and communication (10 firms, 90.91%), coke and refined petroleum products (9 firms, 90%), paper, paper board, and products (7 firms, 77.78%), electrical machinery and apparatus (5 firms, 71.43%), and other service activities (5 firms, 50%). The data confirm that each sector has been given fair representation in the final data sample. Even the lowest contribution of firms from any sector is 50%, and some sectors have a representation of as high as 100%.
Measurement of Variables
Dependent Variable
The objective of this study was to examine the impact of business growth on the risk of bankruptcy. Therefore, the risk of getting insolvent was treated as a dependent variable for Pakistan-based non-financial enterprises. The current study includes a model to predict financial distress as an indicator of insolvency risk. Pakistan is an underdeveloped country; so it is advisable to use a model adapted to such a market. The Z-Score emergency forecasting model for emerging markets proposed by Altman (2005) is much suitable for developing countries. It has a high reported accuracy and is a widely used model in emerging markets. In this model, the market value of assets was replaced by the book value of assets due to the lack of trading liquidity in developing countries in relative terms (Alfaro et al., 2019).
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This model includes four ratios, represented by X1, X2, X3 and X4. X1 = working capital (WC)/total assets (TA), X2 = retained earnings (RE)/TA, X3 = operating revenue/TA and X4 = book value of equity (BVE)/total liabilities. The decision criterion is a threshold, according to which a Z-Score below 3.75 predicts financial urgency. A Z-Score between 3.75 and 5.85 is a grey zone, and a value greater than 5.85 places a company in a safe zone.
Independent Variable
As already discussed, this study also focused on the impact of firm growth on the dependent variable. Bei and Wijewardana (2012) explained that firm growth can be differentiated into the internal and external growths. We also followed similar propositions and analyzed the impact of both the internal and external growths on insolvency risk. For the IFG, we employed the most widely used measure that captures the annual percentage change in total firm assets. An increase in the total asset base of a firm demonstrates the increase in the firm size, and a year on year (YoY) percentage change in size depicts that how much a firm has grown over the year. There are several proxies utilized over the years for the measurement of growth, but we preferred a more endogenous proxy that focuses on the assets of the firm in this study. The IFG rate was calculated as in Peng (2015) with the formula given below.
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The EFG was measured as a ratio between the MVE and the BVE. The MVE is the trading value of shares at the stock exchange. A rising MVE usually depicts the bright prospects of the firm that enhances the confidence of an investor in shares of a particular company, whereas the BVE is the value of shares present in the company books that include the book value of shares stated in firm accounts plus any retained earnings. A higher value of EFG depicts the higher external growth of the firm and can be mathematically written as follows:
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We preferred this measure of EFG over sales growth due to the extremely good performance of the majority of firms on PSX during this period. PSX performed exceptionally well in this period in the region and in the world.
Mediating Variable
This study analyzed the impact of growth on the insolvency risk through the leverage maturity of firms listed on PSX. Therefore, we aimed to analyze the mediating role of leverage maturity in the relationship between growth and insolvency risk. The ‘leverage maturity ratio’ (LMR) was measured by the ratio between long-term and total debts (Orman and Bülent, 2015). This ratio is superior in some ways because it can be used to interpret the role of long and short term maturity, but in reverse. The ratio between short-term debt and total debt shall have the same coefficients, but with opposite signs (+, −), the denominator being similar (Xuezhou et al., 2020b).
Moderating Variable
PFC represents the volume of fixed assets present in the asset structure of a company. It involves the land, property, plant, and equipment acquired by a business for long-term usage. In this study, it was used as a moderator between the relationship of corporate leverage maturity and insolvency risk. A business with more tangible assets has more bargaining power when negotiating for a loan, and at the same time it reduces risk. It was measured by dividing the fixed assets of a firm by total assets as represented in the following formula:
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Control Variable
Several control variables were also used in this study, including company size, taxes, profitability, risk and liquidity. Variable firm size was measured as the logarithmic value of total assets (Patel et al., 2018). Previous researchers have argued that “company size matters” and this prompted us to monitor its effects to examine our suggestions in this study. We also used taxes because they affect the structure of debt, as debt is a tax saving tool in highly taxed companies (Xuezhou et al., 2020a). Growth-oriented companies usually take an aggressive stance which brings more risk and vice versa (Kirikkaleli et al., 2021). Profitable companies have a low tendency to go bankrupt and may also borrow more due to the higher solvency costs associated with debt. Therefore, we used ROA as an indicator of profitability (Saeed and Sameer, 2017). Risky businesses tend to use less debt because they are already in trouble. We also measured the risk as the volatility of ROA (Palich et al., 2000). We used liquidity as companies with a better liquidity position can meet their short-term obligations quickly and face less financial hardship (Goel et al., 2015). Figure 1 presents the research framework.
[image: Figure 1]FIGURE 1 | Conceptual framework of the current study.
Hierarchical Multiple Regression Approach Using Panel Corrected Standard Error and Feasible Generalized Least Squares Estimators
The basic research framework of this study targets to tackle the mediated moderation effect of leverage structure and PFCs in a single framework. On the basis of the proposition of Cheng et al. (2019), instead of treating mediation and moderation separately, we utilized a set of eight regressions. This approach is more viable and comprehensive to assess the mediated moderation analysis in a set of eight independent regressions. In addition, it also combines the traditional three-step mediation analysis, four-step mediation analysis, multiple mediation framework, and the moderation analysis altogether. The detailed description of this eight-step process includes the following. 1) In the first step, only the control variables are regressed on the mediator variable. 2) The second step involves the regressing of the control and independent variables on the mediator variable. 3) The third step considers the control variables as independent and regressed against the dependent variable. 4) The fourth step includes regressing the control variables and the independent variables being regressed on the dependent variable. 5) The control, independent, and mediator variables are regressed against the dependent variable in the fifth step. 6) The sixth step covers regressing the control, independent, and moderator variables as the determinants of the dependent variable. 7) In the seventh step, the control, independent, mediator, and moderator variables all are regressed on the dependent variable. 8) The final step involves all the variables, i.e., control, independent, mediator, and moderator and also the interaction term to be regressed on the dependent variable.
The panel data possess the characteristics of both time series and cross-sections (TSCS). The problems of serial correlation, heteroskedasticity, cross-sectional dependence, and autocorrelation may emerge during the data analysis that are regarded as basic assumptions while performing panel regressions with multiple variables. In this research, we preferred PCSE and FGLS regression estimators over panel OLS due to multiple reasons. The PCSE and FGLS regression techniques are good estimators when the data are non-homoscedastic and serially correlated and possess cross-sectional dependence (Parks, 1967). Beck and Katz (1995) reconfirmed that the data that have contemporaneous correlations, high serial correlation, and heteroskedasticity are viable to apply the PCSE and FGLS techniques. Le and Nguyen (2019) also believed that FGLS and PCSE regressions control for heterogeneity and autocorrelation with robust standard errors.
The time-series cross-sectional (TSCS) data set is either time-series dominant or cross-section dominant. The former means that there are more time intervals than cross-sections (T > N), also called temporal dominant data, while the latter means that there are more cross-sections than time intervals (N > T) also known as contemporaneous or cross-section-dominant data. Both of these aspects of panel data have their associated problems that may arise while generating regression estimates (Joyce and Spaltro, 2014). In the case of temporal data, the problems of non-stationary data series and autocorrelation of error terms can result in spurious regression estimates. Cross-section dependent data can also make regression results non-trustworthy due to contemporaneous correlations and panel heteroskedasticity issues. Moreover, we used the PCSE estimator as our baseline regression technique because it is more feasible in the case of cross-section-dependent data, as in our case, 284 firms are having 5 years of data for each firm (Nută and Nută, 2020). Beck and Katz (1995) emphasized that the FGLS estimator produces undervalued standard errors, which can be corrected by the PCSE estimator, and also stated the FGLS estimator is more suitable in the case of temporal data. However, Reed and Webb (2010) opposed these claims and recommended the superiority of the FGLS estimator. Accordingly, we employed the FGLS estimator as well in our analysis to make our results more robust.
Econometric Modeling
This study measured the direct impact of firm growth on insolvency risk through the intervention of leverage maturity and the interaction of PFCs. We also used the HMRA that is an eight-step process. The firm growth was measured through two independent variables. The eight-step hierarchical multiple regression process was repeated twice for the two proxies of insolvency risk. It is not viable to report the statistical encryption of all the eight-step models with these variations; instead, we presented the statistical description of the last step of the hierarchical approach considering the brevity of this study. Thus, the last step for individual independent variables considering the mediator is reported in the following equations:
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Equations 5 and 6 include the IFG and EFG for the IFG and EFG as independent variables, respectively. We used five different control variables in this article. The notation LMR represents LMR, and PFCs are denoted by PFC. The notations SIZE, TAX, ROA, σROA, and LIQ represent the firm size, taxes, profitability, volatility of returns on asset, and firm liquidity as mathematical notations for the control variables. We also introduced dummy variables represented by DummyYE and DummyIE to control the time effects and industry effects in our panel data series. The notation α represents constant, β refers to the slope coefficients, i is for cross-sections, and t for time intervals, whereas it represents error terms across cross-sections and time intervals.
EMPIRICAL FINDINGS
Empirical findings encapsulate the various statistical tools to understand the exact nature of data. The selection of appropriate regression tools is blind unless we fully perform the data diagnosis because main regression estimates must adhere to the discovered data properties. Therefore, in this section we reported certain tests on data description, and also the main empirical results are included to make the statistical inferences regarding the proposed relationships.
Descriptive Statistics
Table 2 reports the data description with information on mean, 25th percentile, median, 75th percentile, and standard deviation. The number of observations for five-yearly data counts to 1,420 observations for each variable, making it a balanced pool of data from 284 firms listed at PSX. The mean value of EMZ score, a proxy used for insolvency risk, is 9.969, the median value lies at 5.431, and the standard deviation is 76.861 during the study period.
TABLE 2 | Descriptive statistics.
[image: Table 2]There are two independent variables involved in this study for the measurement of internal and external growths. For the IFG, the mean value is 9%, the median value is a little above 4%, and there is a 48% deviation from the mean value. These firms observed an exponential average external growth of 239% during this time, and the median value is also quite high, which equals 85% and with a moderate deviation of 12%. These figures are not surprising as during our sample period, PSX broke the 50,000 marks and also declared one of the best performing stock exchanges in the world. Furthermore, the leverage structure on average uses long-term debt up to 27%, which means that the majority of financing is based on short-term loans. The median value stands at 23% percent, and the long-term debt ratio deviates from the standard up to 21% during our study period. The sampled non-financial firms have on average more than 55% fixed assets in their asset structure, and the median level of tangible assets that can be used as collaterals lies at almost 57%. There is a 22.5% deviation in the mean value of PFCs in our study sample. The mean proportions of controls, including lnSIZE, lnTAX, ROA, the volatility of ROA, and LIQ, appear to be 15.2, 16.4, 4.04, 7.6, and 2.1, respectively.
Multicollinearity Analysis
Table 3 reports the pairwise correlations and multicollinearity estimates of the variables selected in this sample. Pairwise correlations are also reported for all the possible combinations among the study variables. The presence of a strong correlation with large coefficient values is an indication of possible multicollinearity among the study variables. A high correlation between the selected variables can generate untrue regression coefficients, and any of the variables causing the statistical disorder should be dropped from the econometric framework.
TABLE 3 | Results for Pearson correlations and Multicollinearity.
[image: Table 3]The correlation values reported in our case are pretty much within the acceptable limits rejecting the probable presence of high multicollinearity among the study variables. Nevertheless, we did not only rely on this estimator and used the variance inflation factor to further strengthen our view regarding this issue. Studenmund (2000) regarded that a VIF value above 10 is problematic for any variable included in the model, and such variable should be dropped while going through the statistical analysis phase. Our findings are extremely satisfactory regarding this estimator as the variance inflation factor values are well below the cutoff point, and the calculated values for each variable lie much near to 1.
Unit Root and Other Data Diagnosis
To ensure and fulfill the basic assumptions of multivariate panel regression analysis and the selection of a proper regression estimator that well suits according to the nature of data, we applied various unit root, heteroskedasticity, autocorrelation, and cross-sectional dependence tests (Adebayo and Kirikkaleli, 2021; Adebayo et al., 2021a; Adebayo et al., 2021b). Table 4 reports the unit root test results using three diverse techniques, namely, the ADF fisher type test, the Harris–Tzavalis unit root test, and the Hadri unit root test, to develop a more consensus-based opinion.
TABLE 4 | Data stationary tests.
[image: Table 4]A significant p-value ensures data as stationary in the Fisher and Harris–Tzavalis unit root tests confirming the alternate hypothesis, but the Hadri unit root test is interpreted differently. In the Hadri unit root tests, insignificant p-values ensure that data are stationary. On this basis, the estimations prove that all the variables are stationary at the level based on the majority acceptance criteria.
Table 5 is designed to assess the panel heteroskedasticity, autocorrelation, and cross-sectional dependence in our constructed data sample. We used the modified Wald test for the detection of group-wise heteroskedasticity. The test statistics value is 41.343 and significant at less than 1%, which leads to the acceptance of the hypothesis that there exists group-wise heteroskedasticity in this sample of firms. We also employed the Wooldridge test for possible autocorrelation, and its value also turned out to be significant. The F-stat value of 1706.978 and a p-value of 0.00 enabled us to accept that there exists autocorrelation in panel data. Further, we applied Pesaran’s test for cross-sectional dependence and estimated a CD statistic of 41.343, and a p-value of less than 1% ensured that there exists cross-sectional dependence in all variables. On the basis of this information, we used a PCSE regression estimator that is suitable for smaller time intervals (T) and large cross-sections (N) in panel data settings. We also employed the FGLS estimator to ensure the robustness of our results.
TABLE 5 | Heteroskedasticity, autocorrelation and cross-sectional dependence tests.
[image: Table 5]Figure 2 comprises of multiple regression graphs prepared by using ORIGIN software for two regressions considering the two independent variables separately. Insolvency risk is plotted at the y-axis. The graph on the left side considers the IFG as independent variable, whereas the graph on right considers EFG as independent variable. The other variables included are the mediator, the interaction term and the control variables in both the graphs. It is abvious from this figure that on the whole the panel data series are near to the best line of fit with few distortions in the shape of spikes above and below the regression line. It depicts the presence of heterogeneity in data values. This figure also confirms the suitability of a regression model that better tackles the heterogeneity, autocorrelation and cross sectional dependence issues prevalent in our panels.
[image: Figure 2]FIGURE 2 | Multiple regression graphs for IFG and EFG
Main Empirical Findings
Table 6 presents the results for the HMRA after using the PCSE regression estimator. Hierarchical regression is an eight-step approach in which the first two steps consider leverage maturity as a dependent variable, whereas the remaining six steps consider insolvency risk as a dependent variable. The IFG proves to be a significantly positive predictor of leverage maturity with a coefficient value of 0.04132 and a p-value of less than 10%. It refers that a firm seeking internal growth attracts long-term financing in its leverage maturity structure confirming the propositions of Xuezhou et al. (2020b). The debt maturity has a significant positive impact on emerging market Z score referring to the fact that firms using larger proportion of long term debt in their debt maturity structure have lower level of insolvency risk (Adachi-Sato and Vitessonthi, 2019; Wang and Chiu, 2019). This evidence also confirms that debt maturity mediates the relationship between firm growth and insolvency risk in the proposed relationships (Hussain et al., 2020). The results also reveal that leverage maturity and PFCs have a significant impact on insolvency risk when used separately in a mediating role as depicted in models five and 6. However, leverage maturity is a significantly positive predictor of EMZ score (30.74128***), and PFC is a significantly negative predictor of insolvency risk (−12.30066***). This evidence explains that the use of long-term debt in capital structure reduces the risk regarding its use of a conservative strategy. Unlike Lee et al. (2011), the presence of more tangible assets in asset structure does not help in reducing the insolvency risks posed. When we introduced the interaction of leverage maturity and PFCs, the leverage maturity remained a significantly positive predictor of insolvency risk. The interaction term LMR*PFC had a significant but negative impact on insolvency (−140.8758***) confirming a negative mediated moderation effect validating the findings of Hussain et al. (2021). Previous literature including Zhang et al. (2021), Joshi (2018) and Lee, Koh and Kang (2011) support the concept of having more tangible collaterals to have better control on risk of bankruptcy. A few researchers however, have also given evidence that support the risk increment due to non-productive fixed assets and/or poor utilization of fixed collaterals during loan acquistions (Psillaki et al., 2010).
TABLE 6 | Hierarchical PCSE regression results with IFG as I.V.
[image: Table 6]The results for control variables present a mixed picture as size has a positive but insignificant impact on leverage maturity as depicted in the first two steps, whereas it has a significantly negative impact on the emerging market Z score depicting that large firms have high insolvency risk. Taxes also have a positive impact on leverage maturity and a negative impact on insolvency risk, but these results are insignificant in both cases. ROA has an insignificantly negative impact on leverage maturity but a significantly positive impact on the emerging market Z score. The volatility of returns measured through the standard deviation of ROA has a significantly negative impact on leverage maturity and insolvency risk as well. The liquidity was also reported as negative but insignificant for leverage maturity but significantly positive for insolvency risk depicting that the firms that possess more liquid assets experience less financial distress.
Table 7 presents the results of our second model that assumes EFG as our independent variable keeping other variables the same. In this section of the analysis, we again used the PCSE regression in a hierarchical multiple regression framework. Among the control variable, we observed the consistency of results as reported in Table 6. Nonetheless, the impact of the EFG variable turned out to be significant but negative (−0.00113***) in this case as reported in model 2. The negative impact of EFG on leverage maturity depicts that firms that have performed better concerning the ratio between the MVE and BVE prefer less long-term financing and conversely more short-term financing. It confirms the signaling hypothesis of information asymmetry theory that depicts that high share values convey a positive signal to short-term money lenders and that easy access to short-term financing becomes possible for such firms. It is also an indicator that such firms have better prospects as compared with their counterparts as signaled by the security markets in which they operate. The LMR once again has a significantly positive association with leverage maturity, and leverage maturity has a significantly positive (136.2331***) influence on insolvency risk. The interaction term LRM*FPC reconfirmed the previous results showing negative and significant results in this case as well.
TABLE 7 | Hierarchical PCSE regression results with EFG as I.V.
[image: Table 7]Sensitivity Analysis With Feasible Generalized Least Squares Regression
As discussed earlier, we also used feasible generalized least square regression to check the sensitivity of our generated results. This regression estimator was once again tested using a HMRA that comprises an eight-step process. Table 8 reports the results using this approach using our first independent variable called IFG. There is not much difference in the results of the control variables using the FGLS estimator as well. Only firm size has contradictory results as its results exhibits a significantly positive impact on LMR, and it also has a significantly negative impact on insolvency risk before the introduction of mediator and moderator in the regression equations. The impact of IFG is insensitive to the use of the alternative regression estimator as it has a positive and significant coefficient value of 0.03984*** when regressed on leverage maturity structure. LMR also has a positive and significant role in defining insolvency risk depicting a decrease in the risk as a more positive value of the emerging market Z score translates into lesser chances of becoming insolvent. The interaction of leverage maturity and PFCs has a beta coefficient value of −10.81954** proving that this relationship is insensitive to the type of the regression estimator used. These results portray that firms in Pakistan are unable to follow the propositions of the maturity-matching approach, which can be one of the reasons that increase the insolvency risk of listed firms. Further, these results assert that the proportion of fixed assets that can act as PFCs are underutilized in this context. Either they are not used properly as fixed collaterals while negotiating the loans, or the firms are unable to generate the revenue from assets that can be used to service the debt.
TABLE 8 | Hierarchical FGLS regression results with IFG as I.V.
[image: Table 8]Table 9 is prepared on a similar line as it also uses the FGLS regression technique, but the independent variable utilized in this case is the EFG. The EFG had a negative but significant influence on LMR (−0.00109***) proving the robustness of regression results. The LMR has a positive impact on insolvency risk (14.38490***) measured through the emerging market Z score. The interacting role of leverage maturity and PFCs reconfirmed the results being a significantly negative (−9.04904*) predictor of the emerging market Z score. The results for the control variables remained unchanged throughout the analysis even after using the different independent variables and regression techniques. The industry and year effects were also controlled throughout our analysis of the collected data. The findings of this study support the initial stance taken in this study that impact of internal and external firm growths have heterogenous impact on leverage structure and ultimately the insolvency risk. Bei and Wijewardana (2012) decomposed the overall growth into internal and externals domains. The significant positive impact of IFG and significat negative impact on leverage maturity proves this fact in this study as well. It describes that the firms grown internally utilize more long term loan (Iotti and Bonazzi, 2018) and firms grown externally utilize more short term loans (Costa et al., 2014).
TABLE 9 | Hierarchical FGLS regression results with EFG as I.V.
[image: Table 9]Table 10 is constructed to present a summarized view of our regression results in a short, condensed form. It also presents the three paths to evaluate the mediation process that is moderated by PFCs. The first relationship depicts that the relationship between the IFG and insolvency risk is fully mediated by the LMR, and the second proposes that the relationship between the EFG and insolvency risk is partially mediated by the LMR. In the subsequent section of this table, we analyzed the same relationship but after using the FGLS estimator. Thus, the next steps showing the relationship between IFG and insolvency risk and between EFG and insolvency risk is fully mediated by the LMR. The last column in this table depicts the moderating effect of PFCs, and it shows that all the mediated relationships in these four steps are negatively moderated by PFCs. Similar to the propositions of Xuezhou et al. (2020a), these results confirm our proposed model of the mediated moderation of insolvency risk and PFCs. This evidence also supports the researchsers like Rampini and Viswanath (2020), Joshi (2018) and Lee et al. (2011) who pointed towards the moderating role of collaterals. Abdioğlu (2019) confirmed that same results in Turkish firms.
TABLE 10 | Summary of results.
[image: Table 10]Endogeneity Checks
Another important issue that exists while dealing with panel data is endogeneity concern (Fatima et al., 2021). To cope up with this potential issue, we used a dynamic regression model called the generalized method of moments (GMM), which is preferable over other dynamic regression approaches when data are contemporaneous (N > T). We relied on system GMM instead of differenced GMM because it addresses the unit root issue more precisely and also gives better results (Tan, 2016).
Table 11 reports the result for the two-step system GMM approach, and we included the results for the final step of the hierarchical approach in this section that include the control variables, independent variables, mediator, moderator, and the interaction term. This table presents the results in two columns for each independent variable separately. The results report an insignificant impact of both of our independent variables, i.e., IFG and EFG. Leverage maturity proves to be a significantly positive predictor of insolvency risk in both cases with coefficient values of 4.85799* and 5.56888**. This result ensures that the usage of long-term debt can impede insolvency risk. The PFCs as also proved by the previous results have a significantly negative impact on insolvency risk (−12.35707*** & −12.34528***). The interaction between leverage maturity and fixed collaterals presented the same character as already evidenced with significantly negative values of −6.77424** and −7.48047*. The results for all the control variables prove positive and significant with the dynamic regression approach. We also reported the results for Sargan’s test to detect any over-identification of the instruments. The significant values of this test in both cases reveal the non-presence of this issue, i.e., 29.55936 and 29.65676 with the probability values of much less than 1%.
TABLE 11 | Two-step system GMM results.
[image: Table 11]CONCLUSION AND POLICY RECOMMENDATIONS
Conclusion
This study was conducted to analyze the impact of firm growth on insolvency risk in the non-financial listed firms of Pakistan. For this purpose, we manually gathered the data for 284 firms over a period of 5 years. Firm growth was discussed as two-dimensional phenomena, namely, the IFG and the EFG. The majority of the previous research has failed to differentiate between the effects of internal and external growth opportunities on insolvency risk. The internal growth is an endogenous phenomenon, while the external growth is regarded as a market-based factor.
We also claimed that the impact of growth on insolvency risk is not direct, but rather, there are leverage decisions that interplay in this relationship. On the basis of the findings of Hussain et al. (2021) and Xuezhou et al. (2020a), we considered only the leverage maturity aspect of the leverage decisions because they proposed that it is the debt maturity decision that is more crucial while controlling for insolvency risk in comparison with the capital structure decision. Therefore, a growth-led leverage maturity influence was tested in our study.
In addition, the moderating role of PFCs in the relationship between leverage maturity and insolvency risk was analyzed. This analysis is based on the maturity-matching principle, which claims that the maturity structure of debt and asset structure should match. Unmatched maturity can either create financial distress or result in unused non-productive assets. The utility of tangible assets is twofold, specifically when we relate it to leverage. One aspect is the generation of continuous revenue from these assets for loan servicing and its possible disposal for loan redemptions. Another important aspect is their use as fixed collaterals. Not all of the fixed assets are used as collaterals, but they do possess the potential to act as fixed collaterals. Information asymmetry theory also regards the presence of PFCs as beneficial. Managers with more PFCs are in a position to obtain loan at favorable terms, and they can also earn short-term leverage on a frequent basis. It renders them a superior negotiating position, but things may be different if the fixed assets prove to be non-productive or used as collateral inefficiently.
Our results confirm that LMR is a good mediator between firm growth and insolvency risk relationships, but PFCs negatively moderate the relationship between leverage maturity and the emerging market Z score rendering an increase in insolvency risk.
Recommendations and Limitations
On the basis of this research, certain strategic changes are proposed that can be considered while policy making at strategic and regulatory levels to save firms from financial vulnerability. The findings imply that more long-term financing is advantageous in coping with corporate financial distress. Few previous researchers have also supported this evidence and have made similar recommendations for using more long-term debt in the leverage maturity structure of firms. However, this study underlined the fact that managers can use the leverage structure as a tool to control the financial distress, which, if addressed inappropriately, may damage the firm sustainability and also hinder the going concern assumption for the firms. Also, the previous researches are mostly confined to the capital structure aspect of the leverage decisions but lack the role of debt maturity structure in this paradigm. The findings of this research recommend managers to carefully study the debt maturity structure as well. Furhter, it is also crucial to differentiate between the internal and the external growth while making decisions as they may have varied consequences on insolvency risk as proposed in this research. Therefore, the firms that are exposed to high financial distress while seeking growth should opt for less risky external financial resources. It also proves the worth of pecking order theory in Pakistan that takes a step-by-step conservative approach while using financial resources.
The PFCs prove a negative moderator, which explains the non-productive nature of fixed assets and also questions the managerial ability to use them as better collaterals while negotiating for external financing. The maturity-matching approach can serve as a yardstick to the proper utilization of tangible assets as collateral for loan acquisition. The unnecessary and over-accumulation of fixed assets is also harmful as it increases the associated fixed expenses instead of revenue generation, which supersedes the benefits associated with tangible assets.
The governments should formulate policies that make external financing cheaper by reducing the benchmark rates on loans for commercial consumption. Long-term financing is less risky, and its provision to the business community can nurture growth at the industrial level that eventually strengthens the economic growth in the country. At the government level, it is also required to make short-term financing readily available at favorable conditions to encounter the rollover risk associated with short-term financing. It is proven that the financial firms exhibit a ‘fill the gap’ behavior while lending to the manufacturing sectors. The maturity of government issued loans leads to the loan maturities of other lending and borrowing agencies. If long term loan facilities are managed by government, the short term gap is fulfilled by the private lenders and vice versa. Hence, feasible loan maturities can be adjusted by such governmental policies to subsidize the manufacturing sector. The domestic credit to GDP ratio needs to be overhauled. It should atleast be made competitive to other South Asian countries to nurture the growth in business sector. A healthy business and regulatory environment regarding loan disbursement can promote long-term distress avoidance and sustainable business operations.
The current study also encounters a few limitations that include the following. 1) Single and underdeveloped country evidence is presented, and multinational comparative evidence can generate more interesting results in future studies. 2) This study also employed the proportion of tangible assets as potential collateral across all firm types, whereas several studies (although small) regard it as a sector-specific indicator. Therefore, a cross-industry comparison in future studies can also generate enhanced evidence in this domain. 3) We included the internal and external growths as our independent variables in this investigation. Other firm-specific variables and macroeconomic variables, such as inflation and economic growth, may also be tested in this framework to generate more interesting results.
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This study compares the nexus among trade liberalization, CO2 emissions, energy consumption, and economic growth in Southeast Asian and Latin American countries. We apply the structural equation modeling approach for estimation analysis of the data from 1991 to 2018. The empirical findings of this study validate that trade has a positive and statistically significant effect on energy consumption, CO2 emissions, and gross domestic product (GDP) in Southeast Asian countries. Whereas in Latin American countries, trade shows a positive insignificant impact on energy consumption, but the coefficients for both CO2 emissions and GDP are positive and statistically significant. Energy consumption also exhibits a positive significant effect on CO2 emissions and a positive statistically insignificant effect on GDP in the Southeast Asian region. However, in Latin American countries, energy consumption predicts a positive and statistically significant impact on both CO2 emissions and GDP. Whereas, CO2 emissions indicate a positive significant effect on GDP in both regions. Therefore, each country’s government in both areas should formulate appropriate policies to promote green technologies in the production and exports, which could help economies to achieve a clean environment and sustainable long-term development.
Keywords: trade liberalization, CO2 emissions, energy consumption, economic growth, structural equation modeling
INTRODUCTION
Trade has been extensively discussed with CO2 emissions, energy consumption, and gross domestic product (GDP) in the literature; however, the regional comparison is still not being undertaken. We extended the existing literature on trade, CO2 emissions, energy consumption, and economic growth by using the case of more regions, i.e., Southeast Asian and Latin American countries. The comparative analysis of the two regions may provide a clear picture of the success of trade policies and implications on growth, environmental, and energy consumption in the two regions. Trade openness is considered to be an engine to the growth of an economy, which consequently contributes to more CO2 emissions and energy consumption that affect environmental quality, GDP, and CO2 emissions (Ullah et al., 2019b). Many countries in Latin America and Southeast Asia adopted trade liberalization in the 1990s, and it resulted in significant improvement in economic growth. Besides the positive effect on the economy, international trade expansion contributes to the CO2 emissions and energy consumption, which affects the environmental quality of a country (Copeland and Taylor, 1997; Frankel and Rose, 2002). Trade openness can account for an increase in CO2 emissions from three aspects. First, trade increases in CO2 emissions as a result of a high level of economic activities, especially in the export sector industries (Ullah et al., 2019a). Second, countries change the production pattern due to the specialization after the trade liberalization, which increases CO2 emissions (Grossman and Krueger, 1991; Copeland and Taylor, 2004). Third, countries use a higher level of technologies that require a high level of energy consumption, which leads to a higher level of CO2 emissions in the economy. The emergence of trade openness in developing countries has got attention as many Southeast Asian economies achieved substantial economic growth. Besides this achievement, trade activities created a lot of challenges for the environment, particularly in terms of CO2 emissions. The environmental quality is worsening due to emissions of dangerous gases and results in more severe consequences for human health and sustainable development (Rock and Angel, 2007). Environmental Kuznets Curve provides a framework showing CO2 emissions for countries in different stages of the economy, in the transition period due to industrial development and economic growth that leads to higher CO2 emissions in the economy. In contrast, in later stage, countries give more attention to reduces CO2 emissions; therefore, in later stage, it reduces CO2 emissions. Both trade and economic growth are based on agriculture production, which requires high-level energy consumption. Energy consumption has no crucial adverse effect on economic growth Menegaki (2011). However, some of the studies found that trade liberalization, more FDI, and energy consumptions do not negatively contribute to the environmental degradation (Ikram et al., 2021; Shahzad et al., 2021).
Trade expansion and GDP have the same effect on energy consumption; in this regard, the conventional theories suggest that trade and GDP increase energy consumption. The majority of the studies in existing literature concluded the positive nexus of trade with energy consumption, CO2 emissions, and GDP. The contradiction of empirical findings requires further empirical investigation by comparing the two regions like Southeast Asian countries and Latin American Countries. Besides, this study will help to better understand the success of trade openness in two regions and its implication for economic growth, energy consumption, CO2 emissions, and energy consumption. Many countries in various regions have varying environmental legislation and robust strategic framework, which may have diverse implications for the CO2 emissions. Therefore, the nexus of these variables in these Southeast Asian countries and Latin American Countries are investigated in this study. The study contributes to the literature in many ways. First, there is no such study exists, which explores the dynamic interrelationship among trade, CO2, energy consumption, and economic growth by comparing the emerging regions. Second, the comparative analysis of various regions such as Southeast Asia and Latin American may provide the success of trade policies and their implications for the environment, CO2 emissions, energy consumption, and GDP. Third, this paper uses a novel statistical technique known as the “structural equation model (SEM)”, which is a novel approach that provides a more robust empirical estimation for complex models and prominent policy implications for the policymakers in these various countries and regions.
LITERATURE REVIEW
Trade openness has a manifold effect on the economy, including economic growth, CO2 emissions, and energy consumption. Trade and economic growth have been widely discussed in the literature. Kemal (2007) analyzed the trade openness effect on economic growth for the South Asian countries by using the restricted VAR model and co-integration technique and confirmed the growth-lead hypothesis. Awokuse (2008) demonstrated that trade gives the prevalence of import-led and export-led hypotheses for Latin American countries. Besides the significant contribution of trade to economic development, it also has some serious threats for the country’s environmental degradation concerns. Many studies found that trade leads to an increase the CO2 emissions. Ullah et al. (2019a) confirmed that trade openness increased the CO2 emissions in China for 1990–2017. Ferda Halicioglu (2009) investigated trade, CO2 emissions, and energy consumption for Turkey and found that trade openness leads to an increase in CO2 emissions. Omri et al. (2015) reported that trade, financial development, and economic growth cause the degradation of environmental quality in MENA countries. Shahbaz et al. (2013) confirmed that trade openness increases the CO2 emissions in Indonesia. Trade activities also increase CO2 emissions and found that trade openness increases CO2 emissions in China (Ullah et al., 2019a; Zeeshan et al., 2021a; Zeeshan et al., 2021b). Another study by Ullah et al. (2019b) found that trade liberalization in Pakistan also leads to CO2 emissions in Pakistan. Whereas in a similar study, Grossman and Krueger (1991) reported a positive relationship between trade openness and CO2 emissions. Likewise, Copeland and Taylor (2004) also confirmed a positive nexus of CO2 emissions and trade, but they came up with contrast findings and found that CO2 emissions can be reduced by trade openness and claimed that technological innovation and energy-efficient technologies in the production process negatively affect CO2 emissions and trade.
Trade and GDP both can increase energy consumption, and many studies found a positive association between trade and GDP growth for energy consumption. The pioneering research of Kraft and Kraft (1978) indicates that GDP increases energy consumption. However, later empirical findings show a mix of conclusions on the relationship between trade GDP and energy consumption. Khan et al. (2006) found that energy consumption is the main factor for accelerating economic growth in Pakistan, Sri Lanka, and Bangladesh. Whereas in a similar study, Noor and Siddiqi (2010) predicted a short-run unidirectional causality running from GDP to energy consumption in Pakistan, Bangladesh, Nepal, Sri-Lanka, and India. Lee (2005) analyzed the relationship between GDP and energy consumption by using the co-integration technique and VECM for the period of 1975 to 2001 and concluded the existence of the long-run relationship between energy consumption and economic growth; however, no short-run relationship was observed. Salahuddin et al. (2015) and Ahmad et al. (2021) tested the relationship among economic growth, energy consumption, carbon dioxide emissions, and financial development in the GCC area, and their findings suggest that economic growth and energy consumption stimulate CO2 emissions in GCC countries. Pao and Tsai (2010) also found a co-integration relationship between GDP, energy consumption, and CO2 emissions for BRIC countries with the help of Granger causality tests and panel co-integration technique. Their long-run estimation results suggest a positive link between carbon emissions and energy consumption. Jammazi and Aloui (2015) investigated the cross-linkages among CO2 emissions, economic growth, and energy consumption for GCC countries with the approach of wavelet window cross-correlation. Their results report a unidirectional nexus between energy consumption and CO2 emissions. Aqeel and Butt (2001) also confirmed that the economic growth of a country directly influences the growth of petroleum consumption. Likewise, Paul and Bhattacharya (2004) also reported bi-directional causality between energy consumption and economic growth in India. However, Pirlogea and Cicea (2012) found a unidirectional relationship between energy consumption to economic growth for European countries. Whereas, few studies justified the bi-directional causality between renewable energy consumption and economic growth (Apergis and Payne, 2009; Apergis et al., 2010). Trade and energy consumption have been widely examined in the liberalization. Likewise, Grossman and Krueger (1995), Frankel(2009), and Zeeshan et al. (2021a) found that trade liberalization reduces environmental quality. Cole (2006) and Doney et al. (2009) argued that trade openness potentially affects CO2 emissions, particularly in the industrial production and exports that heavily rely on the fossil fuels that is the major underlying cause of pollution. Redding and Venables (2002) and Grossman and Helpman (1991) comprehended that energy consumption may be affected by trade openness policies like reducing non-tariff and tariff barriers on energy-efficient products and suggesting a positive association between energy consumption and trade openness. Greenaway et al. (2002) and Wacziarg (2001) found a positive relationship between energy consumption and trade openness. Antweiler et al. (2001) suggested a theoretical framework that an increase in energy usage is due to trade openness. However, they are not the same, as the exercises of changing policies and the structure of the economy represent liberalization.
Economic growth and CO2 emission have also explored in the previous studies by using EKC theory (Grossman and Krueger, 1995; Seldon and Song, 1994; Shafiq et al., 1994; Al-Mulali et al., 2016; Solarin et al., 2017). Saboori and Sulaiman (2013) investigated that there exists bidirectional causality between carbon dioxide emissions and economic growth. However, many studies explored the nexus of economic growth, CO2, and energy consumption (Halicioglu, 2007; Apergis et al., 2010; Menyah and Wolde-Rufael, 2010; Ozturk and Acaravci, 2010; Arouri et al., 2012; Sheinbaum-Pardo et al., 2012). Few studies also examined the panel data and found a dynamic relationship between carbon dioxide emissions and economic growth and suggested that GDP determines the long-run association with CO2 emissions (Coondoo and Dinda, 2002; Coondoo and Dinda, 2008; Lee and Lee, 2009; Narayan et al., 2010; Jaunky, 2011; Apergis, 2016). On the basis of the above literature, we have developed the following hypothesis (Ahmad et al., 2021).
Hypothesis Testing
H1: Trade has a positive effect on energy consumption.
H2: Trade positively contributes to CO2 emission.
H3: Energy consumption positively affects CO2 emission.
H4: Energy consumption positively affects GDP.
H5: Trade positively affects GDP.
H6: CO2 emission positively affects GDP.
STYLIZED FACT FOR TRADE, ENERGY, CO2 EMISSIONS, AND GDP IN LATIN AMERICAN AND SOUTHEAST ASIAN COUNTRIES
Trade Liberalization Trend
In Figure 1, the Southeast Asian Country’s trade liberalization can be observed with an upward but more flat behavior from 1991 to 2018. The association of Southeast Asian countries consists of many diverse economies, as compared to Europe or North America. Moreover, they are ethnically, historically, culturally, and economically different from one another as to Europe or American Northern countries. However, in terms of economic development, Singapore is leading among the Association of Southeast Asian Nations (ASEAN) countries. It is noted that domestic policies change that ASEAN has to make difficult politically, in the prism of economic crisis. To increase the trade, ASEAN countries expanded trade in the region that significantly improved the region’s income. Singapore has obtained tremendous growth due to aggressive and well-planned trade strategies. Indonesia shows a similar practice for trade openness in the same period, which means that trade openness increases the trade activities in the region. Lao PDR also exhibits similar practices, as Indonesia, in terms of trade. However, Malaysia statistics show that the country showed a significant increase in trade activates from 1991 to 2006; then, a downward trend is seen for trade openness due to international finical crises. Philippines, Thailand, and Vietnam show somehow similar procedures and governance for trade openness up to 2015, and then, Thailand and Vietnam show a rising trend due to special reforms by their current regimes. Singapore shows serious upward trade liberalization practices till 2008, and then, a declining approach is seen.
[image: Figure 1]FIGURE 1 | Trade liberalization of Southeast Asian countries.
Figure 2 contains the trade liberalization trend for the Latin American countries; Honduras and Costa Rica trade liberalization have dynamic trends as showing upward and downward movement for trade activities from 1991 to 2018. Bolivia, Cuba, Peru, Dominican Republic, and Uruguay show a smooth trend for trade in the study period, which means that no special creativities have been taken concerning trade in Guatemala. Honduras, Paraguay, Venezuela, Haiti, and Chile exhibit similar practices as Guatemala in terms of trade with no remarkable changes. However, Panama figures show that it increased trade from 1991 to 1997, and then, a downward curve in terms of trade openness is seen up to 2002. Bolivia, El Salvador, Paraguay, Uruguay, Dominican Republic, Guatemala, Ecuador, and Puerto Rico show somehow similar procedures and governance for trade openness up to 2018, but Peru starts a sudden upward trend in 2014, for 2 years. This jump was characterized by trade facilitation efforts by the ruling regime, and then, a downward trend is seen.
[image: Figure 2]FIGURE 2 | Trade liberalization of Latin American countries.
Energy Consumption
In Figure 3, the energy consumption has been shown for the Southeast Asian region. As a whole of 10% of the world’s population reckon with the assessment of global outlook energy consumption, rapidly growing regional economies contribute to various aspects of energy outlook and economic factors. The Southeast Asia energy outlook reported a growing perspective of energy consumption in Southeast Asia. International Energy Agency reported that the risks and opportunities that are faced by the Association of Southeast Asian nations, i.e., Cambodia, Malaysia, Singapore, Indonesia, Thailand, Lao PDR, Philippines, Myanmar, and Vietnam, look in achieving to meet their affordable and sustainable energy demand. The sustainability demand is represented in Figure 3. The graph showed its slow and steady energy demand and consumption. This intensifies the effort by these countries to ensure secure, sustainable, and affordable energy sector pathway plans. It includes investments in power supply, infrastructure, and fuel, mainly focuses on efficiency that resulted in a well-managed region’s energy system as regards the quality of life, and improves welfare for citizens. However, there are also some warning signs, an increase in fuel demand, and outpaced production within the Southeast Asia region. Thailand, Vietnam, and Singapore show overall upward trends from 1991 to 2018, with a slight upward and downward practice. It is the reason for serious efforts, which are being made by these countries to stimulate trade using more energy in their production units. More production has moved the energy consumption curve upward in these countries than in other countries in the same region. However, Malaysia and the Philippines show an upward but flat kind of energy consumption practices, showing their less intensity toward energy consumption. Whereas, Cambodia and Lao PDR show a flat but slightly increasing trend in their energy consumption.
[image: Figure 3]FIGURE 3 | Energy consumption of Southeast Asian countries.
Figure 4 shows that Haiti’s energy consumption can be seen as having an upward but flat behavior from 1991 to 1994. Dominican Republic shows similar practices for energy consumption in the period, which means that no special initiatives have been taken regarding energy consumption and trade in the Dominican Republic, Costa Rica, El Salvador Nicaragua, Paraguay, Puerto Rico, Venezuela, Chile Cuba, Ecuador, Guatemala, Honduras, Panama, Peru, and Uruguay, due to which their static position is there. Therefore, flat practices are seen with a slight rising trend, which is very much clear that these countries did not entice foreign trade.
[image: Figure 4]FIGURE 4 | Energy consumption of Latin American countries.
CO2 Emission
In Figure 5, the CO2 emissions are shown. Vietnam, Singapore, and Thailand show a downward curve from 1991 to 2007, and then, a sudden drastic upward trend is witnessed in the graph, which is due to more energy consumption in this period by these three countries and the promulgation of various trade approaches and policies to stimulate the economy. Malaysia and the Philippines show a flat but a bit raising trend in CO2 emissions, which is very much coherent with their energy consumption practices, as both countries have similar trends for their energy consumption. Indonesia, Lao DPR, and Cambodia show, somehow, similar volumes in terms of their CO2 emissions, which is due to their approach toward energy consumption.
[image: Figure 5]FIGURE 5 | CO2 emission in Southeast Asian countries.
In Figure 6, the CO2 emissions for the Latin belt are shown. Venezuela shows a downward curve from 1991 to 1996, and then, a sudden drastic upward trend is witnessed in the graph for 3 years, which is due to more energy consumption in this period by Venezuela, as oil resources have extracted in Venezuela. Similarly, Chile shows an upward trend from 1991 to 2018. Bolivia, Cuba, El Salvador, Honduras, Paraguay, Uruguay, Dominican Republic, Guatemala, Nicaragua, Peru, Costa Rica, Ecuador, Haiti, Panama, and Puerto Rico show a flat but slightly increasing upward trend in their CO2 emissions in the study period of 1991–2018.
[image: Figure 6]FIGURE 6 | CO2 emission in Latin American countries.
Economic Growth
Figure 7 presents the economic growth for the Southeast Asian countries. Singapore shows a tremendous rise in economic growth. It is due to its knowledge economy using sophisticated technologies in their production and more driven toward innovation and creativity of industrial output, agricultural production, services, and wise promulgation of economic policies. Malaysia is also showing an upward trend in terms of economic growth. It is due to the coherent and robust economic measures to fuel the economy. In comparison, Thailand stands third in the graph in terms of economic growth. However, the rest of the countries show almost similar economic growth, which reflects their economic weight and width. In Figure 8, the economic growth for Latin American countries is shown. Puerto Rico shows a tremendous rise in economic growth from 1991 to 2018. It is due to its knowledge economy consuming advanced machinery in their production and more driven to invention and creativity of industrial output, agricultural production, services, and wise promulgation of economic policies. Peru, Venezuela, and Uruguay also show an upward trend in terms of economic growth. It is due to the coherent and robust economic measures to fuel their economies. However, the rest of the countries such as Bolivia, Dominican Republic, Haiti, Paraguay, Chile, Ecuador, Honduras, Costa Rica, El Salvador, Cuba, Guatemala, and Panama demonstrated nearly parallel economic growth, which reflects their economic quantity and amount.
[image: Figure 7]FIGURE 7 | Economic growth of Southeast Asian countries.
[image: Figure 8]FIGURE 8 | Economic growth in Latin American countries.
METHODOLOGY OF THE PAPER
Data and Variables
We collected data from the WDI data stream for the analysis of this study. We used data span from 1991 to 2018. We collected data of two regions i.e., Southeast Asia and Latin American, and dropped these in two panels. Panel A consists of Southeast Asian Countries (Cambodia, Indonesia, Lao PDR, Malaysia, Philippines, Singapore, Thailand, and Vietnam). Whereas, Latin America, panel B, consists of various countries, namely, Bolivia, Chile, Costa Rica, Cuba, Dominican Republic, Ecuador, El Salvador, Guatemala, Haiti, Honduras, Nicaragua, Panama, Paraguay, Peru, Puerto Rico, Uruguay, and Venezuela.
We collected the data of trade liberalization, CO2 emissions, energy consumption, and economic growth to conduct empirical analysis for hypothesis testing. We denote T, for trade liberalization, which measured % of GDP. The same measurement approach has been used by previous researchers (Aye and Edoja, 2017; Ben Jebli and Hadhri, 2018; Ullah et al., 2019b). We use E, for energy consumption, measured in % of total final energy consumption, in the spirit of previous studies (Aye and Edoja, 2017; Ullah et al., 2019b; Zeeshan et al., 2021a), and CO2, for carbon dioxide emission, which is measured as metric tons per capita (Hanle et al., 2004; Shi et al., 2019, whereas economic growth is measured in US dollars (Heidari et al., 2015; Aye and Edoja, 2017; Ben Jebli and Hadhri, 2018).
Emperical Model
We have developed the following model and we estimated the following model, which covers our underline hypothesis.
Estimation Techniques
Various estimation techniques have been used to analyze data of different panels in numerous fields across the globe. However, very few studies available on OLS, GLS (fixed effect and random effect), panel unit root, panel ARDL, GMM, pooled OLS, and SEM. The SEM is the modern-day technique widely used in panel data and cross-sectional data analysis to provide robust and accurate results for various variables, dependent on each other, showing inter-relationship with each other. The importance of SEM in data analysis has been pointed by various researchers. In this regard, Fan et al. (2016) considered SEM, as a strong multivariate technique being used in various scientific investigations to comprehend and evaluate the causal structural relationships. It is a unique estimator, as, at the same time, it finds out direct, indirect, and total effects of the causal relationship. Byrne (1998) argued that SEM is an appropriate and robust model and clearly resolved the structural relationship of the variables in a single attempt approach. Rehman et al. (2021) also highlighted the significant contribution of SEM in structural relationship of the variables. Likewise, Hair et al. (2006) justified the appropriateness of SEM as a fit estimator when a researcher determines a structural relationship among various variables. Bryan (1990) also confirmed the reliability of SEM in the time when it delivers better fit indices. On the basis of the aforementioned justification, hence, we applied SEM approach to conduct the data analysis to comprehend the inter relationship of trade, CO2 emissions, energy consumption, and economic growth in these regions (Figure 9).
[image: Figure 9]FIGURE 9 | Conceptual model of the study.
EMPIRICAL ANALYSIS
Diagnostic Tests
We performed various data diagnostic tests to validate the data and declare its suitability for further statistical estimation techniques. We applied Wooldridge test to know the serial correlation in the data. In this regard, we performed a separate test on each panel, and, in both cases, the reported values of the test are Prob > F = 0.087, for panel A, and Prob > F = 0.093, for panel B. These values show that there is no autocorrelation in the data and the data is free from such problem. Further, it provides signal for statistical tools to be used. We also conducted Breusch–Pagan/Cook–Weisberg test for heteroscedasticity and treated both samples separately for understanding the problem of heteroscedasticity in the data. We obtained Prob > chi2 = 0.0890, for panel A, and Prob > chi2 = 0.0760, for panel B. The results confirm that there is no existence of hetero problems in the data.
Correlation Analysis of Southeast Asian Countries’ Panel
Table 1 shows the correlation analysis of Southeast Asian Countries for the observed correlation of various variables used in this study. The results demonstrate a strong and positive correlation between trade and CO2 in the Southeast Asian panel. Similarly, trade also shows a positive strong correlation with energy and GDP (Trade with Energy, r = 0.563, p < 0.01, and Trade with GDP, r = 0.619, p < 0.01). CO2 shows a positive strong correlation with energy consumption and a positive weak, moderate correlation with GDP (Cohen, 1988). However, energy shows a positive but insignificant correlation with GDP (r = 0.077, p > 0.01).
TABLE 1 | Correlation SEAC panel.
[image: Table 1]Goodness of Fit Measures
Table 2 shows the goodness of fit measures for the structural model for Southeast Asian countries, various variables relationship. The reported value of root mean square error of approximation (RMSEA) is 0.061, which is an acceptable level for the fitness of the model, as Hair et al. (2006) suggested the acceptable value of RMSEA as 0.08 or less. RMR also shows the feasible level of value, as lower than 0.05, is a good fit as for as model fitness is concerned. Hair et al. (2006) recommended ≥0.90 for concerned CFI, NFI, GFI, and TLI. However, the observed values of the model are above the threshold, suggesting that the model is fit.
TABLE 2 | Southeast Asian countries: Goodness of fit measure.
[image: Table 2]Regression Weights/Path Analysis for Testing Hypothesis
Table 3 depicts the regression path of different variables on one another, generated through SEM, for the hypothesis testing. The results demonstrate that trade has a positive and statistically significant effect on energy consumption (p < 0.05), CO2 emissions (p < 0.05), and GDP (p < 0.05). Energy consumption also exhibits a significant positive effect on CO2 emissions in the Southeast Asian region. Whereas, energy consumption shows a positive but statistically insignificant effect on the GDP of the countries in the Southeast Asian belt. The results also predict a significant positive impact of CO2 emissions on GDP in this region.
TABLE 3 | Regression weight SEA region.
[image: Table 3]Correlation Analysis of Latin American Countries’ Panel
Table 4 shows the correlation analysis of Latin American countries. The reported correlation depicts the relationship of various variables. The results predict a strong and positive correlation between trade and CO2 emissions in these countries’ panel. Likewise, trade also shows a strong positive correlation with GDP (trade with GDP, r = 0.419). However, trade shows a positive but weak correlation with energy consumption. CO2 reports a strong correlation with energy consumption and a moderate correlation with GDP (Cohen, 1988). In contrast, energy shows a positive and strong correlation with GDP.
TABLE 4 | Correlation Latin American panel.
[image: Table 4]Goodness of Fit Measures
Table 5 shows the goodness of fit measures for the structural model for Latin American countries, various variables relationship. The reported value of the RMSEA is 0.068, which stands valid for the fitness of the model, as Hair et al. (2006), in their research, recommended that the acceptable value of RMSEA is less than 0.08. RMR also shows a value lower than 0.05, which shows a good fit for the fitness of the model. Hair et al. (2006) recommended ≥0.90 for various indices, i.e., CFI, NFI, GFI, and TLI. However, the observed values of the model are above the threshold, suggesting that the model is fit.
TABLE 5 | Latin American: Goodness of fit measure.
[image: Table 5]Regression Weights/Path Coefficients for Testing Hypothesis
Table 6 portrays the path analysis of SEM, explaining the impact of one variable on another in the context of Latin American countries. The results demonstrate that trade liberalization has a positive but statistically insignificant effect on energy consumption. The results of our study align with many previous studies, showing the positive nexus between trade and energy consumption (Baek and Kim, 2013; Al-mulali and Sheau-Ting, 2014; Seker et al., 2015). Likewise, trade shows a positive but statistically significant effect on CO2 and GDP in the context of the Latin American region. Exploring the nexus of similar variables, Muhammad (2019) and Shakeel et al. (2013) validated the positive nexus of trade with carbon dioxide emission and GDP. Energy consumption also shows a positive statistically significant effect on CO2 emissions and GDP in Latin American countries. The same kind of nexus of these variables has been featured by previous studies (Shakeel et al., 2013; Ozcan et al., 2020). Although, energy consumption indicating a positive and statistically insignificant effect on the GDP of the countries in the Latin American region. The outcomes also predict a significant positive effect of CO2 emissions on GDP in these countries. Shakeel et al. (2013) and Muhammad (2019) validated the positive nexus between CO2 emissions and GDP.
TABLE 6 | Regression weights for Latin American region.
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Trade liberalization has been adopted in both Latin American and Southeast Asian countries, which significantly contributed to the development in those regions. Besides, trade liberalization has been found as a key determinant of environmental quality, which significantly contributing to CO2 emissions, energy consumption, and economic growth in any country. Therefore, this study investigates the nexus between trade liberalization, CO2 emissions, energy consumption, and economic growth in Southeast Asian countries and Latin American Countries for the period of 1991 to 2018. We applied SEM, which is a strong sophisticated estimation technique that provides better statistical results as compared to the conventional estimation techniques. Moreover, SEM is considered as a suitable estimation method, especially when variables are determined to affect each other. The empirical results confirmed that trade has a positive and statistically significant effect on energy consumption, CO2 emissions, and GDP in southeast countries, and it implies that trade expansion results in a high level of energy consumption, CO2 emissions, and GDP. The results are in line with many previous studies Muhammad (2019) Shakeel et al. (2013). However, in the context of Latin American countries, trade openness shows a positive but statistically insignificant effect on energy consumption, but the coefficients for both CO2 and GDP are statistically significant. Energy consumption also exhibited a positive significant effect on CO2 emissions, but the GDP coefficient is insignificant in Southeast Asian countries. The results of this study confirmed the previous studies’ findings such as Ozcan et al. (2020) and Shakeel et al. (2013), who predict similar results. However, our results in the context of Latin American countries demonstrated a positive and significant effect on energy consumption in both CO2 emissions and GDP. The results also predicted a positive significant effect of CO2 emissions on GDP in both regions. A similar relationship of these variables was registered in many previous studies (Ameyaw and Yao, 2018; Hasson and Masih, 2017).
The study has some policy suggestions; the Southeast Asian and Latin American countries should mitigate the CO2 emissions by levying specific taxes for CO2 reduction and robust trade liberalization strategies. The governments in these regions should have a special focus on those industries that significantly contribute to CO2 emissions and adopt green technologies in the production and export sector. Moreover, governments in both regions should encourage the use of green technologies by providing special incentives and loan provisions at favorable rates to those industries driven toward the use of environment-friendly technologies. Governments in these regions should implement regulations that will support those industries that emit fewer amounts of CO2 emissions. These policy frameworks will not only decrease CO2 emissions but will assist in achieving sustainable development goals of numerous countries in these regions.
Moreover, the countries should encourage green energy to make the environment health friendly, which will help in improving the labor productivity and long-term development. Future studies can be conducted to extend the literature by analyzing these variables using cases of various regions, i.e., SAARC, MENA, GULF, BRICS, Middle East, and Sub-Saharan countries. In future studies, assessing moderating and mediating variables is also suggested to conduct a unique robust study.
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This study analyzes the relationship between renewable energy and CO2 emissions in top natural resource depending countries over the period 2000–2015. An important contribution of this study is to assess the role of governance. The Ordinary Least Squares Fixed effects Generalized Least Squares methods and two-step GMM estimators are used for panel data. The empirical results show that renewable energy has significant negative impact on per capita CO2 emissions. The estimates show that 1 percentage point increase in renewable energy consumption leads to 1.25% decrease in CO2 emissions per capita. We also find that renewable energy consumption decreases CO2 emissions faster in countries with higher rule of law and voice and accountability. gross domestic product per capita has inverted U-shaped relationship with CO2 emissions.
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1 INTRODUCTION
Over the past 2 decades, the research on the drivers of CO2 emissions has proliferated (Andreoni and Galmarini, 2016; Henriques and Borowiecki, 2017; Dong et al., 2020). One of the main theories to explain the long-term trends in CO2 emissions across nations is the pioneering study by Grossman and Krueger (1991) who documents that there is non-linear (inverted U-shaped) relationship between gross domestic product (GDP) per capita and environmental outcomes such as SO2 emissions, the so-called Environmental Kuznets Curve (EKC) framework. The EKC theory has been validated in a number of review studies (Cavlovic et al., 2000; Sarkodie and Strezov, 2019). In an updated meta-analysis of 101 published studies by Saqib and Benhmad (2021) the authors conclude that there is “a strong evidence in support of EKC … irrelevant to the choice of econometric tools employed or type of data used” (p. 1). However, a number of review and empirical studies highlight that in the case of CO2 emissions there is no robust confirmation of the EKC hypothesis (Pao et al., 2011; Liu et al., 2017) and the turning point for GDP per capita may be far outside existing range of data (Koirala et al., 2011). As a result, a large stream of research has emerged that explores the effects of other variables such as financial development, trade openness, urbanization and globalization, among others, on CO2 emissions in the context of the EKC framework (Al-Mulali et al., 2015; Liu et al., 2020). The goal of this study is to explore the relationship between renewable energy and CO2 emissions. This study makes several important contributions to nascent research. First, we focus on a sample of top natural resource dependent countries. According to the resource curse theory, dependence on natural resources has numerous negative impacts on society such as income inequality (Leamer et al., 1999), reduction in longevity (Madreimov and Li, 2019), infant mortality (Wigley, 2017), corruption (Dong et al., 2019) and even environmental degradation (Balsalobre-Lorente et al., 2021). Therefore, it is important to assess whether renewable energy may act as one of the solutions to decrease CO2 emissions in resource dependent countries. Second, while the relationship between renewable energy and CO2 emissions has been extensively explored for different groups of countries, the role of institutions is neglected by extant research. At the same time, Mehlum et al. (2006) documents that resource rich countries perform well when they have higher scores on various dimensions of quality of institutions indices. For example, Botswana is one of the fastest growing resource rich African countries has one of the best anti-corruption policies on the continent. In this study, we bridge resource curse literature and research on RE-emissions nexus by testing whether quality of institutions affects the RE and CO2 emissions relationship in most resource dependent countries. Moreover, a number of most recent studies document that political and institutional variables are significant predictors of renewable consumption across countries (Uzar, 2020; Acheampong et al., 2021).
Our regression results from 43 most resource dependent countries over the period 2000–2015 show that renewable energy has negative impact on CO2 emissions and we confirm the EKC with the turning point of $25,700. The rest of the study is structured as follows. Section 2 reviews related empirical research. Section 3 presents data and methodology and Section 4 provides main results. Section 5 concludes the study.
2 REVIEW OF RELATED RESEARCH
Extant research offers plethora evidence on the relationship between renewable energy and CO2 emissions. Chen et al. (2019) explores the relationship between RE, GDP, trade and CO2 emissions in China using autoregressive distributed lag (ARDL) bounds technique and vector error correction model (VECM) for the years 1980–2014. The results show that RE and trade has negative impact on emissions, while GDP has inverted U-shaped relationship with CO2 emissions. The Granger causality tests show that there is bi-directional relationship between RE, trade and CO2 emissions. In an earlier study, Qi et al. (2014) for China finds that renewable energy targets may lead to nearly 1.8% decrease in CO2 emissions over the period 2010–2020 in reference to No Policy scenario. Inglesi-Lotz and Dogan (2018) assess the relationship between RE and CO2 emissions in top 10 electricity producing countries in Sub-Saharan Africa for the years 1980–2011. The study documents long run relationship between GDP, RE, non-RE and CO2 emissions. Moreover, there is causality running from RE to CO2 emissions and from CO2 emissions to trade.
Shahnazi and Dehghan Shabani (2021) assess the relationship between RE, economic freedom and CO2 emissions in a sample of EU member states over the period 2000–2017. Using spatial econometric model, the study finds that there is non-linear relationship between economic freedom and CO2 emissions, and renewable energy reduces CO2. Bilan et al. (2019) explores the effect of RE, GDP growth on CO2 emissions in EU and potential EU member states over the period 1995–2015. Using cointegration and other empirical methods such as VECM, the authors show that RE adoption leads to improvement in environmental quality (decrease in CO2 emissions). Dong et al. (2018) explore the importance of RE in mitigating CO2 emissions in the context of EKC in China over the years 1993–2016. Renewable energy decreases CO2 emissions both in short- and long-run. In contrast fossil fuel consumption leads to an increase in CO2 emissions.
Mendonça et al. (2020) assess the drivers of CO2 emissions in 50 largest economies over the period 1990–2015. Using hierarchical the authors show that GDP and population increase CO2 emissions, while RE decrease CO2 emissions. Pata (2018) explores the links between GDP, financial development, CO2 emissions and RE consumption using ARDL and canonical cointegration method in Turkey over the period 1974–2014. There is inverted U-shaped relationship between GDP per capita and emissions with the turning point far exceeding the existing GDP per capita levels of Turkey. Renewable energy has no impact on emissions, while urbanization and financial development increase environmental degradation. Fatima et al. (2021) contributes to extant research by exploring the relationship between GDP, RE, CO2 emissions using global panel data. Using various econometric methods, the study shows that GDP moderates the relationship between RE and CO2 emissions. At the same time, GDP has effect on non-RE consumption which in turn also increases CO2 emissions. Awosusi et al. (2022) explore the relationship between globalization, renewable energy, rents and CO2 emissions in Colombia over the period 1970–2017. The authors use FMOLS, DOLS and ARDL and show that globalization and renewable energy mitigates CO2 emissions. Dou et al. (2021) investigate the links between natural gas consumption, innovation and CO2 emissions in 73 countries over the period 1990–2019. The regression results show presence of the EKC hypothesis and innovation reduces CO2 emissions globally.
3 DATA, METHODOLOGY AND MODEL SPECIFICATION
3.1 Data Description
We use panel of 43 most resource dependent countries over the period 2000–2015. Our study includes the following countries: Angola, United Arab Emirates, Azerbaijan, Burundi, Brunei Darussalam, Central African Republic, Congo, Dem. Rep, Congo, Rep, Algeria, Ecuador, Egypt, Arab Rep, Ethiopia, Gabon, Ghana, Guinea, Guinea-Bissau, Equatorial Guinea, Guyana, Iran, Islamic Rep, Kazakhstan, Kuwait, Liberia, Libya, Mongolia, Mauritania, Malaysia, Nigeria, Oman, Papua New Guinea, Qatar, Russian Federation, Saudi Arabia, Sudan, Solomon Islands, Sierra Leone, Suriname, Chad, Togo, Turkmenistan, Timor-Leste, Uganda, Uzbekistan, Zambia. Six widely accepted measures of governance are obtained from Worldwide Governance Indicators (WGI): Voice and Accountability, Political Stability and Absence of Violence/Terrorism, Government Effectiveness, Regulatory Quality, Rule of Law and Control of Corruption. Renewable energy is measured in % of total final energy consumption. For example, in 2015 renewable energy consumption ranged from 0% in Oman to 95% in Congo Democratic Republic. CO2 emissions are measured in metric tons per capita.
We control for a number of variables in order to reduce the omitted variable. We include GDP per capita and GDP per capita squared term to account for the existence of EKC. GDP per capita is measured in constant 2010 US$. We include trade as % of GDP in order to take into consideration the effect of trade liberalization on CO2 emissions. Urbanization, represented by % of urban population. In line with Ulucak and Khan (2020) and Shahbaz et al. (2015) we control for energy intensity. We use energy intensity (EI) level of primary energy measured in MJ/$2011 PP P GDP. Finally, we also include financial development (FD) index from the IMF. For example, Shoaib et al. (2020) using data from G8 and D8 countries over the period 1999–2013 shows that financial development has significant and positive effect on CO2 emissions in the long run.
3.2 Methodology
To explore the relationship between renewable energy, governance and CO2 emissions in a panel data, we use several econometric techniques. Our baseline results are obtained using Ordinary Least Squares (OLS), Fixed effects (FE) and Generalized Least Squares (GLS) methods. These methods provide us with the correlational relationship between renewable energy and CO2 emissions. However, we use two-step GMM estimator as it has a number of advantages. First, in our dataset number of panel (countries) is above number of periods (years). Therefore, two-step GMM estimator offers more efficient estimates to other abovementioned methods. Second, it is important to address the problem of endogeneity for renewable energy, GDP, governance and others. Moreover, two-step GMM estimator is more advantageous to other panel data methods to resolve the problem of omitted variable bias. Finally, extant research on environmental sustainability (Asongu et al., 2018; Rashid Khan et al., 2019), we use two-step GMM estimator. Following related research (Apergis and Payne, 2009; Ibrahim and Law, 2014), we rely on conventional empirical model which specifies CO2 emissions as a function of GDP, GDP squared, energy consumption and control variables:
[image: image]
where subscripts i and t stand for country and year respectively, X is a vector of control variables and ε is an error term. We include lagged CO2 emissions to account for inertia in the environmental degradation. In line with the EKC framework, we anticipate α2 > 0 and α3 < 0. Thus, we can calculate the turning point of inverted U-shaped relationship between GDP and CO2 emissions as - α2/α3. In order to examine the role of governance in RE and CO2 emissions we extend Eq. 1 by including governance indicators (GI) interactively with RE. Namely,
[image: image]
where GI is replaced with one of the governance indicators from the World Bank. The descriptive statistics are reported in Table 1.
TABLE 1 | Descriptive statistics.
[image: Table 1]Equation 2 can be transformed in order to apply two step-GMM regression method (the technical presentation comes from Roodman (2009). Thus, we can re-specify Eq. 2 in level 3) and first difference 4) forms:
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where [image: image] is an intercept, τ stands for the parameter of auto regression, X incorporates other independent variables (GDP, EI, GI, Governance) and u is an error term. The validity of the instruments generated by two-step GMM estimator can be confirmed by non-significant Hansen test’s p-values (p > 0.1).
The descriptive statistics reported in Table 1 suggest that average level of CO2 emissions per in our sample is 6.37 tCO2, ranging from 0.02 (Congo Democratic Republic) to 67.01 (Qatar). At the same time, average level of renewable energy consumption is nearly 37% and it reaches 98.3% in Congo Democratic Republic. These figures lend evidence that CO2 emissions should be negatively linked to RE consumption. Trade openness ranges from 19.1% in Sudan to 311.35% in Liberia.
4 MAIN RESULTS
In Table 2 we provide main results using OLS, FE, GLS and two-step GMM. Across all models, the coefficient for renewable energy is negative and statistically significant suggesting that in resource dependent countries renewable energy consumption can reduce CO2 emissions. For example, 1 percentage point increase in renewable energy consumption leads to 1.25% decrease in CO2 emissions per capita (column 4). Our results are similar to findings of Leitão and Lorente (2020) for a sample of 28 European Union countries over the period 1995–2014. In addition, we also find that trade openness and energy intensity increase CO2 emissions in our sample. For example, 1% increase in energy intensity leads to 0.31% rise in CO2 emissions. Following extant research, we document the inverted U-shaped relationship between income per capita and CO2 emissions with the turning point of $25,700 (Ummalla and Goyari, 2021). In a similar vein, the turning points for other regions are $30,900 for G-7 countries (Anser et al., 2020), $35,428 for 130 countries (Holtz-Eakin and Selden, 1995) and $29,687 for 16 developing countries (Richmond and Kaufmann, 2006). Urbanization is only marginally significant and financial development has insignificant effect on CO2 emissions in resource dependent country. For example, Shahbaz et al. (2016) also documents that urbanization does not have direct linear effect on CO2 emissions in Malaysia over the period 1970–2011. The study shows that the impact is non-linear, with the EKC pattern in the long run. The Hansen p-values exceed the threshold of 0.1 and confirm that instruments generated by the two-step GMM estimator are credible and reliable.
TABLE 2 | Main results.
[image: Table 2]In order to assess the role of governance in RE-CO2 emissions relationship, we introduce the interaction terms between six dimensions of governance and renewable energy consumption in Table 3. We document that the interaction terms for Rule of Law and Voice and Accountability indices are negative and significant (column 1 and 6). This implies that renewable energy consumption decreases CO2 emissions faster in countries with higher rule of law and voice and accountability. On the other hand, renewable energy reduces CO2 emissions by a larger margin in countries with lower levels of political stability (column 5). This may be explained by Zahid (2014) who argues that political stability may restraint innovation and lead to volatile economic growth. Finally, control of corruption (column 2), regulatory quality (column 3) and government effectiveness (column 4) do not influence the RE-CO2 emissions relationship. For example, Baloch and Wang (2019) using data for BRICS over the period 1996–2017 finds that governance indicators have effect on the EKC hypothesis and directly improve quality of environment by reducing CO2 emissions.
TABLE 3 | The role of institutional quality.
[image: Table 3]5 CONCLUSION
In this article, we explore the relationship between renewable energy, governance and CO2 emissions in most natural resource dependent countries over the years 2000–2015. Using, two-step GMM estimator our study finds that:
i. EKC framework is confirmed for natural resource dependent countries
ii. The turning point for GDP per capita beyond which further economic progress improves environment is US$ 25,700
iii. Renewable energy reduces CO2 emissions in resource dependent economies
iv. The effect of renewable energy on CO2 emissions is stronger in countries with higher scores on Rule of Law index and Voice and Accountability index.
This study demonstrates that renewable energy is crucial channel through which resource dependent countries can mitigate the carbon dioxide emissions. Therefore, our policy offers a number of policy implications. As suggested by Liang and Fiorino (2013) p. 97) “government support and commitment are of particular importance for renewable energy technology innovation activities, which are highly contingent on policy and market uncertainty”. It is important to offer incentives for rapid adoption of renewable energy technologies by households and private sector. This can be achieved via low interest credits, tax cuts for higher share of electricity consumed by economic agents or grants for communities that would like to install renewable electricity generating appliances. In addition, greater public spending should be devoted to R&D in the energy sector to promote green innovation. Innovation in this field can substantially reduce the costs of renewable energy technology. Existing empirical research for other regions supports our findings. For example, Zheng et al. (2021) using data for Chinese provinces over the period 2005–2017 finds that 1% rise in renewable energy technology innovation leads to 0.4% growth in renewable energy generation.
The limitation of our study are as follows. Due to the lack of enough reliable and complete data series we have used the period 2000–2015. Earlier period would include Post-Soviet countries that have undergone significant transition period and economic shocks. In addition, due to the choice of our main empirical method, we did not test asymmetric effects of RE and other control variables on CO2 emissions. This remains avenue for future research.
Our study can be extended in a number of ways. First, prospective research should explore whether this relationship holds for other regions or countries in different income groups (Salahodjaev and Isaeva, 2021; Mentel et al., 2022). Second, it is important to consider the role of other variables such as gender equality, industrialization or human capital can influence RE-CO2 nexus in this region. For instance, Salahodjaev et al. (2022) shows that renewable energy and tourism have significant effect on CO2 emissions. Future studies should also use other empirical methods to take into account non-monotonic asymmetries, long- and short-run relationship or convergence among countries in the levels of CO2 emissions and RE adoption.
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Globalization has significantly influenced the economy, ecology, and society during the previous decade. Meanwhile, the green economy has emerged as a critical policy framework for growth and development in developed and developing countries. The current study is an attempt to provide a detailed review on globalization, green economy, and climate challenges to draw some implications. There are disagreements between competing green economic discourses and a variety of definitions, all of which have problems. Recognizing the environmental effects of natural resource depletion and the economic benefits of environmental management are common examples of green economy operationalization. The new study also examines climate change’s impact on the green economy and infrastructure development. The study further considers the role of economic structure to mitigate environmental issues, increase production efficiency, enhance green economy and environmentally friendly technologies. The present study concluded that working toward a green economy helps reduce poverty in the four ways indicated in this study. It also shed a brief light to improves poor people’s access to a healthy and safe environment while increasing human security by preventing or resolving conflicts over land, food, water, and other natural resources.
Keywords: globalization, green economy, environmental issues, resource efficiency, innovation
INTRODUCTION
The Green Economic is a shift in thinking about development and growth that can enhance people’s lives and the environment while also promoting environmental and economic sustainability. The green economy is a broad notion that has sparked debate among economists and environmentalists (Guo et al., 2021; Zhao et al., 2022a). The green economy uses energy resources regularly to improve environmental performance while lowering climate risk (Maclean and Plascencia, 2012). Due to climatic pressure and brain drain, posing long-term growth and economic stability challenges. The Green Economy is a strategy for attaining long-term development (World Bank, 2007). A green economic plan should encourage innovation and the use of cutting-edge technologies.
Globalization has had a huge impact on our way of life. It has increased communication, faster access to technology, and more innovation (Xia et al., 2022; Zhao et al., 2022b). It has ushered in a new age of economic prosperity, created massive development channels, and played an essential role in bringing people of different cultures together. On the other hand, globalization has given rise to several issues, the most prominent of which is the effects on the environment (Song et al., 2020). Globalization has been a major subject in environmental discussions, with environmentalists highlighting its far-reaching consequences. However, as affluence rises, ecological consciousness rises with it, making it the primary rationale for lowering environmental damage in later phases of economic growth (Chen et al., 2020).
Due to globalization and industrialization, various chemicals have been put into the soil, resulting in many noxious weeds and plants. By messing with plants’ genetic composition, this toxic waste has caused significant damage (Shahzad et al., 2022; Song et al., 2022a). This one has put a strain on the land and water resources that are easily available. In many places, mountains are being chiseled away to create room for a passing tunnel or motorway. Huge swaths of desolate land have been infringed upon to make new structures (Guo et al., 2021). These developments may attract individuals, even having harsh environmental consequences. Plastic, a non-biodegradable substance, has been identified as one of the most harmful pollutants in several studies (Sharma et al., 2021; Song et al., 2022b).
On the other hand, plastic is extremely useful for packing and preserving products for export. As a result, plastic usage has skyrocketed, resulting in widespread contamination. New gauges and measurements are welcome in this field, e.g., see the Can and Gozgor (2017) and Gozgor (2018) for economic complexity; Apergis et al. (2018) for economic growth; (Gozgor and Can 2016); for export diversification; Gozgor and Can (2017) and Fang et al. (2019) for export quality; Gozgor (2017) for trade. Researchers can’t agree on the best way to quantify globalization and its influence on environmental deterioration in developing nations.
This study provides that managing climatic and environmental problems necessitates a deep understanding of science and technical skills in terms of the numerous technological solutions that may be used to minimize negative consequences (for example, carbon technologies). On the other hand, sustainable technological growth is a cultural, institutional, political, and economic endeavor that faces various non-technical problems. According to the so-called transitions literature, many domains, such as energy generation water supply, may be classed as socio-technical and innovative systems (Geels, 2004; Markard et al., 2012). A complex system consists of participants’ relationships (persons, corporations, research centers, government bodies, etc.), their expertise, and the institutions that support them (legal rules, codes of conduct, etc.). To put it another way, the introduction of innovative carbon-free technologies, for example, may necessarily require the establishment of the new entire value chain that includes cast members who have never interacted before; this requires a comparatively lengthy process that can alter society in a range of methods, which include legislative changes, changing consumer preferences, possible implications, infrastructure improvement, and completely new business models. To put it differently, in addition to technological development, economic and societal changes are necessary to achieve long-term technical transformation.
Global warming and other environmental issues are becoming exceedingly valuable, and globalization and the rise of global consumer goods trade are exacerbating the situation. While the environmental difficulties have been more focused on reducing various forms of diffuse emissions from various places, including road, sea, aviation, and agriculture, diffuse pollution spreads over broad regions. On the other hand, it may not be a major source of pollution in and of itself, it can have a significant overall impact when combined with other diffuse sources dealing with these difficulties frequently necessitates international negotiations and burden-sharing agreements, both of which have proven difficult to achieve (Ciscar et al., 2013). This challenge is shown by the difficulty of obtaining a sufficiently rigorous global climate accordHumans cannot afford to overlook the repercussions of our actions since the future of the human species on this planet is so dependent on the environment. To maintain the ecological balance, humans must make certain efforts. In the present study, there is a lot of debate and discussion about this topic, and the most important thing is to have solid policies in place and put them into effect.
The following is how the rest of the article is organized: Interconnected Literature Review explores the interconnected literature review and relationship between globalization, climate change, and the green economy; Historical Impacts of Globalization examines the effects of globalization on various aspects of life; Environmental Challenges and Environmental Reforms assesses environmental challenges and reforms, and Repercussions of Global Warming concludes with a discussion of the ambiguous role of the green economy. Lastly, Discussion reports clear implications to address environmental issues.
INTERCONNECTED LITERATURE REVIEW
Globalization has resulted in the extinction of animal species. Animals live in forests, and when these forests are destroyed, the animals are displaced from their natural habitat, putting them in jeopardy. This frequently results in widespread mortality. There are numerous natural resources on the planet, ranging from coal and forests to oxygen and other gases. However, excessive use of fossil fuels, combined with other factors such as deforestation, adds to global warming or the Earth’s warming (Farooq et al., 2019). The more pollution blasted into the atmosphere due to globalization has an irreversible influence on the Earth, significantly impacting the ecosystem. While globalization was formed in the name of trade to increase profits and unity across countries and ethnicities, it has harmed the environment in many ways. Deforestation is one way that globalization contributes to the degradation of forests. In the process, it contributes to the degradation of animal habitats. It has swiftly turned into a source of global warming (Waheed et al., 2019; Sarwar et al., 2019).
Environmental efficiency industrial and carbon transfer zones can impact the quality of the environment. This paper examines the relationship between green economy, environmental problems, the effect of globalization such as carbon transfer and industrial transfer demonstration zones. Environmental problems include extreme weather phenomena, unprecedented global warming, and environmental disasters caused by increasing levels of CO2 and other toxic emissions. To meet sustainable global development, there is a need to make clean environment policies and rapidly increase economic development and energy consumption. For example, China’s amount of carbon transfer is growing year by year. Energy-intensive areas and heavy industry bases are transporting carbon from the eastern coastal regions (Akbar et al., 2021). In contrast,e other studies show that Brazil and Russia have the highest values of the Environmental Performance Index, which range between 67.44 and 60.70, respectively (Baloch et al., 2020). India has a minimum value of 30.57 of the environmental index (Anser et al., 2020). Another study result shows that the energy efficiency of Australia, China, Japan, Saudi Arabia, and Poland are the best performing countries. In contrast, Mexico, Indonesia, Russia, and Brazil are the least efficient among all 20 countries (Iqbal et al., 2019).
On the other hand, some researchers demonstrated that most countries exhibit higher performance in economic efficiency than environmental efficiency. For example, Russia’s economic intensity has a maximum score while Poland has a minimum score (Iqbal et al., 2019). Additionally, in the case of CO2 emission efficiency, Brazil, France, and Saudi Arabia are considered efficient while other countries’ comes less (Iqbal et al., 2019). Another study’s results reveal that Bhutan is a more secure country. Pakistan showed a decreasing trend, while Sri Lanka and India performed satisfactorily based on GDP productivity and energy self-sufficiency ratio (Hou et al., 2019). Through the Energy Development Index development, Norway was determined as the highest performing country among the top ten countries. This does not coincide with 2015’s ETI, which regarded Switzerland as the best-performing country. Hence, the ranks are arguable. Further results reveal considerable differences in the values of indicators among all countries (Asbahi, 2019).
Due to growing global warming concerns, reducing carbon emissions has become one of the major tasks for developing countries to meet the national demand for energy policies. Does the current study mainly explore how the economic system has impacted climate change caused several health and environmental repercussions, e.g., ecological degradation? Further, the study analyzes the role of the green economy to achieve sustainable development goals to combat and adapt to climate change and its myriad repercussions. This would imply a transition to a green economy from the existing unsustainable economic structures. Table 1 shows the existing literature summary on economic growth and environmental problems.
TABLE 1 | Literature summary on economic growth, environmental issues, and energy consumption.
[image: Table 1]Globalization, Climate Change, and the Green Economy
Globalization is the phrase used to describe the profit-driven merger of many cultures and nationalities of people from various countries and sections of the world (Figure 1). Globalization works by incorporating positive features of one culture into another, breaking down language and communication barriers, and allowing for commerce and cooperation between two very different areas. It opens the door to profit-driven international trade and business. While globalization has certain advantages, it has also had negative consequences for the environment (Xia et al., 2022). Globalization has aided deforestation and the huge consumption of non-renewable fossil fuels and natural resources. Globalization places a strong focus on commerce, including import and export. If the demand exceeds the supply, exporting might lead to deforestation. Wood, for example, is used all around the world for home furniture, construction, and paper, among other things. Everyone needs paper at some point in their lives, yet demand exceeds supply because of the time it takes for trees to develop. This adds to profiteering through deforestation (Waheed et al., 2019).
[image: Figure 1]FIGURE 1 | The impact of globalization on the environment, economy, and society.
The green economy is essential for promoting inclusive environmental sustainability and global climate adaptation into our domestic and global economic structures while ensuring a good prospect for people and the environment (Guo et al., 2021). The green economy recognizes that long-term economic growth and development are dependent on the effective and responsible use and conservation of natural ecosystems to continue to provide the resources, services, environment, and climate essential to our well-being and economy. A green economy emits as few greenhouse gases as feasible, utilizes resources effectively, and reduces or eliminates waste; it is socially inclusive; it combats climate change while adjusting to existing and impending repercussions; and is based on green economic growth.
HISTORICAL IMPACTS OF GLOBALIZATION
Increased Transportation Cost
The influence of globalization on the environment, economy, and society is depicted in Figure 1. One of the initial effects of globalization is that it expands the number of markets where companies may sell their goods and source labor, raw materials, and products. Both of these facts imply that final items would then go further than it has ever been, possibly halfway around the globe. Throughout the past, products were much more likely to be produced, purchased, and usually consumed. Increased commodity transportation can have a lot of negative environmental implications, including:
• Increased greenhouse gases: As goods travel longer, it utilizes more fuel and emits more greenhouse gases. Carbon gases significantly affect biodiversity while somehow increasing pollution, global warming, and acidification of the oceans throughout the world.
• Deforestation: Mobility necessitates infrastructure like roads and bridges, especially land-based transportation. Two issues that might occur because of such infrastructural development are habitat loss and contamination. It's important to remember that ships convey almost 70% of all material, as shown in a survey conducted by the International Move Forum. Therefore, the more ships that go by sea, the further likely there will be large oil spills or leaks, harming the delicate marine habitat.
• Invasive species: Every shipping container and vehicle is a potential home for a living organism. Such as a plant, animal, or fungus, to hitch a trip to a new site where it can become invasive and develop without the checks and balances that exist in its normal ecosystem.
Economic Strength
Among the most frequent advantages of globalization is that it allows nations and regions worldwide to focus on their best ways to generate, secure in the knowledge where they can rely on trade relations for goods they don’t produce. In many circumstances, economic expertise boosts production efficiency. On the other hand, up to the value may result in serious environmental issues such as habitat destruction, deforestation, and resource misuse. Listed below are a few examples:
• Overfishing in coastal areas such as Southeast Asia has considerably contributed to diminished fish populations and marine pollution, owing to an expansion in the country’s cow ranching activities, which need large acreage for grazing.
• Increased dependence on cash crops such as sugarcane, chocolate, and fruits and vegetables has aided habitat destruction, especially in tropical climates.
It is important to mention that globalization has enabled certain nations to pay attention to the quality of various energy products, such as oil, natural gas, and timber. The principal result of these energy sources is greenhouse gasses, which significantly influence climate change and global warming. Governments that rely significantly on energy revenues to fund their government finances and place a high priority on “energy independence” are more likely to cause problems in the industry through subsidizing or regulations that make the transition to sustainable energy more challenging.
Decreased Biodiversity
Increased carbon dioxide levels, ocean acidification, destruction (and other types of habitat loss or destruction), global warming, and endangered flora contribute to world biodiversity loss. According to the World Wildlife Fund’s newest Living Planet Report, the population sizes of all species, including mammals, birds, fish, amphibians, and reptiles, have plummeted by 68 percent since 1970. Biodiversity loss has been disproportionately large in Latin America and Africa, two fast-growing regions that were vital to global trade, particularly among environmentally fragile fish, reptiles, and amphibians. While numerous factors contribute to the decline of biodiversity, it is largely assumed that the challenges outlined above have had a role.
Increased Awareness
Even though many of globalization’s environmental effects have always been negative, its growth has increased global environmental consciousness. Thanks to increased connectivity and rising interest rates in global tourism, people can now perceive the consequences of natural disasters, habitat loss, and environmental degradation on the ecosystem more readily than ever before. New laws, rules, and procedures have averted negative repercussions.
ENVIRONMENTAL CHALLENGES AND ENVIRONMENTAL REFORMS
Currently, the environment is troubled by many challenges, many of which appear to be getting worse with time, putting us on the verge of a full-fledged ecological calamity. As a result, it is becoming increasingly important to raise awareness of these issues and what can be done to mitigate their detrimental implications. Some important environmental issues are “Environmental degradation, global warming, overpopulation, waste disposal, ocean acidification, habitat destruction, forest deforestation, ozone depletion, acid rain, and human health risks.” Figure 2 shows different parameters of life that are affected due to environmental issues.
[image: Figure 2]FIGURE 2 | Effect of environment on different parameters of life.
Climate change jeopardizes the green economy and long-term development. Climate change is no longer a looming menace on the horizon. Due to Global warming (2007): Synthesis Report is already here, and it is possibly the biggest problem of current times. International economic stability and security are threatened by climate change, ranging from rising global temperatures to glacier melt and rising sea levels. Figure 2 depicts the impact of the environment on several aspects of life. Climate change also thwarts the U. N’s sustainable development agenda, particularly the Millennium Development Goals (MDGs) (United Nations Millennium Development Goals (MDGs), which were set in (2000). The environmental sustainability targets were met using modern technology for green economic development (Abbas et al., 2020).
If companies and society continue to operate as they do today, climate change will harm economic and social progress, threatening health, safety, and livelihoods. Drought and severe weather have an indirect impact on the industry, jobs, and agricultural production; extreme temperatures and higher temperature waves affect human life, and fewer frost days have a consequence on the seasonal fruit sector. For example, Cape Town has experienced several disastrous droughts across its history; University of Cape Town (UCT) authors reported that drought risk has dramatically increased due to climate change. For example, the drought in Cape Town and the Western Cape from 2015 to 2018 was extraordinary, with both receiving the minimum rainfall since data became available. The provinces’ tourist, gastronomy, and agricultural industries were severely damaged, with the tourism, hotel management, and agricultural sectors taking the brunt of the damage.
According to the NOAA’s Annual Climate Report (2020), total land and ocean temperatures had already risen at an average rate of 0.13°F (0.08°C) every 10 years since 1880; moreover, the mean rate of change since 1981 (0.18°C/0.32°F) has become much more than twice that amount rate. Even though anthropogenic climate change is not consistent, the growing mean temperature trend indicates that more places are warming than cooling. Climatologist Ed Hawkins created the “warming stripes” depicted in Figure 3 to depict global climate warming1 throughout time.
[image: Figure 3]FIGURE 3 | Change in temperature of world climate from 1850 to 2021.
Global climate change, described as the current warming of the planet’s surface and Earth’s atmosphere, is assumed to be the result of the greenhouse effect becoming stronger due to more than just the increased concentrations of greenhouse gases produced by man. The greenhouse effect is greenhouse gases absorb a process in which radioactive energy is emitted from a planet’s surface in the atmosphere (Farooq et al., 2019). They carry this energy to other parts of the atmosphere, re-radiated throughout all directions, including back down to the ground. As a result of the energy transfer, the temperature at the surface and lower atmosphere are greater than it would be if direct solar radiation were the only warming source. The primary cause of the impact is this procedure. The primary cause of the impact is this procedure. Water vapors, carbon dioxide, methane, nitrous oxide, and ozone are the main cause of global warming gases in the stratosphere (Shahzad et al., 2021).
REPERCUSSIONS OF GLOBAL WARMING

1) Global temperature rise: If greenhouse gas emissions continue to climb at their current rate, the Earth’s mean temperature is expected to rise by 1.5–5.5°C by 2050. Even if the lesser figure were used, the world would be warmer than in 10,000 years.
2) Rising sea level: Seawater expands as the global temperature rises. According to current projections, 3°C increase in average air temperature will raise global sea level by 0.2–1.5 m during the next 50–100 years. The melting of polar ice sheets and glaciers due to warming will cause a further rise in sea level. This will also disrupt several commercially significant spawning areas and likely increase storm frequency damage to lagoons, estuaries, and coral reefs. The Lakshadweep Islands may be vulnerable in India, with a maximum of 4 m above sea level.
3) Human health effects: Global warming would alter rainfall patterns in many places, influencing the spread of vector-borne illnesses such as malaria, filariasis, and elephantiasis, among others. Areas devoid of malaria, schistosomiasis, and others may become breeding grounds for disease vectors. Ethiopia, Kenya, and Indonesia are expected to be affected in this way. Warmer temperatures and more stagnant water would encourage the reproduction of mosquitoes, snails, and other insects, which serve as disease vectors. Respiratory and skin problems will be worsened or exacerbated by higher temperatures and humidity.
4) Agriculture Effects: There are a variety of viewpoints on the impact of global warming on agriculture. It might have a beneficial or negative impact on various crops in different parts of the world. Because the average temperature in these regions is already high, tropical and subtropical regions will be more affected. Even a 2°C increase might be disastrous for crops. Soil moisture will drop as evapotranspiration rises, posing a serious threat to wheat and maize output. Increases in warmth and humidity will encourage insect proliferation and the growth of disease vectors. Pests will be able to adapt to these changes faster than crops. Drought-resistant, heat-resistant, and pest-resistant types of plants have been developed to cope with the changing environment.
Control Measure of Global Warming
There are numerous ways to stop the consequences of global warming:
1) Stop contributing to deforestation and plant more trees: This is by far the simplest way to protect the world from the dangers of global warming. The large-scale accumulation of atmospheric carbon dioxide is to blame for global warming. On the other hand, planting trees can help absorb this toxic gas, regulate its quantity in the atmosphere, and reduce global warming by reducing the greenhouse effect.
2) Re-use and recycle commodities: Re-using and recycling numerous products that humans use daily may also help to contribute to the fight against global warming. For example, recycling paper will ensure that large-scale tree felling for paper production is halted, and these trees will, in turn, absorb the carbon dioxide in the atmosphere and reduce global warming.
3) Encourage the use of organic foods: One of the most effective strategies to combat global warming is to encourage organic foods. Organic soils have a far higher capacity to absorb carbon dioxide than conventionally farmed soils. According to estimates, switching to sustainable agriculture for food production might save us 580 billion pounds of CO2 emissions.
4) Make efficient use of vehicles: Vehicles emit a significant quantity of carbon dioxide into the atmosphere, making them one of the primary sources of pollution. Humans can strive to reduce pollution significantly if there is the adaption of modern technologies such as less automobiles. However, it would be best to use public transit or other environmentally beneficial means of transportation, such as cycling, wherever possible.
5) Use of alternative energy sources: Switching to renewable energy such as solar and wind power is one of the most discussed global warming solutions. These natural resources may simply provide energy and replace fossil fuels. Simply eliminating fossil fuels would assist in reducing the massive quantity of carbon dioxide released into the sky every day.
DISCUSSION
Economic sustainability aims to improve manufacturing processes and useful ways of reducing resource consumption, pollution, and greenhouse gas emissions across the life cycle of products and processes, so even though economic growth relates to how resources have been used to produce a benefit to the community and attempt to decrease the global economic decline. Based on prior studies, Table 1 demonstrates the relationship between green economy development, environmental challenges, and energy usage.
The constructive framework promotes sustainable development techniques, including passive mobilization, crisis management analysis, collaboration, participation, and resolution. Considering the essential demands of local community development, the above framework can achieve social transformation (Baig et al., 2021). This also stresses the critical need to address and explain the systemic obstacles these individuals experience (Ramsbotham et al., 2011). The multidisciplinary mechanism explains the main five figures, and each plays an important part in the peaceful evolution of society. The functional analysis of the sources of economic growth, catastrophe approach, calamity relevancy, mitigation, and transformational processes are all depicted in these five figures (Crocker et al., 2005; Rome, 2010; Rahi, 2011; Orakzai, 2011).
The three primary areas of contemporary green economy effort are:
1) At the regional, sub-regional, and national levels, support a macroeconomic perspective to long-term economic progress.
2) Promote green economic strength, particularly in the areas of green finance, advanced technologies, and investments.
3) Support countries in mainstreaming production and economic growth to facilitate the clean energy future.
The green economy is a new strategy for development and advancement that strives to encourage economic growth and improvements in people’s daily lives and environmental and long-term well-being. A sustainable resource plan should encourage the development and application of sustainable technologies. Society is impacted by the shift to a green economy, including technological transformation. As a result, it is vital to maximizing new technologies’ performance, establish effective strategies, and comprehend and solve technological change’s most fundamental distributional effects. All cultural changes have positives and negatives, and unless this is acknowledged and addressed, the desired green revolution may lack credibility among many critical groups. Incremental breakthroughs, such as increased energy and resource efficiency in current industrial processes, are crucial for the transition to a green economy. Finally, research that includes various effect assessments and methodological advancement in evaluation research should help accelerate the green economic revolution. This refers to analyses of the effects of major starting point trends, such as digitalization and automation, globalization versus state ownership, and so on, on environmental and distributional outcomes, as well as the prospects for green innovation collaboration and circular economy-inspired business practices.
The breadth and character of the social difficulties posed by climate and environmental threats are vast and varied. Diffuse emissions are notoriously difficult to track and regulate. Environmental authorities, for example, may aim to penalize inappropriate waste disposal for limiting chemical dangers. Nonetheless, such activity is usually undetectable. To address these sporadic environmental effects, society must develop new, more indirect methods of monitoring and regulation. This might result in efforts to end material cycles and promote a circular economy. The value of goods, materials, and resources is preserved to the greatest feasible European Commission Report (2015). This means a greater emphasis on virgin material reduction, recycling, and re-use (Heshmati, 2017). While promoting energy and material efficiency methods can help with the problem of widespread environmental implications, it can also be a mixed blessing. Such policies indicate that the economy can produce the same quantity of goods and services while using fewer materials and energy inputs, resulting in a rebound effect (Greening et al., 2000).
Resources are freed up due to increased productivity, allowing for more production and distribution of other items. To put it another way, efficiency improvements might be partially offset by increased consumption elsewhere in the economy. For example, suppose consumers choose fuel-efficient vehicles. In that case, they will travel more or spend more money to save by lower fuel use on other products, exploiting resources and leading to emissions.
Despite offering a thorough assessment and novel results, the current study has a few flaws worth mentioning. The conclusions of this article link creative activities to pollution management; however, the cost of new technology and laws are not considered. This essay does not investigate the ideal number of environmental concerns and creative activities for society. This study paves the path for further research on the impact of the green economy and environmental issues in reducing the ecological footprint and boosting economies. In the future, the influence of environmental concerns on many sectors of the economy, such as transportation, industry, automobiles, and so on, can be investigated.
Implications for Sustainable Growth and Environmental Issues
Lastly, the authors attempt to highlight productive suggestions for environmental concerns to improve the economy based on a complete assessment and evaluation of current material. First, the government and industry may take the necessary steps to replace non-renewable energy sources in the energy mix and industrial processing with renewable energy sources. Several emerging nations, like India, China, Saudi Arabia, Pakistan, and OPEC countries, have relied on fossil fuels (coal and oil) for energy generation. Second, governments in poor and developed nations can rewrite environmental legislation to allow carbon treatment facilities. Industries should replace outdated and inefficient technology with more environmentally friendly alternatives. As a result, there may be a large reduction in energy usage, lowering manufacturing costs even more and helping to maintain the green economy. Countries can accomplish their economic and development goals without compromising the environment’s quality by enacting such measures (Soytas et al., 2007; Waheed et al., 2018, 2019; Hashmi and Alam, 2019; Mardani et al., 2019).
Third, emerging and developed nations should establish strategic goals for addressing environmental issues and implementing green technology. Depending on the industry, nations may standardize green and clean manufacturing criteria and establish rules to encourage green technology. Countries may stimulate the adoption of green technology in the renewable energy industry by creating environmental policies for a low-carbon energy system. Using this strategy, nations may implement industry-level policies that give incentives and subsidies to adopt environmentally friendly technology, resulting in sector-specific innovations to address climate change challenges. Fourth, governments dealing with climate change should recognize the need to balance greener growth and economic gain. Developing and growing economies should similarly increase government efficiency for industrial structures and economic development initiatives. Governments in developing and developed nations can improve regulatory efficiency by attaining pollution reduction targets. Countries with higher pollutant emissions can also establish targets to improve climate change policy efficiency. The OECD nations and China have recently implemented pollution trading schemes, and the results are expected to be beneficial. Lastly, the relevant government authorities can raise funds for a cleaner environment by introducing new policies not to harm social life and economic development.
CONCLUSION
This study draws novel findings and fruitful implications to combat environmental challenges based on a large body of material review. It is important to mention that this poll is based on elements for country environmental protection (revenue, renewable and non-renewable energy, economic growth, urbanization, and commerce). Other elements, such as forests, technical breakthroughs, energy efficiency, industrial growth, economic openness, etc., may impact climate change. International commerce, technical development, and industrialization are all considered factors of energy-related greenhouse gas emissions in general. A future study might focus on these aspects to see how they affect environmental quality.
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The degree of industrial agglomeration in China has contributed to the reduction of nitrogen dioxide pollution because of financial support, the allocation of environmental governance efficiency, and technological advantages. However, the intensity and scope of the spatial effect of this contribution needs to be studied in depth. Based on the influence mechanism and intermediate mechanism of the spatial pattern, this paper uses the panel data of 282 prefecture-level and above cities in China from 2015 to 2018, draws on the STIRPAT model, and uses the Spatial Panel Durbin and Panel Threshold models to investigate the effects of industrial agglomeration on nitrogen dioxide. The study finds that 1) industrial agglomeration has a significant spatial spillover effect on the reduction of nitrogen dioxide pollution, and the increase in the level of local industrial agglomeration can greatly reduce the concentration of nitrogen dioxide in the surrounding area. 2) This kind of spatial overflow has a threshold boundary. Within 100 km, it is a dense area of overflow and reaches the threshold boundary beyond 150 km. 3) Under the influence of the three intermediate mechanisms of industrial agglomeration, the increase in car ownership, and the level of economic development, the impact of industrial agglomeration on the reduction of nitrogen dioxide pollution has gradually increased. The above conclusion is still valid after various robustness tests.
Keywords: industrial development, ecological effect, nitrogen dioxide, spatial panel durbin model, panel threshold model
INTRODUCTION
In recent years, the contradiction between economic construction and environmental protection has become more and more intense (Zhao et al., 2021). Industrial activities in economic growth have brought great pollution to the atmosphere, such as automobile exhaust, coal and other fuel combustion gases, and a large number of industrial exhaust gases (Chen et al., 2021). In 2013, China launched a provincial-level climate change plan to ensure the effective implementation of the national climate change plan. The average concentration of air pollutants in major Chinese cities from 2004 to 2017 is shown in Figure 1. The data was obtained from the China City Statistical Yearbook. Since 2013, the concentrations of sulfur dioxide, PM10, and PM2.5 have all shown a downward trend, which proves that China’s implementation of energy-saving and emission-reduction policies has effectively alleviated part of the air environmental pressure, but the concentration of urban nitrogen dioxide has not decreased. After 2015, it also showed an upward trend. Although China’s methods and policies to control air pollutants, such as sulfur dioxide and PM2.5, have become increasingly mature, the concentration of nitrogen dioxide cannot be effectively controlled. Long-term living in an environment with high nitrogen dioxide concentration will also greatly affect human lung function and the respiratory system, severely irritating the upper respiratory tract, causing shock, shortness of breath, asthma, and other symptoms (Ding et al., 2017; Lu et al., 2020). Hossain et al. (2021) verifies that lower nitrogen dioxide concentration could offset the short-term health hazards of higher ozone. As the core element of the modern economy, industrial agglomeration plays an important role in reducing China’s nitrogen dioxide pollution by virtue of its high efficiency and clean characteristics. Investigating the spatial effect of industrial agglomeration on reducing the concentration of nitrogen dioxide and its spatial attenuation boundary and exploring the influence of some of the intermediate mechanisms have important theoretical and policy implications for China’s current nitrogen dioxide pollution.
[image: Figure 1]FIGURE 1 | The average concentration of major air pollutants in China’s key cities in 2004–2017. The data are from the China City Statistical Yearbook (https://www.yearbookchina.com).
At present, China is using its own economic development to drive global ecological and environmental governance work, strengthening cooperation and innovation in environmental pollution treatment technology among countries, striving to build a community of a human ecological environment, advocating the development of green and energy-saving industries (Xie et al., 2021). However, some researchers believe that, when analyzing the impact of economic growth on environmental pressure, the spatial effects of pollutants are ignored, leading to deviations in estimates (Zhang et al., 2014; Meng et al., 2016; Shi et al., 2016; Zeng et al., 2017). Dinda (2005) mentions that, if the spatial effects of pollutants are not considered when analyzing the air pollution emissions effect, it will reduce the accuracy of the analysis results. If the inter-provincial scale is too large, the internal problems are also quite different, and the spatial effect of air pollution is difficult to accurately determine. Xie et al. (2019) adds a spatial autoregressive model to analyze the relationship between China’s PM2.5 and economic growth, and the results show that the problem of haze pollution is more accurately analyzed on the time and space scale.
The Spatial Durbin Model (SDM) can effectively analyze and study the spatial pattern effect between development and the environment. Li and Li (2020) show that regional economic growth inhibits carbon emissions in neighboring provinces through indirect effects. Jiang et al. (2019) point out that there is a significant spatial autocorrelation between urban energy consumption and air pollution. The increase in the economic output of surrounding cities brings economic radiation and promotes urban economic output, which provides strong evidence for the necessity of joint prevention and control policies. Lv et al. (2019) examine the direct impact of urbanization on energy consumption, its overall impact, and its spatial spillover effects and formulate energy policies by considering nearby sectoral consumption and urbanization. However, spatial geography is not the only factor contributing to environmental effects. In fact, frequent economic activities can generate closer bilateral linkages, which not only have an impact on the location, but also have a radiating effect on the surrounding area. Therefore, spatial effects should include economic factors to accurately describe the globality and complexity of spatial effects.
When investigating the impact of financial agglomeration on the efficiency of green development by setting the inverse distance matrix with different distance thresholds, it is found that financial agglomeration has a geographical distance attenuation impact on the green development efficiency of surrounding areas (Yuan et al., 2019). Inspired by the research direction of this article, does industrial agglomeration have geographic distance restrictions on the reduction of nitrogen dioxide in neighboring areas? Hong et al. (2020) reveal the spatial pattern effect of industrial agglomeration and environmental pollution. Some scholars study the impact of industrial agglomeration on ecological efficiency and propose an inflection point effect (Chen et al., 2020). When the agglomeration level exceeds the inflection point, pollution reduction and pollution can be produced. Based on green development effects, none of the above studies discuss the threshold boundary of the spatial effects of industrial agglomeration on the environment.
At the same time, regarding the nonlinear relationship between industrial agglomeration and nitrogen dioxide concentration, considering that there may be some intermediate mechanism effects on the relationship, it has a certain impact on the relationship between the two (Hansen, 1999). Based on the analysis of the spatial model, this paper introduces the panel threshold model PTR. Based on this model, it can be used to analyze the threshold value of the intermediate mechanism and give specific policy recommendations more effectively. Three thresholds were proposed when analyzing the effectiveness of marine patents in reducing marine pollution (Shao, 2020). Song (2021) analyzes economic growth and carbon emissions and calculates the panel thresholds of various development indicators in the process of China’s transformation. In the early stage of industrial agglomeration, pollution emissions were increased, which was manifested as a crowding effect, but when it developed to a certain extent beyond the threshold value, it was mainly manifested as an aggregation effect. Therefore, we must fully understand the importance of accelerating industrial agglomeration and promote the rational allocation of factors and the intensive use of resources.
This article contributes to the literature from three aspects. First, this article provides a wealth of empirical evidence for how to use industrial agglomeration to reduce nitrogen dioxide in neighboring areas. Second, from a methodological point of view, the STIRPAT model is expanded spatially by using SDM, and by setting a matrix of multiple geographic distance thresholds, it examines the geographic distance limit of industrial agglomeration to reduce nitrogen dioxide pollution in adjacent areas. Third, this paper calculates and analyzes the threshold number and specific values of some intermediate mechanism indicators through the panel threshold model and more fine-grained use of how these specific numerical changes affect the relationship between industrial agglomeration and nitrogen dioxide pollution. This article supplements the specific relationship between China’s industrial development and the spatial pattern of nitrogen dioxide pollution and fills this gap.
RESEARCH METHODS
Nomenclature list: NO2, Nitrogen dioxide concentration; IA, Industrial agglomeration; A, Per capita GDP; P, Population; T, Technological level- Energy consumption per unit of GDP; EL, Economic development level-Total GDP; INV, Growth rate of vehicle ownership.
Model Selection
This paper uses the traditional IPAT model of stochastically extended STIRPAT as the basic theory and analysis framework (Dietz and Rosa 1997). This model is of great help to the study of the relationship between economic development and environmental pollution. Based on the original consideration of the effects of population factors, wealth, and technological level on urban nitrogen dioxide concentration changes, industrial agglomeration factors are added to observe the influence of industrial agglomeration on nitrogen dioxide concentration. The model expression is
[image: image]
Among all the representative subscripts, the subscripts i and t, respectively, represent the city and year; a is the model coefficient; I is the explained variable environmental pressure; IA is the core analysis variable of this article; P, A, T, respectively, represent the impact of population, wealth, and technological level on the environment influences. It is a random disturbance item.
Anselin (1988) believes that economic units do not exist alone, but are connected through various factors and have spatial influence with neighboring economic units, showing the characteristics of spatial overflow. The industrial agglomeration variables on which this article focuses have strong spatial externalities. Therefore, spatial effects must be introduced for observation when analyzing the relationship between industrial agglomeration and urban nitrogen dioxide concentration just as Yuan et al. (2019) verifies the relationship between financial agglomeration and green development efficiency. Li et al. (2021) introduces the spatial durbin that contains the spatial lag of both the dependent and independent variables when studying the impact of industrial agglomeration on smog. The model takes into account the spatial effects of explanatory variables and explains variables at the same time. Therefore, this paper is based on the STIRPAT model, adding the SDM to expand it and using the panel SDM to analyze the relationship between urban industrial agglomeration and urban nitrogen dioxide concentration in China. Wang et al. (2021) and Wu et al. (2022) use the same model integration method to analyze the impact of environmental pollution and green finance on the high-quality development of energy and the impact of industrial agglomeration on new urbanization. The model expression is
[image: image]
Among them, the subscripts i and j represent cities, and t represents the year; β1, β2, β3, β4, respectively, represent the regression coefficients of industrial agglomeration, population factors, wealth, and technological level; the total number of cities analyzed in this paper is 282, and W is a spatial weight matrix of order 282X282; [image: image] is the spatial lag regression coefficient, which can reflect the degree of influence between the units in each area; a is a constant and [image: image] is the time-fixed effect. The specific variable selection and calculation are introduced below.
Observing Figure 2 shows that there is no obvious linear relationship between the concentration of nitrogen dioxide and the degree of industrial agglomeration, but when the degree of industrial agglomeration is greater than the range of 0.9, the scatter diagram of the concentration of nitrogen dioxide and the degree of industrial agglomeration becomes no longer discrete. Nitrogen concentration generally rises, and there is an obvious gathering phenomenon. The conjecture may be because some cities with high industrial agglomeration have some other intermediate mechanism indicators, and there are different degrees of constraints on the concentration of nitrogen dioxide. Therefore, this paper adopts the panel threshold model (PTR) proposed by Hansen (1999) to investigate industrially the characteristics of the threshold effect of agglomeration on the concentration of nitrogen dioxide in the city; this model is very helpful for analyzing and improving the influence of the intermediate mechanism on the investigated variables. The panel threshold model is as follows:
[image: image]
Among them, [image: image] is the threshold variable; [image: image] is the estimated threshold value, different threshold variables have different numbers of threshold values in the model, and [image: image]; l(g) is the indicator function; and the remaining parameters are the same as above.
[image: Figure 2]FIGURE 2 | Scatter diagram of nitrogen dioxide concentration and industrial agglomeration.
Variable Selection and Data Sources
Explained variable: Nitrogen dioxide concentration (I): The nitrogen dioxide concentration data for 282 cities from 2015 to 2018 were obtained from historical data from China Environmental Monitoring Center (CNEMC). Since CNEMC’s historical data is recorded by the daily nitrogen dioxide concentration of each city, we downloaded the data and calculated the annual average nitrogen dioxide concentration of each city in the excel software.
Explanatory variable: Industrial agglomeration (IA): There are many methods to capture the degree of agglomeration of indicators. The space Gini coefficient and Ellison–Glaeser index are often used to capture the industry cluster of various industries in a region (Sueyoshi et al., 2021). In this paper, the location entropy model is used to calculate the degree of industrial agglomeration. It can more effectively analyze the degree of agglomeration of an indicator in different regions. Many studies also choose this method to calculate the degree of industrial agglomeration (Zeng and Zhao, 2009; Zheng and Lin, 2018; Li et al., 2020). The specific calculation method is
[image: image]
Among them, [image: image] is the industrial output value of city i in year t, and [image: image] is the total output value of city i at the end of the year. The location entropy model can better eliminate the endogenous impact caused by regional-scale differences. At the same time, it does not use the ratio of industrial employment to total employment to avoid the problem of different industrial labor demands caused by different levels of development in different regions.
Threshold variables (an intermediate mechanism): This article has a total of three threshold variables ([image: image]) for verification, namely, industrial agglomeration (IA) itself; economic development level (EL), calculated using the city’s GDP; and the increase in car ownership (INV), using the annual increase in the number of vehicles in the city compared with the previous year (VN).
Control variables: The three inherent variables in the IPAT model select the total population of the city at the end of the year to represent the population factor (P); use per capita GDP to measure the degree of wealth (A); and use the ratio of the city’s total annual electricity consumption to the annual regional GDP, that is, energy consumption per unit of GDP to measure the level of science and technology (T).
Spatial weight matrix: This paper uses latitude and longitude to calculate the reciprocal of the centroid distance between two cities to characterize the spatial dependence between cities. Compared with the adjacent space weight matrix, the explanatory power of the inverse distance space weight matrix does not decrease as the sample size increases. The spatial weight matrix is a matrix that reflects the interdependence of indicators in space, and is used in research in different fields (Hui et al., 2007; Pasaribu et al., 2021).
The calculation formula is
[image: image]
where [image: image] is the geographic distance between city i and city j calculated according to the city’s latitude and longitude, and the reciprocal processing is performed to measure the spatial interaction between cities.
The research sample is the balanced panel data of 282 cities at the level of China and above from 2015 to 2018. Except for the nitrogen dioxide concentration data from CNEMC, the rest of the data are from the China City Statistical Yearbook, and individual missing data are filled by interpolation. To reduce heteroscedasticity, this paper also reciprocates some data. Table 1 shows descriptive statistics.
TABLE 1 | Descriptive statistical results of each variable.
[image: Table 1]EMPIRICAL ANALYSIS
Preliminary Statistical Observation
Table 1 shows that there are great regional differences in China’s per capita GDP with the maximum and minimum values being 215,488 and 10,987, respectively. The city with the highest concentration of nitrogen dioxide is more than six times higher than the city with the lowest. The energy consumption per unit of GDP of different cities in China is uneven. The average growth rate of car ownership in each city reached 17%. Figure 3 depicts the spatial distribution of nitrogen dioxide concentration and changes in industrial agglomeration in the surveyed cities in 2015 and 2018. The results show that the concentration of nitrogen dioxide did not decrease significantly from 2015 to 2018. The concentration of nitrogen dioxide in the central and eastern cities is higher than that in other regions, showing an obvious spatial agglomeration pattern. Some cities located in the Beijing–Tianjin–Hebei region, the border of Shaanxi and Mongolia, and the middle and lower reaches of the Yangtze River are more polluted by nitrogen dioxide. This is closely related to the large number of heavy industrial cities in this region, such as Yan’an, Cangzhou, and Tangshan. Some scholars also show that the aggregation of elements in the urban agglomeration in the Beijing–Tianjin–Hebei region have an impact on the regional environment, but these influencing factors include population, industry, investment, and other aspects (Liu et al., 2019). However, some areas have low nitrogen dioxide pollution but high income levels, such as some southern coastal cities, such as Fuzhou and Putian, and some cities in Inner Mongolia, such as Wuhai and Ordos. Therefore, it can be inferred that industrial agglomeration is not a single indicator of changes in nitrogen dioxide concentration. Factors such as development patterns and car ownership have mixed and complex effects. From the perspective of spatial distribution, the level of industrial agglomeration in Chinese cities has not changed significantly in the 4-year cycle. However, the Beijing–Tianjin wing, the border of Mongolia and Shaanxi, Jiangsu and Zhejiang have obvious industrial agglomeration, and the two regions in 2018 compared with 2015, in the area of more than 60 μg m−³, has indeed decreased in nitrogen concentration, which is consistent with the conjecture that industrial agglomeration can speed up the management of nitrogen dioxide concentration. The spatial pattern of industrial agglomeration and nitrogen dioxide pollution is obviously similar, and the concentration of nitrogen dioxide in nonindustrial agglomeration areas is generally low. It is judged that there may be a spatial connection between industrial agglomeration and nitrogen dioxide pollution.
[image: Figure 3]FIGURE 3 | Spatial distribution of industrial agglomeration level and nitrogen dioxide concentration in Chinese cities in 2015 and 2018.
Spatial Spillover of Nitrogen Dioxide Pollution by Industrial Agglomeration
According to theoretical analysis and preliminary judgments on the spatial pattern of data, there is a significant spatial dependence between industrial agglomeration and nitrogen dioxide pollution, and this spatial dependence has a certain relationship with regional concentration and changes with distance. Therefore, this paper uses the spatial panel durbin model to test the hypothesis. Before the spatial measurement analysis, the model needs to be tested with the traditional panel model, and the correctness of the spatial panel durbin model is determined through the LM and LR tests. Table 2 shows the test results of the panel model. Through LM and LM (Robust) tests, it is found that the spatial error model (SEM) can test the spatial spillover effect of industrial agglomeration on nitrogen dioxide pollution. On the other hand, the spatial lag model (SAR) does not reject the null hypothesis. When studying SO2 and soot particle samples in China, Poon et al. (2006) point out that there are significant spatial effects for the SEM and SAR models. In view of this, this article further uses the LR test screening model. The results show that the LR test rejects the hypothesis that the SDM can be reduced to spatial lag and spatial error models, indicating that, if the spatial lag or spatial error model is used solely to investigate the industry, there may be errors in the spatial overflow of agglomeration. To sum up, this paper chooses the spatial panel durbin model under the time fixed effect to analyze the spatial spillover effect and attenuation boundary of industrial agglomeration and nitrogen dioxide pollution.
TABLE 2 | Spatial panel model test results.
[image: Table 2]The analysis results in the third column of Table 3 show that the direct effect of industrial agglomeration has an impact coefficient of 0.154 on the concentration of nitrogen dioxide, which has passed the 1% significance test; that is, the increase in the level of industrial agglomeration in the region increases local nitrogen dioxide pollution. The industrial agglomeration coefficient under the indirect effect is −0.723, which also passes the 1% significance test; that is, the increase in the level of industrial agglomeration in this region helps reduce the concentration of nitrogen dioxide in neighboring areas. By comparing the regression data, it can be seen that the inter-regional spillover of nitrogen dioxide concentration by industrial agglomeration is significantly stronger than the intra-regional impact, which shows that industrial agglomeration does have spatial spillovers on nitrogen dioxide concentration, which provides data for the proposed hypothesis. Xu et al. (2020) show that air pollution in urban agglomerations is caused by both human and natural factors, and air pollution in various regions also has obvious spatial correlation and spillover effects. The fourth, fifth, and sixth columns in the table are explained below.
TABLE 3 | Estimation results of spatial durbin model.
[image: Table 3]The situation that industrial agglomeration has a spatial spillover effect can be explained as the development process of each city is different, and the main industries on which it relies are also different. Different levels of science and technology also see obvious differences in productivity and environmental governance capabilities. However, due to objective reasons, such as productivity, natural resource conditions, and the dominance of industrial development, each city has caused uneven levels of industrial agglomeration. The environmental pollution brought about by industrial development is inevitable. Many cities with small industrial scales have a large gap in their ability to control environmental pollution compared with core industrial areas. This has resulted in much higher pollution caused by industrial development in small cities. The core areas of China’s industrial development are mostly combined areas of cities with rapid development, such as the Beijing–Tianjin wing and the Jiangsu, Zhejiang, and Shanghai areas. These cities have strong pollution control capabilities and have realized the development model of industrial agglomeration, merger, and unified pollution control. In this way, the cost of governance per unit of industrial energy consumption is further reduced, and the efficiency is further improved. Therefore, the development model of industrial agglomeration has become a policy requirement before the problem of environmental pressure. The core area of industrial agglomeration has a more complete production, governance model chain, wider service range, and more sophisticated technology. These advantages will continue to absorb the surrounding industrial resources, help the surrounding areas save higher unit costs of environmental governance and gradually transform into a regional industrial center or even a national industrial center. The industrial center will then serve the surrounding area through the diffusion effect, thereby generating spatial overflow and helping the adjacent area reduce nitrogen dioxide and other pollutants.
The Spatial Attenuation Boundary of Industrial Agglomeration to Reduce Nitrogen Dioxide Pollution
The first part confirms that industrial agglomeration has a spatial spillover effect on reducing nitrogen dioxide pollution. This study further uses the established SDM to investigate the spatial attenuation boundary of this industrial agglomeration to reduce nitrogen dioxide pollution. In general, the spatial correlation gradually decreases with the increase of the regional distance until there is no correlation, so the second part will try to confirm this conjecture and find the distance boundary of this spatial overflow. Refer to the document processing method of Yuan et al. (2019), artificially set the distance threshold from low to high, assuming that the distance between city i and city j is higher than this set threshold, then it is; otherwise, it is 0. The calculation method is
[image: image]
The function of the threshold is to verify whether the spatial correlation coefficient gradually decays when the distance between the spatial units participating in the spatial regression gradually expands. In Table 3, the W1 matrix is the initial matrix without a distance threshold, the threshold of the W2 matrix is set to 50 km, the threshold of the W3 matrix is set to 100 km, and the threshold of W4 is 150 km. Perform multiple regressions through the established model to record the direct and indirect effect coefficients of the industrial agglomeration level on reducing the concentration of nitrogen dioxide.
The regression results in Table 3 show that the spatial spillover coefficient is significant within 100 km and basically passes the 1% significance level test. After more than 100–150 km, the spatial spillover coefficient is no longer significant, which confirms that the industrial agglomeration has a twofold reduction. The spatial spillover of nitrogen oxide concentration conforms to the law of geographic attenuation. Specifically, the spatial spillover coefficient of industrial agglomeration can be divided into two intervals:
1) When the distance threshold is within 100 km, the industrial agglomeration has significant help in reducing the concentration of nitrogen dioxide in the adjacent area, and the coefficients are −0.723, −0.641, and −0.576. The spillover effect is stronger than the local influence, and the closer the distance, the higher the degree of help.
2) If the distance threshold is 150 km away, this kind of help is no longer significant. Starting from the analysis method, due to the substantial reduction of the spatial units in the weighted space matrix, the spatial spillover coefficient exhibits extremely strong random volatility and cannot pass the significance test, which means that industrial agglomeration can help reduce the concentration of nitrogen dioxide at 150. The boundary has been reached beyond the kilometer threshold. Judging from China’s current development model, China is still in the developing stage. Many Tier 3, 4, and 5 cities have entered industrial development within a short period of time and have not formed a relatively merged development model with neighboring industrial clusters. The development and governance environment is better. Much depends on the new cities themselves, and the level of industrial agglomeration in China is still in a relatively discrete stage.
It can also be seen from Figure 3 that most of China’s provinces usually only have one to two cities with high agglomeration levels, which further explains that around 150 km is the distance threshold attenuation boundary for spatial spillover correlation. Yuan et al. (2019) point out that financial agglomeration has obvious spatial spillover effect on green development efficiency, the threshold boundary is around 300 km, and this spatial spillover shows obvious spatial attenuation characteristics, similar to the results of this study. At present, there are no other national industrial agglomeration centers in China except Beijing, Tianjin, and Hebei; the junction of Inner Mongolia and Shaanxi; and Jiangsu, Zhejiang, and Shanghai, whereas there are more regional industrial agglomeration centers in the province, so the theme is short-distance travel to provincial capital cities and provinces. The overflow of the second industrial agglomeration center helps reduce nitrogen dioxide pollution in neighboring, relatively backward cities.
Analysis of the Intermediate Mechanism of Industrial Agglomeration on Reducing the Nonlinear Impact of Nitrogen Dioxide Pollution
After analyzing the relationship between industrial agglomeration and nitrogen dioxide pollution, this article considers introducing a panel threshold model to test the industrial agglomeration under the constraints of the three threshold variables of industrial agglomeration, economic development level, and increase in urban car ownership. The heterogeneous impact of nitrogen oxide pollution verifies the important reason for the nonlinear relationship between the level of industrial agglomeration and the concentration of nitrogen dioxide. First, determine the threshold number of each threshold variable through the threshold effect test and then calculate and analyze the threshold values of the three intermediate mechanisms. Observing Table 4, we can see that the impact of industrial agglomeration on the concentration of nitrogen dioxide is restricted by the level of industrial agglomeration, the level of economic development, and the increase in the number of urban vehicles. The level of industrial agglomeration shows a single threshold with a threshold value of 1.1667, whereas the level of economic development is less than the growth rate of urban car ownership represented by double thresholds. Figures 4A,B are the double-threshold confidence interval test of the economic development level and the growth rate of car ownership. The threshold values of the economic development level are 2512167 and 18773402, respectively. The threshold values are 0.0875 and 0.1256, respectively.
TABLE 4 | Threshold effect test.
[image: Table 4][image: Figure 4]FIGURE 4 | Double-threshold confidence interval test for the level of economic development and the increase in car ownership. (A,B) are the doublethreshold confidence interval tests for the level of economic development and the increase in car ownership, respectively. The threshold values of (A) are 2512167 and 18773402, and the (B) are 0.0875 and 0.1256, respectively.
After recording the threshold number and value of each intermediate mechanism, this paper further bases the test results of each threshold on the impact of industrial agglomeration levels on nitrogen dioxide pollution under these three intermediate mechanisms (Table 5).
1) The threshold effect of China’s overall industrial agglomeration level: When the industrial agglomeration level is on the left side of the threshold value of 1.1667, the influence coefficient of industrial agglomeration on the nitrogen dioxide concentration is 0.2039, which is significant at the 5% confidence level, and when the industrial agglomeration level crosses this threshold, the industrial agglomeration has a second the positive effect of nitrogen oxide concentration dropped to 0.1481, which was significant at the 5% confidence level. As of the end of 2018, only 62 of the 282 cities surveyed had crossed this threshold, indicating that China’s overall industrial agglomeration level is still in a relatively discrete state, most of which are high-level regional industrial agglomeration cities in the province.
2) The threshold effect of the increase in car ownership in Chinese cities: The life of the city cannot be separated from the help of cars, and the nitrogen dioxide produced by car exhaust also has a great impact on the environment. The steel manufacturing process in the production of cars also produces a large amount of nitrogen dioxide. When the increase in car ownership is less than 8.75%, the impact of industrial agglomeration on the concentration of nitrogen dioxide is 0.0653, which is significant at the 5% confidence level; when the increase is between 8.75% and 12.56%, the positive impact increases to 0.1092, which is significant at the 5% confidence level. When the increase crosses the 12.56% threshold, the positive impact reaches the highest, which is 0.1463 and is significant at the 5% confidence level. As of 2018, 101 of the cities surveyed were below the 8.75% threshold, accounting for 35.8%. This provides a good idea for cities to reduce nitrogen dioxide pollution. From the second threshold to increase threshold to the first threshold, the concentration coefficient of nitrogen dioxide pollution has been reduced by more than 50%.
3) The threshold effect of economic development level: The level of economic development also has two thresholds. When the level of economic development is lower than 2512167, the impact of industrial agglomeration on the concentration of nitrogen dioxide is 0.3191; when the level of economic development is between 2512167 and 18773402, the impact of industrial agglomeration on the concentration of nitrogen dioxide when the level of economic development is greater than 18773402, the impact of industrial agglomeration on the concentration of nitrogen dioxide is minimized to 0.0305, and the three sets of data are significant at the 5% confidence level. As of 2018, 53.2% of cities have not exceeded the second-tier threshold. When the level of economic development is higher, industrial capital and resources favors these high-efficiency, high-tech core development areas, and the efficiency of reducing environmental pollution also increases, and as the level of economic development increases, the overall environmental awareness of the city increases. Stronger, people’s living and consumption habits will be more environmentally friendly, thereby reducing nitrogen dioxide and other pollution.
TABLE 5 | Benchmark threshold regression.
[image: Table 5]CONCLUSION
Industrial agglomeration on nitrogen dioxide pollution has obvious spatial spillover effects, and this spatial spillover exhibits obvious spatial attenuation characteristics. Specifically, within 100 km is a dense area of spatial spillover, and there is no more spatial spillover accidentally within 150 km. Moreover, the inter-regional spillover of nitrogen dioxide pollution by industrial agglomeration is obviously stronger than the intra-regional spillover; that is, the indirect effect is stronger than the direct effect. However, due to spatial distance and regional boundary constraints, the spatial spillover of nitrogen dioxide pollution by industrial agglomeration shows obvious spatial attenuation characteristics. Under the adjustment of the two mechanisms of industrial agglomeration and economic development level, the impact of industrial agglomeration on reducing nitrogen dioxide pollution shows a gradual increase. In the process of intervention in the increased mechanism of car ownership, the industrial agglomeration has the promotion of nitrogen dioxide pollution as a process of gradual increase. When the increase in car ownership is less than 8.75%, the impact of industrial agglomeration on the concentration of nitrogen dioxide is 0.0653; when the increase is between 8.7%5 and 12.56%, the positive impact increases to 0.1092; and when the increase exceeds 12.56%, one threshold, the positive impact reached the highest at 0.1463. As of 2018, only 35.8% of the cities surveyed were below this indicator.
Based on the above two conclusions, the following policy recommendations are put forward. The research results verify that, in most regions of China, the level of industrial agglomeration is very discrete. Emerging cities should form a relatively merged development model with neighboring industrial clusters, outsourcing their relatively backward development links to industrial areas in developed cities, and make full use of the high-level environmental governance capabilities of developed industrial areas to reduce dioxide in neighboring areas. The characteristic of nitrogen pollution reduces the overall unit cost of environmental governance. On a larger scale, cities in northwestern China should gradually move more industrial links to the border area between Shaanxi and Mongolia. Cities in the northeast need to relocate more factories to the core industrial area of the Beijing–Tianjin wing, and in the south, the industrial development of the city should also be transferred to Jiangsu, Zhejiang, and Shanghai regions as soon as possible. This can further optimize the characteristics of the current level of industrial agglomeration in China, from a high level of industrial agglomeration in multiple cities to three national industrial agglomeration areas, so that the unit cost of China’s overall treatment of nitrogen dioxide will be further reduced.
From the conclusion of the intermediate mechanism, it is known that not only the increase in the level of industrial agglomeration can improve the ability to control nitrogen dioxide pollution, but the indicator of economic development is also very important. It represents the development intensity of a city itself, and the level of science and technology will develop with development. The higher the level, the higher. Therefore, in the professional process of industrial development, some developed cities should also simultaneously transfer some of their scientific nitrogen dioxide management technologies to industrial clusters to reduce the cost of governance in industrial core areas. As automobiles are a common source of nitrogen dioxide pollution in life, China should speed up the policy of transforming gasoline vehicles into electric vehicles at this stage. This will not only achieve China’s carbon peak goal earlier but also reduce nitrogen dioxide pollution.
Synthesizing all conclusions, it is predicted that the method of controlling nitrogen dioxide pollution in the future will further improve the agglomeration level of industrial agglomeration areas. The threshold value of industrial agglomeration level may further increase in the future, from 1.1667 to about 1.3, increasing the influence ability and scope of strong industrial agglomeration areas to reduce nitrogen dioxide pollution in surrounding areas. Cities with lower levels of economic development can also save a lot of immature environmental governance costs. At the same time, the annual growth rate of fuel vehicles in more cities will be controlled below 8.75%.
Of course, this research still has many issues worthy of in-depth discussion, such as that some of the neighboring cities examined in this article are too far apart. If these research samples are deleted, will the boundary of geographic attenuation increase? Residents in China use natural gas for heating in winter, and the combustion of natural gas will produce a large number of nitrogen oxides. If this intermediate mechanism index is added, the winter heating months in the sample year data are separately extracted for analysis. Will the impact of industrial agglomeration on nitrogen dioxide pollution be changed? I will conduct in-depth research on the above issues in the later stage.
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The Mexico, Indonesia, Nigeria, and Turkey (MINT) countries have practiced significant levels of economic growth over the years. However, these countries have not managed to protect their environmental quality in tandem. Thus, the aggravation of environmental indicators traversing these countries radiates a shadow of uncertainty on their achievement of economic growth sustainability. In this regard, green investment and technological innovations are commonly considered as an effective aspect geared to minimize CO2 emissions, as these increase energy efficiency and involve cleaner production. Thus, this study investigates the effect of green investment, economic growth, technological innovation, non-renewable energy use, and globalization on the carbon dioxide (CO2) emissions in MINT countries from 2000 to 2020. After checking the stationary process, this study applied fully modified ordinary least square and dynamic ordinary least square methods to estimate the long-run elasticity of the mentioned regressors on CO2 emissions. The outcomes show that non-renewable energy and technological innovations significantly increase environmental degradation. In contrast, the globalization process and green investment significantly reduce it in the long run. Moreover, the interaction effect of green investment and globalization significantly overcomes the pressure on the environment. Similarly, the moderation effect of technological innovation and globalization significantly reduces the emission level in the region. Moreover, the U-shaped environmental Kuznets curve hypothesis was observed between economic growth and carbon emission across the MINT countries. Furthermore, the findings of the Dumitrescu and Hurlin’s panel causal test disclose that bidirectional causality exists between green investment, globalization, technological innovations, non-renewable energy, and CO2 emissions. This study also recommends some valuable policy suggestions to governments in general and to policymakers specifically which are aimed to endorse environmental sustainability in the MINT countries.
Keywords: green investment, technological innovations, globalization, CO2 emissions, MINT countries
1 INTRODUCTION
In 2020, humanity experienced the serious consequences of (coronavirus) COVID-19, and amid this, another threat—climate change—further worsened the impact of the pandemic. This called for a serious and collective response from the global community to improve the state of the environment (UNCC, 2021). Humanity has been embroiled with issues on environmental change, which is the biggest threat to future generations. Over the past few decades, environmental contamination has become one of the primary global issues due to huge increases in greenhouse gas (GHG) emissions (Khalid et al., 2021). Environmental change is among the significant negative outcomes of economic development and industrialization. Environmental variations, changing weather trends, and increasing sea levels are causing chaos in human livelihoods and economies in every region (Usman et al., 2022a). The major cause of climate change is often supposed to be the enhancement in the levels of poisonous gasses, especially nitrogen oxide (NO2) and carbon dioxide (CO2), which are currently at their highest level in history (Usman et al., 2021a). From an environmental point of view, this unsustainable development is achieved by deforestation, consumption of fossil fuel, and rapid urbanization (Yang et al., 2020; Usman and Balsalobre-Lorente, 2022). However, with rising precedence’s towards sustainable economic growth, economies have pressed towards augmenting the consumption of fossil fuels, which accelerated the energy demand all the more (Qader et al., 2021). The biggest challenge to sustainable development around the world is the increasing GHG emissions. Several researchers have often used CO2 emission as a proxy in studies of environmental hazards because it takes up the largest share of GHGs (Kamal et al., 2021). Due to global warming and climate change, millions of people are suffering from several diseases, hunger, water shortage, and floods (Jahanger et al., 2021a; Dagar et al., 2021; Qiang et al., 2021; Ahmad et al., 2022). An earlier assessment by the World Health Organization (WHO) reported that around 7 million premature deaths are due to air pollution in 2018 (WHO, 2019).
Among other measures, technological innovation is the most effective indicator for avoiding environmental degradation, preserving energy utilization, and boosting economic growth (Usman and Makhdum, 2021; Ramzan et al., 2022). However, massive economic activities drive the demand for the utilization of electric sources, which enhances environmental pollution, whereas technological innovation (research and development) drives energy efficiency (Usman and Balsalobre-Lorente, 2022). Technological innovations have emerged as an extensively known way for encountering environmental issues, such as CO2 emission in Mexico, Indonesia, Nigeria, and Turkey (MINT) countries. These countries have seen an imbalanced development in the technological innovation race that can be denoted by the number of patents. Precisely, according to World Bank Indicator (WDI), the number of patent applications in MINT economies has enhanced by more than 2.39% times from about 33,299 in 2000 to 79,829 in 2020 (WDI, 2021).
Sustainable economic growth (GDP) remains the venerated goal of every country. In order to attain this goal, it raises industrial and agricultural sector production, builds infrastructure, and promotes trade. As a consequence, there are increases in environmental damages (Usman et al., 2022a). At the initial phase/stage, humans employ more energy consumption for more economic development and ignore its adverse effect on the environment, but in later periods of the GDP process, when the quality of life gets better, they then adopted a cleaner environmental strategy. Most worry on energy-efficient (pollution-free) products, which can be related to the environmental Kuznets curve (EKC) hypothesis that established a link between GDP growth and environmental degradation (Balsalobre-Lorente et al., 2022). This relationship is shown in Figure 1, which displays the typical inverted U-shaped EKC hypothesis. Another objective of this study is to inspect how globalization index (i.e., social, economic, and political) indicators stimulate environmental degradation. The globalization process of an economy influences human life economically, politically, and socially on a global scale. The globalization process, increasing trade, and economic collaboration result in improved income levels. However, the consequence of globalization on the environment is still unclear. Some groups of researchers, such as Yang et al. (2020), have investigated the impact of the globalization process on environmental degradation and found that indeed the globalization process will escalate environmental degradation, while other groups of researchers, such as Umar et al. (2020) and Usman et al. (2022b), have found a negative influence on environmental degradation. However, it is still an unclear, unsettled, and budding discussion in future research.
[image: Figure 1]FIGURE 1 | Environmental Kuznets curve.
Energy utilization also plays a significant role in boosting economic growth and environmental degradation (Usman et al., 2020a). A massive amount of energy utilization in economic growth leads to increased environmental pollution. In the production process, more utilization of fossil fuels enhances greenhouse gas and CO2 emissions. With the increase in world population, the excessive utilization of fossil fuel-based energy sources (i.e., coal, oil, and gas) will cause more environmental pollution (Usman et al., 2020b; Ahmad et al., 2022). Due to the rapid pace of industrialization, the environmental quality is becoming gradually low. The use of eco-friendly technologies and renewable energy sources is primarily concerned with sustainable development. Considering the abovementioned point of view, four main research questions were to be scrutinized in the present study. First, how do technological innovation, GDP, globalization, green investment, and non-renewable energy use influence CO2 emissions in the MINT economies? Second, what is the interactive effect of green investment and globalization on CO2 emissions in the case of MINT nations? Third, what is the moderative role between technological innovation and globalization on CO2 emissions in the case of MINT nations? Four, does the EKC hypothesis exist in the MINT countries or not?
This research contributes to the future literature by presenting the case of MINT countries in recognizing the link between CO2 emissions and the amount of green investment, technological innovation, GDP, globalization, and non-renewable energy use over the period from 2000 to 2020. This study contributes in threefolds to the existing literature: first, this study intends to investigate the impact of technological innovation, GDP growth, globalization, green investment, and non-renewable energy on environmental pollution in the EKC hypothesis framework; second, this study offers a new channel for discovering the moderating role of green investment and technological innovation with globalization in reducing environmental damages; and third, this study also investigates the EKC hypothesis in the MINT countries in the era of globalization. Therefore, the current paper has important contribution to the existing literature by providing new, purposeful indicators and reliable, efficient, and consistent results.
The remaining sections of this study are arranged as follows: Section 2 provides a literature review, Section 3 describes the empirical strategy and sample countries’ data, Section 4 indicates the empirical results and discussion, and finally, Section 5 provides the conclusion of the main findings and policy implications.
2 LITERATURE REVIEW
The nexus between green investment, technological innovation, globalization, non-renewable energy use, GDP growth, and environmental damages have been previously documented in various literature. The following discussion has been divided into three sub-headings: (1) green investment–technological innovation–environment nexus, (2) globalization–environment nexus, and (3) energy–environment nexus. Furthermore, the literature related to the impact of GDP and environment is also highlighted, with mixed outcomes provided (see Table 1).
TABLE 1 | Summary of existing published studies of the environmental Kuznets curve hypothesis.
[image: Table 1]2.1 Green Investment, Technological Innovation, and Environment Nexus
Green investment and technological innovation are some of the most powerful means for minimizing environmental degradation, preserving energy sources, and also helping to increase economic growth and generate fewer carbon emissions. Over the period from1970 to 2016, Chen and Lee (2020) used the fixed effect method to detect the nexus among globalization, technological innovations, and CO2 emissions in 96 different global countries. The results demonstrate that technological innovations increase environmental performance. Moreover, Kumail et al. (2020) scrutinized the impact of technological innovations on environmental degradation in the context of Pakistan covering the period from 1990 to 2017. Their empirical findings revealed that technological innovations significantly improve the environmental quality in this case in the long run. Moreover, Ke et al. (2020) investigated the association between technological innovations and environmental pollution based on 280 Chinese cities over the period from 2014 to 2018. Their econometric outcome exposed those technological innovations to increase environmental quality. Moreover, Ganda (2019) examined the association between technological innovations and environmental degradation. Interestingly, the outcomes suggest that technological innovations significantly enhanced environmental performance through investment in the research and development sector. The conclusions of Guo et al. (2021) propose that there is a need to shift the Chinese nation to more sustainable sources of energy, a viable solution to decrease environmental pollution. The outcomes of Adebayo et al. (2022) disclosed that positive (negative) shock in technological innovation causes a decrease (increase) in CO2 emissions. Furthermore, Anwar et al. (2021a) observed that technological innovation improves environmental performance. Additionally, Chien et al. (2021) concluded that the effect of GDP and information and communication technologies on environmental degradation is lowest in magnitude at lower quantiles and highest at higher quantiles of environmental pollution. In a similar vein, most scholars believe that technological innovations are favorable to minimizing environmental degradation and enhancing environmental sustainability (Ahmed et al., 2016; Yang and Li, 2017). Their findings revealed that technological innovations introduce efficient development in machinery equipment with the updating of new technological applications. Hence, they directly enhance energy efficiency and minimize the consumption of energy utilization—as a result, improving the environmental quality. Other researchers believe that technological innovations may negatively impact environmental sustainability (Bekhet and Othman, 2017; Costantini et al., 2017; Ganda, 2019). Furthermore, Shen et al. (2021) found a negative influence of green investment on environmental damages in the case of different panel countries. Based on the theoretical settings, these lead to the first and second hypotheses which are specified as follows:
Hypothesis 1: H1: Green investment plays a significant role in CO2 emissions in the case of MINT countries.
Hypothesis 2: H2: There is an expected significant influence of technological innovation on CO2 emissions in the case of MINT countries.
2.2 Globalization and Environment Nexus
It is observed that globalization has a significant effect on environmental sustainability and climate change (Saud et al., 2020). Theoretically, earlier literature documented three mechanisms through which globalization affects environmental pollution, i.e., scale, composition, and technique effect (Yang et al., 2021a). The scale effect is defined as follows: when scale increases due to globalization, the volume of production of goods urging a boost in energy use rises, hence increasing environmental degradation (Usman et al., 2022a). The composition channel can depend on the consequence of globalization on the environment due to variations in the economy’s industrial structure (Yang et al., 2020). Finally, the technical effect denotes numerous mechanisms by which globalization stimulates the amount of greenhouse gas emissions by the industries and eventually reduces environmental sustainability. These mechanisms features eco-friendly technology that gets transferred from developed countries due to globalization. Numerous previous studies have identified an adverse consequence of globalization on environmental pollution—for instance, Umar et al. (2020). They argue that globalization boosts environmental degradation due to fewer environmental regulations, which is why developed nations shift their polluting industries to developing nations. Usman et al. (2021b) examined 8 Arctic by applying a second-generation estimation process for the period from 1990 to 2017. The results revealed that globalization contributes to increased environmental degradation. Moreover, the globalization process boosts economic growth in the long run. Besides these, Jahanger et al. (2022) examined the link between globalization and environmental damages in 73 developing nations from 1990 to 2016 and concluded that globalization was witnessed to minimize the environmental damages of African and Latin American nations only. Furthermore, Bilal et al. (2022) also scrutinized the effect of globalization on environmental decay and found that GLO enhances environmental degradation. The empirical findings of Wen et al. (2021) of this study identify that globalization is positively associated with CO2 emissions. Jahanger (2021a) noted that, overall, globalization assists in the decrease of environmental damages in the case of developing nations. Besides this, Jahanger et al. (2021b) argued that globalization on carbon productivity is not monotonous but that it has a double-threshold consequence of human development. However, numerous studies also reported the environment-friendly role of globalization—for example, Yang et al. (2020) found that globalization brings pollution-free (eco-friendly) technologies that enhance the volume of GDP with fewer emissions and also enhance environmental performance. The given assessment of the above-mentioned literature shows that globalization has a contrary impact on environmental decay, and empirical/theoretical literature does not reach any concurrence. Based on the above-mentioned citation analysis, the 3rd hypothesis is specified as follows:
Hypothesis 3: H3: Globalization has a significant influence on CO2 emissions in the case of MINT nations.
2.3 Energy–Environment Nexus
Energy use is a primary driving factor for the process of GDP and the development of all economies. Dogan and Seker (2016) examined the influence of renewable energy consumption and non-renewable energy consumption on environmental pollution in European Union countries from 1980 to 2012. Their research findings revealed that trade openness and renewable energy consumption reduce environmental decay, whereas non-renewable energy consumption enhances environmental damages. Furthermore, Anwar et al. (2021b) employed quantile regression and disclosed that renewable energy consumption is a significant instrument to fight against increased emissions. Additionally, Adedoyin et al. (2021) asserted that non-renewable energy consumption raises environmental degradation. Mahalik et al. (2021) examined the effect of education and non-renewable energy consumption on environmental pollution and found an inverse linkage between education, non-renewable energy consumption, and environmental pollution. Khan et al. (2021) used the generalized method of moments (GMM) to detect the influence of GDP, technological innovations, and foreign direct investment on renewable energy consumption. According to their results, technological innovations and GDP have a negative impact on renewable energy consumption.
Moreover, Qayyum et al. (2021) scrutinized the dynamic association between renewable energy consumption, technological innovations, and environmental degradation for the Indian economy from 1980 to 2019 and found that technological innovations and renewable energy consumption significantly improve the environmental quality. In the case of Pakistan, Usman et al. (2022b) explored the dynamic influence of financial development, trade openness, and non-renewable and renewable energy on CO2 emission covering the period from 1990 to 2017. The empirical findings revealed that renewable energy significantly hastens environmental improvement, while economic growth, trade openness, and non-renewable energy were more responsible for the worsening of the environment in the long run. Additionally, Zhang et al. (2021) observed that renewable energy consumption increases the environmental quality in the case of the top 10 remittance-receiving countries. Furthermore, over the period from 1990 to 2016, Yang et al. (2020) used the GMM to detect the nexus between globalization, non-renewable energy consumption, and CO2 emissions in 97 global countries, and the empirical outcome demonstrates that non-renewable energy consumption significantly degrades environmental quality, while globalization improves it. In addition, Wan et al. (2022) found that real income growth and non-renewable energy consumption are more responsible for increasing the environmental pollution level in the case of the Indian economy. The empirical conclusions of Fatima et al. (2021) indicate that an increase in income moderates the ratio of utilization of renewable energy to environmental degradation. The conclusions of Kirikkaleli et al. (2022) clearly disclose that renewable energy utilization decreases utilization-based CO2 emissions. The empirical conclusions of Miao et al. (2022) indicate that globalization and renewable energy utilization contribute to environmental performance. Furthermore, Anwar et al. (2021c) demonstrated that renewable energy utilization decreases CO2 emissions. Besides these, the results of Salem et al. (2021) indicate that renewable energy consumption and hydropower follow an inverted U-shaped relationship. Based on Table 1, it can be concluded that many previous studies have investigated the non-linear relationship between economic growth and environmental degradation. Based on the abovementioned analysis, the 4th hypothesis is specified as follows:
Hypothesis 4: H4: Increases in non-renewable energy use in an economy are expected to increase the CO2 emissions in MINT nations.
On the basis of the mentioned literatures in Table 1, this study leads to our 5th hypothesis which is stated as follows:
Hypothesis 5: H5: Environmental Kuznets curve hypothesis exists in the case of developing economies.
3 DATA SOURCES, MODEL CONSTRUCTION, AND METHODOLOGICAL STRATEGY
3.1 Data Sources
In order to accomplish the objective, this study uses a set of panel data for MINT nations from 2010 to 2020 (Figure 2). All the data of this study were derived from the World Bank Indicators (WDI, 2021), excluding green investment (public investment in renewable energy) and the globalization index, which were extracted from the International Renewable Energy Agency (IRENA, 2021) and KOF globalization index (KOF, 2021). The measurement units of these variables are as follows: CO2 emission is calculated as carbon emissions per capita, green investment is calculated as public investment in renewable energy, technological innovation is measured as the total number of patent applications, economic growth is anticipated in per capita constant 2010 US$, the variable overall globalization index is taken in index form (0–100) of the latest KOF index developed by Gygli et al. (2019), and non-renewable energy use is calculated by the percentage of fossil fuel energy consumption (% of total). The descriptions of the variables are presented in Table 2.
[image: Figure 2]FIGURE 2 | Geographical coverage of Mexico, Indonesia, Nigeria, and Turkey countries.
TABLE 2 | Description of the variables.
[image: Table 2]Table 3 shows the descriptive statistics of concerned variables for MINT countries, wherein the average, median, maximum values, standard deviation, skewness, kurtosis, and Jarque-Bera test statistics of candidate variables are explored. Moreover, the outcomes of Table 2 revealed that the average value of LCO2 is 0.721502, comprising the minimum value of -0.731757 and the maximum value of 1.712964. Additionally, LGINV explores the average value of 2.454642, with the lowest value of -4.605170 and the highest value of 6.872294. Another important variable was LTECH: the average value of LTECH is 6.000539, with the lowest value of 0.000000 and the highest value of 9.028099. The LNREC average value is 4.040426, with the lowest value of 2.763431 and the highest value of 4.511486. Moreover, LGDP presents the average value of 8.452784, with the lowest value of 7.279859 and the highest value of 9.395577. Finally, the average value of LGLO is 4.121334, with the lowest value of 3.890370 and the highest value of 4.274636. The summary statistics of the investigated variables were from 1971 to 2019 derived through plots–boxes (Figure 3). Furthermore, Table 4 presents the correlation matrix of the candidate variables from the Middle East North African nations.
TABLE 3 | Descriptive statistics.
[image: Table 3][image: Figure 3]FIGURE 3 | Box plot summary of the selected variables.
TABLE 4 | Correlation matrix.
[image: Table 4]3.2. Model Construction
Based on the existing literature of Jahanger et al. (2021a), Usman et al. (2021b), and Usman et al. (2022a), we apply the following empirical model to discover the effect of green investment, non-renewable energy, technological innovation, GDP, and globalization process on CO2 emissions in Eq. 1 as follows:
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where CO2 refers to carbon emissions, GINV denotes green investment, GDP indicates economic growth per capita, NREC means non-renewable energy use, and GLO presents the KOF globalization index. Additionally, we also transformed these variables into a natural logarithmic algorithm to minimize the likelihood/probability of autocorrelation and heteroscedasticity and get more efficient/reliable outcomes as related to the simple form (Jahanger et al., 2021a). Thus, Eq. 2 is stated as follows:
Model 1
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where, in Eq. 2, i and t denote the cross-section (from 1 to 4 countries) and given time periods, respectively. The term [image: image] represents the constant term (intercept). The coefficients of green investment, technological innovation, GDP, non-renewable energy use, and globalization are articulated as β1, β2, β3, β4, and β5, indicating the elasticity of the said variables. Besides this, [image: image] displays the random error term. Furthermore, to check for interactive impacts of globalization and human capital on CO2 emissions, we augment our baseline model (model 1) with interaction terms between globalization and green investment (GLO * GINV). The augmented versions of the baseline model can be expressed in model 2 as follows:
Model 2
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Furthermore, we include the square of economic growth to investigate the EKC hypothesis in baseline model 1 and re-estimate it. The corresponding model can be stated in model 3 as follows:
Model 3
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This study also includes another interaction variable (GLO * TECH) related to technological innovation and the globalization process on the CO2 emissions in baseline model 1, which can be expressed in model 4 as follows:
Model 4
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3.3. Methodological Strategy
In this study, the fundamental procedures for determining the long-run correlations among CO2 emission, green investment, technological innovation, GDP, non-renewable energy use, and globalization were as follows: first, using panel unit root tests, the stationarity properties of the panel data set variables were first investigated. The panel co-integration technique was commonly employed to assess the co-integrating associations in the variable series when the data was non-stationary. The long-run elasticities were determined using the fully modified ordinary least square (FMOLS) and the dynamic ordinary least square (DOLS) estimations after the co-integration of the variables was confirmed. Finally, the last step is to see the causality path through the pairwise Dumitrescu and Hurlin (2012) causality test.
3.3.1 Panel Unit Root Test
The first step of the econometric process of this study is to test the panel unit root property of the selected variables. Unit root tests of these variables are required before estimation of long-run elasticity in a panel data model. A series is non-stationary if its mean and variance are not zero and constant, respectively. This could result in incorrect regression. We test the stationarity of the panel series to avoid biased regression and assure the veracity of the estimated findings. The most frequent method for checking the stationarity and sequence of data integration is unit root test. Typically, they begin with level data. Data are non-stationary if the unit root occur in a series. Then, using the difference in data, we must continue the tests until the series is stationary. For the panel analysis that follows, only stationary data in the same order are useful. The unit root test methods include the first test that we have used, Levin–Lin–Chu (LLC), which was developed by Levin et al. (2002), Im-Pesaran-Shin (IPS), which was proposed by Im et al. (2003), and Fisher-ADF and Fisher-PP as developed by Maddala and Wu (1999) and Choi (2001), respectively.
3.3.2 Panel Long-Run Co-integration Test
The second phase of the econometric procedure is to test the long-run association among the series. Considering this inspection, Pedroni (1999) developed the co-integration test for the identification of long-run relationships among variables. The Pedroni co-integration test also takes into account the heterogeneity and sample size that allow for several regressors of the vector of long-run co-integration to fluctuate across several individual cross-sections. In the Pedroni co-integration analysis, seven co-integration test statistics are obtained from within dimension, while three co-integration test statistics are constructed on between dimension. Pedroni is the first-generation test that is based on a residual co-integration approach that can be expressed as follows:
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where [image: image] denotes the country-specific effect, [image: image] shows the component deterministic trend, and m shows the number of explanatory variables.
Kao (1999) proposed another residual-based co-integration approach, which is created on a panel version of the ADF statistics, and it also employed homogeneous coefficients and individual-specific intercept at first-stage regressors. The ADF test statistics for a residual estimate is represented by Equation 7:
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H0: Co-integration does not exist among the series.
H1: Co-integration exists among the series.Furthermore, the Fisher Johansen co-integration method is used to identify the co-integration association among series that were proposed by Johansen and Juselius (1990). The determination of a co-integrating association between the parameters will allow for the assessment of their effects on CO2 emissions.
3.3.3 Panel Long-Run Coefficient Estimators
The co-integrated equation should be estimated after the long-run relationship exists among the variables. The most commonly used co-integration estimation method is ordinary least square (OLS), but if the predictor (independent) variable is endogenous or the regression error term is a serial correlation, the parameters projected by OLS are biased, that is, second-order bias involving endogenous bias (non-central bias).
After the co-integration relations between variables have been validated, the coefficients of the analysis variables in each panel’s modeling are obtained through two approaches, such as the FMOLS and DOLS approaches. The DOLS technique was developed by Stock and Watson (1993), and the FMOLS technique was established by Phillips and Hansen (1990). The FMOLS technique established the OLS technique to describe the endogeneity in the explanatory variables resulting from the presence of the serial correlation property and the co-integration association, and this technique is expressed as:
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where the long-run covariance matrix estimator, on the other hand, is crucial for FMOLS estimation.
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The DOLS approach entailed augmenting the co-integration regression of [image: image] since the error term in the co-integration equation should be orthogonal. Regarding the statement of adding [image: image] principals and [image: image] lags of the variances, regressors engage the long-run correlation between [image: image] and [image: image].
3.3.4 Panel Causality Analysis
Causality is inspected by the engaging panel Granger non-causality test established by Dumitrescu and Hurlin (2012), which is “the latest version of the Granger non-causality test for panel data” used to study causality (Baloch and Meng, 2019). This technique is based on the method of Granger (1969) and includes dual types of statistics: such as the first type W-bar statistics and the second type Zbar statistics. The previous determines the test’s average, while Z-bar statistics denotes a conventional normal distribution. The null hypothesis (H0) of the test posits that the variables have no causal link. Lopez and Weber (2017) recommend using Zbar tilde statistics to make inferences in our sample countries with a big number of panels (N) and a small number of time periods (T). The benchmark (basic) model can be defined as follows:
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where [image: image] and [image: image] are remarks of two stationary variables for individual [image: image] in period, and [image: image] is the lag order.
4 RESULTS AND DISCUSSION
4.1 Panel Unit Root Outcomes
The initial phase of the empirical investigation is to verify the integration level (stationarity level) of all concerned variables. For this reason, four different stationarity tests were conducted, such as LLC, IPS, F-ADF, and F-PP unit root tests, which are recently getting more reputation in the existing literature (Jahanger, 2021a; Jahanger et al., 2021a; Jahanger, 2021b). Table 5 presents the conclusions of the LLC, IPS, F-ADF, and F-PP stationarity tests of the panel data set. All four tests reject the joint null hypothesis for each variable at 1 and 5% levels. Therefore, from all of the four methods, the panel stationarity tests specify that each variable is integrated at first difference 1(1).
TABLE 5 | Findings of panel unit root tests.
[image: Table 5]4.2 Panel Long-Run Co-integration Test Outcomes
To verify the long-run co-integration among series, this study applied the Pedroni, Kao, and Johnson Fisher co-integration approaches that verified the long-run elasticity among candidate variables. The outcomes of the Pedroni long-run co-integration test are described in Table 6. The Pedroni residual-base co-integration test verifies the presence of co-integration among series. It suggests that there is a presence of long-run equilibrium association between green investment, technological innovation, economic growth, non-renewable energy use, globalization, and CO2 emissions in the case of MINT countries. Moreover, the long-run relationship among variables is confirmed by Kao and Johansen Fisher’s co-integration outcomes which are also presented in Tables 7 and 8, respectively. All co-integration tests confirm that the presence of a long-run relationship among variables assists the primary purpose of this current study and allows us to further inspect the long-run elasticity.
TABLE 6 | Long-run co-integration test findings.
[image: Table 6]TABLE 7 | Kao residual co-integration test.
[image: Table 7]TABLE 8 | Johansen Fisher panel co-integration test findings.
[image: Table 8]4.3 Findings of Panel Long-Run Elasticity by FMOLS and DOLS Estimations
After verifying the long-run elasticity between the concerned variables, this paper applies the FMOLS and DOLS techniques to evaluate the long-run impact of green investment, non-renewable energy use, GDP, technological innovation, and globalization on carbon emissions in MINT nations. The findings of the FMOLS and DOLS methods are all parallel in terms of the same coefficients and symbol and parallel magnitudes. The conclusions of the FMOLS and DOLS approaches are presented in Table 9. The empirical results of models (1–4) display that green investment has a negative and significant effect on environmental degradation in the case of MINT countries. This evidence that investment in clean energy (renewable energy) is negatively linked with the environmental pollution in MINT countries and that the region (block) needs to spend on renewable energy possessions in order to minimize environmental dilapidation related to energy utilization. This study’s conclusion about the influence of green investment on environmental pollution is in line with numerous earlier studies such as that of Luo et al. (2021). Between 2020 and 2030, renewable energy utilization generation in the MINT economies is predicted to be enhanced by fourfold according to the International Renewable Energy Agency report (IRENA, 2021). The approach/strategy to take is to enhance the energy structure by shifting (conventional energy sources to clean) and growing its energy generation mechanism through eco-friendly expertise and investment.
TABLE 9 | Findings of panel long-run elasticity estimates.
[image: Table 9]Following the models (1–4), the coefficients of TECH have a positive and statistically significant impact on environmental decay in the case of the MINT economies. This outcome concludes that TECH accelerates to boost the pollution level. Recently, the study of Usman and Hammar (2021) stated that some TECH that correlated to energy invention does not accelerate/quicken green progress. The main reason is that most of the MINT nations are based on conventional energy bases with minimized energy prices, and secondly, the vendors are unable to share their innovative ideas with other investors (Usman et al., 2021c; Usman and Hammar, 2021; Huang et al., 2022). Hence, TECH is based on the development of conventional technologies in MINT economies which, in the last 2 decades, encouraged the use of traditional energy sources, leading to the consequence of high-level environmental damages.
This positive influence of technological innovation on the environment is consistent with various empirical studies, such as those of Churchill et al. (2019), Chen and Lee (2020), and Usman and Hammar (2021). In all models (1–4), the elasticity of non-renewable energy also has a statistically significant and positive impact on environment pollution in the case of MINT countries. The use of traditional sources of energy resulted in environmental degradation as energy utilization is that which is produced from fossil fuels, and it is generally pragmatic that fossil fuel processing leads to the emission of carbon dioxide and release of mercury and waste material, which increase the pollution level. In this scenario, the policymakers of MINT countries should provide subsidies or financial support with low interest rates for organizations to put attention to cheaper products from the use of renewable energy. A similar association between energy utilization and environmental degradation has been found by Yang et al. (2020) and Huang et al. (2022). Fossil fuel consumption is essential for economic growth. However, it has many environmental consequences. Given that 80% of the energy consumed in the world is from non-renewable energy, reducing environmental consequences, increasing the efficiency of fossil fuels, and replacing renewable energy are necessary (Usman et al., 2020c; Yang et al., 2021a; Ramzan et al., 2021).
The coefficient of globalization has a negative and statically significant effect on environmental decay in the models (1–4). In order to support this result, Yang et al. (2020) claimed that globalization carries pollution-free technologies and innovative (eco-friendly) approaches of production, which enhance GDP with low carbon emissions in the case of MINT countries. The policymakers should encourage those foreign investors that bring eco-friendly technologies and pollution-free industries. Globalization can help achieve sustainable growth in MINT nations. This outcome is possible because, through the influx of foreign capital, investment in eco-innovation equipment and green energy usage has increased. In addition, the foreign capital influx has encouraged the development of infant industries, which has enabled them to utilize green energy for production activities. This negative influence of globalization on environmental pollution is consistent with several published studies, such as those of Yang et al. (2020) and Yang and Usman (2021).
Furthermore, in model 3, the negative and positive values of GDP and GDP2 with environmental degradation indicate the validity of the U-shaped EKC hypothesis. A similar effect was found by Yang et al. (2021b). These MINT regions are more concerned about attaining the GDP rather than environmental performance due to the low levels of income elasticity of environmental awareness and environmental demand.
Additionally, the interaction terms between globalization and green investment (LGINV * LGLO) have a negative and statically significant impact on environmental pollution in the case of MINT economies (model 2), and this shows that globalization plays a vital role through the latest and eco-friendly technology with green investment, which is directly linked with the development of environment and growth as well. The policymakers of MINT economies should encourage foreign investors that bring pollution-free (eco-friendly production) technologies and latest methods and skills through globalization. This finding is consistent with those of Usman et al. (2021d) and Bilal et al. (2022). Moreover, model 4 shows the interaction terms between globalization and technological innovation (LTECH * LGLO), which means that globalization enhances environmental quality due to the promotion of eco-friendly technologies. However, we observed that technological innovation has negative influences on environmental degradation (without interaction with globalization), while (with interaction term of globalization) it appears to have a significant and negative effect on environmental degradation. Technological innovation is a significant component for sustainable development and helpful in promoting low carbon emission and achieving energy efficiency. This outcome is parallel with the conclusions of existing published studies conducted by Adebayo et al. (2021). Moreover, Figure 4 displays the actual, fitted, and projected terms of environmental damages by LCO2 = f (LGINT, LTECH, LFGDP, LNREC, and LGLO) for the MINT countries in the long run. Besides this, the graphical appearances of the empirical results are presented in Figure 5.
[image: Figure 4]FIGURE 4 | Actual, fitted, and estimated terms of CO2 emissions by LCO2 = f (LGINT, LTECH, LFGDP, LNREC, and LGLO).
[image: Figure 5]FIGURE 5 | Graphical presentation of the empirical findings.
4.4 Outcomes of Pairwise Dumitrescu and Hurlin Causality Test
Finally, the last stage of the econometric method of empirical investigation is to see the causality path among series, i.e., green investment, technological innovation, GDP, non-renewable energy use, globalization, and CO2 emissions, through the pairwise Dumitrescu and Hurlin causality test developed by Dumitrescu and Hurlin (2012). The outcomes of this test are listed in Table 10, and Figure 6 displays a growth hypothesis (unidirectional causality) relation from green investment, technological innovations, non-renewable energy consumption, and globalization to CO2 emissions. Similarly, a one-way causality is running from technological innovations, non-renewable energy consumption, and globalization to green investment in the region. A similar kind of causality is likewise discovered from globalization to technological innovations and from non-renewable energy consumption to globalization. However, a bidirectional causality association was discovered between non-renewable energy consumption and technological innovations and between globalization and economic growth, respectively. These empirical outcomes are consistent with some earlier studies (Yang et al., 2020; Adebayo et al., 2021; Yang et al., 2021b; Emirmahmutoglu et al., 2021; Luo et al., 2021; Shen et al., 2021). The findings from Table 10 will deliver significant help to the MINT policymakers in the implementation and execution of efficient policies (to control the environmental degradation level) for the MINT economies in the future.
TABLE 10 | Findings of pairwise Dumitrescu and Hurlin causality test.
[image: Table 10][image: Figure 6]FIGURE 6 | Graphical exhibition of D–H panel causality.
5 CONCLUSIONS AND POLICY IMPLICATIONS
The current study inspects the impact of green investment, non-renewable energy use, technological innovation, GDP, and globalization on environmental damages in the EKC framework. This research applies panel data from 2000 to 2020 for MINT economies. We have used several unit root methods (i.e., LLC, IPS, F-ADF, and F-PP) to verify the stationarity/unit root level, and the outcomes revealed that all our concerned variables are unified at the first difference I(1). These conclusions recommended moving toward the co-integration approaches. Pedroni, Kao, and Johansen Fisher co-integration approaches were used to examine the existence of long-run elasticity estimates. After verifying the co-integration among concern variables, we used the FMOLS and DOLS methods to identify the magnitude of long-run coefficients. Consistent with the FMOLS and DOLS estimation methods, it was observed that non-renewable energy utilization and technological innovations are significantly deteriorating the environmental performance, while globalization and green investment significantly improve the environmental quality. Furthermore, the interaction terms between green investment and globalization (LGINV * LGLO) and between technological innovation and globalization (LTECH * LGLOB) have a negative and significant impact on the CO2 emissions in the MINT economies. Moreover, the findings confirm the evidence of the U-shaped EKC hypothesis. Additionally, the panel causal test of Dumitrescu and Hurlin discloses a bidirectional causality running from green investment, technological innovations, non-renewable energy, globalization, and interaction toward CO2 emissions.
Based on these conclusions, we suggest the following policy implication to the governments, policymakers, regular authority, and stakeholders, in general, precisely regarding developing a strategy for environmental sustainability. Firstly, the government in MINT countries may continue to extend their ties with countries which have developed economies because those are at the front-list in technological innovation, furthermore increasing their dependence on and investment in renewable energy sources (i.e., eco-friendly technologies). Secondly, the globalization process is found to be causal to environmental sustainability in the MINT economies. In this regard, the MINT economies can consider to trade renewable energy (pollution-free energy sources i.e., solar, hydro, and wind energy) from developed countries by which the significant environmental outcomes linked with trade globalization can be improved further. Concurrently, the government of the MINT economies should attach to these investors that bring eco-friendly technology through foreign direct investment. Furthermore, the government should impose some taxes on these industries that spread emissions above the threshold point and degraded the environmental quality. It is once again suggested that the MINT economies minimize their fossil fuel dependency and convert their production methods in an environment-friendly manner. Thirdly, the government of the MINT economies should develop a strict financial setup and managing mechanisms for ecologically sustainable finances to allot significant financial resources for the establishment of pollution-free production services through research and development or eco-friendly technologies transfered from developed nations. Fourthly, the education system should be enhanced, and cognizance of the environment should be persuaded in the MINT economies. Fifthly, the existence of the EKC hypothesis in the developing world suggests that both clean and dirty productions are taking place at the first phase of their growth, but after accomplishment and gaining a threshold point of development, people of the MINT economies may request a pollution-free environment, and the government of these countries may execute sterner environmental rules for cleaner productions. Sixthly, authorities of the MINT nations should start practicing the green subsidy program for producers who deploy green technologies for production. A special tax discount on renewable resources may also play a remarkable role in discouraging the use of fossil fuels. Policies favoring energy efficiency and the energy transition to renewable sources help mitigate the CO2 emissions. Furthermore, strategies such as taxing pollutant products and giving financial incentives for low-carbon products can help improve the environment.
As part of the future scope of research, this current study can be extended to expand some cultural, social, and institutional indicators in the function of CO2 emissions along with pollution haven and hypothesis. Moreover, future researchers can investigate and make a comparative analysis between developed and developing countries.
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Energy transition can effectively promote the green transformation of economic development. With capital, traditional fossil energy, clean energy generation, thermal power generation, and the GDP of the provinces, we built a stochastic production frontier model based on a translog production function, which measures the bias of directed technical changes and substitution elasticities of 30 provinces in mainland China from 2000 to 2017. The results show that the directed technical change in China is more biased to thermal power generation and deviated from clean energy generation. In addition, except for traditional fossil generation and thermal power generation with a complementary relationship, there is a substitution relationship between other energy factors. At the regional level, the production patterns of 9 provinces (Beijing, Fujian, Hainan, Tianjin, Chongqing, Gansu, Neimenggu, Ningxia, and Xinjiang) are conducive to the external electric transition, and nine provinces (Beijing, Fujian, Guangxi, Hainan, Hubei, Jilin, Jiangsu, Qinghai, and Zhejiang) are beneficial to the internal electric transition. We find that there is a large room for improvement in external and internal electric transitions in most provinces. We propose that the Chinese government should promote the reform of the market-oriented energy pricing mechanism according to different production modes in different regions. Furthermore, the results from the analysis of China show that it is also possible for other countries to treat their energy transition differently due to their characteristic production patterns.
Keywords: energy consumption structure, energy transition, interfule substitution, directed technical change, economic growth
1 INTRODUCTION
Since the reform and opening up, with the rapid development of China’s economic aggregate, energy depletion and environmental deterioration have emerged. Therefore, a green and sustainable development has become the focus of high attention from all sectors of the society (Wu et al., 2020). In 2019, coal, oil, and natural gas consumption accounted for 62.8%, 20.7%, and 8.7%, respectively, while primary power and other energy consumption accounted for only 7.8% (China Statistical Yearbook, 2020). According to the China Energy Statistics Yearbook, fossil energy like coal, oil, and natural gas will play a long-term dominant role in the primary energy consumption structure. Therefore, China is one of the most urgent countries for energy transition in the world (Wang and Feng, 2011; Xu et al., 2014; Jiang et al., 2020). At present, energy transition has been a national strategy. On September 22, 2020, General Secretary Xi Jinping solemnly announced at the 75th UN General Assembly, “China’s carbon dioxide emissions strive to peak by 2030 and strive to achieve carbon neutrality by 2060.” In addition, according to the Energy Production and Consumption Revolution Strategy (2016–2030), non-fossil energy accounted for about 20% in 2030, and non-fossil energy accounted for more than half in 2050. Therefore, according to the relevant goals of carbon neutrality and carbon peak reaching, the optimization of China’s energy transition will continue to advance.
The past 5 decades have witnessed significant progress in the domain of energy transition. Existing studies mainly focus on the inter-fuel transition (Liu et al., 2018; Naeem et al., 2021), such as the substitution among the pairs of natural gas–coal, oil–coal (Hao and Huang, 2018), and renewable–non-renewable (Lin and Ankrah, 2019a; Lin and Ankrah, 2019b). In addition, there are studies on the transition between energy and non-energy, such as the substitution among capital, labor, and energy (Fan and Zheng, 2019; Lin and Abudu, 2019; Zhang and Lin, 2019; Alataş, 2020; Lin and Abudu, 2020; Raza et al., 2020; Alataş et al., 2021). Some studies (Bello et al., 2018) also analyze the transition between hydro power and fossil energy. However, few studies analyze the transition of external and internal electric transition. Therefore, it is hard to obtain the transition pathway of external and internal transition.
The purpose of this article is to promote the internal and external electric transition by classifying the production modes of 30 provinces in China with the substitution elasticities and directed technological changes. The results show that the directed technical change in China is more biased to thermal power generation and deviated from clean energy generation. At the provincial level, the production patterns of 9 provinces (Beijing, Fujian, Hainan, Tianjin, Chongqing, Gansu, Neimenggu, Ningxia, and Xinjiang) are conducive to the external electric transition, and nine provinces (Beijing, Fujian, Guangxi, Hainan, Hubei, Jilin, Jiangsu, Qinghai, and Zhejiang) are beneficial to the internal electric transition. Compared to previous studies, the contribution of this article is mainly the following three points: first, based on the translog production function, we introduce clean energy power generation, thermal power generation, and traditional fossil energy as different input factors into the production function for the first time and further analyze the determinants of production technology efficiency in China. Second, we analyze the directed technical change in internal and external transition, that is, the preference for input factors during production in 30 regions. Third, combining the degree of biased technological change and the substitution elasticity between inputs, the path of promoting the energy transition is analyzed from the perspectives of internal and external transition, respectively.
The rest of the article is organized as follows: Section 2 covers literature review; Section 3 provides models, methods, and data; Section 4 presents the results and discussion of the improvement pathway of energy transition; and Section 5 summarizes conclusion and policy implications.
2 LITERATURE REVIEW
Optimizing the energy consumption structure will not only need clear development goals and effective policy support but also discuss the alternative relationship between energy inputs on the basis of the development level and resource endowment of different regions. However, directed technological changes determine the preference of input factors in the production process. Research on energy transition has focused mainly on the relationship between fossil and non-fossil energy. Wesseh and Lin (2016) analyzed the alternative relationship between different energy types in Egypt. They found that the average alternative elasticity between renewable and non-renewable energy sources is 1.41. This alternative relationship suggests that inter-energy substitution is possible from a technical perspective. Solarin and Bello (2019) analyzed the possibility of fossil energy and biomass energy substitution in Brazil. Their GDP model showed that using more biomass and less fossil energy can be kept sustainable in the Brazilian economy. Lin and Adubu used ridge regression to analyze alternative elasticity between renewable and non-renewable energy in the Middle Eastern and North African sectors. The results show that the alternative between renewable and non-renewable energy is perfect, with an alternative elasticity value of 0.95. Khalid and Jalil (2019) investigated the inter-fuel substitution by estimating the substitution elasticity among coal, natural gas, petroleum, and hydroelectricity. The findings show that all the factors are subsitutes. Lin and Agyeman (2020) estimated inter-fuel substitution elasticities and bias technical change in Sub-Saharan sectors. From the empirical results, the oil is more likely to be substituted for natural gas than coal. Zhang et al. (2018) surveyed natural gas in various sectors of China. The results show that the demand for natural gas is complementary to coal in industrial and power generation sectors. Wang (2021) measured the substitution between coal, electric power, and fuel in the China’s industrial sector. The results show that there is a substitution among coal, electric power, and fuel. However, Malicov et al. (2018) found that the technical substitution between clean and dirty energy inputs may not be strong.
Furthermore, some studies have considered the alternative relationships between energy and non-energy. Yang et al. (2018) analyzed the alternative elasticity between input factors in the Chinese industrial sector and found that the relationship of capital–fossil energy and labor–fossil energy was complementary. These conclusions suggest that a reduced capital input or an increased labor input can lead to a reduction in fossil energy input. Lin and Raza (2021) analyzed the alternative resilience between energy, capital, and labor in Pakistan’s agricultural sector and showed that all inputs were alternatives, arguing that labor and capital could reduce carbon dioxide emissions through alternative energy sources. Kim and Heo (2013) studied the substitutions between energy and capital for manufacturing in the Organization for economic cooperation and development (OECD) countries and concluded about substitutability between energy and capital. Zha et al. (2016) analyzed the alternative elasticity between energy and non-energy in the industrial sector based on the translog production function, which showed that energy and capital have an alternative relationship and the substitution exists between energy and labor, except in 2011. Ouyang et al. (2018) explored the energy substitution effect of the transportation sector in Shanghai and found that the substitution elasticity between labor and energy is around 1.0095. Constantini et al. (2019) computed the substitution elasticity for manufacturing sectors in 21 OECD countries and addressed the capacity of the production system to be adequate for a low-carbon economy. Wei et al. (2019) explored the inter-factor substitution and the influence of technical changes on high-tech industries in China. The results showed that the substitution elasticity between labor and energy was the highest, and the technical progress was biased to saving energy. Lin and Chen (2020) found the exisitence of substitution relation among labor energy and capital in China’s non-ferrous metal industries. Raza te al. examined the substitution elasticities of input factors (capital, labor, and energy consumption). The results showed that the elasticities of substitution between capital–energy, capital–labor, and labor–energy consumption are close to 1. The issue of transition from the perspective of fossil energy–non-fossil energy or energy–non-energy has been widely discussed. However, there are relatively few studies on electric transformation.
“Electric transition” requires effective use of electric energy not only to replace loose burning coal, fuel, and other energy consumption methods but also to vigorously develop clean energy power to replace an inefficient thermal power generation production mode. In terms of the “electric transition”, it can be divided into “external electric transition” and “internal electric transition” (Liu and Wang, 2019). External electric transition refers to the replacement of traditional fossil energy with clean energy generation and thermal power generation, which is the way to realize the orderly transition from primary energy dependence to secondary energy dependence. Internal electric transition refers to the replacement of thermal power generation with clean energy power generation, which is the way to realize the technical upgradation of clean energy power generation to thermal power generation. The consumption of clean energy has a positive influence on carbon emissions (Abumunshar et al., 2020; Altarhouni et al., 2021; Yazan et al., 2022). Two kinds of electric transition can be seen in Figure 1. We refer to it as internal transition and external transition.
[image: Figure 1]FIGURE 1 | Boundary definition of external and internal electric transition.
In addition, few studies have focused on the key role of directed technical change bias in energy use preferences. Directed technical change bias refers to the change of the factor substitution rate by technological progress. If technological progress leads to a greater increase in the marginal output growth rate of factor j relative to factor k, technological change is biased toward factor j, called technological change biased toward j-using, also known as biased toward k-saving. On the contrary, technological progress is biased to factor k, called technical change biased to k-using, also referred to as biased to j-saving (Hicks, 1932). If technological changes make the marginal output growth rate of both equal, it means that technological changes are Hicks neutral, and technical changes will be combined with a proportional increase of j or k. When considering a pair of input elements for fossil energy and low-carbon energy, technological change that tends to use low-carbon energy and save fossil energy may help in the energy structure optimization. Existing studies have confirmed that the technological change bias can be transformed by adjusting the relative prices between elements. Some studies (Popp, 2002; Acemoglu et al., 2012; Aghion et al., 2016) show that firms tend to innovate relatively more in clean technologies when they face higher tax-inclusive energy prices. Therefore, only through the substitution between factors, there is no scientific judgment that the energy transition is happening. After identifying the bias of technological change between energy inputs, further consideration of the substitution elasticity between factors is the key to analyzing the improvement pathway of the energy consumption structure.
Specifically, in the internal transition, encouraging the development of production technologies biased to clean energy power generation and improving the substitution relationship between clean energy power generation and thermal power generation can effectively help to optimize the energy consumption structure. In the external transition, actively developing the production technology biased to secondary energy and improving the substitution elasticity between secondary energy and primary energy can help realize the transition from primary energy dependence to secondary energy dependence. Wang (Wang and Qi, 2014) measured the factor bias of technological changes from different sources and found that research and development (R&D), import, Foreign Direct Investment (FDI) level spillover, and backward spillover were energy-saving. Zha et al. (2018) used the CES function to measure the technical bias between labor, capital, and energy, finding that technological changes favor energy use between energy and capital or between energy and labor. Xiu et al. (2019) used Ridge regression to measure the energy bias in Chinese technology changes, which show that technological changes favor energy use relative to capital and labor. Zhang et al. (2020) found that green biased technical change varies at both the input side and output side by employing the biased technical change theory and Malmquist index decomposition method in the Yangtze River Economical Belt. As the largest developing country in the world, China’s optimized energy structure path such as electric transition has played a referenced role for other developing countries. We try to provide some suggestions for China to improve energy transition by analyzing the elasticity substitution and directed technological change in internal and external transition.
3 METHODOLOGY AND PRODUCTION FUNCTION
3.1 Fixed-Effect Stochastic Frontier Production Function
In this article, we aim to solve two basic problems: first, we analyze whether the production activities in various regions are efficient. If there is inefficiency, then we study the dependent factors of the inefficiency. Second, we estimate the substitution elasticity and directed technological change in 30 regions so as to obtain the improvement pathway of energy transition. The fixed-effect SFA method meets the research purpose of this article, and it can effectively solve the above-mentioned problems and prevent heterogeneity among different provinces, while DEA cannot calculate the substitution elasticity and directed technological change. For the production function, there are many production functions including C-D and CES production functions that can calculate the technological progress bias of substitution elasticity in various regions. However, the translog function becomes our preferred model with an estimable and inclusive advantage. Therefore, according to Diamond (1965), the general form is as follows:
[image: image]
where [image: image] and [image: image] represent the province and the time in years, respectively; [image: image] denotes the output; and [image: image] stands for the individual fixed effect. [image: image] means the vector set of input elements, and [image: image] is the vector set of the estimated coefficients of the input factors. [image: image] is a random error term, which represents the impact of statistical errors and various random factors on frontier output; [image: image] indicates a technical inefficiency term, which represents the gap between the actual output and the technological frontier output. The article focuses on analyzing the optimization path of the internal and external electric transition. Therefore, we regard clean energy power generation, thermal power generation, and traditional fossil energy as three independent production factors to identify the biased technological change and the elasticity substitution of the internal and external transition.
In practice, the stochastic frontier production function is widely approximated by a translog production as follows:
[image: image]
where [image: image] represents the output of each province; [image: image] is the capital; [image: image], [image: image], and [image: image] denote the traditional fossil energy, clean energy power generation, and thermal power generation, respectively. Following Liu and Wang (2019), traditional fossil energy, clean energy power generation, and thermal power generation are three independent factors in the translog production function. The variables used in the translog production function are described as follows:
(1) Output ([image: image]): We deflate all current price raw data to the constant 2000 prices and GDP of each province as the output measurement indicator.
(2) Capital ([image: image]): Following some existing studies (Shan, 2008), capital stock is used to represent capital investment. We adopt the perpetual inventory method to estimate the capital stock. The formula is as follows: [image: image], where k is the amount of capital, [image: image] is the capital depreciation rate, and [image: image] denotes the annual physical capital investment.
(3) Traditional fossil energy ([image: image]): We use terminal fossil energy consumption to represent traditional fossil energy input. The consumption of fossil energy is measured by the sum of consumption of coal, oil, and natural gas.
(4) Clean energy power generation ([image: image]): Following Liu and Wang (2019), electricity has the characteristics of “generating and using” and “real-time balance”. Since it is hard to count the attribute sources of power products from the user’s side, the amount of electricity production can be used to replace electricity consumption approximately. We use the power generation of four kinds of technologies including hydro power, nuclear power, wind power, and solar power to measure clean energy power generation.
(5) Thermal power generation ([image: image]): The thermal power data come from the thermal power generation in the China Electric Power Yearbook. In addition, all the units of energy stock need to be converted into [image: image] tce.
3.2 Technical Inefficiency Equation
Regarding the influential factors of technical inefficiency, we selected the following four factors: R&D intensity [image: image], learning by exporting [image: image], foreign direct investment [image: image], regional endowment structure [image: image], energy consumption structure [image: image] , and labor productivity [image: image]
[image: image]
(1) R&D intensity [image: image]: Tu and Leeke (2011) examined the impact of technology on environmental technology efficiency from three aspects: independent research and development, technology introduction, and technological transformation, and confirmed that technology has a significant effect on the environmental technology efficiency. Based on the availability of data, we used the ratio of the internal expenditure of research and experimental development funds in each region to the regional GDP to measure the R&D intensity.
(2) Learning by exporting [image: image]: The “Learning-by-Exporting” effect refers to exporters who become more efficient by participating in foreign markets (Clerides et al., 1998; Li, 2010). We adopt the share of exports of goods in total output to measure this effect.
(3) Foreign direct investment [image: image]: Samour et al. affirm that [image: image] plays a significant role in clean energy consumption (Samour et al., 2022). Wang (1997) believes that the purpose of foreign capital entering China is to occupy the domestic market rather than to produce internationally advanced products. He believes that [image: image] will not play a significant role in improving the technical efficiency of enterprises. However, Yao and Zhang (2001) believe that the entry of FDI improves technical efficiency through spillover effects. We use the ratio of FDI inflow and GDP to measure[image: image].
(4) Regional structure: We measure the level of regional structure from two dimensions: the organic composition of capital and the proportion of fossil energy, which respectively reflect the regional endowment structure [image: image] and regional energy structure [image: image]. The factor endowment structure is one of the main indicators of the technological level in the existing literature. For example, Tu (2008) measured structural factors through regional factor endowments, property rights structure changes, and firm size and confirmed that regional structural factors have a significant impact on the improvement of environmental technology efficiency. Based on the availability of data, we use the ratio of capital stock to labor to measure regional factor endowments. Tu believes that an increase in KL indicates that the economic structure of the region is transforming from labor-intensive to capital-intensive. The energy structure is generally measured by the ratio of fossil energy consumption to total energy consumption.
(5) Labor productivity [image: image]: On one hand, the improvement of labor productivity reflects the improvement of people’s living standards, which is positively related to people’s willingness to manage environmental problems, thus improving the “green” technical efficiency (Ye and Zhou, 2011; Shao et al., 2016). On the other hand, the improvement of labor productivity reflects the enhancement of regional economic strength so that the society has more resources to achieve sound and rapid economic development (Tu, 2008). We measure labor productivity by the ratio of regional GDP to labor.
3.3 Factor-Biased Degree of Directed Technical Change
According to Diamond (1965), we can further reveal the biased technical change for each pair of input factors with the following equation:
[image: image]
where n and q are two different production factors (including [image: image]); [image: image] and [image: image] are the marginal productivities of n and q, respectively. [image: image] represents the relative proportional change over time in pairwise input production elasticities. A positive (negative) sign on [image: image] indicates that the directed technical change is based to use [image: image] and save [image: image]; [image: image] = 0 means the directed technical change in the production process is Hicks neutral. Thus, from Eq. 2 and Eq. 4, we can calculate the biased technical change between any two factors.
For the biased technical change between clean energy power generation and thermal power generation, the following relationship is defined:
[image: image]
In the same vein, the biased technical change between clean energy power generation and traditional fossil energy is calculated by the following specification:
[image: image]
Similarly, the biased technical change between thermal power generation and traditional fossil energy is specified as follows:
[image: image]
where [image: image], and [image: image] are the output elasticities of clean energy power generation, thermal power generation, and traditional fossil energy, respectively. The marginal productivity of clean energy power generation ([image: image]), thermal power generation ([image: image]), and traditional fossil energy ([image: image]) can be obtained as follows:
[image: image]
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3.4 Substitution Elasticity Between Factors
The elasticity substitution of input factor is the core indicator to measure the strength of the substitution relationship between factors. Its initial definition was given by Hicks in “Wage Theory”. The factor substitution elasticity (when a given output is constant) is the percentage change in the factor ratio caused by the change in the marginal substitution rate. The elasticity of substitution is as follows:
[image: image]
[image: image]
[image: image] [image: image] indicates the relationship between factors is substitution (complementary). The substitution relationship between factors indicates that an increase in the input of one factor will lead to a decrease in the input of another factor. According to Eq. 11 and Eq. 12, we can obtain the elasticity substitution of inputs factors in internal and external transition. The elasticities of substitution between [image: image] and [image: image], [image: image] and [image: image], and [image: image] and [image: image] are as follows, respectively,
[image: image]
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3.5 Data Description
Based on the available data, we selected panel data from 30 provinces in Mainland China from 2000 to 2017 as the research sample. The Tibet area is not included in the statistics due to incomplete data. In China, the “5-year plan” is an important part of China’s national economic plan. The data from 2000 to 2017 cover the end of the “9th Five-Year Plan” period, “10th Five-Year Plan” period, “11th Five-Year Plan” period, “12th Five-Year Plan” period, and the early stage of the “13th Five-Year Plan “. Therefore, the data we select are of wide statistical significance.
We obtain the data of traditional fossil energy including coal, oil, and natural gas from the district energy balance table in the China Energy Statistical Yearbook. The terminal consumption of coal, oil, and natural gas is adopted to prevent the impact of energy processing and conversion. The clean energy generation capacity is selected from hydro power, nuclear, wind, and solar technologies in the China Electric Power Yearbook. Restricted by the unavailability of data, hydro power and nuclear power data are from 2000 to 2017, and wind energy data are selected from 2006 to 2017. Solar energy data range from 2010 to 2017. The thermal power data come from the thermal power generation in the China Electric Power Yearbook. The units of all energy data are uniformly converted into tce according to the energy discount standard coal reference coefficient in the China Energy Statistical Yearbook. In order to eliminate the influence of inflation and other factors, the capital stock and GDP are deflated to the constant 2000 prices according to the price index and GDP index. Data such as capital stock, GDP, GDP index, and price index are from the China Statistical Yearbook. The descriptive statistics of the above-mentioned variables are shown in Table 1. The capital stock is calculated using the equation as follows:
[image: image]
where [image: image] is the capital stock, [image: image] indicates the depreciation rate, and [image: image] means the investment.
TABLE 1 | Descriptive statistics of variables in the production function.
[image: Table 1]4 RESULTS AND DISCUSSION
4.1 Specification Tests of Production Function
In order to test whether the model setting is correct, the following aspects should be tested successively. The results of specification tests of the production function are shown in Table 2.
(1) Whether the stochastic frontier model is applicable: [image: image] If the null hypothesis is rejected, it indicates that there are inefficiencies in the model, and the stochastic frontier production model can be used for parameter estimation; otherwise, the stochastic frontier analysis is not needed.
(2) Whether the C–D production function or the translog production function is more appropriate: [image: image] If the null hypothesis is accepted, the production function is in the C–D form; otherwise, the production function is in the translog form.
(3) Whether there is a technological progress in stochastic frontier production models: [image: image] If the original hypothesis is accepted, it indicates that there is no technical progress in the model and there is no need to test (4). Conversely, if the counter hypothesis is rejected, the fourth step test is continued.
(4) Whether the technical change is Hicks-neutral: [image: image] If the null hypothesis is accepted, the model technology progress is Hicks-neutral. On the contrary, it indicates that the technological progress is non-neutral. The generalized likelihood statistic LR is used to test this hypothesis. The original hypothesis of LR is [image: image], and the alternative hypothesis is [image: image]. The formula [image: image] can be used to calculate the statistic LR, which follows the Chi-square distribution [image: image], where [image: image] is the significance level and the degree of freedom [image: image] is the number of constrained variables. If the calculated LR statistic is larger than the critical value, the null hypothesis is rejected; otherwise, the null hypothesis is accepted.
TABLE 2 | Results of specification tests of the production function.
[image: Table 2]The results in Table 2 show that the LR statistic of the above test (2) is greater than the critical value of the mixed Chi-square distribution, indicating that the null hypothesis should be rejected. Therefore, it is more reasonable to use the translog production function. The results of test (3) and test (4) indicate that there are technical changes in the model, and this change is non-neutral. As shown in Table 3, the regression results show that [image: image] significantly passes the t test, which shows that the null hypothesis of the above test (1) is also rejected and the inefficiency term exists. After the above tests, it can be concluded that the stochastic frontier model is applicable, and the production function adopted by the model is the translog production function.
TABLE 3 | Estimation results of the translog production function and the technical inefficiency equation.
[image: Table 3]4.2 Estimation Results of the Production Function and Technical Inefficiency Equation
Considering that local governments can determine the share of fossil energy, [image: image] may have obvious endogenous problems in the inefficiency equation. In this case, the estimation results of the stochastic frontier model may be inaccurate. Therefore, according to Yang et al. (Alataş, 2020), when estimating Eq. 3, we use the first-order lag [image: image] ([image: image]) to control the endogenous problem. The estimation results are shown in Table 3. Most of the coefficients in the translog production function (3) are statistically significant. The maximum likelihood function value of the model and the LR test result show that the stochastic frontier model has a strong explanatory power. Therefore, the model we establish can reasonably reflect the changes in the technical efficiency of the 30 provinces.
For the determinants of the inefficient equation, although the coefficient of [image: image] is positive, it is not significant, indicating that the R&D intensity has little effect on promoting the technical efficiency. From the energy production mode of China, it can be found that the current innovation activities of enterprises aim at product upgrading rather than improving energy saving. This result is consistent with some of the existing studies. For example, Xuan and Zhou (Yazan et al., 2022) have no evidence of a significant positive relationship between original innovation activity and energy efficiency. In addition, Yang et al. (2018) believes that the original enterprise innovation is uncertain and cyclical, and an increased cost of innovation may make it difficult to get reports in the short term.
The [image: image] coefficient is negative, meaning that exports can help improve the technical efficiency. This shows that the expected “Learning by Exporting” effect appears in China. It means that enterprises can acquire new knowledge from competitors when exporting so that export behavior improves the technological efficiency.
The [image: image] coefficient is significantly negative, indicating that [image: image] can effectively improve the technical efficiency. There are two theories of “pollution paradise” and “pollution halo” on the impact of [image: image] on technical efficiency. Our empirical results support the latter. It indicates that [image: image] drives the promotion of more efficient technologies in multinational corporations.
The coefficient of [image: image] is significantly positive, indicating that increased fossil energy consumption is detrimental to improving the technical efficiency. At present, China’s energy structure seriously depends on fossil energy, which also shows that China’s current energy structure limits the improvement of technical efficiency.
The coefficient of [image: image] is significantly positive, indicating that the rising organic composition of capital will lead to a decrease in technical efficiency. This result is consistent with the views of Tu and Leeke (2011) and shao et al. (2016). It also confirms that “capital-intensive” industries tend to be heavy polluting industries, while labor-intensive industries tend to be light polluting industries.
The coefficient of [image: image] is significantly negative, indicating that [image: image] can promote the technical efficiency. On one hand, the improvement of labor productivity is conducive to enterprises to achieve better production with more and other resources. On the other hand, improving living standards can help enhance people’s willingness to improve the environment and the “green” technical efficiency.
4.3 Factor-Biased Degree of Directed Technical Change
To discuss the biased technical changes in internal and external transition, we show the mean value of 2000–2017 in Table 4. Bias-NR and Bias-NF refer to the biased technical change in the external transition, while Bias-FR means the biased technical change in the internal transition.
TABLE 4 | Biased technical changes in internal and external electric transition.
[image: Table 4]In the external transition, for the pair of R and N, only eight provinces prefer to use clean energy, and the remaining 22 regions prefer to use traditional fossil energy. For the pair of F and N, 22 regions prefer thermal power generation, and the other eight provinces prefer traditional power generation. In the internal transition, technological changes are biased toward R in nine of the 30 provinces, while the remaining 21 provinces are biased F. This suggests that the government should continue to encourage producers to value clean production.
In addition, Table 5 shows the directed technical change bias order of the three input factors. In 20 of the 30 regions, the technical changes are more biased to thermal power generation, which is the first factor of the biased order for the 20 regions. However, only five regions are biased to clean energy generation. The production mode of the above eight provinces is relatively green and sustainable. It can be explained that the larger the production scale of renewable energy, the more advanced the corresponding level of renewable energy production technology is. For example, Hubei ranks the third largest in the renewable energy scale in China, so the renewable energy production technology in Hubei is relatively advanced. Five regions have more preference to traditional fossil energy, which is the first factor of biased order for 14 regions. Therefore, technological changes in these provinces tend to use traditional fossil energy rather than clean power generation or thermal power generation. Therefore, as a whole, the directed technical change in China is more biased to thermal power generation and deviated from clean energy generation.
TABLE 5 | Factor-biased order of the technical change in 30 provinces.
[image: Table 5]However, technological changes in 18 regions deviate from clean energy generation, which is the last factor of the biased order for the 18 provinces in Table 5. In addition, technological changes in seven regions are more likely to deviate from thermal power generation, and technological changes in five regions are more likely to deviate from traditional fossil energy, which is the last factor of the bias order for the five regions. The above results show that overall, China’s provincial scope prefers to use thermal power over clean energy and traditional fossil energy. They are less inclined to use clean energy rather than thermal power or traditional fossil energy. On one hand, these results confirm the fact that the thermal power generation is popular in China. On the other hand, the results also show that the government departments should encourage the emphasis on clean production.
TABLE 6 | Substitution elasticity in the internal and external electric transition.
[image: Table 6]Based on some studies (Hicks, 1932; Acemoglu et al., 2015; Fredriksson and Sauquet, 2017; Naqvi and Engelbert, 2017; Fried, 2018; Kha, 2019), the degree of factor bias of directed technology changes is determined by the price and scale effects. Adjusting the relative price will timely adjust the relative demand and actual input between factors in the production process and gradually reduce the difference in the marginal output growth rate of the two energy factors so as to change the degree of factor bias of directed technical changes between factors. Therefore, in the internal transition, the governments can adjust the technical change bias of the provinces by raising the price of thermal power generation or increasing the subsidies for clean energy power generation. In the external transition, the governments can adjust the energy policies of the province by increasing the carbon tax prices or increasing subsidies for clean energy power generation and low-coal thermal power generation. These changes will continue to alter the relative price between factors.
4.4 Substitution Elasticity Between Factors
In Table 6, we list the substitution elasticities between factors in the 30 provinces. From the perspective of external transition, for the pair of F and N, there are only nine provinces with substitution relations, and the other 21 other regions have complementary relationships. The complementary relationship between F and N in most provinces can be explained by their need for more energy to meet production demand. In addition, there are complementary relationships between R and N in only nine regions, while the 21 remaining regions have substitution relationships. From the perspective of the internal electric transition, there is a complementary relationship between F and R in only two regions, and the other 28 regions all have substitution relations. It indicates that increased clean energy power generation can currently be used to reduce thermal power generation in these provinces. Although at the provincial level, different regions show an obvious difference in substitution elasticity, there is a substitution relationship between other energy factors except for traditional fossil generation and thermal power generation with a complementary relationship on a whole.
4.5 Improvement Pathway of Energy Transition
In the production process, the internal and external transition can be conducive to the green development and transformation. Therefore, we analyze three transition ways and study the improvement path of energy transition in different regions based on the degree of biased directed technical changes and the substitution elasticity between factors. The classification results of eight external transition pathways and three internal transition pathways are shown in Tables 7–9.
TABLE 7 | Classification results of directed technical change and substitution elasticity between factors (traditional fossil energy vs. clean energy generation).
[image: Table 7]TABLE 8 | Classification results of directed technical change and substitution elasticity between factors (traditional fossil energy vs. thermal power generation).
[image: Table 8]TABLE 9 | Classification results of directed technical change and substitution elasticity between factors (thermal power generation vs. clean power generation).
[image: Table 9]First, the classification results between factor N and R are shown in Table 7. There are four production patterns according to the factor N and R. Among them, the ideal production mode shows Bias-NR<0 and Subs-NR>0. In this kind of production mode, these regions (Beijing, Fujian, Hainan, Tianjin, and Chongqing) are more inclined to use the clean energy power generation rather than use the traditional fossil energy. Increasing the use of clean energy power generation will reduce the use of fossil energy, which will help to promote the transformation of clean energy to traditional fossil energy.
The mode-like Bias-NR>0 and Subs-NR>0 suggests that the region prefers to use traditional fossil energy over clean energy. In addition, an increase in traditional fossil energy use would lead to a decline in the use of clean energy generation. For these areas, the directed technological change needs to be adjusted; Bias-NR<0 and Subs-NR<0 suggest that the region prefers the use of clean energy generation, and increasing the use of clean energy generation leads to the increased use of traditional fossil energy. These regions need to adjust the alternative relationship between the two energy sources; for areas with Bias-NR>0 and Subs-NR<0, the government needs to encourage technological changes inclined to use clean energy power generation and change the complementary relationship between clean energy power generation and traditional fossil energy.
Second, the classification results with four production patterns between F and N are shown in Table 8. The ideal production mode is Bias-NF<0 and Subs-NF>0. Areas that are in line with this production mode (Gansu, Neimenggu, Ningxia, Tianjin, and Xinjiang) are more inclined to use thermal power generation. When expanding the scale of production, they will increase the thermal power generation and reduce traditional fossil energy so as to promote the external transformation of thermal power generation to traditional fossil energy.
Finally, the classification results between F and R are shown in Table 9. The mode with Bias-FR>0 and Subs-FR>0 indicates that the province prefers thermal power to clean energy power generation, and there is an alternative relationship in the production process between clean energy power and thermal power. Therefore, the areas with the above mode prefer to use thermal power generation rather than clean energy generation, and the increase of thermal power generation use will lead to the decline of clean energy power generation. For these areas, the technical change needs to be adjusted between the two factors. Areas with Bias-FR>0 and Subs-FR<0 prefer thermal power generation rather than clean energy power generation. For these areas, technological change that is biased to clean energy power generation and use need to be encouraged, and the alternative relationship between thermal and clean energy power generation needs to be adjusted. The ideal production model shows Bias-FR<0 and Subs-FR>0, where the provinces (Beijing, Fujian, Guangxi, Hainan, Hubei, Jilin, Jiangsu, Qinghai, and Zhejiang) prefer the use of clean energy power generation rather than the use of thermal power generation. In addition, increasing the scale of the use of clean energy power generation can reduce the use of thermal power generation in these provinces.
Hence, in order to improve the external and internal electric transition, the Chinese governments should promote the reform of the market-oriented energy pricing mechanism according to characteristic transition modes in different regions. For the provinces with production patterns which can automatically benefit the energy transition, we suggest a moderate policy, while for the other provinces, we suggest a policy of energy price and tax. Moreover, for the enterprises, their production patterns are not easy to change. They usually benefit by minimizing costs under the conditions of homogeneous products and unchanged price. Therefore, the change of the inter-fule price will have an effect on the production costs and the structure of production factors, which improves the energy transition. Finally, the results from the analysis of China show that it is also possible for other countries to treat their energy transition differently due to their characteristic production patterns.
5 CONCLUSION AND POLICY IMPLICATIONS
Promoting the internal and external electric transition is of great significance for China to achieve a green transformation. In this article, with capital, traditional fossil energy, clean energy, thermal power generation, and the GDP of the provinces, we built a stochastic production frontier model based on the translog production function, which measures the bias of directed technical changes and substitution elasticities of 30 provinces in mainland China from 2000 to 2017. Furthermore, we discuss the transition paths with three pairs of energy inputs in 30 provinces.
For all Chinese provinces, export learning, foreign direct investment, and labor productivity can significantly improve the technological efficiency, while increasing fossil energy consumption and capital deepening will have a negative impact on technological efficiency. In addition, there is no evidence that the original R&D activities can significantly improve the technical efficiency.
On the whole, the directed technical change in China is more biased to thermal power generation and deviated from clean energy generation. In addition, except for traditional fossil generation and thermal power generation with a complementary relationship, there is a substitution relationship between other energy factors.
At the provincial level, different regions show an obvious difference in substitution elasticity. It can be found that the technical change is biased to thermal power generation for 21 regions and there is a substitution relationship for 28 regions in internal electric transition. In addition, the technical change is biased to traditional fossil energy instead of clean energy generation for 22 provinces, and 21 regions have complementary relations between them. Moreover, the technical change is biased to thermal power generation instead of traditional fossil energy, and 21 regions have substitution relations between them.
Considering the differentiated production characteristics of different regions, the government should avoid promoting energy transition in accordance with unified policies. According to the directed technical change and substitution elasticity, the government needs to formulate and adopt differentiated improvement measures for energy transition. In the external electric transition, we recommend a relatively moderate adjustment policy for five regions conforming to the (Bias-NR < 0 mode, Subs-NR > 0) mode and five regions conforming to the (Bias-NF < 0, Subs-NF > 0) mode. In the internal transition, among the 30 provinces, nine regions present the production mode (Bias-FR < 0, Subs-FR > 0). For these provinces, we also recommend a laissez-faire or moderate adjustment policy as their internal transition can be automatically improved. However, for other regions, the biased order of technical change between energies can be changed through the price policy. To sum up, by adjusting the relative price between energies through reasonable fiscal and tax policies, it is expected to achieve the internal and external electric transition. The results of this study can be used for reference by almost all countries in the world. We suggest that the differentiated energy transition should be implemented according to the various production patterns in different regions. Although this research has made contributions, we do not provide specific technical support for China to adjust the technical change bias among different energy sources. This article may contribute to energy transition in various sectors or industries. We also modeled the translog production function under the external and internal electric transition which is significant in carbon emission reduction action.
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In the modern era of globalization, information and telecommunication technologies (ICTs) have become an important factor influencing carbon dioxide (CO2) emission; however, the specific effect produced by ICTs is still not clear. Therefore, the study examines the nexus between ICTs, foreign direct investment, globalization, and CO2 emission in 77 developing countries. The novel attribute of this research is the ICTs with financial development and the international trade interaction term. The results of this study are based on the pooled regression and generalized method of moment (GMM) techniques from 1990 to 2016. The subsequent empirical findings are established as follows: first, the ICTs positively contribute to reducing CO2 emission. Second, globalization significantly increases the CO2 emission; third; the interaction between ICTs and financial development increases CO2 emissions, and the moderating effect of ICTs and international trade performs the similar role. Fourth, the empirical finding verifies the presence of the pollution haven hypothesis. Fifth, our robustness tests confirmed that our empirical results were consistent. We suggest that policymakers should be using ICTs as a policy tool to mitigate CO2 emission and should invite such investments in ICT sectors, which help maintain the environment quality.
Keywords: CO2 emission, globalization, ICTs, pollution haven hypothesis, developing countries
1 INTRODUCTION
During the globalization mode, rising trends in information and communication technologies (ICTs), energy consumption, sustainable development, and environmental changes are becoming vital areas of interest (Qader et al., 2021; Qiang et al., 2021). Over the past 3 decades, the usage of ICT led to develop energy efficiency and productivity in various sectors in developing economies (Dagar et al., 2021). On the other hand, its consequence on the environment is uncertain and cannot be overlooked in the globalization-ICT and environmental deliberation. The junction of innovation and technology in the field of ICTs has enabled industries to achieve production in more efficient and effective ways not only at the industrial level but also at the aggregate firm’s level. The financial sector is measured as a vital feature in the economic growth that plays a considerable role in the monitoring of funds, mobilization, and utilization of the connections for production activities (Amna Intisar et al., 2020; Jahanger et al., 2021a; Kamal et al., 2021). Carbon dioxide (CO2) emission can be reduced through the use of ICT technologies in the financial system because a well-developed financial firm motivates the organization to use modern technology in the energy sectors, which results in reducing CO2 emission and increasing the environmental quality (Balsalobre-Lorente et al., 2021; Ramzan et al., 2021; Zhang et al., 2021; Ramzan et al., 2022).
ICTs help in reducing the carbon emission with the usage of the Internet, but we have some suggestions about developing economies that increase investment in the ICT sector especially the in-retailer sector when they have their own distribution network and feels insecure about sharing personal information openly due to competitors (Jahanger et al., 2021b; Usman and Hammar, 2021; Huang et al., 2022). The main advantages of ICT development are that it encourages the volume of imports and exports through E-trade. ICTs have rapidly increased in developing economies. The various types of ICTs, such as the Internet, mobile phones, and satellites, address challenges about temperature change sustainable growth. ICTs impact the environment in three ways, namely, 1) direct means the ICT influence through e-waste and energy consumption. 2) Indirect means ICT application such as smart grids, building, and intelligent transport systems. 3) Rebound means ICTs supporting both direct and indirect ways. After a keen evaluation of a plethora of empirical literature, we conclude that the ICT impact on environmental quality is not only ambiguous but also complex in nature both in developing and developed economies. No one exactly knows how the present day decisions about the adoption of ICTs will influence the quality of the environment, leading to variation in the sustainability of economic development. Therefore, examining the impact of ICTs on environmental quality is a hot research topic that needs to be addressed. In addition, climate change has now become a global challenge that disrupts the economies and people’s lives severely. Some other environmental challenges facing the world include waste management, improvement in energy efficiency, biodiversity, loss of natural habitat, water quality, and carbon dioxide emissions. Along with the rapid increase in the FDI and trade activities, the trend of ICT development has increased swiftly across the world. So, there is a need to find the answer to the question; does ICT improve or deteriorate the environmental quality?
The nexus between globalization, ICTs, and CO2 emission impacts via three channels. First, the use effect, which means the installation of ICT equipment during the production process significantly contributes to reducing CO2 emission (Shahnazi and Dehghan Shabani, 2019). The second channel is the substitution effect which is distinct as the reformation of the production procedure, such as decarburization, detribalization, dematerialization (Danish et al., 2018; Ozcan and Apergis, 2018; Usman and Makhdum, 2021), intelligent traffic control, and GPS system to overcome the CO2 emission (Shahnazi and Dehghan Shabani, 2019). The third is cost-effectiveness, which means increased production at a minimum price. Meanwhile, the development of ICTs assists new communication channels and increases trade actions and flows (Ozcan and Apergis, 2018). ICT supplies such as digital equipment transfer through globalization mean knowledge transfer through foreign direct investment (FDI), usage of updated machinery, communication among people building an awareness among people that guides to a minimization of carbon emission (Danish et al., 2018; Yang et al., 2021b; Jahanger, 2021a; Jahanger, 2021b).
The trend of global ICT development from the period 2001 to 2019 shows that the use of mobile cellular subscription is higher than other subscriptions that can be seen in Figure 1. Globalization is a worldwide phenomenon; it has a substantial impact on the political, economic, and social surfaces of human welfare (Jahanger, 2021a; Yang et al., 2021a; Bilal et al., 2022). Globalization linked economies via capital flows, culture, innovative opportunities, and trade. Globalization has a positive effect on the environmental excellence of any economy. Developed economies also take advantage of it in the course of the usage of sophisticated energy-saving equipment that has significant influences on the pattern of energy consumption and help reduce CO2 emission (Usman et al., 2021a; Khalid et al., 2021; Ahmad et al., 2022; Yang et al., 2022).
[image: Figure 1]FIGURE 1 | Global ICT developments; source: ICT indicator database.
Globalization improves the economic scale through market liberalization that enhances market competition. Such forces make the ICT industry become globalized, for example, multinational enterprises have been used as an instrument for encouraging globalization which depicts that high productivity can be attained in those firms which are extremely based on ICTs (Huang et al., 2022). Only 34% of the population of developing economies has access to the usage of the Internet as compared to 80% in developed economies. (Khan et al., 2018). The positive impact of FDI on economic growth may be harmful to the environment. Some parts of FDI inflow to developing economies due to careless environmental rules and regulations. If the FDI inflow positively affects the environment, it is called the pollution haven hypothesis (PHH).
Many existing studies examined the influence of ICTs on the environment (Asongu et al., 2018; Ramzan et al., 2021; Huang et al., 2022). These research articles ignored the nexus between globalization, ICTs, and CO2 emission. In order to plug this breach, this study looks for the effect of globalization and ICTs on CO2 emission for developing economies. According to our best knowledge, we are the first ones to inspect the association between ICTs, globalization, and CO2 emission. We used balanced panel data of 77 developing countries from 1990 to 2016 by applying the pooled regression and generalized method of moment (GMM) method to scrutinize the impact of ICTs and globalization on CO2 emission. Our results indicate that ICTs have the ability to reduce CO2 emissions, but globalization has a negative impact on the environment. The study is anticipated to contribute to the literature in different ways; the current study also used the moderation role of ICTs with trade-in CO2 emission. This moderation effect may help improve ICT through financial development. In addition, it is well-identified that panel static methods, such as pooled OLS, random effect, and fixed effect, are inappropriate in the non-stationary occurrence of data as they would have reasoned an endogeneity issue and could not offer accurate outcomes. To resolve this endogeneity issue, we have pragmatically used the GMM method. Furthermore, our robustness tests confirm these findings. Our results also suggest that increasing the level of investment in the ICT sector will boost the level of economic growth and also help reduce CO2 emission.
The remaining sections of this study are set in the following manner. Section 2 provides a literature review; Sections 3 describes the data sample and empirical strategy; Section 4 provides the empirical findings and their detailed discussion; Section 5 outlines the conclusion and policy suggestions.
2 REVIEW OF PREVIOUS LITERATURE
The empirical nexus between globalization, ICT, and CO2 emission has been recognized in several research articles. Nevertheless, the literature has been separated into pairwise connections based on past estimated results among the series that have been indicated in the following paragraphs.
2.1 Nexus Between ICTs and CO2 Emission
A noteworthy increase in ICT sectors over the span from 2000 to 2013 increased the function of the Internet as a vital part of real economic (GDP) growth. In this regard, Faisal et al. (2020) studied the link between economic growth, financial development, electricity consumption, trade, ICTs, and CO2 emission with a second-generation panel co-integration technique and the panel data of fast-emerging economies from the period 1993–2014. The estimated findings explore that financial development and electricity consumption have a constructive impact on which trade and economic growth have a significant adverse impact on environmental degradation. Furthermore, ICTs and CO2 emission have a U-shape relationship. Amri et al. (2019) investigated the impact of ICTs, total factor productivity (TFP) on CO2 emission based on autoregressive distribution delay (ARDL), and the time series data of Tunisia from 1975 to 2014. They conclude that TFP plays a positive role in environmental disclosure, while ICTs have an insignificant impact on CO2 emission. According to world-system theory (WST), information and telecommunication technologies (ICTs) are seen as one of several solutions to a variety of societal, environmental, and economic troubles. Furthermore, Anwar et al. (2022) used quantile regression to examine the impact of institutional quality, trade openness, and technological innovation and population on environmental degradation. The empirical conclusions confirm that institutional quality and technological innovation have played a major role in minimizing environmental pollution. In addition, the empirical outcomes of the study by Guo et al. (2021) mention that environmental innovation and renewable energy use are key contributors in explaining environmental pollution. Noted that a positive (negative) shock in technological innovation causes a decrease (increase) in environmental pollution.
Based on the individual country time-series data from 29 developing countries during 2010–2014 and by using the two-step system generalized method of moments (S-GMM) approach, Mirza et al. (2019) found that ICT has significantly increased environmental pollution. Moreover, Asongu et al. (2018) studied the relationship between ICTs and CO2 emission with a similar approach and used the data of 44 sub-Saharan African (SSA) countries for the period of 2000–2012. Their findings reveal that ICTs have an adverse impact on carbon emissions in the long run. Using the generalized method of moments (GMM) methods, Bansal (2017) researched the relationship between ICTs, trade openness, and CO2 emission based on panel data of 44 sub-Saharan countries from 2000 to 2012. They found that ICTs have an insignificant negative impact on CO2, while trade openness has a positive influence on the environment. Park et al. (2018) observed the dynamic connection between ICTs, trade openness, economic growth, and financial expansion on carbon emissions with the pooled mean group (PMG) method and used the panel data of 23 different European Union (EU) countries from 2001 to 2014. Their observed results point out that ICTs positively contribute to the high carbon emissions while trade, financial development, economic growth, and trade have an adverse influence on environmental degradation.
2.2 Nexus Between Foreign Direct Investment and CO2 Emissions
Xie et al. (2019) investigated the association between foreign direct investment and carbon emission in 11 emerging economies from 2005–2014 with the panel smooth transition regression (PSTR) model and concluded that FDI has a positive and negative impact on carbon emission, thereby confirming the pollution haven (PHH) and pollution halo hypotheses (PHHH). Ali et al. (2020) inspected the asymmetric impact of FDI, trade openness, and institution performance on environmental quality in 57 OIC countries with dynamic common correlated effect (DCCE) methods. The results indicate that trade openness and FDI have a positive impact on the ecological footprint that hence PHH, while institution performance has a negative impact on the environmental deficit. Bildirici and Gokmenoglu, 2020 studied the causality of the relationship between energy consumption, terrorism, economic growth, terrorism, FDI, and CO2 emission in nine developing economies with the ANOVA and panel trivariate causality tests, and the empirical outcomes show that economic growth, energy use, FDI, and terrorism have a significant impact on CO2 emission that is confirmed by PHH. The graphical presentation of the inverted U-shaped link between FDI and environmental degradation is presented in Figure 2.
[image: Figure 2]FIGURE 2 | Inverted U-shaped relationship between FDI and environmental degradation.
Bildirici and Gokmenoglu (2020) studied the causality between foreign direct investment, energy consumption, terrorism, and CO2 emission based on the ANOVA test and the panel data of nine developing economies from 1975 to 2013. The empirical results have confirmed the existence of PHH. Zmami and Ben-Salha (2020) examined the influence of GDP, urbanization, FDI, and international trade on CO2 emission in six GCC countries based on a PMG-ARDL approach and the annual time series data for the period of 1980–2017. They discovered a positive relationship between FDI and CO2 emission in the short term while in the long term, FDI reduces CO2 emission. In accordance with this, the PHHH is verified in the short run, while in the long term, the PHH is conformed for the Gulf Cooperation Council (GCC) countries.
2.3 Nexus Between Financial Development and CO2 Emissions
Qayyum et al. (2021) explored the interaction between financial development, renewable energy consumption, technological innovations, and CO2 emissions in India from 1980 to 2019. According to the study’s conclusions, financial development has a considerable positive impact on environmental degradation, while renewable energy consumption and technical innovations show a negative association with environmental pollution. In the financially resource-rich economies, Usman et al. (2022a) investigated the dynamic association between financial development, globalization, natural resources, and non-renewable and renewable energy use on the environmental deficit from 1990 to 2018. The outcomes reveal that financial development helps increase the ecological footprint level, while renewable energy and globalization processes significantly diminish environmental pollution. Furthermore, Yang et al. (2021c) examined the impact of technological innovations and financial development on environmental decay in the case of BICS nations. The outcomes of this study reveal that financial development significantly deteriorates environmental performance, while technological innovations are an essential factor for the decrease of the environmental degradation level. Moreover, Jahanger et al. (2022) explored that financial development significantly raises environmental degradation, while technological innovations help inhibit them. Usman et al. (2020a) scrutinized the dynamic influence between financial development, GDP growth, and renewable and non-renewable energy in boosting economic growth and reducing the ecological footprint level for the 15 most polluted countries. The outcomes of the augmented mean group (AMG) estimation method explored that renewable energy, financial development, and trade significantly improve environmental quality, while GDP growth and non-renewable energy increase environmental damages. Furthermore, financial development and non-renewable and renewable energy significantly boost economic growth. Kamal et al. (2021) noted that financial development is considered one of the most crucial indicators to increased pollution levels. In addition, empirical outcomes mention that financial development, economic growth, urbanization, and agriculture impact CO2 emissions positively. However, Usman et al. (2021b) discovered an insignificant effect of financial development on the ecological footprint in the case of the 20 Asian countries. In the 20 highest polluted economies, Usman et al. (2020b) established a long-run association between ecological footprint, energy utilization, and financial development under the EKC framework from 1995 to 2017. The empirical results of the AMG discovered that energy consumption and financial developments increase the ecological footprint. Moreover, the empirical outcomes do not authorize the EKC hypothesis in the long run.
2.4 Nexus Between Globalization and CO2 Emissions
The theoretical relation between globalization and CO2 emission can be clarified all the way through the following two hypotheses, ecological modernization hypothesis and world polity hypothesis, which suggest that globalization advances the institutionalization of ecological practices and culture around the world (Hamalainen, 2007), resulting in reducing the levels of CO2 emissions worldwide. Akadiri et al. (2020) studied the connection between GDP growth, electricity utilization, globalization, and CO2 emission with an ARDL-bound testing approach and the time series data of Turkey from 1970 to 2014. They found that in electricity consumption, economic growth plays a positive role in reducing CO2 emission, while globalization has no statistical indication of impacts on CO2 emission. Shahbaz et al. (2020) investigated the influence of electricity use, economic growth, financial expansion, and economic globalization on carbon emission based on the Toda–Yamamoto causality test and the time series data of the United Arab Emirates from 1975 to 2014. The results show that financial development and economic globalization have a negative impact on atmosphere pollution, while economic growth and electricity consumption improve CO2 emission. Shahbaz et al. (2019) examined the dynamic relationship of globalization and CO2 emission with the cross-correlation approach and the panel data of 87 countries. The results indicate that globalization will decrease CO2 emissions in the future. Yang et al. (2020) have supported the view that globalization decreases environmental decay due to eco-friendly technologies. The empirical findings of Wan et al. (2022) demonstrate the globalization process, and renewable energy consumption plays a dominant role in minimizing environmental degradation.
Khan et al. (2019) investigated the impact of economic growth, globalization, FDI, and energy consumption on CO2 emission based on the dynamic ARDL simulation model by using the time-series Pakistani data from 1971 to 2016. The empirical outcomes specify that energy utilization, globalization, and economic growth have a constructive impact on CO2 emission, while FDI will increase CO2 emission. Ahmed et al. (2019) examined the asymmetric impact between globalization and ecological footprint using the ARDL-bound test and the data of Malaysia for the period 1971–2014. The results show that globalization will increase CO2 emissions. Using second-generation panel data, Destek, (2019) researched the dimensions of globalization (i.e., total globalization, political globalization, economic globalization, and social globalization) on CO2 emissions based on panel data of 12 Central and Eastern European Countries (CEEs) from 1995 to 2015; they found that economic globalization, social globalization, and overall globalization increase the CO2 emissions, while political globalization will help reduce the CO2 emission. However, there is no empirical evidence above the literature review between the association of ICTs and globalization on CO2 emissions, so this point has motivated to fill the gap in the empirical literature by examining the dynamic role of globalization and ICTs on CO2 emissions across the developing economies. The empirical outcomes of Fatima et al. (2021) mention that an increase in income moderates the ratio of utilization of renewable energy to environmental pollution. Miao et al. (2022) noted that financial globalization leads to a sustainable environment.
Table 1 reviews some of the existing literature that emphasizes the association among information and communication technology, globalization, economic growth, foreign direct investment, financial development, trade openness, urban population, and gross capital formulation. Several studies have highlighted the information and communication technology–environment nexus, globalization–economic growth–environment nexus, foreign direct investment, financial development–environment nexus, trade openness, urban population, and gross capital formation–environment nexus, but none of them has discovered the information and communication technology, globalization, economic growth, foreign direct investment, financial development, trade openness, urban population, and gross capital formulation in the context of developing economies.
TABLE 1 | Summary of the published literatures between ICT, TGL, FDI, FD, TRD, URP, and GLF-environment nexus.
[image: Table 1]3 EMPIRICAL STRATEGY AND DATA
3.1 Data
The main purpose of this empirical research was to examine the influence of ICT development on CO2 emission. This research used balanced panel data of 77 developing countries from the period 1990 to 2016. In order to categorize the developing countries, we have used the United Nations Classification (2019) to classify the developing economies. In Appendix (see Appendix Table A1) the details of the countries that had been studied in this research are shown. Carbon dioxide emission (CO2) as a dependent variable, information and communication technologies (ICTs), TGL (overall globalization), foreign direct investment (FDI), financial development (FD), trade openness (TRD), gross capital formulation (GCF), and urban population (URP). All the data for the candidate variables are attained from the World Bank Indicators (2020) database, except the globalization index, which has been obtained from the KOF Swiss Economic Institute (2020), (Dreher, 2006). Detailed descriptions of each variable are given in Table 2.
TABLE 2 | Variables, acronyms, and data sources.
[image: Table 2]3.2 Model Specification
The function form of the econometric model based on past studies by Asongu et al. (2018); Amri et al. (2019); Akadiri et al. (2020); Faisal et al. (2020); Shahbaz et al. (2020)can be illustrated in Eq. 1 as follows.
[image: image]
where CO2 emission (metric tons per capita) and ICTs is measured mobile cellular subscription (per 100 people). The weight of the globalization index was categorized into three parts. Social globalization has a weight of 38%; economic dimension has a weight of 36%; and political globalization has 26% Dreher, (2006). FD (financial development) is measured by domestic credit provided by financial sectors (% of GDP); FDI is the foreign direct investment; TRD is (trade) is the % of GDP; URP is a measure of urban population growth, that is, the percentage of annual, and last, GEF is a gross capital formulation that is the percentage of total GDP The definitions of all variables and data sources are provided in Appendix Table A1. We will convert all variables into their nature logarithmic shape’s main objective to attain more reliable results (Manning, 1998; Usman and Jahanger, 2021). The log-linear specification as explained in Eq. 2 is as follows:
[image: image]
where subscripts i represent cross-sections (i = 1, 2….77) and t shows time dimensions (1990–2016); [image: image] depicts the error terms. The term [image: image] is constant, [image: image] are the parameters to be anticipated. Next,, we will introduce the interaction terms between ITCs and FDI included in the function of CO2 emission. The major objective of this research is to investigate the increasing fact of foreign direct investment (FDI) toward a high usage of ICTs in various sectors to increase economic growth. The development of ICTs with growing financial development (FD) may affect environment positively and negatively. The second purpose of our study is to investigate the interaction terms between ICTs and TRD that may shift and the use of advanced technology that may boost up energy efficiency that could be helpful in reducing the CO2 emission. Similarly, an increase in trade actions leads to increased usage of ICT goods, which may help reduce the CO2 emission. Eq. 3 is an extended form of Eq. 2; the interaction terms between FDI, TRD, and ICTs can be written as
[image: image]
3.3 Methodology
This study began estimations of our model by applying a panel OLS estimator (fixed-effects and random-effects models). The Hausman test was chosen to analyze whether the fixed effects or random effects are most suitable for our model. Overall, the fixed-effect model was more suitable because it controls overlooking the country-specific effects and alleviate the problem of multicollinearity. The OLS estimator is inappropriate in the presence of non-stationary data as they would have been consistently an endogenous problem. Therefore, the generalized method of moments (GMM) (Arellano and Bond, 1991) was applied to overcome the endogeneity problem. Furthermore, compared with the one-step GMM, the two-step system GMM estimator produces more asymptotic well-organized values, especially in conditions where autocorrelation and heteroscedasticity problems. Therefore, we implemented two system GMM techniques to estimate the empirical model. We adopted the “Xtabond2” command to include the estimation models. Furthermore, the Hansen test was used to corroborate the effectiveness of the instrument variable instead of the Sargan test. Roodman, (2009) investigated that the Sargan test is not robust to deal with autocorrelation or heteroscedasticity problems.
4 EMPIRICAL RESULTS AND DISCUSSION
The main purpose was to understand the impact of information and communication technologies (ICTs) and globalization on CO2 emission across the 77 developing countries. Table 3 presents the descriptive statistics of the variables for our main model. The summary statistics of the concerned variables from 1990 to 2016 through Plot-boxes is shown (see Figure 3).
TABLE 3 | Descriptive statistics.
[image: Table 3][image: Figure 3]FIGURE 3 | Box–plot summary for the selected variables.
Table 4 presents the correlation metric that is used to identify the severity of multicollinearity. According to Lee, (2006), when all variable coefficients are less than 0.85, then there is no issue of multicollinearity. Furthermore, the results of the variance inflation factor (VIF) test verify that there is no multicollinearity. The value of VIF for each variable is less than 0.85.
TABLE 4 | Correlation matrix.
[image: Table 4]Table 5 presents the full sample of the empirical results of the effect of ICTs and globalization on CO2 emission. The first-order serial correlation AR 1) is significant at the 1% level, and second-order serial correlation AR 2) and Hansen test were insignificant. These misspecification tests proved the correctness of the GMM specification. The results of the regression showed that ICTs had a negative impact and were significantly linked to CO2 emission. Specifically, a 1% increase in ICTs results in 0.105% decrease for developing economies. The finding is consistent with that by Asongu et al. (2018), who showed the negative relationship between ICTs and CO2 emission. This means the rapid use of the Internet along with the mobile cellular subscription; these economies are generating energy-efficient ICT devices, which additionally alleviate energy consumption and improve environmental quality. According to the World Bank, ICTs could help reduce 6–15% CO2 emission in 2030 through smart applications, dematerialization, and well-organized use of energy. Despite contributing to economic growth, the quick transformation to industrialization has caused environmental pollution and severely influences the health standards of the general public. A strand of literature postulates that the ICT contributes both directly and indirectly to social, economic, and environmental aspects of sustainable development goals (SDGs) set by the United Nations (UN). Regarding the other variable TGL (overall globalization), it has a statistically positive and significant impact on CO2 emission. It is noted that 1% increase in TGL leads to a 0.0616% increase in CO2 emission. This result is consistent with that of Destek, (2019) who revealed that globalization has a positive influence on CO2 emission. Due to globalization, mostly pollution-intensive industries are migrated to developing countries because there are weaker environmental rules and regulations, which could be harmful to environmental quality (Usman et al., 2021a). The policymakers should encourage foreign direct investment to only encourage those investors through globalization that brings eco-friendly technologies and pollution-free industries. The sign of financial development (FD) appears consistently positive and has a significant impact on CO2 emission. The value of the coefficient discloses that a 1% increase in FD leads to a 0.293% increase in CO2 emission. This finding is consistent with that of Jiang and Ma (2019) who showed a positive relationship between financial development and CO2 emission. Sadorsky (2010) investigated that FD increases CO2 emission due to the following reasons: expanding financing channels to allow the enterprises to get lending capitals with minimum costs, which make possible their development of the production scale such as renting more equipment and building a new production line that may increase carbon emission. However, Shoaib et al. (2020) explored those two channels (stock market and Investment) through financial development on the environment. Initially, the stock market channel provides less financing costs for installation/fixing of heavy industries and enhances inefficiency of energy utilization, which leads to increased environmental degradation. Second, the investment channel enhances the economic growth through increased income capital formation, and it demands fossil fuel energy which could be harmful to environmental efficiency, hence having a positive influence on CO2 emissions.
TABLE 5 | Static and dynamic elasticity evidence.
[image: Table 5]According to Table 6, the coefficient of FDI comes into sight with a consistently significant and positive impact on CO2 emission. Specifically, a 1% augmentation in FDI leads to a 0.101% rise of the environmental pollution in the region that conforms to the existence of the PHH. This outcome is also in line with that by Balsalobre-Lorente et al. (2019), who revealed that FDI positively impacts CO2 emission in the long run. The possible reason is developing countries using dirty industries for generating economic growth, which mainly depends on conventional energy sources such as coal power and oil; besides that, low environmental regulations lead investors set to polluted industries due to trade openness in that countries, hence causing greater amount of pollution. The trade coefficient appears positive and has an insignificant effect on CO2 emission; it is noted that a 1% change in TRD leads to a 0.139% enhancement in the pollution level. This result is in line with the study of Destek and Sinha, (2020) who show a positive impact on CO2 emission. Developing nations adopt such trade openness policies to ensure the interest of environmental quality and to minimize the risk for global warming (Usman et al., 2021d). It is extended that free trade is not only responsible for mitigating CO₂ emissions by adapting environmental law and carbon tax. Developing nations should focus on encouraging trade of environmentally friendly technologies and green financing approaches, which could be helpful in reducing ecological hazards. The urban population (URB) coefficient appears negative and insignificant on CO2 emissions. The value of the coefficient discloses that a 1% increase in URB leads to a 0.0502% decrease in CO2 emission. However, the coefficient of GCF appears positive and insignificant on CO2 emissions. The graphical presentation of empirical findings is presented in Figure 4.
TABLE 6 | Dynamic elasticity evidence (estimation of moderating effect).
[image: Table 6][image: Figure 4]FIGURE 4 | Graphical presentation of empirical results.
As presented in model (1), Table 6 shows that the coefficient of ICTs was negative and insignificant on CO2 emission at the 5% level, but TGL was found significant and positive at the 1% level. However, the innovation of the study, the interaction between TRD and ITCs, was a positive and considerable blow on carbon emissions at the 5% level. This can be recognized to the truth that ICT equipment shift through trade openness could increase CO2 emission. As represented in model (2), the coefficient of ICTs and TGL, we can readily notice that the coefficient of TGL was greater but more closely with each other, while the coefficient of ICTs is large than model (1). According to model 2, the positive coefficient of the interaction term (LICTmobile*LTRD) shows that ICT positively moderates the association between TRD in enhancing CO2 emissions, which means that ICT decreases the environmental quality due to promotion of TRD. Furthermore, it is surprising to find that the interaction term between FD and ICTs was positive but significant on CO2 emissions. It means that investment in ICTs could increase CO2 emission. In model 3), the interaction terms between FD, TRD, and ICTs were positive, but we can note that due to interaction terms, the coefficient of ICTs and TGL was less as compared to model 2) but greater as compared to model (1).
5.1 Robustness Checks
The earlier empirical investigation demonstrated that ICTs could decrease CO2 emission, while TGL can increase CO2 emission in developing economies; in this part, we performed robustness checks to confirm the reliability of the abovementioned empirical findings. We chose the two-step system GMM with the alternative proxy of Information and communication technologies, ICTint (internet users per 100 people) over the period 1995–2016 for the robustness tests. Table 7 shows that ICTs had a negative impact, but the TGL has a positive impact on the CO2 emission, which was relatively analogous to the abovementioned experiential findings. Furthermore, the interaction terms between ICTs, FD, and TRD results were also similar to the abovementioned empirical finding. Finally, our robustness test had verified the stability of the abovementioned estimated findings.
TABLE 7 | Dynamic elasticity evidence (alternative proxy applied).
[image: Table 7]5 CONCLUSION AND POLICY IMPLICATION
The major purpose of this econometric research is to investigate the effect of information and communication technologies (ICTs) on CO2 emission based on the data of 77 developing economies over the period 1990–2016. After applying OLS regression and generalized method of moments (GMM), our empirical results demonstrate that the increase in mobile cellular subscriptions (ICTs) likely reduces CO2 emission. In other word, mobile cellular usage and ICTs positively contribute to environmental quality. In addition, we further investigated the effect of overall globalization (TGL) on CO2 emission. Following the estimated results, we accomplished that overall; globalization could enhance carbon emissions from developing economies. Primary studies mainly focused on the dynamic link between ICTs and CO2 emission that integrate trade and financial development. However, previous studies ignored the interaction of international trade and financial development with ICTs on CO2 emissions, which is declared in this empirical study. The finding recommends that the moderating effect of international trade and financial development deepens the negative role of ICTs in CO2 emission. The robustness checks verified that the beyond empirical results are consistent and efficient.
It is evident from the abovementioned discussion that ICTs can play an important role in reducing carbon emission by decreasing the expenditures on transport and dematerialization and increasing commercial activities by giving e-communication services between the buyer and seller, which expand the business hub. It also helps increase the number of healthy and educated persons through e-learning and e-health programs in secluded areas of developing states. There is a need to develop policies to encourage investment in the ICT sector. The policymaker should increase the usage and access of ICT equipment in industries, education, and business sectors that will be helpful in reducing pollution and environmental degradation. It is anticipated that ICT implementation should minimize transportation costs and help reduce CO2 emissions. The developing economies should encourage smart ICT infrastructure through FDI. There is also a need to advance economic policies to promote investment in the ICT sector. Easy access to the bank credit must be confirmed for those firms that inspire the green equipment of the ICT sector to certify effectiveness by consuming less energy. Moreover, developing economies can upgrade their industrial structure and increase economic green productivity through ICTs. The policymakers should dent policies to grow smarter cities, transportation systems, electrical grids, industrial processes, and energy-saving gains via ICT on a macro level. Furthermore, policymakers should implement authoritarian rules and regulations (R&R) to both domestic and foreign companies to put into practice eco-friendly manufacturing organizations. The present research also suggests that the central authority and their respective governments should give confidence to exporter businesses to increase utilization of cleaner and alternative energy resources and efficient energy combustion. In addition, the inducement should be given to tourism companies and tourism hotels to increase the share of alternative and cleaner energy utilization contained by the energy mix procedure. Furthermore, checking the environmental impact of all ICT index (the individual by means of the Internet, fixed telephone contribution, fixed telephone subscription, active mobile-broadband contribution, and fixed-broad subscription) and its impact on the CO2 emission is another interesting area of future research. Policymakers of developing nations recommended that the government should make an investment in the public/private education sector because skilled laborers boost economic growth and also improve the environmental quality.
One of the important limitations of the study is that we could not find the institutional quality and ICT on environmental pollution; we left this question for future research. In addition, this study does not investigate the Environment Kuznets curve (EKC) hypotheses of CO2 emissions with these analyzed variables. In the future, a similar study can be augmented to analyze developed economies by using the advanced nonlinear ARDL method.
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The current empirical literature ignores the possible influence of oil prices on environmental degradation through fiscal policy instruments. Contributing to the literature, this study explores the influence of oil price on the environmental degradation in Turkey through fiscal policy instruments, using a novel methodology of the bootstrap ARDL approach. The FMOLS, CCR, DOLS, and ARDL models are used to examine the long-run linkage among the tested variables. The findings from estimating models demonstrated that government expenditures positively affected environmental degradation in Turkey. In contrast, the taxation revenues negatively affected the environmental degradation. Furthermore, the empirical outcomes affirm that oil prices have a powerful effect on the levels of Turkey’s environmental pollution through taxation revenues, energy, and GDP factors. Therefore, the study suggests that the Turkish policymakers should design policies to avoid any undesirable impacts of the spillover effects of the oil price on the environment using fiscal policy channels. In this sense, the government in Turkey should design a framework that includes financial incentives such as low taxation rates on green energy investment. In addition, the policy markets in Turkey should start to use the carbon tax policy, which is one of the most efficient tools to reduce environmental pollution.
Keywords: Turkey, CO2 emission, fiscal policy, bootstrap ARDL, energy
INTRODUCTION
In recent years, there have been a growing number of empirical studies on the environmental Kuznets curve hypothesis (EKC-H). According to the EKC-H, environmental quality deteriorates by increasing [image: image] emissions at the first stage of economic growth. But after a specific period, an increase in economic development would result in decreases in the level of [image: image] emissions. The logic of the EKC is based on the fact that environmental pollution increases rapidly during the first stage of the economic development process because a high emphasis is placed on the increasing material output, and the economy is more concerned with generating income than maintaining and reducing the environmental pollution. Since the pioneering work of Grossman Gene and Krueger (1993), numerous empirical studies have tested the validity of the EKC using a variety of environmental metrics. For instance, Qashou et al. (2022); Anwar et al., (2022); Ali et al., (2022); Minlah and Zhang, (2021); Altarhouni et al., (2021); Abumunshar et al., (2020); Leal and Marques, (2020); Shahbaz and Sinha, (2019); Nathaniel et al., (2019) tested the ECK in different selected countries. Using different methods, the findings confirmed that the ECK is accepted in the tested countries. In this context, the study aims to retest the ECK in Turkey using the bootstrap ARDL testing approach. The current research is different from the current empirical studies in two ways. First, several studies explore the impact of the oil price on environmental degradation (see, e.g., Mensah et al., 2019; Malik et al., 2020; Li et al., 2020; Suleiman et al., 2020; Ghazouani, 2021). In the existing empirical studies, the possible influence of the oil price on environmental degradation through fiscal policy channels has been ignored. Hence, the study aims to present a new perspective to the literature by exploring the effect of oil price on the level of carbon through the fiscal policy channel. Second, the current research uses a novel co-integration technique of ARDL, as presented by McNown et al. (2018), to examine the tested variables.
According to recent empirical studies, oil price volatility significantly impacts several economic factors (see, e.g., Mahmood and Murshed, 2021; Su et al., 2021; Xia et al., 2022). The significant impact of the oil price on economic factors can be explained by some factors such as petroleum-exporting economics vs. petroleum-importing economics. In petroleum-importing economics, an oil price negatively affects the real-actual income. In this context, if oil prices increase, inflation rates will increase, leading to an increase in the rate of interest and taxation rates. Hence, any increase in interest rates and tax rates will lead to an increase in the cost of finance sources. Subsequently, it will lead to a decline in the total of new investments and energy consumption levels. However, the main objective of this research is to test the influence of the oil price on the level of carbon emission through the fiscal policy channels.
The fiscal policy is one of the main significant instruments for any government to regulate and improve the economy. In this context, the government’s expenditures on goods and services and tax revenues can be defined as the main significant fiscal policy instruments. However, fiscal instruments play a significant role in achieving main macroeconomic goals such as economic development, a stable external balance, and price stability (Katircioglou and Katircioglou 2018). There are two types of fiscal policies: the tight fiscal policy and expansionary fiscal policy. The tight fiscal policy can be used in economic prosperity times. For instance, during economic prosperity, the inflation rates can often jump to high rates. To reduce the inflation rates, the government’s policymakers may use the tight fiscal policy to reduce the money supply and aggregate demand, which in turn leads to a decline in the output and price levels (Rafique et al., 2021). However, the tight fiscal policy works by increasing the tax rates and/or decreasing government expenditures, while the expansionary fiscal policy involves tax rate cuts and increases government expenditures on projects, which leads to an increase in the money supply to the markets. Hence, any change in the fiscal policy has a powerful influence on the economic performance. Subsequently, it will affect energy consumption, which in turn may affect environmental degradation.
In the current literature, limited studies tested the impact of the fiscal policy on the level of carbon emissions. (See. Frederik and Lundström, 2001; He et al., 2019; Katircioglou and Katircioglou 2018; Shahzad et al., 2022). However, the study suggests that fiscal policies may affect the level of environmental degradation from two angles. First, the policymakers can use fiscal policy instruments to mitigate carbon emissions by using carbon taxes. However, the carbon tax is one of the sufficient instruments to reduce carbon emissions, which provides an incentive tool for markets to use more environmental friendly production processes. Subsequently, this process will lead to reducing the carbon emission levels. Second, the policymakers can use fiscal policy instruments to mitigate carbon emissions by supporting green energy projects. For instance, reducing the tax rates on green energy investment, which in turn leads to a decrease in the [image: image] emissions.
Turkey is a developing economy; it represents an important investigation topic for exploring the interaction among the prices of oil, consumption of energy, GDP, fiscal policy, and [image: image] emissions, which targets to be among the top-10 economies globally in terms of economic growth rates. Turkey made efforts to boost its economic growth, FDI, and trade. In this line, GDP/per-capita increased from 4,980 USD in 1980 to 13,300 USD in 2014. Total exports rose from 5 billion United States dollars (USD) in 1980 to 256 billion USD in 2014. The total foreign investment reached around 127 billion USD from 2002 to 2014.
Although Turkey has faced some crises, such as the 2001 crisis, the Turkish banking sector experienced a positive development from 2002 to 2015; for example, the credits provided by the banking sector to the private sector reached around 50% of GDP. On the other hand, Turkey, as an emerging economy, is still not a forerunner in international policies and makes efforts to tackle the challenges of climate change (Altarhouni et al., 2021). The changes in the amount of energy consumption followed an interesting path over the last few years in Turkey. Figure 1 shows that Turkey’s renewable energy consumption was 14% of the total energy consumption in 2014. In contrast, Turkey’s nonrenewable energy consumption represented more than 86% of the total energy consumption in 2014. However, Turkey is an energy-importing country; more than 50% of the energy needed is imported from other countries. Turkey mainly imports oil from Russia, Iraq, Kazakhstan, and India. Hence, as a strong petroleum-importing economy, Turkey is directly affected by any significant change in oil prices. However, the prime objective of the present research study is to explore the influence of oil prices on the level of carbon emissions through fiscal policy, energy, and economic growth.
[image: Figure 1]FIGURE 1 | Share of renewable energy supply from the total energy consumption in Turkey in 2014: Source: International renewable energy agency
The research structure is organized as follows: the second section introduces the review of empirical literature; the third section introduces data, models, and methodology; the fourth and fifth sections show the empirical findings and the conclusion, respectively.
LITERATURE REVIEW
Economic Growth and Carbon Emissions
Numerous empirical studies have tested the validity of the EKC using a variety of environmental metrics. For instance, (Anwar et al., 2022; Ali et al., 2022; Minlah and Zhang,2021; Altarhouni et al., 2021; Abumunshar et al., 2020; Leal and Marques, 2020; Shahbaz and Sinha, 2019; Nathaniel et al., 2019). Leal and Marques (2020) affirmed that the EKC is valid in 2020 OECD countries. Altıntaş and Kassouri (2020) tested the EKC in 14 European countries. The empirical outcomes affirmed that the EKC was accepted in 14 EU countries for the 1990–2014 period. Minlah and Zhang (2021) investigated the EKC in Ghana over the examined period from 1960 to 2014. The empirical outcomes revealed that the EKC is valid for the tested period. Similarly, Altarhouni et al. (2021) confirmed that the EKC was valid in Turkey from 1981 to 2016. However, these studies affirmed that an increase in economic growth levels would increase the level of [image: image] emissions. But after a specific period, an increase in the economic development would result in decreases in the level of [image: image] emissions. In contrast, Jobert and Karanfil (2007) used the Granger causality test, and Ocal and Aslan (2013) used the ARDL test. The authors found no association between GDP and levels of environmental pollution in Turkey for 1960–2003 and 1990–2010 periods, respectively.
Energy Consumption and Carbon Emissions
In the current empirical literature, various studies investigated the link between renewable energy and nonrenewable energy consumption and the level of [image: image] emissions. Dogan and Ozturk (2017) checked the link between energy consumption and the United States [image: image] emissions over the tested period from 1960 to 2010. Using the ARDL testing model, the findings confirmed that the use of nonrenewable energy consumption (NREC) has a positive impact on [image: image] emissions. Koengkan et al. (2020) tested the linkage among NREC and levels of [image: image] emissions in five selected countries over the examined period 1980–2014. By utilizing a panel VAR testing model, the outcomes showed that there is a positive linkage between NREC and [image: image] emissions. Pao et al. (2011) analyzed the causal connection between NREC and [image: image] emissions in Russia. The findings showed that there is a causal relationship between NREC and [image: image] emissions over the period from 1992 to 2007. In Turkey, Altarhouni et al. (2021) used the ARDL model and showed that NREC affected the level of carbon emissions over the period from 1980 to 2014. Alola and Donve, (2021) affirmed that NREC positively influenced carbon emission in Turkey over the period from 1965 to 2014.
On the other hand, several empirical studies tested the impact of REC on environmental pollution (Fatima et al., 2020; Wang et al., 2021; Paramati et al., 2022). In this sense, Shafiei and Salim (2014) tested the association between REC and environmental pollution in different selected OECD countries from 1980 to 2011. The findings found an inverse linkage between REC and environmental pollution using the AMG panel data testing model. Bilgili et al. (2016) analyzed the influence of REC on [image: image] emissions in 17 countries for the 1980–2011 period; the findings found the REC has an inverse impact on [image: image] emissions in 17 selected countries over the investigated period. Chen and Geng (2017) tested the influence of REC on carbon emissions for 30 OECD countries over the period from 1980 to 2011 (query). The outcomes showed a negative linkage between REC and carbon emissions. Namahoro et al. (2021) analyzed the impact of REC on [image: image] emissions in East African countries over the period from 1980 to 2016. The results revealed that REC negatively affects [image: image] emissions in East African countries. In Turkey, Magazzino (2016) tested the linkage among REC and [image: image] emissions over the tested period from 1992 to 2013. Using the panel VAR model, the outcomes affirmed that REC affects carbon emissions negatively. Abumunshar et al. (2019) employed the ARDL model over the tested period from 1980 to 2014 and suggested that REC has an inverse relation with carbon emissions.
Fiscal Policy and [image: image] Emissions
Enormous empirical studies have explored the interaction between macroeconomic variables and carbon emissions, whereas the studies that tested the impact of the fiscal policy on carbon emissions are limited. Frederik and Lundström (2001) used the fixed-effect testing model and tested the influence of the government size on [image: image] emissions in 77 selected countries. The findings showed that there is an inverse interaction amongst the government size on [image: image] emissions over the period 1977–1996. Bernauer and Koubi (2006) used the OLS testing model and tested the influence of the government size on [image: image] emissions in 42 selected countries over the period 1971–1996. The findings revealed that there is a positive interaction amongst the government size and [image: image] emissions over the period 1971–2001. Adewuyi (2016) used the GMM testing model and tested the influence of government expenditures on [image: image] emissions in different selected countries over the period 1990–2015. The findings revealed that there is a positive and significant interaction amongst government expenditures and [image: image] emissions over the investigated period. Yuelan et al. (2019) utilized ARDL bound model and tested the influence of taxation revenues on [image: image] emissions in China, over the period 1980–2019. The findings revealed that there is a positive and significant interaction between taxation revenues, and emissions over the investigated period, whereas some studies demonstrated that there is no significant link between the government size, taxation revenues, and [image: image] emissions. For instance, Halkos and Paizanos (2013) used the fixed-effect testing model and tested the influence of government expenditures and taxation revenues on [image: image] emissions in 42 selected countries, over the period 1980–2000. The findings indicated that there is no significant interaction amongst the government size and [image: image] emissions. In Turkey, Katircioglou and Katircioglou (2018) used the ARDL-bound testing model and tested the influence of government expenditures and taxation revenues on [image: image] emissions in Turkey, over the period 1960–2013. The findings indicated that there is an inverse and significant interaction amongst taxation revenues and [image: image] emissions over the investigated period, while some empirical studies tested the impact of carbon taxation on the levels of environmental degradation: For instance, Ghazouani et al. (2020) explored the influence of the carbon tax on [image: image] emissions in eight selected countries. The findings showed a positive impact of the carbon tax on carbon emission deduction. Wolde-Rufael and Mulat-Weldemeskel (2021) tested the influence of the environmental tax on [image: image] emissions in seven emerging economies for the period 1994–2015. Using the augmented mean group (AMG), the findings indicated that the total environmental tax was negatively and significantly linked to [image: image] emissions.
Oil Price and [image: image] Emissions
The empirical studies that explored the impact of oil prices on environmental degradation levels are varied. In this context, Wong et al. ( 2013) tested the impact of oil prices on environmental degradation from 1980 to 2010. The outcomes showed that the oil price harms carbon emission levels for selective OECD economies. Mensah et al. (2019) used the panel ARDL method and indicated that the oil price harms environmental pollution levels. Malik et al. (2020) tested Pakistan’s oil price and the environmental pollution link. Using the ARDL testing model, the outcomes indicated that the oil price negatively influences environmental degradation. Zhao et al. (2021) explores the impact of oil price fluctuations on the levels of environmental degradation. Applying the ARDL method, the outcomes illustrated that the oil price increases environmental pollution in Pakistan in the short run. At the same time, they were decreasing environmental pollution in the long run. Li et al. (2020) investigated the impact of energy prices on China’s environmental degradation. Using the STIRPAT model, the outcomes illustrated that the oil price adversely influences China’s environmental degradation. Haque (2020) tested crude oil on carbon dioxide emissions. The results indicated that the oil price negatively affected carbon emission in Gulf Cooperation Council countries over the 1985–2014 period. Abumunshar et al. (2020) approved that oil prices negatively affected the levels of carbon emissions. In the causal connection between oil price and [image: image] emissions, Li et al. (2019) and Suleiman et al. (2020) affirmed a causal association among the oil price, NREC, and emissions levels in China and Tunisia, respectively. On the other hand, some studies illustrated that there is a positive connection between oil price and [image: image] emissions. Apergis and Payne, (2015) affirmed a positive connection between the oil price and environmental degradation levels in 11 selected countries for the 1980–2010 period. Nwani (2017) affirmed that oil prices positively affected the levels of carbon emissions in Ecuador. Ghazouani (2021) affirmed a significant increase in the oil price positively affect the levels of [image: image] emissions in Tunisia.
DATA, MODEL, AND METHODOLOGY
Data and Model
The conventional EKC model is employed to examine the linkage between economic growth (GDP) and the level of [image: image] emissions. The linkage amongst GDP and the level of [image: image] emissions are presented as an inverted [image: image] shaped linkage (Ocal and Aslan 2013; Abumunshar et al., 2020; Altıntaş and Kassouri, 2020; Altarhouni et al., 2021; Minlah and Zhang, 2021). Hence, the factors of GDP and GDP quadratic are the prime determinants of [image: image] levels. Thus, the EKC model is formulated as follows:
[image: image]
where [image: image] is the level of carbon emissions, GDP is the economic growth, and GDP2 is the quadratic in Turkey. The present study is different from the previous studies by testing the impact of oil prices, taxation revenues, governmental expenditures, REC, and NREC on Turkey’s levels of carbon emissions, using the newly developed ARDL model, as presented by McNown et al. (2018). Hence, the selected model of this research is presented as follows:
[image: image]
where [image: image] [image: image] is the logarithm of the levels of carbon emissions in kilotons, [image: image] is brent crude oil prices (Abumunshar et al., 2020), [image: image] is governmental expenditures as (% of GDP) (Katircioglu and Katircioglu, 2018), [image: image] is tax revenues (% of GDP), [image: image] is a percent of renewable energy in Turkey from the total energy consumption (Abumunshar et al., 2020), [image: image] is the total nonrenewable energy consumption in Turkey (natural coal, oil, and gas), [image: image] is the constant 2010 USD, and [image: image] is the GDP-square (Katircioglu and Katircioglu, 2018). The data of this study are collected from the World Bank. The data retrieved are yearly data, and it covers the period 1981–2015. Table 1 shows the specification and source of the variables of data. Figure 2 shows the plot of the selected series of the current study at the natural logarithm. The tested time-series plot shows some economic fluctuations in Turkey over the tested period, such as the 2001 crisis and 2008 crisis.
TABLE 1 | Variable specification and source of the data.
[image: Table 1][image: Figure 2]FIGURE 2 | Tested time series at the natural logarithm over the period from 1981 to 2015.
Methodology
The current study uses two unit-root tests with structural-break dates to explore the stationary level among the tested variables. The study uses the test by Zivot-Andrews, (2002) with one break date and the Perron and Vogelsang (1993) test with two break dates. To check the co-integration among the investigated variables, the study applies the B-ARDL testing technique. The new technique of the ARDL approach is preferred over other co-integration techniques due to its advantage in estimating while addressing the statistical issues of size weakness, which other co-integration tests failed to address. Moreover, the B-ARDL (McNown et al., 2018) technique is preferred over other co-integration tests due to the new approach, concerning the integration features of the tested order. Hence, the prime objective of this study is to present a new perspective by exploring the link among tested variables using the B-ARDL (McNown et al., 2018) technique. This test includes a t-test [image: image] or F-test [image: image] on the estimated coefficients of the independent variables. The [image: image] of the [image: image] test is σ1 =0. The [image: image] of the [image: image] test is [image: image] ≠ 0. On another hand, the [image: image] of the [image: image] test is [image: image] = [image: image] = [image: image] = [image: image] = [image: image] = [image: image] = 0. The [image: image] of the [image: image] test is [image: image]: [image: image] ≠ [image: image] ≠ [image: image] ≠ [image: image] ≠ [image: image] ≠ [image: image] ≠ [image: image] ≠ [image: image] ≠ 0.
The critical values of the new technique of the ARDL test are generated on the specific features of integration for each studied series. Subsequently, this procedure will eliminate unstable outcomes of the ARDL-bound testing model. The CV generation in the novel method of B-ARDL is based on bootstrap simulation; however, the updated method of ARDL aims to present better outcomes than other co-integrations techniques. For instance, the CV in the traditional ARDL test allows for (1) investigated variables to be endogenous (Samour et al., 2022), whereas the CV in the B-ARDL test allows for the endogeneity of all tested explanatory variables. Furthermore, the B-ARDL testing technique is more recommended for time-series models that include more than one explanatory tested variable (McNown et al., 2018).
The examined ARDL model ([image: image], [image: image], [image: image], and [image: image]) is formulated in the following equation:
[image: image]
where ∆ is the first difference operator, and [image: image], [image: image], [image: image], and [image: image] are the tested variables; K means the lag optimal, and [image: image] is the error term of the investigated model. The [image: image] [image: image] is formulated in Eq. 4:
[image: image]
where represents a change in [image: image], and [image: image]. The statistical significance of [image: image] with a negative [image: image] sign approves the adjustment velocity in the short and long levels.
To affirm the reliability of ARDL results and avoid functional form misspecification caused by the volatility of the series, diagnostic tests for the parameters are required. The study uses some diagnostic tests to check the stability of the models. In this regard, the study employed the normality test [image: image], the Breush-Pagan Godfrey test for heteroscedasticity [image: image], the ARCH test [image: image], LM [image: image], and Ramsey RESET test [image: image]. The normality test is utilized to affirm that the tested model is usually disrupted. Next, the heteroscedasticity test is utilised to affirm that there is no heteroscedasticity and to affirm the absence of autocorrelation in the tested model. Finally, the Ramsey test is utilized to affirm that the tested model is correct and stable.
Furthermore, the stability of the ARDL testing model can be checked by using the (CUSUM and CUSUM square) tests. To affirm the ARDL findings in the long run, the study uses the following estimating tests: the fully modified least squares (FM-OLS) regression, as introduced by Phillips and Hansen, (1990), canonical co-integrating regression (CCR.) as developed by Park (1992), co-integrating regression, and dynamic-OLS (DOLS), as developed by Stock and Watson (1993). These estimating tests use different corrective techniques except for the bias and non-centrality of the second-order. It is, therefore, imperative to apply these tests to affirm the long-run linkage among OP, GE, T, GDP, GD [image: image], NREC, REC, and [image: image] variables. All genetic projections will be corrected in the FM-OLS test, whereas the CCR testing model only corrects data and selects connections that represent the correct canonical class interaction. In contrast, D-OLS includes abbreviation parameters that correct non-systemic bias.
The causal linkage among [image: image], [image: image] is explored by applying the Granger causality testing approach within V-ECM. This testing model examines if there is co-integration amongst the selected variables. The main advantage of V-ECM lies in its strength in capturing both the short- and long-term equilibrium linkage amongst the tested variables. However, the Wald test is utilized to measure the causal link in the short run, whereas to examine the causal linkage among the tested variable of the current study, in the long run, the [image: image] of the [image: image] is utilized. The Granger causality technique approach includes ([image: image]) to determine and measure the deviations of the examined variables from the short-run to long-run equilibrium level; the error correction model is examined in Eqs 5–12:
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
EMPIRICAL FINDINGS AND DISCUSSIONS
The outcomes of Perron–Vogelsang and Zivot–Andrews unit root tests are displayed in Table 2. The outcomes are revealed that all the explored variables are not integrated at the level while the findings showed that the variables of the tested model are stationary at the first-difference process. The outcomes show [image: image], [image: image], [image: image] , [image: image] , L [image: image], and [image: image] variables have I(1) integration order. Therefore, the tested model, as presented, is acceptable to test the level of co-integration. Furthermore, Table 3 shows some economic fluctuations in Turkey over the tested period, such as the 2001 crisis and 2008 crisis.
TABLE 2 | The outcomes of the Perron–Vogelsang unit roots test
[image: Table 2]TABLE 3 | The outcomes of Zivot/Andrews unit roots test.
[image: Table 3]The B-ARDL (McNown et al., 2018) co-integration test outcomes are displayed in Table 4. The outcomes of B-ARDL indicate that the values of F/Pesaran, T [image: image], and F [image: image] exceed the B-ARDL CV. The outcomes approve that the hypothesis (H0) of no co-integration at the 5% significance level is rejected because the estimated statistics values of F/Pesaran, T [image: image], and F [image: image] in the B-ARDL test of co-integration exceeded the 5% CV. Hence, B-ARDL (McNown et al., 2018) outcomes provided strong empirical evidence to confirm that the level of co-integration between studied variables is valid.
TABLE 4 | The results of the B-ARDL approach
[image: Table 4]The coefficients of tested variables are estimated using the following models: the ARDL, FM-OLS, D-OLS, and CCR models. The long-term coefficients from the ARDL testing model displayed in Table 5 and the long-run outcomes from the ARDL testing model illustrate that the coefficient of government expenditures is positively and significantly linked with carbon emissions. If the government expenditures increased 1%, [image: image] emissions will increase by 0.04%. In addition, the findings show that the coefficient of taxation revenues is negatively and significantly linked with the levels of [image: image] emissions. A 1% increase in taxation revenues decreases [image: image] emissions by 0.13%. On the other hand, the findings show that the coefficient of per capita GDP is positively and significantly linked to emission levels. A one percent increase in per capita GDP increases [image: image] emissions by 2.96%, while the coefficient of GDP2 is negatively and significantly linked with [image: image]. A 1% rise in per capita GDP2 decreases [image: image] emissions by 0.55%. Furthermore, the coefficient of NREC is positively and significantly linked with the levels of [image: image] emissions. A 1% increase in NREC/per capita raises [image: image] emissions by 0.88%, while the coefficient of REC is negatively and significantly linked with [image: image]. A 1% raise in REC decreases [image: image] emissions by 0.04%. Finally, the results show that the coefficient of the oil price is negatively and significantly linked with carbon [image: image] emissions. A 1% increase in the oil price decrease [image: image] emissions by 0.03%.
TABLE 5 | Long-run coefficients in ARDL testing model
[image: Table 5]The long-run results from FMOLS, CCR, and DOLS testing models are displayed in Table 6. The findings from FMOLS and CCR show that the coefficients of government expenditures are positively and significantly linked with carbon emissions. However, the coefficients from FMOLS and CCR models confirmed the ARDL findings in the long run and provided strong evidence that there is a positive linkage between government expenditures and Turkey’s [image: image] emissions. In addition, the findings from FMOLS, CCR, and DOLS testing models show that the coefficients of taxation revenues are negatively and significantly linked with the level of environmental degradation. However, the coefficients of taxation revenues in FMOLS, CCR, and DOLS models confirmed the ARDL testing results in the long run and provided strong evidence that there is a negative linkage between taxation revenues and Turkey’s [image: image] emissions. These results are in line with those of Katircioglu and Katircioglu (2018), who used the ARDL testing model and tested the influence of government expenditures and tax revenues on the level of environmental pollution in Turkey. The outcomes indicated that there is a negative and significant interaction amongst taxation revenues and [image: image] emissions over the investigated period.
TABLE 6 | FMOLS, DOLS, and CCR testing models
[image: Table 6]On the other hand, the findings of FMOLS, CCR, and DOLS testing models show that the coefficients of GDP are positively and significantly linked to emission levels, while the coefficients of GDP2 negatively and significantly linked with [image: image] emission. In this regard, the findings from ARDL, FMOLS, CCR, and DOLS testing models provide strong evidence that the coefficients of GDP are positive and those of GDP2 are negative. In this regard, the outcomes illustrate that the EKC is accepted in the case of Turkey. It means carbon emissions will increase in the first stage of economic growth. But after a specific period, an increase in the economic development would result in decreases in the level of [image: image] emissions. These outcomes align with those of Altarhouni et al. (2021), who affirmed that the ECK-H is valid in Turkey.
Furthermore, the coefficients of NREC from FMOLS, DOLS, and CCR are positively and significantly linked with the levels of emissions. These outcomes are in line with those of Alola and Donve, (2021), who affirmed that NREC positively influences carbon emission in Turkey over the period from 1965 to 2014, while the coefficients of REC in FMOLS and CCR are negatively and significantly linked with [image: image]. These outcomes are in line with those of Magazzino (2016) and Altarhouni et al. (2021), who affirmed that REC negatively affected the level of environmental pollution in Turkey. Finally, the outcomes illustrate that the coefficient of the oil price is negatively linked with [image: image] emissions. The findings from ARDL, FMOLS, CCR, and DOLS testing models provide strong evidence that the coefficients of the oil price negatively affected the level of environmental degradation in Turkey over the selected period. These outcomes are consistent with those of Abumunshar et al. (2020), who employed the ARDL testing approach and approved that oil price negatively affected the levels of carbon emissions in Turkey. The outcome of ECM is negative and significant (Table 7). This finding EMC is −0.90, which indicates that any deviation from the long-run equilibrium is adjusted and corrected by 90% each tested year. Figure 3 shows the linkage among the variables.
TABLE 7 | The results of the ARDL testing model in short-run.
[image: Table 7][image: Figure 3]FIGURE 3 | Shows the linkage among the variables.
Table 8 shows the outcomes of the diagnostic tests; the findings of the [image: image] demonstrate that the explored model of the current study has a normal distribution. In addition, the findings of the [image: image], [image: image], [image: image], and [image: image] affirm the absence of the auto-correlation in the explored model, and this model is correct and stable. Figure 4 shows the (CUSUM) and (CUSUM-Q) tests. The figure affirms that the tested model of this study is correct and stable.
TABLE 8 | The outcomes of Diagnostic tests
[image: Table 8][image: Figure 4]FIGURE 4 | Stability test using (CUSUM) and (CUSUMQ).
The values of [image: image] of the ECT show that the long-run causal linkage amongst test variables (OP, GE, T, GDP, GD [image: image], REC, NREC→ [image: image]) is valid. Besides, the findings show (F)statistics values (Table 9) confirm the causal link from the oil price, government expenditures, taxation revenues, economic growth, REC, and NREC to the levels of carbon emissions in Turkey (OP, GE, T, GDP, GD [image: image], REC, and NREC→ [image: image]). Moreover, there is a causal link between OP→T, GDP, and NREC. The empirical outcomes of this study affirm that oil prices have a significant impact on the levels of Turkey’s environmental pollution through taxation revenues, nonrenewable energy consumption, and GDP factors. However, despite that renewable energy resources have several advantages, such as zero carbon emissions, and they can be renewed; the level of NREC in Turkey has increased consistently over the last decades. In this sense, Turkey’s gas consumption has risen from less than one billion cubic feet in 1981 to around 1,600 billion cubic feet in 2015. The coal consumption rose from 20 million tons in 1981 to 86 million tons in 2015. The consumption of oil in Turkey has risen from around 314,000 (barrels per day) in 1981 to around 941,000 (barrels per day) in 2015. Turkey is one of the leading producers of construction materials, electronics, cars, electronics appliances, and other equipment in the world, which in turn led to increasing the levels of fossil fuels consumption. However, Turkey imports more than 50% of the energy needs from other countries. Hence, fluctuations in oil prices have a significant influence on economic performance. Subsequently, it will affect the levels of oil, gas, and coal energy consumption. Hence, the current research suggests that the oil price has a powerful influence on consumers’ ability. An increase in the oil price may postpone their equipment purchases that use (fossil fuel). Subsequently, it may lead to a decline in the demand level of equipment, capital goods, and consumer durables, leading to decreased real income and fossil fuel energy consumption.
TABLE 9 | Outcomes of Granger-causality approach
[image: Table 9]Moreover, a significant change in oil prices may affect consumer options by shifting their consumption from oil sources to renewable energy sources such as solar sources. Hence, the level of REC will increase, and consumption of oil, gas, and coal will decrease, which in turn will lead to a decrease in the levels of [image: image] emissions. As mentioned earlier, the study showed the oil price has a significant impact on [image: image] emissions through fiscal policy channels. In this context, the study suggests that the policymakers in Turkey should design policies to avert any undesirable effects of oil price volatilities on the environment using fiscal policy channels. In this sense, the government should design a framework that includes financial incentives such as low taxation rates. For instance, the tax rates on renewable energy investment should be reduced, which leads to a decrease in the level of environmental degradation.
CONCLUSION
The current study explores the influence of oil price, fiscal policy, REC, NREC, and GDP on the levels of Turkey’s carbon emissions over the investigated period 1981–2015. Several empirical studies have evaluated the impact of oil prices on the environmental quality. However, the possible influence of oil prices on carbon emissions through fiscal policy channels has been ignored. For this purpose, the study aims to present a new perspective to the literature by exploring the effect of oil price on the level of carbon through the fiscal policy channel. Furthermore, the current research uses a novel co-integration technique of ARDL, as presented by (McNown et al., 2018), to examine the tested variables. The new technique of the ARDL approach is preferred over other co-integration techniques due to its advantage in estimating while addressing the statistical issues of size weakness. The FMOLS, DOLS, CCR, and ARDL testing models are utilized to examine the long-run linkage among the selected variables.
The findings from estimating models demonstrated that government expenditures positively affected environmental degradation in Turkey. In contrast, the taxation revenues affected the environmental degradation negatively from 1981 to 2015. Moreover, the outcomes of this research from four estimating models show that the GDP coefficients are positive, and the coefficients of GDP square are negative. These outcomes approved that the EKC is accepted in Turkey. Moreover, the findings show that the coefficients of nonrenewable energy are positively and statistically significant in the estimating models, while the results confirm that increased renewable energy would result in the decreased levels of [image: image] emissions. Finally, the findings from estimating testing models provide strong evidence that the coefficients of the oil price negatively affected carbon emissions over the tested period. Over the recent decades, the levels of carbon emission in Turkey have increased significantly, placing Turkey among the top 20 highest GHG emitters globally. Moreover, it is noteworthy that Turkey is mindful that the rise in the number of global emissions of GHGs presents a danger to humanity’s future. On the other hand, Turkey imports more than 50% of the energy needed. In this context, the current study demonstrates a series of significant outcomes and policy implications. First, the main conclusion of this study is that oil prices have a powerful effect on the levels of environmental pollution through taxation revenues and nonrenewable energy consumption GDP factors. This conclusion can be explained that Turkey, as an oil imported economy, relies almost entirely on imports. Hence, any fluctuations in oil prices have a powerful influence on the economic performance in Turkey, which in turn affects the tax revenues and government expenditures. Subsequently, this change will affect the level of energy consumption and carbon emissions; it suggested that Turkey reduce the rate of oil imports by adding more green energy sources for the energy mix to avert any undesirable effect of oil prices on the environment. Second, the Turkish policymakers should design new policies to improve the environmental quality by increasing the energy efficiency and adding more clean energy sources to the energy formula.
These policies may improve the environmental quality in Turkey, but they will lead to limiting its dependency on foreign suppliers of fossil fuel energy. In addition, Turkey should design new green economics policies to limit the negative impact of income on the environmental quality. Third, the study shows that taxation revenues have a significant impact on improving the environmental quality. It is noteworthy that Turkey is mindful that the rise in the number of global emissions of GHGs presents a danger to humanity’s future and that this situation significantly affects developing countries. For different reasons, fiscal and other financial incentives may be appropriate and efficient tools, in particular, to promote the production and implementation of new technology and to encourage investments in green energy conservation. Such incentives, however, must be structured to mitigate carbon emissions. The carbon tax policy is one of the most efficient tools to reduce the level of [image: image] emissions but only if these tools are implemented in a growth-friendly manner. As an emerging economy, Turkey does not operate an emission trading system for carbon emissions and does not have carbon taxes. In this context, this study’s main significant recommendation is that Turkey uses the carbon tax policy to improve the environmental quality. Furthermore, Turkish policymakers should design policies to avoid any undesirable impacts of the spillover effects of the oil price on the environment using fiscal policy channels. For instance, promoting green investment by low tax rates. Future empirical studies should be devoted to investigating the long-term linkages between different sectors of the economy and environmental quality using different panel methods.
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Achieving global sustainability and greener growth goals poses a challenge for all countries, especially the developing ones. The quality of institutional framework of a country and its effectiveness determines the level of environmental control and sustainability. Since pollution reduction is an objective for European environmental policies, Romania should achieve this goal taking into account the quality of governance. In this study, the impact of Worldwide Governance Indicators on greenhouse gas emissions is assessed for Romania during 1996–2019 using autoregressive distributed lag models. The results indicate that control of corruption, political stability, and regulatory quality reduced pollution in the long-run, while voice and accountability contributed to the growth of greenhouse gas emissions. Renewable energy consumption did not reduce pollution in the short- and long-run during 1996–2019, while the analysis made for 2007–2019 suggested the significant contribution of renewable energy consumption in reducing pollution. The analysis based on Bayesian ridge regressions after Romania joined the European Union indicated that control of corruption and political stability reduced the level of pollution. Policy implications of these results are widely discussed.
Keywords: GHG emissions, pollution, ARDL model, governance, corruption
INTRODUCTION
As a member state, Romania assumed the commitment to implement the European Union’s Renewable Energy Directive (European Union, 2018) that fixed the share of renewable energy in the energy sources to 27% as target for 2030. Moreover, based on the commitments to the Kyoto Protocol and Paris Agreement, Romanian authorities make efforts to promote sustainable clean energy technologies and manage climate change. Also, the recently adopted European Green Deal (EGD) initiative (Dupont et al., 2020) aims to make Europe climate neutral by reducing greenhouse gas emissions to zero by 2050 (Skjaerseth, 2021). The attainment of the assumed goals is under the influence of several economic, social, and political factors. Among them, the quality of institutions specifically, weaknesses, and environmental policies and regulations are found as increasing factors of the environmental degradation caused by pollution in the case of developing countries (e.g., Le & Ozturk, 2020) such as Romania.
Romania registered rising shares of renewable energy sources in the energy consumption mix in recent years. Based on the EUROSTAT data (EUROSTAT, 2021), it is noticeable that the share of energy from renewable sources increased from 16.81% (2004) to 24.29% in 2019.
Several recent studies concluded that policy measures aiming to increase the share of renewable energy sources in the energy mix represent effective tools for pollution reduction (e.g., Khalid et al., 2021; Usman et al., 2021; Usman and Makhdum, 2021; Usman et al., 2022a; Balsalobre-Lorente et al., 2022; Usman et al., 2022b; Huang et al., 2022; Usman and Balsalobre-Lorente, 2022). The quality of governance plays an important role in mitigating the environmental consequences of economic growth (e.g., Chen et al., 2022; Christoforidis and Katrakilidis, 2021; Jamil et al., 2021; Yang and Khan, 2021; Ronaghi et al., 2020). Improved institutional quality positively moderates the size of impacts of renewable energy use and economic growth (e.g., Adekoya et al., 2022; Khan et al., 2022). An effective environmental policy could advance the turning point of pollution, when the pressure of economic activities on the environment starts declining and the economy registers a threshold of its development. This threshold is achieved due to appropriate policy measures oriented on environmental quality.
In recent studies, the model of the environmental Kuznets curve (EKC) was modified in the renewable energy Kuznets curve (RKC) with a U-shaped form, in order to highlight the impact of renewable energy on pollution mitigation. Moreover, promoting renewable energy sources is considered the policy tool for tracking the development of the U-inverted EKC (e.g., Navqi et al., 2021).
The present study aims to assess the impact of quality of governance on greenhouse gas (GHG) emissions in the renewable Kuznets curve (RKC) model for the study of the Romanian economy during 1996–2019.
Despite many studies on economic growth, energy consumption, and environmental degradation, specific research highlighting the environmental implications of institutional quality and renewable energy consumption is scarce. Moreover, taking into consideration the reduced number of studies focused on the RKC model in developing economies, such as Romania, our research intends to cover this gap in the current literature. Another valuable contribution of the study is given by the policy recommendations to support environmental protection starting from the quality of governance. A good control of corruption and political stability make people more aware of the need for a clean environment. Before joining EU, the use of renewable energy did not have significant impact on pollution, and the renewable energy consumption has played an essential role in ensuring a cleaner environment after Romania became a member state and followed the European targets.
The rest of the study is structured as follows. After the description of data, Methodology explains the methodology of the study. Results and Discussion presents the results and discusses its interpretations. Conclusion contains conclusions and policy recommendations.
LITERATURE REVIEW
The Concept of Governance and Its Measurements
The importance of institutions in economy was extensively highlighted in the new institutional economics where they were seen as providing “efficient solutions to economic problems” (Rutherford, 2001). The new institutionalism stimulated a debate that reconnected economics with sociology and political sciences (with concepts such as public trust, social capital or civil society, and social and institutional change).
Kaufmann et al. (2004, 2011) defines governance as “the traditions and institutions by which authority is exercised.” This suggests a process by which governments are selected and replaced, the capacity to design and implement sound public policies and also, the respect of the state and citizens for the institutions that govern economic and social interactions among institutions, citizens, and the state.
Kaufmann et al. (1999) introduced six measures of good governance: the rule of law, regulatory quality, control of corruption, government effectiveness and voice, and accountability. These variables reflect the quality of institutions (e.g., the capacity of the government to design and implement sound policies, the involvement of citizens in the process of public decision making, level of corruption, and law and order) in different countries. The World Bank initiated the Worldwide Governance Indicators project and, as result, a set of Worldwide Governance Indicators was developed. It comprises the following aspects of governance: control of corruption (perception of the extent to which public power is exercised) and regulatory quality (i.e., capacity of the government to formulate and implement sound policies of property rights and sound regulation promoting private sector development) (Kaufmann et al., 1999, 2004, 2010, 2011; www.govindicators.org).
Studies focused on the role of the governance quality on economic and social life are also using metrics of economic freedom to express the institutional quality in a country. For instance, the economic freedom index calculated by the Fraser Institute measures the degree of economic freedom in five major areas: size of government, legal system and security money, and freedom to trade internationally and corruption (Fraser Institute, 2021, https://www.fraserinstitute.org/economic-freedom/approach). The Heritage Foundation in Washington computes also an Index of Economic Freedom based on 12 quantitative and qualitative factors grouped in four categories: the rule of law (property rights, government integrity, and judicial effectiveness), government size (government spending, tax burden, fiscal health), regulatory efficiency (business, labor, and monetary freedom), and open markets (trade, investment, and financial freedom) Heritage Foundation (1973) (https://www.heritage.org/index/about).
nother set of data on institutional quality is provided by the Harvard–MIT Data Center, namely, The International Country Risk data, comprising of 22 variables grouped in three subcategories of risks (political, financial, and economic) for 146 countries during 1984–2019 (ICRG, 2013).
The relevant studies of the current literature regarding the impact of governance on environmental pollution are grouped as follows: 1) using various indicators of institutional quality; 2) focused on diverse aspects of governance and national policy measures; 3) examining the validation of the environmental Kuznets curve (EKC) model; and 4) checking the presence of the renewable Kuznets curve (RKC) model.
Studies Using Various Indicators of institutional Quality
Gani (2012) examined the relationship between five dimensions of good governance (political stability, government effectiveness, regulatory quality, rule of law, and corruption control) and CO2 emissions in a cross-section of 99 developing countries during 1998–2007. His results show that political stability, the rule of law, and control of corruption are negatively associated with CO2 emissions. In their analysis of the twenty largest economies (group of twenty, G-20) during 1996–2010 taking into consideration six governance measures of the World Governance Indicators database, Halkos and Tzeremes (2013) identified a nonlinear relationship between governance indicators and CO2 emissions. Specifically, an increased ability of citizens’ public participation, freedom of association, and free media are associated with lower emissions. The quality of policy formulation, rule of law, and control of corruption has a “U”-shaped relationship with air pollutants, while government instability can induce higher carbon emissions. It is also suggested that increasing the quality of different governance measures does not always induce a reduction in CO2 emissions, and the specific economic and regional variations shaping the way of governance influence the levels of carbon dioxide emissions. Taverdi (2018) identified a nonlinear relationship between CO2 emission and the control of corruption in 125 countries (1991–2011) and found no significant associations between other dimensions of governance (rule of law, regulatory quality, and government effectiveness) on pollution. Baloch and Wang (2019) analyzed the behavior of governance in CO2 emissions in the BRICS countries (Brazil, Russia, India, China, and South Africa) from 1996 to 2017. They found a negative and significant impact of governance on CO2 emissions that can be attributed to the governments’ attitude toward the design and implementation of sound and effective regulations and policies to control environmental degradation. Ronaghi et al. (2020) revealed that the governance represents a factor that has the potential to reduce emissions in the OPEC countries over 8 years (2006–2015). Quality governance increased carbon emissions in Saudi Arabia during 1996–2016 (Omri et al., 2021). Yang and Khan (2021) found that governance has a mediating role together with finance on improving the environmental quality in the South Asian Association for Regional Cooperation (SAARC) for 1996–2018. Jamil et al. (2021) proved that governance managed to decrease CO2 emissions in 49 Belt and Road Initiative (BRI) countries during 1996–2014. Improvement of governance quality increases environmental quality in high-income countries, while it decreases environmental quality in middle-and low-income countries (Gök and Sodhi, 2021). When the dimensions of governance improve, the environmental protection spending reduces the air pollutants. This is the case of Middle East and North Africa (MENA) countries during 1996–2015 (Gholipour and Farzanegan, 2018).
Apergis and Garcia (2019) explored the link between governance quality and energy efficiency for 28 European Union (EU) countries spanning 1995–2014. They measured the institutional quality through indicators of the World Bank (Control of Corruption and Regulatory quality) and Fraser Institute (Economic Freedom). The results show that governance quality is a driver of energy efficiency in the energy sector. Due to the fact that energy policy is a critical part of environmental policies, governance quality could create and maintain a strong and innovative energy sector that generates less pollution. Gil et al. (2019) found that all six dimensions of governance have impact on the slope of the environmental Kuznets curve (EKC) in the case of 19 Southeast Asian countries during 2002–2016.
Also, we identified studies using ICRG data. For example, Dhrifi (2019) used such data sets for 45 African countries during 1995–2015 in order to examine the effects of institutional quality on environmental degradation. His study concluded that the effect of environmental degradation on human health may be decreased through institutional quality. Institutional quality is found as a channel through which environmental quality affects health status. Based on these data sets, another study was developed by Brännlund et al. (2017) in order to assess the impact of the quality of government institutions on the convergence of per capita carbon emission in a panel of 124 countries. They reported a net positive effect of institutional quality on growth of per capita carbon emissions in the globally examined sample and a negative direct effect in the panel of high-income countries.
Studies Focused on Various Aspects of Governance and National Policy Measures
An impressive number of studies are focused on the impact of democracy on environmental quality, as follows. Farzin and Bond (2006) revealed that countries governed by more democratic institutions have a higher tendency to reduce pollution. Li and Reuveny (2006) found that democracy has negative and significant impact on environmental degradation. Similar results were obtained by Bernauer and Koubi (2009) in 42 countries for 1971–1996. According to the results of Arwin and Lew (2011), an increase in democracy positively affects carbon emissions and water pollution in 141 developing countries during 1971–1996. You et al. (2015) found mixed results regarding this relationship in a cross-section of countries during 1985–2005: in their pooled ordinary least squares (OLS) estimation, democracy increases carbon emissions, while in the fixed effect (FE) estimation democracy increase pollution. Similarly, mixed results are reported by Charffeddine and Mrabet (2017) in 15 Middle East and North Africa (MENA) countries during 1975–2007. Fully modified ordinary least squares (FMOLS) estimation indicates that democracy increases the ecological footprint whereas dynamic ordinary least squares (DOLS) findings show a statistical not-validated effect on ecological footprint. Another study on 17 MENA countries conducted by Farzanegan and Markwardt (2018) during 1980–2005 suggests that democracy could be seen as an effective tool for reducing environmental pollution. Contrary to these results, the study developed by Lv (2017) for 19 emerging economies reveals that democracy increased the carbon emission level during 1997–2010.
Kim et al. (2019) identified a positive relationship between democracy and environment quality in 132 countries during of 2014–2016. Policardo (2017) has also shown that democracy and environmental quality are positively correlated in a panel of 47 transition countries. Clark et al. (2019) found that the relationship between democracy and air pollution generated by the power sector in 71 countries between 1980 and 2016 varies according to the EKC logic. Democratic political institutions at lower levels of development are correlated with increased pollution, as country becomes richer; democracy tends to have a negative association with pollution. Usman et al. (2020) revealed that there is no significant relationship between democracy and environmental degradation and confirmed the EKC hypothesis in South Africa from 1971 to 2014. You et al. (2020) reported the validation of EKC hypothesis for 41 Belt and Road initiative countries and suggested that poor democratic institutions are likely to generate higher pollution. Similar results were revealed by Satrovic et al. (2021) in the case of the Gulf Cooperation Council (GCC) region from 1990 to 2019: the democratic accountability promoted the increase of emissions in the examined period, in other words, it failed to contribute to the environmental protection. Adams and Acheampong (2019) found that democracy promotes the decrease of carbon emission in 46 sub-Saharan African countries for 1980–2015, while Adams and Nsiah (2019) revealed for 28 sub-Saharan African countries from 1980 to 2014, namely, that less-democratic countries tend to pollute the environment. Jahanger et al. (2020) revealed that autocracy contributed to the increase of carbon emissions in 74 developing countries during 1990–2016. The study developed by Ren et al. (2020) for the BRICS countries (Brazil, Russia, India, China, and South Africa) from 1992 to 2018 report that the impact of democracy on carbon emissions is significantly negative in high-emission countries. Akalin and Erdogan (2021) examined the democracy-environmental degradation nexus in 26 Organisation for Economic Co-operation and Development (OECD) countries from 1990 to 2015 and found that democracy has a negative effect on environmental quality.
Corruption was identified as an important determinant of environmental performance in 153 countries from 2002 to 2012 by Lisciandra and Migliardo (2017). Wang et al. (2018) revealed a significant moderating role of corruption in the relationship between economic growth and CO2 emissions. They found that control of corruption reduced pollution in a panel of BRICS countries from 1995 to 2015. Similar conclusions had the study of Ozturk and Al-Mulali (2015) in the case of Cambodia, for 1996–2012. Masron and Subramanian (2018) suggest that corruption exhibits a positive impact on pollution and the level of pollution tends to be higher in countries with a higher level of corruption. Control of corruption was found to have a positive effect on per capita emissions of CO2 in MENA countries during 1984–2012 by Sekrafi and Sghaier (2018). Balsalobre-Lorente et al. (2019) found that corruption reduced the positive effect of energy innovation in reducing environmental pollution in 16 selected countries during 1995–2016. Incidents of corruption is also found to be enhancing environmental degradation by reducing the positive impact of renewable energy consumption on environmental quality for BRICS countries (Sinha et al., 2019).
Sulemana and Kpienbaareh (2020) found a negative association between corruption and carbon dioxide emissions in 48 sub-Saharan African countries and 34 OECD countries during 1996–2014. Control of corruption is considered a critical factor in improving environmental quality in non-OECD countries, as noticed by Swain et al. (2020).
Environmental sustainability could be seen as being generated by the effectiveness of national policies managing several economic and social processes such as globalization and financial development, natural resources utilization, inflow of remittances, energy use, government expenditure and taxation or supporting technological innovation, and human capital development.
Globalization had a negative impact on the environment, mainly in the developing countries (i.e., America and Caribbean, Asia, and Africa) (Jahanger et al., 2022) and also in the Gulf Cooperation Council (GCC) countries (Yang et al., 2021) as well as in the Arctic countries (Usman et al., 2022a). Unlike these findings, Usman et al. (2022b) concluded that globalization reduced the ecological footprint in financially resource-rich countries. Similar conclusions were reported by Yang et al. (2020) for a sample of 97 countries and by Jahanger et al. (2020) in the case of 74 developing countries.
Some studies report that financial development reduced environmental degradation (i.e., Usman et al., 2021; Usman et al., 2022a). Moreover, there is a large number of studies concluding that financial development increased pollution. Some examples are Usman and Jahanger (2021) in a sample of 93 countries for 1990 to 2016; Kamal et al. (2021) and Jahanger et al. (2020; 2022) in the developing countries; Yang et al. (2021) for the GCC countries; Usman et al. (2022b) in financially resource-rich countries; Usman and Balsalobre-Lorente (2022) in newly industrialized countries; Ramzan et al. (2022) in Pakistan; Usman and Makhdum (2021) in the BRICS-T countries; and Khalid et al. (2021) in the South Asian Association for Regional Cooperation (SAARC) countries.
Natural resources are also found to be accountable for increasing greenhouse gas (GHG) emissions in the Arctic countries (Usman et al., 2022a). Similar findings were reported by Usman et al. (2022b) for 10 financially resource-rich countries during 1990–2018.
Even globalization can reduce CO2 emissions and promote environmental quality, and the inflow of remittances leads to pollution increase (Yang et al., 2020; Usman and Jahanger, 2021).
Energy consumption generates an increase in pollution in all countries (e.g., Jahanger et al., 2020; Yang et al., 2020; Khalid et al., 2021; Usman and Jahanger, 2021; Yang et al., 2021; Ramzan et al., 2022). Nonrenewable energy utilization expanded environmental degradation (e.g., Usman et al., 2022b), while developing renewable energy sources contribute to the environmental quality (Khalid et al., 2021; Usman et al., 2021; Usman and Makhdum, 2021; Usman et al., 2022a; Balsalobre-Lorente et al., 2022; Usman et al., 2022b; Huang et al., 2022; Usman and Balsalobre-Lorente, 2022).
The dependence of the industrial sector on fossil fuels is a threat for the environment. For example, the newly industrialized countries are facing high levels of pollution due to their intensive industrial activities (Usman and Balsalobre-Lorente, 2022). In this context, deployment of industrial activities with less pollutants (i.e., bioenergy) could be a solution to mitigate carbon emissions. The sustainability of the bioenergy industry was examined by Alsaleh et al. (2021) in selected European countries during 1996–2018. They revealed that this industry can significantly grow as a result of improving the quality of governance indicators. An example of governmental energy policy aiming at the reduction of pollutant emissions is the “double carbon” target adopted in 2020 by the Chinese authorities. Jiang et al. (2022) developed an input–output analysis for reduction in structural emissions within the power and heating industry in China under this goal. They found that the energy structure has a partial effect on decreasing pollution, the energy intensity influence has a limited positive effect, and the demand effect is responsible for emissions growth. They also suggested policy measures for developing a strong electric heating industry in order to decrease emissions from the energy supply side.
The fiscal policy (i.e., government spending and taxation) is found to be the contributor to the increase in pollution by Kamal et al. (2021) in a panel of 105 countries during 1990–2016. Their study suggests that two fiscal policy channels may be used. On the one hand, the fiscal spending on health, education, research, and development may lead to the environmental deterioration through the income channel of individuals. On the other hand, increasing levels of government expenditures for development accompanied by effectiveness of environmental regulations may activate the regulation channel and improve the environmental quality.
Technological innovation can reduce environmental degradation in the developing countries, according to Jahanger et al. (2022). Moreover, it has a moderating effect in reducing the environmental impact of natural resource use. Human capital development was found to be necessary for decreasing the expansion of environmental degradation in these countries (Jahanger et al., 2022). Labor force and urban population can improve environmental quality, according to the study developed by Kamal et al. (2021) for 105 countries during 1990–2016.
Studies Examining the Environmental Kuznets Curve Model
A consistent part of literature dedicated to the environmental Kuznets curve (EKC) in previous years has taken into consideration the role of institutional factors in the nonlinear relationship between per-capita income and environmental degradation. In the early stage of economic development, pollution increases and then, beyond a certain level of per-capita income, economic growth induces the decrease of pollution. The hypothesis of EKC does not depend much on the income levels but rather on institutional factors, considered critical for economic growth and development as well as for reducing environmental degradation. Therefore, a large number of studies are focused to examine the validity of the EKC model, including in the analysis several institutional factors.
Torras and Boyce (1998) analyzed air and water quality indicators in 42 countries and concluded that a more equitable distribution of power contributes positively to EKC relation also that literacy, political rights, and civil liberties have strong effects on environmental quality in low-income countries.
Tamazian and Rao (2010) confirmed the importance of institutional quality on environmental performance and found support for the EKC hypothesis for 24 transition economies for 1993–2014.
Rehman et al. (2012) found evidence in support of the validity of EKC hypothesis in four selected South Asian countries (Pakistan, India, Bangladesh, and Sri Lanka), but also that the presence of corruption delays the turning point of the curve.
Abid (2016) investigated the validity of the EKC model in the case of 26 sub-Saharan African economies during 1996–2010, and also the impact of institutional, economic, and financial factors on CO2 emissions. He found no evidence for EKC hypothesis, but it revealed that some dimensions of governance (political stability, government effectiveness, democracy, and control of corruption) negatively influenced CO2 emissions, while the rule of law and regulatory quality had a positive effect on CO2 emissions.
Masron and Subramanian (2018) found no evidence of EKC hypothesis in a panel of 64 developing countries, suggesting that corruption eliminates the effectiveness of income effect of environmental preservation, invalidating the presence of the U-inverted relationship between income and pollution.
You et al. (2020) identified the presence of the reverse U-inverted relationship between income and CO2 emissions in a panel data covering 41 Belt and Road initiative countries. Moreover, they found that democracy levels promote a nonlinear nexus between income inequality and carbon emissions and poor democratic institutions are conducing to higher levels of pollution.
Liu et al. (2020) provide empirical evidence in support of validation of the EKC model in five high carbon emission countries during 1996–2017 and found that measures of governance influence different emission levels. Overall, all dimensions of governance quality enhance and protect environmental quality.
The institutional quality is considered the moderating factor of the impact of energy consumption on carbon emissions in 39 developing countries for 1995–2017. The EKC hypothesis is confirmed in the presence of institutional quality (Haldar and Sethi, 2021).
Usman and Jahanger (2021) reported evidence in support of validation of the EKC model in a panel of 93 countries from 1990 to 2016, but found that institutional quality deteriorated the environmental quality expressed through the ecological footprint.
Studies Proposing the Renewable Energy Kuznets Curve Model
In recent studies, the share of renewable energy was introduced in the analysis of the energy consumption on environment using the EKC model and the increase of renewable sources in the energy mix is revealed as a contributor to decreasing pollution (e.g., Boluk and Mert, 2014; 2015).
The study of Yao et al. (2019) built a renewable energy consumption rate to express the energy structure of a country and proposed a U-shaped RKC (Renewable Energy Kuznets Curve). It is found that both hypotheses (EKC and RKC) are confirmed in 17 major developing and developed countries and six geo-economic regions of the world during 1990–2014. The RKC is required for equal EKC to reach its optimal level. It means that increasing level of renewable energy sources may lead the EKC to attain its turning point more rapidly.
Similar results were reported by Simionescu (2021), suggesting the U-shaped pattern in the RKC for total pollution and GHG emissions in agriculture in Bulgaria, Czech Republic, Hungary, Slovenia, Slovakia, and Romania while an inverted U-pattern for Poland for 1996–2019.
Naqvi et al. (2021) used the renewable energy share in the consumption mix to express the energy structure in the view of analyzing the EKC and RKC models. In their study across 155 countries of four different income groups during 1990–2017, they confirmed both the hypotheses. Moreover, the turning point of RKC takes place before that of EKC for high-income economies. It is suggested that promoting renewable energy sources could be considered a policy instrument to track the development of the inverted U-shaped EKC.
Simionescu et al. (2022) examined the impact of governance on pollution in the EKC and RKC model, respectively, in 10 Central and Eastern European (CEE) countries during 1990–2019. They found that the rule of law, regulatory quality, and control of corruption contributed in the long run to the environmental quality.
DATA
Since this study assesses the impact of quality of governance on GHG emissions in the renewable Kuznets curve (RKC), three types of explanatory variables are used:
- the Worldwide Governance Indicators (World Bank database):
• government effectiveness (quality of public services and policies);
• political stability and absence of violence;
• voice and accountability (citizens’ recognized freedoms);
• control of corruption as public power used for personal benefits;
• regulatory quality as policies to support private environment; and
• rule of law as confidence in the rules that function in society.
- real gross domestic product (GDP) per capita and renewable energy consumption (REC) (World Bank, 2022a);
- control variables: labor productivity represents the output per worker in gross domestic product (GDP) (constant 2011 $ in PPP) (International Labour Organization, 2022) and domestic credit to the private sector (as % of GDP) (World Bank, 2022b).
GHG emission time series are extracted from the Eurostat database (European Union, 2022). The variable is expressed in 1,000 tones CO2 equivalent.
The logarithm was applied to all these time series to make interpretations in terms of elasticities. The descriptive statistics are presented in Table 1.
TABLE 1 | Descriptive statistics.
[image: Table 1]According to the results in Table 1, the maximum level of pollution was achieved in 1996, at the beginning of the period, while the minimum was registered in 2019. This result suggests a progress in reducing pollution in Romania. The correlation matrix in Appendix 1 suggests a strong correlation between pollution, GDP, labor productivity, and renewable energy consumption.
METHODOLOGY
GHG emissions are explained starting from the renewable energy Kuznets Curve (RKC) as in Yao et al. (2019):
[image: image]
where GDP is the real gross domestic product per capita, GHG is the greenhouse gas emissions, REC denotes the renewable energy consumption, X expresses control variables (vector), [image: image] is the error term, and t denotes the time index, while [image: image] , [image: image], [image: image], and [image: image] are parameters.
The estimation is made in the framework of the autoregressive distributed lag. The autoregressive distributed lag (ARDL) models describe the long-run and short-run relationships even between series with different orders of integration, with a maximum order of 2. Moreover, these models provide superior estimations even for small samples. In practice, the ARDL models present errors autocorrelation by the existence of endogenous variable among explanatory variables and multicollinearity when ordinary least squares (OLS) is used as estimation method (Kuma, 2018). Therefore, robust techniques of estimation are recommended to overcome these limits (for example, seemingly unrelated regression method).
The general form of ARDL (p,q) is
[image: image]
where Y denotes the dependent variable and X the independent variable; [image: image], [image: image], and[image: image] are parameters; [image: image] is the error [image: image]; p is the lag associated to endogenous variable; and q is the lag associated to exogenous variable.
If the equilibrium or long-run relationship is considered, [image: image], the long-run effect of X on [image: image] is computed as
[image: image]
The time series for these variables can be stationary/integrated of the first order [I (1)]/one of them stationary and the other integrated of the first order.
These models can highlight the short-term and long-term dynamics of one or more explanatory variables on the dependent variable. In the case of cointegrated time series, the error correction model is used.
Before building ARDL models, stationarity is tested using unit root test. The Augmented Dickey–Fuller (ADF) test provides good results even in the case of serial correlated errors, the Zivot–Andrew (ZA) test is applied in case of series affected by regime changes, and the Phillips–Peron (PP) unit root test is also used for heteroskedastic errors. The Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test is based on the null hypothesis of stationarity and decomposes the time series into the deterministic component, the random component, and the white noise.
If the series are integrated of different orders, the cointegration test of Pesaran et al. (2001) is used, also known as bounds test to cointegration. This test is used to verify the existence of the cointegration relationship (s) between the variables in the ARDL model. The model from which this test starts takes the form of an error correction model:
[image: image]
Specification (4) reflects the model (1) in the form of a vector error correction model based on the cointegration relationship between time series. Eq. 4 can be rewritten as follows:
[image: image]
where [image: image] is the error term.
After the estimation of the coefficients in model (4), we may conclude that there is a cointegration relationship between X and Y if and only if [image: image] and [image: image]. In other words, [image: image] is statistically significant for a certain significance level, null hypothesis being rejected: [image: image].
Applying Pesaran’s cointegration test involves two steps:
a) Determining the optimal lag based on an information criterion:
To determine the optimal lag, the information criterion SIC (Schwarz), AIC (Akaike), or HQ (Hannan–Quinn) is used, selecting the model which corresponds to the lowest value for the used information criterion.
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where [image: image] denotes the variance–covariance matrix of estimated errors, n represents the number of regressors, T is the number of observations, and p is the model’s lag.
b) Fisher’s test to check the hypotheses:
[image: image]
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The calculated values of type F-statistics are compared with the critical values [limits simulated by Pesaran et al. (2001) for several cases and several thresholds]. The critical values for the lower limit correspond to the values for which the series are stationary, and the critical values for the upper limit take the values for the integrated series of order I [I (1)] (Azam et al., 2021).
If [image: image] superior limit, there is a cointegration relationship between time series. If [image: image] superior limit, there is no cointegration relationship between time series. If inferior limit< [image: image] < superior limit, a decision could not be made.
Toda and Yamamoto (1995) test for checking causality implies few steps:
- calculation of maximum order of integration for all time series using unit root tests [image: image];
- computation of optimal lag starting from VAR specification for level series (k) or autoregressive polynomial using information criteria; and
- construction of extended VAR model for the level data of order [image: image].
If the series is stationary, no lag is added to the VAR model. For integrated series I (1), a lag is added to the VAR model. The application of Toda–Yamamoto causality test for two series [image: image] involves constructing an extended VAR model:
[image: image]
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The causality test applied to the extended VAR model supposes testing the constraints on the first k parameters, the other coefficients being zero (a possible cointegration relationship). The test uses Wald type W statistics distributed according to the chi-square distribution with r degrees of freedom (r = number of restrictions). This statistic does not depend on the order of integration or cointegration. The test is applied if [image: image] does not exceed the optimal lag k.
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[image: image]
A nonlinear ARDL model was employed by Sohail et al. (2021) to assess the effects of air-railway transportation on pollution in Pakistan during 1991–2019. The results indicate positive impact of air-railway transportation on the quality of air in the long-run, but not in the short-run. For Romania and Bulgaria, Hatmanu et al. (2021) showed that growth enhanced CO2 during 1980–2019.
For robustness, other models were run during 2007–2019, after the moment when Romania joined the EU, since the quality of governance has improved. The sub-period is rather small and other types of models are recommended. In this study, Bayesian ridge regression models are employed on stationary data.
Considering a data set [image: image] with [image: image] and [image: image] and a normal inverse-gamma conjugate distribution associated with prior density [image: image], then:
[image: image]
where [image: image] is the probability density function (pdf) for a normal multivariate distribution, [image: image] is the pdf corresponding to normal univariate distribution ig, (. | a, b) is the pdf for inverse gamma distribution (a is the form and b is the rate, 1/b is the scale), and
[image: image] is the pdf for a NIG distribution (the product between a gamma inverse distribution and a normal multivariate).
If the prior distribution [image: image] is NIG, in a marginal approach, [image: image] has prior Student distribution of mean m and the covariance matrix [image: image] with 2a degrees of freedom. [image: image]—prior inverse gamma distribution of average [image: image] and variance [image: image].
The ridge regression model is a Bayesian model with normal prior distribution [image: image] for [image: image], conditioned by [image: image], [image: image] presents normal inverse-gamma distribution [image: image].
RESULTS AND DISCUSSION
According to the ADF test, the data series is cointegrated of order 1 I (1) for the following variables in logarithm: GHG emissions, GDP per capita, REC, and labor productivity (see Table 2). The data are stationary for the rest of the variables at 5% level of significance. Therefore, Pesaran’s test is recommended to check for cointegration.
TABLE 2 | The results of unit root tests.
[image: Table 2]Two valid models were selected:
- ARDL (1, 0, 1, 0, 1) model: it explains the GHG emissions using GHG in the previous period, GDP in the current period, and GDP-square in the current and previous period, control of corruption in the current and previous period, domestic credit to private sector;
- ARDL (1, 1, 0, 0, 1, 0) model: it explains the GHG emissions using GHG emissions in the previous period, GDP in the current and previous period, GDP-square in the current period, regulatory quality and political stability in the current period, voice and accountability in the current and previous period.
The model selection summaries for these models are presented in Appendix 2. We should note that labor production, renewable energy consumption (REC), rule of law, and government effectiveness do not have a significant impact on pollution. A similar result was also found by Taverdi (2018).
The result of our study presents particular interest for environmental policies since renewable energy consumption does not have the capacity to reduce pollution in Romania in the long- short-run. Therefore, the policies should support the increase in REC to achieve the European targets established in the European Green Deal. The quality of policies and the citizens’ confidence in these policies do not have significant impact in reducing pollution.
Schwartz criterion was used to select the models ARDL (1, 0, 1, 0, 1) and ARDL (1, 1, 0, 0, 1, 0), all the coefficients being significant at 5% level of significance. The superiority of these models on comparison with others is justified in the figures appearing in Appendix 2. The results of Ramsey Regression Equation Specification Error (RESET) test indicate that the models are correctly specified (the null hypothesis is not rejected, since p-value is higher than 0.05). The Breusch–Godfrey test for errors serial correlation of order 1, the White test and Jarque–Bera test indicate that the errors are independent, homoskedastic, and normally distributed (the null hypotheses are not rejected since p-values are higher than 0.05). The ARDL Bounds Test indicates a cointegration relationship between variables since the computed statistic of the test is higher than the critical values.
Based on data displayed in Table 3, an inverted-U pattern in the long-run is identified. The control of corruption had the capacity to reduce the pollution in Romania during 1996–2019. This finding is consistent with similar studies, such as: Gani (2012), Ozturk and Al-Mulali (2015), Wang et al. (2018) and Swain et al. (2020) regarding the impact of corruption control on CO2 emissions.
TABLE 3 | ARDL (1, 0, 1, 0, 1) to explain GHG emissions in Romania (1996–2019).
[image: Table 3]According to Table 4, the inverted-U pattern is confirmed. The inverted-U pattern for Romania was previously obtained by Hatmanu et al. (2021) during 1980–2019 using a vector error correction model. The regulatory quality that supports private environment had the capacity to reduce corruption. Voice and accountability enhanced pollution since citizens feel free even to ignore the necessity to protect the environment. On the other hand, political stability reduces GHG emissions in the long-run. This result is similar to the conclusion of Gani (2012) in his study for developing countries. The result of our study suggests that, the citizens’ freedom should be accompanied by a better education for environmental protection. Political stability and support to business environment should be a priority for decision factors in Romania in the fight to mitigate climate challenges.
TABLE 4 | ARDL (1, 1, 0, 0, 1, 0) to explain GHG emissions in Romania (1996–2019).
[image: Table 4]The optimal lag for VAR models is 2 and causality is tested in this framework. According to Toda–Yamamoto test, control of corruption is the cause for GHG emissions (computed statistic = 5.593, p-value = 0.061), and voice and accountability is also cause for pollution (computed statistic = 12.612, p-value = 0.0018) at 5% level of significance.
For robustness check after Romania joined the EU, ridge regression models in a Bayesian estimation framework were built and the results are presented in Table 5. PP1SD is the posterior probability that a standardized coefficient is at maximum a standard deviation of zero. An explanatory variable significantly influences the GHG emissions when PP1SD is lower than 0.5.
TABLE 5 | Bayesian ridge regressions to explain changes in GHG emissions in Romania (2007–2019).
[image: Table 5]The results for 2007–2019 suggested that EKC is not validated. However, REC contributed to pollution reduction due to European regulations related to targets for renewable resource use. Romania exceeded the target for 2020 due to stimulation of renewable resources through various policy instruments. The role of REC in mitigating climate changes in Romania and other Eastern European countries is proved also in the study of Simionescu (2021). Only voice and accountability, political stability, and control of corruption influenced the GHG emissions in Romania during 2007–2019. A more stable political environment and control of corruption contributed to pollution reduction, which is in line with the study by Swain et al. (2020).
CONCLUSION
The political instabilities play an important role in the sustainable development, because these affect economic and social development and influence the quality of environment in an indirect way. This study covers the gap from literature related to the impact of quality of governance on pollution in Romania, a country strongly affected by political instabilities reflected in rather frequent changes of risk ratings.
Few main findings are relevant for this country in the period 1996–2019 and allow us to make recommendations to reduce pollution in the near future to be in accordance with the European Green Deal targets. Renewable energy consumption is not enough to support environment protection and more efforts should be made to encourage the use of renewable energy sources (more policy, laws and strategies to promote renewable energy, more incentives and support schemes, etc.). Romanian policy makers should give more attention to establish effective incentives mechanisms for accessible and affordable renewable energy. This can include opportunities for credits with lower interest rates for green business, tax reductions, a large cooperation between private and public entities that could stimulate adoption and implementation of “clean” technologies as well as the extension of the current subsidies for renewable energy use in households. More effective policy measures are required in order to involve citizens in actions for environmental sustainability (educational programs, greener production and consumption, campaigns and concrete actions for environmental protection, and promoting an environmental-protective and responsible behavior). On the other hand, control of corruption, regulatory quality, and political stability reduced GHG emissions, but Romania still has to make efforts to reduce corruption at all decision-making levels (mainly in areas of public procurements related to major infrastructure investments) and create a stable political environment. The COVID-19 pandemic has enhanced the political crisis and a new national strategy is necessary to increase the population confidence in political factors.
For robustness, a separate analysis was conducted during 2007–2019 when Romania was the EU member state. The results based on Bayesian ridge regression models suggest that control of corruption and political stability reduced environmental degradation. Moreover, renewable energy consumption also contributed to less pollution in Romania, but more efforts should be done to continue the use of renewable resources.
In addition to the importance of these results from economic, social, and environmental point of view, this study presents few limitations related to small set of data, the consideration of few variables in the models, and lack of comparisons for the same model with other countries in the Eastern and Central Europe. Therefore, in future studies, the analysis should be extended to other countries in the region, like Poland, Hungary, Czech Republic, Slovakia, Slovenia, and Bulgaria. A comparative analysis between these countries will bring more insights about this topic. Moreover, other explanatory and dependent variables should be considered in the models. For example, the level of pollution could be measured by the CO2 emissions and economic variables like foreign direct investment, economic freedom, export, and trade openness could be considered.
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As the world continues to be a globalized society, there have been variations in environmental quality, but studies including trade globalization into the environmental policy framework remain inconclusive. Therefore, employing the time series dataset of Uruguay over the period between 1980 and 2018, the main objective of this current study is to investigate the effect of trade globalization, natural resources rents, economic growth, and financial development on carbon emissions. By employing the bounds testing procedures in combination with the critical approximation p-values of Kripfganz and Schneider (2018), the Autoregressive Distributed Lag estimator, and spectral causality test to achieve the goal of this research. The outcomes of the bounds test confirm a long-run connection between carbon emissions and these determinants. Moreover, from the outcome of the Autoregressive Distributed Lag estimator, we observed that trade liberalization is found to exert CO2 emissions in the long and short run. The economic expansion in Uruguay imposes significant pressure on the quality of the environment in the long and short run. The abundance of natural resources significantly increases environmental deterioration in the long and short run. Furthermore, we uncover that financial development does not impact environmental deterioration in Uruguay. Finally, the outcome of the spectral causality test detected that trade globalization, economic growth, and natural resources forecast carbon emissions with the exclusion of financial development. Based on the outcome, this study suggests that policies should be tailored towards international trade must be reassessed, and the restrictions placed on the exportation of polluting-intensive commodities must be reinforced.
Keywords: carbon emissions, trade globalization, financial development, economic growth, natural resources, and spectral causality test
1 INTRODUCTION
Global warming and other environmental deterioration have evolved at a rapid rate over the years, posing serious dangers to the policymakers’ ambitions for sustainable development. Following industrialization, the global economy began an era of rapid growth, with the disparity between affluent and poor broadening. Simultaneously, this economic expansion brings about the dilemma of environmental deterioration, which compromises the existence of humanity (Agyekum et al., 2022). The primary causes of these concerns are significant industrial waste, widespread usage of fossil fuels, and natural resources. Likewise, the negative influence on the environment and increased environmental consciousness have consistently stimulated the interest of policymakers across the entire globe. Several nations established carbon emission mitigation and carbon peak objectives at recent climate change and environmental regulatory conferences (COP21, COP26) to attain net zero-emission and realized coordinated economic development and environment. In this sense, global leaders are attempting to enact net-zero emission policies/regulations in order to attain carbon neutrality in the next decades. Uruguay has experienced environmental catastrophes for several years, in which Uruguay is now under intense external pressure to address environmental issues.
However, the diminishing economic prospects caused by Covid-19 is a burden for the government to ensure sustainable growth while minimizing the usage of fossil-fuel energy is indeed a major problem. Natural resources are becoming scarce and diminishing daily, triggering environmental deterioration over time (Akinsola et al., 2022; Awosusi et al., 2022a; Usman and Balsalobre-Lorente, 2022). The conventional energy and product production processes are unsustainable. Awosusi et al. (2022b) emphasized the importance of energy efficiency and energy-saving measures in reducing strain on natural resources. However, Tufail et al. (2021) argue that widespread exploitation of natural resources poses serious environmental issues.
Since the rate of globalization continues to soar, the influence of globalization on climate change (particularly the trade-related globalization process) has been enormously underestimated. Several open economies have experienced significant wealth, development and enhanced lifestyle due to trade globalization. Many studies have presented different perspectives about whether trade globalization contributes to environmental degradation, which has been classified into two parts. Some studies argue in line with the “Pollution Haven Hypothesis” since advanced economies with rigorous environmental management requirements, in which the pollution or energy-intensive manufacturing operations are usually transferred to economies with less stringent regulation in respect to the environment (He et al., 2021). Proponents contend that trade activities are compromising environmental quality in emerging economies (Pata and Caglar, 2021; Murshed et al., 2022). However, as the degree of trade globalization increases, some emerging economies are being driven to compromise their environmental requirements to accommodate more international investment. Substantial amounts of energy and economic activity have both resulted in environmental deterioration in these emerging countries (Ayobamiji and Kalmaz, 2020; Balsalobre-Lorente et al., 2022; Xu et al., 2022). On the other hand, excessive utilization of natural resources contradicts the objective of sustainable development. Owing to the notion of intergenerational equity, each generation has the responsibility to maintain and select natural and cultural variety. Particularly, this present generation must be committed to protect the natural and cultural resources for the subsequent generations. Another viewpoint asserts that trade globalization can be a major determinant for combating issues of environmental degradation (Ahmed and Le, 2021), which is in line with the “Pollution Halo Hypothesis”. Nations with fewer environmental restrictions can gain accessibility to modern pollution control technology through the influx of patent transfer and cross-regional factors of production, which could assist in enhancing the quality of the environment. To resolve this contentious subject, this current research considers trade globalization as one of the primary determinants influencing CO2 emissions to validate this claim and provide policy recommendations.
Financial development is a crucial driver that promotes trade globalization. Based on this rationale, one of the critical factors in the present research is financial development. Financial development enhances the environmental quality of a country through advances in research and development and technical growth (Kirikkaleli and Adebayo, 2021). Adebayo et al. (2021f) agree that financial development contributes to increased economic efficiency and more opportunity to adopt modern technology to reduce environmental impact. However, several studies (such as Batool et al., 2022; Elfaki et al., 2022; Okere et al., 2022) uncovered that financial development is one of the major determinants that increase the level of CO2 emissions. It was discovered that financial development is essential for the growth of the private sector, which encourages economic activity and mitigates poverty by lowering the costs spent in financial systems. By decreasing the costs of obtaining financial information, establishing contacts, and conducting transactions, new financial markets, intermediaries, and contracts can be developed. Hence, it entails the formation and extension of financial institutions, markets, and instruments; nonetheless, it has a series of negative environmental consequences. Every equipment or automobile acquired has an environmental impact since the manufacturing of these products requires energy. As a consequence of financial development, investors prefer to invest in the installations of plants and machinery that require a great deal of energy to operate, resulting in the emissions of carbon into the environment.
This research concentrates on Uruguay considering pollution in the country is a major economic and environmental concern that affects not just the nation but also the Latin American region. Recently, the mismatch between energy supply and demand has widened in Uruguay, and deteriorating environmental circumstances have posed a severe danger to the country’s economy’s sustainable growth objective. For instance, Extreme occurrences, such as the 2008 drought or the floods of 2014, resulted in a significant loss in the economy (Aparicio-Effen et al., 2016). Other intense occurrences have recently been recorded in 2015, in which the country’s water deficit had a significant effect on the agricultural sector (Cruz et al., 2021). This drought is the longest in recent times, resulting in production issues and significant economic losses. Uruguay has become a significant player in the Latin American trade structure as a result of the removal of restrictions to international trade as part of the globalization trend. Moreover, as a small and open economy, Uruguay thrives on free trade barriers and distortions market, notably in the agriculture sector, which comprises the majority of its exports, which has had a severe impact on the nation’s environmental condition (Mañay et al., 2019). Meanwhile, Uruguay has made several initiatives to reduce pollution by implementing mechanisms and tools to facilitate and significantly improve its environmental policies, particularly, the Clean Development Mechanism (CDM) and, more recently, the Nationally Appropriate Mitigation Actions (NAMAs) and REDD+ (Reducing emissions from deforestation and forest degradation).
Taking into account the abovementioned objectives as well as the existing state of the environment, the purpose of this research is to investigate the impact of natural resources, economic growth, financial development, and trade globalization on carbon emission in Uruguay. As a nation with a small population with limited domestic market opportunities, meanwhile, it ranks top in the Latin American region in terms of GDP per capita. GDP per capita doubled, reaching US$16,037 in 2018, which is its highest level (World Bank, 2022). Uruguay’s natural resources continue to grow since the country is part of the world’s largest food-exporting nation (together with Argentina, Brazil, and Paraguay). Uruguay is Latin America’s ninth-largest carbon emitter, owing to its rapid economic growth and relatively small populace (World Bank, 2022). Thus, as the economy continues to grow, environmental degradation becomes a major concern. As a result, the research adds to the existing work in a variety of aspects. First, it was critical to analyze how the parameters used such as natural resources, economic growth, financial development, and trade globalization interacted with Uruguay’s carbon emissions, as these parameters had not previously been studied concerning Uruguay, according to the authors’ knowledge. It is imperative to establish a better perspective of the conflicting opinions of several studies on what could be the cause of the upsurge in carbon emissions and whether some of the parameters utilized could also facilitate in reducing the elevated level of carbon emission generated by other parameters. Second, in the context of the methodological outlook, this study considers the bounds approach by using the Kripfganz and Schneider (2018) critical value to establish the cointegrating association among the parameters used. Furthermore, the long and short-run impact of the natural resources, economic growth, financial development, and trade globalization on carbon emissions by using the Autoregressive Distributed Lag estimator. The spectral causality test, which is developed by Breitung and Candelon (2006) was employed to investigate the causal interaction between CO2 emissions and these determinants. Lastly, the empirical evidence obtained in this study offers useful policy directions for implementing natural resources, financial development, trade globalization, and related economic strategies to accomplish sustainable economic and environmental development.
The remaining portions of this study are: Section 2 contains a summary of relevant studies related to the subject matter and theoretical background. Section 3 presents the data and methodology used in this study. Section 4 of this study outlines the findings and discusses the empirical findings, and the fifth section discusses the conclusion.
2 LITERATURE REVIEW AND THEORETICAL FRAMEWORK
2.1 Literature Review
The investigation into the association between carbon emissions, trade globalization, natural resources rents, economic growth, and financial development have been undertaken by several kinds of literature. Unfortunately, a consensus regarding the connection of trade globalization, natural resources rents, economic growth, and financial development on carbon emissions are yet to be reached due to the difference in methodology utilized, period of study, countries employed, and many more.
2.1.1 Economic growth and CO2 emissions
The interaction between economic growth (GDP) and carbon dioxide (CO2) emissions has been conducted by extensive research in the decades. For instance, the study of Adebayo et al. (2021c) inspected the growth-emissions association in Japan utilizing the dataset ranging from 1965 to 2019. By using the FMOLS and DOLS approach, the authors confirmed a positive association between GDP and CO2 emissions. In similar studies done in Japan by Adebayo (2021) using the dataset that covers between 1970 and 2015. The author uncovered a positive association between GDP and CO2 emissions. In addition, He et al. (2021) inspected the interrelationship between GDP and CO2 emissions for the dataset from 1990 to 2018 in the top ten energy transition economies. The CS-ARDL approach was employed and its outcome suggests that GDP contributes to the increase in CO2 emissions. Adebayo et al. (2021g) found a positive interconnection between GDP and CO2 emissions in South Korea for the period from 1965 to 2019. In Australia, Adebayo and Acheampong (2021) utilized the period between 1970 and 2018 to investigate the interconnection between GDP and CO2 emissions and established a positive interconnection between GDP and CO2 emissions using the quantile on quantile procedures. Furthermore, Yuping et al. (2021) inspected the interrelationship between GDP and CO2 emissions in Argentina from 1970 to 2018 using the ARDL approach. The findings indicate a positive interconnection between GDP and CO2 emissions. The study of Adebayo et al. (2021d) investigated the interrelationship between GDP and CO2 emissions in Brazil. The research analysis is based on the dataset ranging from 1965 to 2019, suggesting that GDP increases CO2 emissions. Later on, the research of Akadiri and Adebayo (2021), employed the NARDL approach to investigate the interconnection between GDP and CO2 emissions in India from 1970 to 2018. According to the empirical results, a positive variation in GDP leads to an increase in CO2 emissions. In Argentina’s case, the study of Adebayo and Rjoub (2021) utilized the wavelets tools to inspect the connection between GDP and CO2 emissions. The findings unveiled a positive interrelationship between GDP and CO2 emissions.
2.1.2 Financial development and CO2 Emissions
The dynamic relationship between financial development and environmental deterioration is a complex issue with differing viewpoints. According to many experts, financial development promotes environmental degradation by freeing finances for the importation of pollution-free capital and energy-efficient technologies. Numerous additional researchers contend that financial growth worsens environmental deterioration because of investor and consumer certainty to boost business and excessive energy utilization as a result of lowering investment barriers in the long term. In an ideal world, every country’s financial development framework is interlinked to various methods for advancing access, depth, proficiency, institutions, and financial markets (Adebayo et al., 2021f; Huang et al., 2022). A well-structured and organized financial sector has a significant influence in accelerating economic development and, as a result, increasing a sustainable environment. For instance, Su et al. (2021) evaluated the relationship between FD and CO2 emissions for the dataset from 1990 to 2018 Brazil. The empirical outcome suggests that FD contributes to the increase in CO2 emissions. Elfaki et al. (2022) also found a positive interconnection between FD and CO2 emissions in ASEAN + 3 economies using the dataset that covers the period from 1994 to 2018. Okere et al. (2022) undertake a study that was centered on investigating the interconnection between GDP-FD in Peru using the dataset spanning between 1971 and 2017 using the DARDL approach. The authors concluded that there is a positive interconnection between FD emissions. Conversely, the study of Usman et al. (2022) employed the dataset between 1990 and 2017 to inspect the interconnection between FD and CO2 emissions and detected a negative interconnection between FD and CO2 emissions. However, Batool et al. (2022) found a positive connection between FD and CO2 emissions in selected developing nations in the Southern and Eastern Asian region. Furthermore, Adebayo et al. (2021b) probed into the association between financial development and emissions in Latin American nations using the dataset spanning from 1980 to 2017. The FMOLS and DOLS approach was applied and their findings indicate that financial development does not significantly influence emission in these economies. A similar outcome was confirmed in Nigeria and Argentina by Ayobamiji and Kalmaz (2020) and Adebayo et al. (2021a).
2.1.3 Natural Resource and CO2 emissions
Over the last few decades, researchers have ignored and refused to acknowledge natural resource exploitation as a linked aspect of the environment. Furthermore, numerous scientists have successfully included this potential variable into the empirical investigation of the environment-income nexus. Given this context, it has been discovered that GDP growth promotes the progress of industrialization, which boosts natural resource exploitation. Adebayo et al. (2022) studied the relationship between natural resources abundance and CO2 emissions for the dataset from 1990 to 2018 in newly industrialized countries. The MOMR approach was employed and its outcome suggests that natural resources abundance increases CO2 emissions. Awosusi et al. (2022b) found a positive interconnection between natural resources abundance and CO2 emissions in Colombia for the period from 1965 to 2019. Gyamfi et al. (2022) performed research that focused exclusively on the natural resources abundance-emissions interconnection in G7 economies for the period spanning from 1990 to 2016. The investigation concluded that there is a positive interconnection between natural resources abundance-emissions. Liu et al. (2022) used the MOMR approach to investigate the interrelationship between natural resources abundance-emissions in G7 nations. They established that natural resources abundance increases emissions. Majeed et al. (2022) probed into the interrelationship between natural resources abundance and CO2 emissions for different income groups from 1971 to 2018 using the FMOLS and DOLS approach. The findings indicate a positive interconnection between natural resources abundance and CO2 emissions in high-income nations while natural resources abundance mitigates CO2 emissions in lower or middle-income nations. The research of Caglar et al. (2022) inspected the interconnection between natural resources abundance and CO2 emissions in BRICS nations from 1990 to 2018. According to the empirical results, natural resources abundance to the increase of CO2 emissions.
2.1.4 Trade Globalization and CO2 emissions
Studies evaluating the effect of the trade aspect of globalization on carbon emissions are relatively few. For instance, the study of Ahmed and Le (2021) investigated the effect of trade globalization on CO2 emissions in six selected ASEAN countries. The research analysis is based on the dataset ranging between 1996 and 2017, suggesting that trade globalization is a good parameter in achieving a sustainable environment for these countries since it mitigates emissions. Later on, the research of Murshed et al. (2022) for Argentina, affirms a contrary outcome that trade globalization increases the emissions level in Argentina. However, the investigation into globalization as a whole on emissions had been examined by several studies, such as; Adebayo et al. (2021e) employed the ARDL approach to inspect the interconnection between globalization and CO2 emissions in South Korea from 1980 to 2018. Based on the empirical results, a positive connection is evident between globalization and CO2 emissions. Adebayo and Kirikkaleli (2021) applied the wavelets tools to scrutinize the connection between globalization and CO2 emissions. The findings unveiled a positive interrelationship between globalization and CO2 emissions. Pata (2021) studied the interconnection between globalization and CO2 emissions in BRICS countries and affirms that globalization increases CO2 emissions by employing the dataset ranging between 1971 and 2016. Using the panel data of One Belt One Road (OBOR) nations, Bilal et al. (2022) investigated the association between globalization and CO2 emissions using the period ranging between 1991 and 2019 and found a positive interrelationship between globalization and CO2 emissions in South Asia and OBOR nations. Conversely, a negative interaction was confirmed between globalization and CO2 emissions in the Southeastern, Central, and Eastern regions of Asia, Europe, and MENA.
As a result, the above-mentioned analysis of the literature identifies the important gaps that this current research seeks to address to complement the current body of knowledge. As a result, the policy conclusions of this research can be expected to enable the quest of Uruguay to achieve a sustainable environment and development while also assisting other similar developing economies in this milestone.
2.2 Theoretical Framework
The increasing economic expansion in Uruguay is fueled by considerable use of energy and complimented by the rapid cross-border flow of goods and services via globalization. Along with these factors, the availability of natural resources provides Uruguay with leverage to stimulate economic expansion. With the surge in economic growth in Uruguay, the financial sector will also improve, over time.
Unfortunately, an energy-driven economy such as the Uruguay economy continues to have a negative environmental externality in the form of carbon emissions. Demand for energy in the industrial sector continues to increase as a result of globalization, and the current innovations in the energy sector were insufficient to minimize this level of emissions. Underdeveloped financial institutions offer finance for economic operations (low-cost borrowing to families and enterprises), which encourages energy demand while simultaneously degrading the environment (Kirikkaleli et al., 2022). A robust financial sector can help to improve environmental sustainability by allocating more resources towards clean energy and mobilizing the money needed to invest in environmentally friendly infrastructure and assure environmental sustainability (Batool et al., 2022).
Furthermore, it should be noted that Uruguay is rich in natural resources, and the country’s developmental rate may not be sustainable. As a result, the country may have to depend on its natural resource reserves to meet its energy needs. The majority of these natural resources contain the composition of molecular hydrocarbon, and when consumed, they oxidized, resulting in CO2 emissions (Ma et al., 2019). As a result of the availability of natural resources and the growth, trajectory worsens environmental quality.
3 DATA AND METHODOLOGY
3.1 Data
This study evaluates the impact of natural resources, economic growth, financial development, and trade globalization on carbon emission in Uruguay. This present study uses a dataset ranging from 1980 to 2018. However, the unavailability of data hampered the period of study and sample size. For this study, carbon emissions are the endogenous variable, and these variables: natural resources abundance, economic growth, financial development, and trade globalization are the exogenous variables. All the variables of the investigation are transformed into a natural log to reduce heteroscedasticity. However, the sources, metrics for the variable of concern are presented in Table 1.
TABLE 1 | Description of variables.
[image: Table 1]The model for this study is constructed as follows:
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Where: CO2, GDP, NRR, FD, TGLO, and [image: image] denote carbon emissions, economic growth, natural resources, financial development, trade globalization, and the error term, t indicates the period of consideration (1980–2018).
The trade-off between GDP and the environment has been established in energy literature. Therefore, we anticipated that the coefficient between CO2 emissions and GDP is positive, i.e., [image: image]. Resource extraction accelerates economic growth and degrades environmental quality. As a result, it is anticipated that natural resource abundance will have a negative impact on environmental quality. i.e., [image: image]. Trade globalization considers the participation of Uruguay in terms of foreign trade. When trade globalization has a high (low) value, it indicates that Uruguay’s participation in trade with other nations is at a higher (lower) degree. When [image: image] has a positive sign. i.e., [image: image], it indicates that trade globalization is expected to develop pollution-intensive sectors, thereby degrading the environment in Uruguay. Conversely, having a negative sign for the coefficient of trade globalization. i.e., [image: image], suggests that globalization through the conduit of trade globalization is expected to improve the quality of the environment. However, certain research, such as Usman et al. (2022) conclude that financial development has a positive connection with CO2 emissions. They argue that financial development encourages research & development as well as green energy initiatives thereby stimulating innovation and, as a result, contributes to the enhance the quality of the environment. .i.e., [image: image], Some research, however, such as Pata (2018), Batool et al. (2022), and Adebayo et al. (2021b), argue that financial development increases the deterioration of the environment. They asserted that the financial sector is usually financially motivated rather than environmental consciousness and that convenient availability of financial services stimulates the usage of the resource. As a result, financial development is expected to degrade the environment if it is not eco-friendly. i.e., [image: image].
3.2 Methodology
Pesaran et al. (2001) developed the ARDL bounds testing approach to investigate long-run interconnectivity among variables having a mixed integration order I (1) or I (0) but not I (2). When utilizing this method, the dependent variable (i.e., CO2) needs to be I (1) (Pesaran et al., 2001). The benefit of this approach are as follows: (1) it is suitable for small sample size (Kirikkaleli et al., 2021); (2) it accommodates a mixed order of integration during analysis (Kalmaz and Awosusi, 2022); (3) endogeneity issues are solved.
The previous unrestricted ECM is used to evaluate cointegration.
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Where: [image: image], [image: image], an d [image: image] indicate the difference operator, short and long term coefficients, [image: image] denotes the error term and [image: image] indicates intercept. By including the ECM into the ARDL, Eq. 3 is transformed into Eq. 4:
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Where: the degree of short-run modification to achieve long-term equilibrium and ECT symbolizes the error correction term. This coefficient’s predicted sign [image: image] is, as expected, significant and negative. The ARDL approach was used to investigate the dynamic connection between CO2 emissions and its determinants after discovering the cointegration connection in Eq. 4.
3.3 Frequency Domain Causality Test
However, when the coefficients of the interaction are disclosed, the direction of the interaction amongst parameters is unpredictable, i.e., the causal relationship between CO2 and GDP or vice versa. But, such an analysis could not be pursued using non-linear analysis. As a result, the frequency domain causality technique was used in this work, which is an innovation of Breitung and Candelon (2006). The spectral BC causality technique is another name for this test. In comparison to a causality time-domain method that solely shows time series variability. For simplicity, it can identify causal interaction between two series at long, medium, and short term. This test uncovers the magnitude of frequency-domain assessment, which may be employed to discover nonlinearity and causal cycles at both high and low frequencies. One of the major strengths of this approach is the ability to uncover causal connections between sets at different frequencies. The approach is centered on the reconstructed Vector Autoregressive (VAR) interaction between x and y, which is written as:
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To select the optimal lag ([image: image]), the study used the Akaike Information Criterion (AIC). The null hypothesis is stated as:
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The vector that connects the y coefficients is denoted as [image: image]:
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t = [image: image], which indicates t as period and is connected to the frequency [image: image].
4 FINDINGS AND DISCUSSIONS
The descriptive nature of the dataset which includes the normality of the data used must be uncovered before the actual assessment (such as unit root, cointegration, and other modelling techniques) is undertaken. However, the descriptive natures of the dataset of concern are presented in Table 2. The findings show that the mean values of CO2, TGLO, FD, NRR, and GDP are within the normal range, indicating that there are no outliers in the dataset. However, the computed standard deviation values suggest that there is an appropriate degree of variance in the data for all parameters under consideration. Moreover, the computed skewness of all parameters used is within the range of −1 to +1. For the Kurtosis, the computed value is less than three for all parameters under consideration. This indicates that all the parameters used are normally distributed, which is corroborated by the Jarque-Bera value and probability. Thus, the dataset has an appropriate degree of normality and can be used for further research and policy decision.
TABLE 2 | Descriptive statistics.
[image: Table 2]After the normality testing via descriptive statistical evaluation and before the implementation of cointegration, unit root tests should be used to assess the parameters’ nature of stationarity. This stage is vital since it not only aids in determining the nature of stationarity of the parameter used but, it also serves in deciding on an appropriate test for subsequent analysis. We used ADF and PP unit root testing in this current research. Table 3 shows the outcome, which reveals that all of the parameters under consideration are stationary at first difference except for GDP wherein it is stationary at level. As a result, the data is best suited for co-integration as well as the ARDL estimator.
TABLE 3 | Unit-roots outcome.
[image: Table 3]The unit root evaluation provides information on the presence of co-integration in the dataset. As a result, we conducted the bounds co-integration test using the critical value of Kripfganz and Schneider (2018) to determine whether or not there is a co-integration relationship between the parameters used. Table 4 displays the findings of the co-integration analysis. Having compared the computed F and T statistics of the bound testing procedures with the critical values of Kripfganz and Schneider (2018). The null hypothesis of no cointegration is rejected at 1 and 5% significant levels for F-statistics and T-statistics, respectively. One can demonstrate the presence of a long-run relationship (co-integration) among the variables of interest. Similarly, this technique has significant implications for long-term assessments. Thus, we confirmed long-run cointegration amongst parameters of research. As previously noted, the study utilizes the ARDL approach to uncover the findings. As a result, the next part focuses on discussing and presenting the outcomes of this approach.
TABLE 4 | Bounds testing outcomes.
[image: Table 4]The emphasis of this current study is to examine whether trade globalization contributes to CO2 emissions. In addition, this current research tends to probe into the impact of economic growth, natural resources, and financial development in Uruguay. Bearing in mind that the major goal of this current research and the findings are presented in Table 5, we uncover a positive interaction of trade globalization with CO2 emissions. The finding reveals that increasing the level of trade globalization by 1% will contribute to the level of CO2 emission by 0.497 and 0.289% in long and short, respectively. Meanwhile, trade globalization promotes growth in the economy, whereas, its effects on the environment are unfavorable. As a result, the tradeoff between trade globalization and the environment should be win-win rather than one-sided. Since one-way situation poses serious issues on the environment in the long term. Furthermore, natural resources can have a tremendous impact on economic expansion and climate change. As a result, assessing the contribution of natural resources to the environment is critical. Only a few research have been conducted on this phenomenon in the past. Thus, generalizations of outcomes from those research are limited. As a result, we tend to develop an investigation on natural resources and the environment by assessing the effect of natural resources in terms of CO2 emissions in Uruguay in this current study. The ARDL estimates suggest that natural resources positively influence carbon emissions in Uruguay. As seen in Table 5, a 1% increase in natural resources will result in an increase in CO2 emissions by 0.160% in the long term and 0.129% in the short term.
TABLE 5 | ARDL estimator result.
[image: Table 5]Also, the role of economic growth will be examined, based on the findings in Table 5, economic growth has a significant impact on Uruguay’s CO2 emissions. According to the estimates from the ARDL approach, a 1% increase in the economic expansion in Uruguay increases the country’s carbon emissions by 2.249% in the long term and 1.766% in the short term. Finally, considering the significance of financial development to an economy, we have addressed the effect of financial development in terms of carbon emissions. The findings indicate that foreign direct investment does not influence Uruguay’s carbon emission in both the long and short term.
The results of the diagnostic tests show that our model is devoid of the following issues: heteroscedasticity, non-normality, misspecification, and serial correlation as presented in Table 6. Figure 1 also displays the plots of the CUSUM and CUSUMSQ, in which they are within the 5% significance level, indicating the model’s stability. Based on all diagnostic evaluations carried out we conclude that the estimates of the ARDL approach can be used in formulating robust and reliable policy initiatives.
TABLE 6 | Model diagnostic tests outcomes.
[image: Table 6][image: Figure 1]FIGURE 1 | Stability test.
Furthermore, having established the impact of each parameter on carbon emissions, this current study improves the robustness of the empirical results by utilizing the spectral causality test developed by Breitung and Candelon (2006) to investigate the causal interaction between CO2 emissions and determinants. This technique has gradually attracted considerable attention since it has been used by numerous scholars in the energy and environment literature, i.e., (Alola et al., 2021; Su et al., 2021; Xu et al., 2022). This test can generate long, medium, and short-term findings depending on different frequencies. Figures 2A–D showcases the estimated results. In an attempt to determine the causality relationship from trade globalization to CO2 emissions. We discovered strong evidence to refute the null hypothesis that trade globalization does not granger causes CO2 emissions in the long run based on Figure 2A. As a result, trade globalization is a strong predictor of Uruguay’s CO2 emissions in the long run. In addition, we discovered evidence to refute the null hypothesis of no causal relationship from natural resources to CO2 emissions in the medium and long run. As highlighted in Figure 2B, we can suggest that there is a causal relationship from natural resources to CO2 emissions in the long and medium run in Uruguay. As a result, natural resource is a significant predictor of Uruguay’s CO2 emissions in the long and medium run. In addition, the outcome of the spectral causality test in Figure 2C affirmed that we reject the null hypothesis of no causal relationship from economic growth to CO2 emissions in the long, medium, and short run. Thus, economic growth is a significant predictor of Uruguay’s CO2 emissions in the long, medium, short term. Finally, for financial development, as seen in Figure 2D, we fail to reject the null hypothesis of no causal relationship from financial development to CO2 emissions.
[image: Figure 2]FIGURE 2 | Spectral BC causality from TGLO to CO2. (A) Spectral BC causality from NRR to CO2. (B) Spectral BC causality from GDP to CO2. (C) Spectral BC causality from FD to CO2 (D).
4.1 Discussion of Findings
The outcomes of this current study exhibit a positive relationship between trade globalization and carbon emissions. This research indicates that the policies towards trade globalization are anticipated to have a negative impact on Uruguay’s environment. It has become obvious that trade globalization is a major determinant that contributes to environmental degradation. This conclusion is reinforced by the notion that Uruguay is primarily reliant on fossil fuels, implying that the country maintains its competitive advantage in the manufacture of pollution-intensive commodities through the usage of fossil fuels. Thus, Uruguay’s determination to progressively integrate its economy could improve and encourages the growth of polluting industries, causing the country a net exporter of these goods, thereby contributing to the increase in carbon emissions in major sectors like the agricultural, manufacturing, and energy sectors. Our outcome aligns with the findings of Murshed et al. (2022) who conclude that trade globalization degrades the environment in Argentina. However, the study of Ahmed and Le (2021) established a contrary viewpoint by establishing that trade globalization mitigates CO2 emissions in six selected ASEAN countries. As a result of the findings, a fresh debate regarding policy formation are been opened up based on the perspective of developing countries.
Additionally, natural resource policies serve as a critical bedrock for managing resources, usage, and conservation. This current research emphasized the impact of natural resources in terms of CO2 emissions concerning the challenges of climate change in the country as well as the depletion of natural resources. As a result, we expect the insights of this study can serve as a baseline for developing regulations linked to natural resource and environmental management. The current study’s outcomes show that natural resources impede the quality of the environment in Uruguay, wherein CO2 emission levels surge. This result is consistent with the previous remark that the revenue from the natural resource is primarily diverted towards further production pathways or exploitations of natural resources that could contribute to subsequent environmental degradation. This outcome agrees with Adebayo et al. (2022) whose investigation was focused on the dataset of newly industrialized countries and found that natural resources increase CO2 emissions. Awosusi et al. (2022b) in Colombia, Caglar et al. (2022) in BRICS economies, and Liu et al. (2022) in G7 economies concluded that natural resources degrade the environment.
This current study discovered that a rise in Uruguay’s economic growth contributes to an increase in the country’s CO2 emissions. It indicates that the trajectory in both the long and short term suggests that Uruguay tends to enjoy and accept more economic benefits at the expense of environmental quality. This finding is predictable considering that the most of developing economies, like Uruguay, are experiencing rapid economic growth in the last decade while also simultaneously increasing the overall CO2e emissions levels. The excessive dependence on the utilization of fossil fuels to satisfy the requirement of the business and residential sectors raises CO2 emissions. Under such circumstances, the implications of Uruguay’s undesirable environmental ramifications of economic development are validated. This current study’s results are consistent with those of Adebayo et al. (2021c), who discovered that GDP increases the CO2 emission level in Japan. He et al. (2021) conducted research in the top ten energy transition economies and discovered that GDP has a positive impact on CO2 emissions. Adebayo et al. (2021g), Adebayo and Rjoub (2021), and Akadiri and Adebayo (2021) discovered a positive connection between GDP and CO2 emissions in South Korea, Argentina, and India, respectively.
Furthermore, we discovered that financial development does not impact environmental deterioration in Uruguay. Given that developing countries like Uruguay, have a financial sector, that is, still undeveloped, borrowed monies are intended to be invested in polluting industries without the threat of getting penalized under environmental protection regulations. Moreover, considering that the developing countries in the Latin American region depend heavily on the importation of fossil fuels, the additional financial resources are unlikely to necessitate the investment in environmentally friendly industrial operations. This current study’s results agree with those of Ayobamiji and Kalmaz, (2020), who detected that financial development has no significant impact on the level of CO2 emission in Nigeria. Adebayo et al. (2021a)’s research in Argentina detected that financial development has no significant impact on CO2 emissions. Also, the finding of Adebayo et al. (2021b) for Latin American nations indicates that financial development does not significantly influence CO2 emission in these economies. However, this outcome contradicts the recent studies of Su et al. (2021), who detected a negative interconnection between financial development and CO2 emissions in Brazil, and Batool et al. (2022) found a positive connection between financial development and CO2 emissions in a selected developing nation in Southern and Eastern Asian region.
5 CONCLUSION AND POLICY RECOMMENDATION
5.1 Conclusion
This current research probes into whether trade globalization affects carbon emissions. Moreover, we also ascertain the impact of economic growth, financial development, and natural resources on CO2 emissions in Uruguay. The empirical assessment was conducted with bounds testing procedures, the ARDL approach, and the spectral causality test, which offers precise insights. Premised on our evaluation, the bounds testing procedures, as well as the critical values of Kripfganz and Schneider (2018), confirm that there is a cointegrating interaction between CO2 emissions and these determinants (trade globalization, economic growth, financial development, and natural resources). Moreover, from the outcome of the ARDL approach, we observed that trade globalization, economic growth, natural resources contribute to CO2 emissions in Uruguay. Furthermore, we uncover that financial development does not impact CO2 emissions in Uruguay. The outcome of the spectral causality test detected that trade globalization, economic growth, and natural resources forecast CO2 emissions with the exclusion of financial development. Taking into account the outcomes, the research made certain policy recommendations.
5.2 Policy Recommendation
The following policy ramification is made based on the empirical outcome of this present study: the adverse effect of trade globalization on the environment suggests that policies should be tailored towards international trade must be reassessed, and the restrictions placed on the exportation of polluting-intensive commodities must be reinforced. Such an effort would restrain the growth of polluting industries while promoting the growth of comparatively cleaner sectors. As a result, carbon emissions from the agricultural, manufacturing, and industrial sectors can be greatly decreased.
Secondly, the empirical findings indicate that natural resources degrade the environment. Considering this finding, there is a need for the government to mitigate the overexploitation of natural resources, which can be achieved through tightening and strengthening the prevailing natural resource tax legislation. Furthermore, green tax guidelines that are both sustainable and environmentally beneficial should be implemented to encourage green investment.
Next, in light of the impact of economic growth on CO2 emission, the government must align its present economic growth policies towards the green initiatives so that subsequent economic expansion in Uruguay does not undermine the quality of the environment. This emphasizes the need for Uruguay to experience a sustainable energy transition, in which the country’s energy demand is satisfied by generating energy through renewable energy sources.
The empirical outcome concludes that financial development does not impact CO2 emissions. From this perspective, Uruguay should exert effort towards ensuring that the financial sector achieves the goal of a sustainable environment. As a consequence, initiatives to implement green financing techniques should be prioritized; thereby ensuring that the support for green investments initiatives is critical. Likewise, we proposed that the government of Uruguay should raise funds that support programs aimed at combating global warming; therefore, climate finance is essential to enhance the environmental outcomes associated with financial development.
Despite the study’s considerable contribution to environmental literature, particularly in Uruguay. Meanwhile, this present study has several drawbacks. These drawbacks stem from the study’s utilization of only a few parameters. Future research may incorporate more parameters and investigate their impact on various environmental metrics. Also, upcoming research should undertake this connection with the framework of the Environmental Kuznets curve or Stochastic Impacts by Regression on Population, Affluence, and Technology (STIRPAT). Given the unavailable datasets, it would be desirable to address these constraints in the future study. Upcoming studies can employ a non-linear approach to determine the effect of the studied variables.
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Attaining cleaner production is a major challenge for BRICS economies. In this context, this study explores the effect of financial globalization on renewable energy consumption in BRICS economies from 1990 to 2018. It is probably the first research to study the linkage between financial globalization and renewable energy consumption. Therefore, this research adds to the current literature by presenting new empiric evidence on how financial globalization, in conjunction with environmental innovations, energy productivity, energy prices, and economic growth, affect renewable energy consumption in BRICS economies. In doing so, this research utilized novel econometric methods such as continuously updated fully modified (CUP-FM) and continuously updated bias-corrected (CUP-BC) techniques to evaluate the long-run results. The empirical findings show that financial globalization, environmental innovation, energy productivity, and energy prices promote renewable energy consumption. In contrast, economic growth impedes renewable energy consumption. This study suggests that governments and policymakers in BRICS countries should consider financial globalization and the increasing role of environmental innovations to increase the renewable energy share, which can be the appropriate solutions to the environmental challenges and achieve the Paris Climate Agreement’s goals. BRICS economies require speeding up permits for renewable energy projects, raising tax credits, including substantially more grants and loans, extending timelines for pandemic-affected projects, and investing directly in emerging clean energy sources.
Keywords: financial globalization, environmental innovation, CUP-FM, CUP-BC, renewable energy consumption (REC)
1 INTRODUCTION
The most critical challenges are climate change and environmental deterioration to accomplish environmental sustainability in the 21st century (Zhenmin and Espinosa, 2019). Rapid economic expansion, industrialization, and higher energy consumption have made climate change more disastrous (Zaman and Moemen, 2017; Mesagan and Chidi, 2020). To cope with the rising energy consumption and environmental problems, countries worldwide are formulating policies considering the Paris Agreement (COP21) to curb global warming to less than 2°C (United Nations, 2020). Researchers have found different strategies and policies to combat environmental deterioration and increase energy consumption. Among others, the development and usage of renewable energy have ecological and economic benefits. Renewable energy is critical in achieving energy security and independence from fossil fuel markets (Anton and Afloarei Nucu, 2020). Therefore, higher renewable energy consumption (hereafter REC) is an essential component of the national planning agenda for smart, sustainable, and inclusive growth (Binz et al., 2017; Liu et al., 2019).
The energy sector is one of the most capital intensives compared to other industries. Renewable energy projects require a high initial investment relative to fossil fuel energy. Despite the increasing role of energy from renewable sources in sustainable economic growth, there is little about how globalization affects REC. It is argued that globalization is considered a valuable tool to mitigate environmental degradation (Wang et al., 2020) because globalization promotes REC (Padhan et al., 2020). Globalization is a part of financial liberalization and openness that increases renewable energy research and development (Gozgor et al., 2020). A well-developed and sound financial system offer more funds for renewable production at a lower cost, giving rise to improved financing, which sequentially increases renewable energy production and consumption. Thus, improvements in the financial sector through financial globalization are likely to benefit the renewable energy sector, particularly for raising external funds for renewable energy projects.
Moreover, financial globalization and liberalization of capital markets enhance the interaction between financial channels and international firms, which may have ample technological power transfer for renewable energy and research and development to the host country (Eren et al., 2019; Fan and Hao, 2020; Sabishchenko et al., 2020). Therefore, governments have options for environmentally friendly and cost-effective solutions because of increased demand for energy consumption and environmental degradation. Likewise, environmental innovations are considered efficient ways to lessen carbon emissions and promote REC (Alvarez-Herranz et al., 2017; Li et al., 2020). Geissdoerfer et al. (2017) also pointed out that the circular economy (sustainable) may not be possible without environmental innovations (Shpak, 2021).
The BRICS (Brazil, Russia, India, China, and South Africa) economies are among the top 10 largest and fastest-growing energy producers and consumers globally (BP Statistical Review of World Energy, 2020). REC in BRICS economies has also grown steadily in the last few decades. However, considerable disparities exist in the usage of renewable energy among BRICS economies (Zeng et al., 2017). Brazil has achieved a high share in renewable energy in its final gross energy use (43.79%), after that India (36.02%), South Africa (17.15%), China (12.41%), Russia (3.30%) (see Figure 1) in the year of 2018 (World Bank, 2019). Anton and Afloarei Nucu (2020) believed that REC and its development depend on countries’ financial conditions. However, other factors may affect discrepancies, such as geography and other domestic factors, despite financial and economic aspects. For Instance, Brazil has the highest forested area in BRICS, and hydroelectric power generation is being the most vital source of renewable energy with a share of 63.8%, followed by biomass, biogas (8.9%), wind (9.3%), and solar centralized (1.4%). In contrast, Russia is categorized with vast land area, low population, and rich in minerals. India has the world’s fifth-largest wind energy industry, with a volume of 22. GW. China’s renewable energy is growing faster in the hydroelectric and wind power sectors than in other countries. That seems to be evident as a circular economy is an economic model which is the reasonable use and recovery of natural resources based on reducing, reusing and recycling (Ślusarczyk, 2012; Pathak and Shah, 2019).
[image: Figure 1]FIGURE 1 | Renewable energy consumption (REC), % of final energy consumption.
Why BRICS countries? This study focuses on BRICS economies for many reasons. First, BRICS countries represent an overall 21% of global GDP, covering half of the world’s population and consuming 40% of total energy. Second, for the past two decades, these BRICS countries have been at the forefront of global economic progress, and their GDP increased from $4,985 US billion (constant 2010) to $7,719 US billion from 1990 to 2018. Investment in BRICS is rapidly growing (Zeng et al., 2017). Furthermore, financial cooperation among BRICS economies is continually increasing. However, the ambitious pace of economic growth creates significant challenges to their development paths, and these countries are responsible for increasing global carbon emissions (Danishwang, 2019). Third, The BRICS economies face a severe conditions concerning environmental sustainability and energy security.
Moreover, BRICS economies face internal and external pressure to reduce environmental degradation because rapid economic growth has created far-reaching environmental issues. Four, previous research has concentrated on the relationship between globalization and REC; however, the linkage between financial globalization and REC remains un-investigated. Therefore, because of the prominence of financial globalization and environmental innovation, ongoing research aims to fill this gap and examine the linkage among financial globalization, environmental innovation, energy productivity, economic growth, and REC in BRICS economies.
This research contributed to the present literature in several respects. Firstly, the current literature is silent on how financial globalization affects REC. Therefore, this research fills this gap by using the recently developed financial globalization index (Gygli et al., 2019). Secondly, research on environmental innovation and energy productivity is very thin, so our research investigates the effect of financial globalization, environmental innovation, and energy productivity on REC in BRICS economies. Lastly, the advanced panel estimation methodology is applied for this study that counters cross-sectional dependence. Conventional panel data estimators like fully modified ordinary least squares (FM-OLS) and dynamic (D-OLS) consider the panels’ cross-sections are independent. They infer that shocks in one country do not affect other countries. In spite of this, globalization has made economies economically, politically, and socially interconnected. Therefore, this study employs continuously updated full modified (CUP-FM) and continuously updated bias-corrected (CUP-BC) techniques presented by Bai et al. (2009) to get robust and reliable findings.
The remaining article is structured in this way. Section 2 unveils the literature review encompassing the determinants of REC. Section 3 presents the theoretical framework, model construction, and data. Section 4 explains the econometric methods. Section 5 debates the results and discussions. The conclusion and policy recommendations are summarized in Section 6.
2 LITERATURE REVIEW
Considering the increasing threat of climate change and global warming because of greenhouse gas emissions (GHG), A growing global consensus favours the development and usage of renewable energy to reduce fossil fuels. Nevertheless, renewable energy sources are rapidly increasing (International Energy Outlook, 2020), but it still has a relatively small share of overall energy consumption. Recently, a significant volume of literature emerged to determine renewable energy development (Sadorsky, 2009; Salim and Rafiq, 2012; Omri and Nguyen, 2014; Zhao and Luo, 2017; Ali et al., 2018; Buturache and Stancu, 2021). Bhattacharya et al. (2016) stated that energy sustainability is related to a clean environment, a productive energy structure, and fewer carbon emissions.
Besides, a substantial part of the research explores the determining factor of REC. The most widely known elements that affect REC are energy prices, regulatory system, environmental pollution, energy consumption, energy security, renewable energy potential, political environment, financial flows, and economic growth. The pivotal study of Sadorsky (2009) and Chang et al. (2009) established a sound base for forthcoming researchers to explore the determining factor of REC. In the past 10 years, most researchers deemed energy prices and economic growth are the core variables of REC (Sadorsky, 2009; Lucas et al., 2016; Romano and Scandurra, 2016; Lin and Omoju, 2017; Lu, 2017; Nicolini and Tavoni, 2017; Nyiwul, 2017; Oláh et al., 2020; Shahzad et al., 2021a; Shahzad et al., 2021b). The researchers subsequently incorporated environmental variables to investigate the link between REC and economic growth (Lucas et al., 2016; Romano and Scandurra, 2016; Lu, 2017; Nicolini and Tavoni, 2017; Nyiwul, 2017; Shahzad, 2020). Lucas et al. (2016) proposed energy consumption and energy security as the determining factor of REC. Lin and Omoju (2017) incorporated fossil fuels, renewable energy potential, and regulatory framework into the existing literature listing determinant factors of REC. Nyiwul (2017) introduced the population, and Yao et al. (2019) described human capital as determining REC. Recently, Li et al. (2020) included environmental innovation and energy productivity in explaining REC.
Following a review of the research on REC determinants, certain important conclusions can be reached. Firstly, economic growth and energy prices gained more attention. Secondly, minimal importance is devoted to financial development and other important variables that can affect REC, for example, structural and institutional variables. A few studies also examine the connection between financial development and REC; however, their findings are inconclusive. The literature’s mixed results may also be due to non-financial factors such as availability of resources, geographic location, orography, and the country’s own social and political context (Anton and Afloarei Nucu, 2020; Wang, 2022; Wang et al., 2022). The overall KOF globalization indices introduced the specific dimension as a sub-indices called the financial globalization index (Gygli et al., 2019).
Financial globalization may help countries lower energy demand by importing energy technologies (Baek et al., 2009). Also, there is a disagreement about using the dependent variable to evaluate REC determinants. For example, some researchers used all levels of REC per capita (Sadorsky, 2009). Some scholars have adopted the share of all renewable energy in whole energy consumption (Marques et al., 2010; Martínez-Zarzoso and Maruotti, 2011; Majeed et al., 2021a), whereas others employed non-hydro-renewable energy produced from electricity (Omri and Nguyen, 2014; Zeb et al., 2014; Cadoret and Padovano, 2016; Romano and Scandurra, 2016; Carley et al., 2017; Mariyakhan et al., 2020). Following previous studies of Apergis and Eleftheriou (2015); Li et al. (2020) this research utilizes total REC as the response variable. This research fills the literature gap by proposing new determinants that may impact REC. In approximating the equation for REC, we add energy productivity as a control variable. However, to our best knowledge, no single research has investigated the effect of financial globalization on REC. This research contributes to the current literature by identifying financial globalization as a new determinant of REC.
3 THEORETICAL BACKGROUND, DATA, AND MODEL CONSTRUCTION
3.1 Theoretical Background
The theoretical mechanism through which financial globalization and environmental innovation, energy productivity, economic growth, and energy prices affect REC is described in this section. The existing literature is silent on the association between financial globalization and REC. So, for the intent of this research, we have explained the effect of financial development on REC because financial globalization demonstrates the global impact of financial development (Gygli et al., 2019). Existing literature has provided mixed results for the association between financial development and REC (Shahbaz et al., 2016; Topcu and Payne, 2017; Destek, 2018; Zuo et al., 2022). The overall interpretation of the positive association can be split into three ways: direct impact, business impact, and wealth impact (Sadorsky, 2011a; Sadorsky, 2011b). The direct impact is where the demand for durable products is raised by financial easing, contributing to greater energy usage. The business impact indicates the firm’s response to the growing demand occurs by utilizing financial resources (loans) to extend the production base, resulting in a rise in energy use. Finally, the wealth impact takes capital market behaviour into account and reflects customers’ and businesses’ confidence in the economy. Such confidence is fueled by the rising stock market, thereby providing customers and businesses with confidence in economic growth, rising energy demand.
The existing literature shows that financial development facilitates sustainable energy sources, resulting in renewable energy ventures (Chandrashekeran et al., 2015; Neville et al., 2019). Further, economic growth raises energy demand and places pressure on the economy to ensure the sustained availability of energy to ensure a steady growth trend (Ozcan and Ozturk, 2019). But the effect of extensive utilization of resources, especially traditional energy sources such as fossil, coal, and oil, leads to a deterioration of the environment and additional economic costs. Bhattacharya et al. (2016) assert the negative economic growth resulting from higher investment costs in renewable energies. Thus, countries have shown a keen interest in finding and using alternative renewable energy sources over the past decade and trying to replace them with the impacts of green environmental concerns. Research should focus on more significant environmental innovation (de Jesus et al., 2016; Park et al., 2017). Hojnik and Ruzzier (2016) indicate that laws serve as a mainspring for businesses to embrace environmental innovation by reducing manufacturing costs and compliance with environmental policies. This competition also pushes enterprises to be leaders in environmental innovation and gain an advantage of the first mover (Nidumolu et al., 2009; Ahmad et al., 2022).
These organisational measures encourage new green manufactured goods and focus on a new marketplace for customers and investors with environmental concerns (Porter and Van Der Linde, 2017). Therefore, environmental innovation could promote a change from non-REC to REC to reinforce their reputation in stakeholders’ eyes. Energy productivity also improves energy efficiency and reduces CO2 emission and GHG, which is linked to the greater usage of renewable energy sources (Li et al., 2020). However, energy is an essential component of residential use and commercial output. REC is obtaining traction as an alternate energy source because of increasing energy prices and the control of conventional energy supplies by a small number of vendors, which also describes the positive link between energy prices and REC (Ju et al., 2017; Troster et al., 2018). Evidence indicates that increasing energy prices often push innovation Popp (2002) which inevitably results in cheaper renewable energy sources than conventional energy sources. Leng Wong et al. (2013) also reported that increased energy prices decrease traditional energy usage and increase REC.
3.2 Model Construction
In order to look into the effect of financial globalization on REC in the existence of economic growth, environmental innovation, energy productivity, and energy prices explained in the theoretical framework. The econometric model used is as follows:
[image: image]
The model variables are changed into natural logarithm form for empirical estimation to reduce data sharpness and improve distributional properties. Data autocorrelation and heteroskedasticity can be curbed by natural logarithmic conversion. The results of a log-transformed model are more reliable and effective than linear transformation. The empirical model’s log-transformed version is as follows:
[image: image]
Eq. 2 i signifies the countries, and t describes the year. [image: image] expresses the error term, and β describes the coefficients. REC indicates renewable energy consumption. FG, GDP, ET, EPR, and EP show financial globalization, economic growth, environmental innovation, energy productivity, and energy prices.
The study included financial globalization as a new determinant of REC. As a subset of the KOF Globalization Index, financial globalization illustrates the global impact of financial development (Gygli et al., 2019). Countries can embrace new technology and transition the economy to a more sustainable energy source (Anton and Afloarei Nucu, 2020; Shahzad et al., 2022). Therefore, we expect that financial globalization in BRICS countries will increase REC, i.e., [image: image]. Following previous studies, Anton and Afloarei Nucu (2020); Moreno et al. (2012); Uzar (2020), we employ GDP to measure economic growth when determining the economic growth effect on REC for the BRICS countries. The anticipated impact of economic growth on REC is negative, i.e., [image: image] As a result of significant research and development investment, environmental innovation can transform the economy into renewable energy sources (Alvarez-Herranz et al., 2017; Li et al., 2020). Therefore, in BRICS countries, we anticipate the positive effect of environmental innovation on REC, i.e., [image: image]. This study introduces energy productivity in addition to environmental innovation, which is an attempt to enhance energy efficiency and minimize carbon emission and other GHG that are directly connected to the surge REC (Li et al., 2020). We expect energy productivity to impact REC, i.e., positively [image: image]. Prior studies found that energy prices are one of the most important variables to describe REC (Chang et al., 2009; Sadorsky, 2009; Carley et al., 2017; Lin and Omoju, 2017; Lu, 2017; Nicolini and Tavoni, 2017; Nyiwul, 2017; Li et al., 2020). According to Khan et al. (2020) renewable energy replaces non-renewable energy, like fossil fuels, especially caused by the substitution impact; we anticipate a positive effect on REC from the energy prices, i.e., [image: image]
3.3 Data
This research explores the determinants of REC in BRICS economies, covering the years 1990–2018. The study has used REC as a dependent variable. Financial globalization, economic growth, environmental innovation, energy productivity, and energy prices are independent variables. Data on REC, economic growth, and energy prices are taken from the World Bank database; financial globalization is from Swiss Economic Institute; environmental innovation and energy productivity are retrieved from the OECD database. Table 1 shows the description, measurement, and data resources for variables.
TABLE 1 | Variable description.
[image: Table 1]4 ECONOMETRIC METHODOLOGY
Before testing the stationarity properties and the long-run association between the variables, we incorporate the cross-sectional dependence (CD) analysis introduced by Pesaran (2004).Because the panel data typically display CD because countries are interconnected at the global and regional levels. If the research findings do not evaluate CD, the estimation methods would be inconsistent and biased (Phillips and Sul, 2003; Paramati et al., 2017). Thus, In the panel data, the CD must be checked. In this analysis, to measure CD, two distinct methods are used. First, the CD examination was developed by Pesaran (2004). The calculation for the CD assay is given as follows:
[image: image]
Where sample size is shown by N, time is indicated by T, and [image: image] demonstrates the cross-sectional error correlation estimation of economy i and j. Breusch and Pagan (1980) proposed the Lagrange Multiplier (LM) technique to examine CD. The following equation is used to test CD for the LM test:
[image: image]
Where i stands for cross-section measurements, t reflects the duration of the research.
4.1 Unit Root Tests
The first-generation unit root scrutiny results are unreliable in the presence of CD. Therefore, the second-generation unit root techniques have gained popularity (Zafar et al., 2019). Thus, this research analyzed the stationarity of the studied variables by applying CADF and CIPS to stand for cross-sectional augmented ADF and augmented IPS, respectively. The credibility of the analyses improves by utilizing the appropriate unit root examination within panel data in the existence of CD. Pesaran (2007) developed the following equation to evaluate the unit root:
[image: image]
Where difference operator denotes by [image: image], evaluated variable shown by [image: image], individual intercept expressed by [image: image], time trend represented by T and error term explained by [image: image]. The Schwarz Information Criterion approach defines the lag length. The null hypothesis for both measures is that neither variable is stationary, but the alternative hypothesis is that at least one individual in a panel data time series is stationary.
4.2 Panel Cointegration Test
Before calculating the long-term variables, we confirm the underlying variables are cointegrated or not. As the panel cointegration tests of the first and second generation cannot jointly cope with structural breaks and CD, i.e., (Pedroni, 2004; Westerlund, 2005; Larsson et al., 2001; McCoskey and Kao, 1998; Westerlund, 2007). Phillips and Sul (2003), Ozcan and Ozturk, (2019) described that traditional cointegration techniques produce deceptive and erroneous outcomes when the model undergoes CD and heteroscedasticity. For that reason, this research employs the Durbin Hausman Group Mean (DHGM) cointegration method proposed by Westerlund and Edgerton (2008). DHGM cointegration method is an advanced method and robust for CD and incorporates multiple structural breaks. Westerlund and Edgerton (2008) approach examines the series through the structural break and regime shift. Westerlund and Edgerton (2008) cointegration analysis presumes that there is no cointegration under null hypotheses compared to the alternate hypothesis of long-run variable relationships. Thus, this analysis should first employ Westerlund and Edgerton (2008) panel cointegration method before obtaining a long-run estimate.
The Westerlund and Edgerton (2008) cointegration analysis equations are described as:
[image: image]
4.3 Long-Run Estimation
Next, we evaluate the long-run connection between financial globalization and REC in the existence of environmental innovations, energy productivity, economic growth, and energy prices. For long-run analysis, Economists suggest several analytical techniques for panel data. In summary, different methods are prone to different shortcomings. Prior studies used first-generation techniques to calculate long-run elasticity, but these techniques overlook the CD (Ulucak and Bilgili, 2018). In the case of CD, the Dynamic Seemingly Unrelated Cointegrating Regressions (DSUR) method produces consistent results in recent literature. However, it ignores the problem of serial correlation and endogeneity. The Mean Group (MG) estimation method introduced by Pesaran and Smith (1995) and the Augmented Mean Group (AMG) approach suggested by Bond and Eberhardt (2013) provide accurate measurements with significantly larger sample size. However, in endogeneity and serial correlation, these techniques are not effective (Ahmed et al., 2020).
In the light of the above discussion, the present research relies on the CUP-FM presented by Bai and Kao (2006). For robustness, the CUP-BC approach was introduced by Bai et al.(2009) to consider some recent research (Ulucak and Bilgili, 2018; Zafar et al., 2019; Ahmed et al., 2020; Xiaoman et al., 2021). We have large samples with high power values by applying these two estimating methods, CUP-FM and CUP-BC. These approaches are more efficient for panel data than other estimating techniques because they can generate correct results even when CD, endogeneity, and autocorrelation are present. These techniques produce unbiased and reliable findings when used with exogenous regressors. These techniques can also deal with mixed I(1)/I(0) factors and produce reliable outcomes. These methods can estimate consistent results even if there is no endogeneity (Bai et al., 2009).
The authors adapted the CUP-BC estimation method to control the serial correlation and endogeneity resulting from the asymptotic bias. The CUP-FM estimating method maintains a consistent distribution of the limited model factors. These variables are continually updated (CUP) with time until they attain convergence via. simulations. The error term is assumed to follow the factor model. The factor model is defined as follows:
[image: image]
where; [image: image] illustrates the components [image: image] demonstrates the identity matrix. The “error term” denotes the presence of common latent elements. Then, the initial estimates are assigned to F. It is performed repeatedly until the desired level of convergence is obtained.
5 RESULTS AND DISCUSSION
The CD in the model is checked first in the empirical evaluation. The assessment of CD has become the key focus of the current literature. The failure to manage the CD could generate biased outcomes (Ahmed et al., 2020; Majeed et al., 2021b). The findings of the CD and LM examinations are summarized in Table 2. The findings are significant at the 1% significance level and confirm the null hypothesis’ rejection. The findings of Table 2 verify the existence of CD. The presence of the CD allows the use of second-generation unit root assessments to analyze the variables’ integration order. The panel unit root tests CADF and CIPS are used for this, and Table 3 summarizes the results of both tests. The CIPS test’s empirical outcomes show that REC, energy productivity, economic growth, and energy prices have a unit root at the level. These variables have no unit root in the first difference, and they are integrated at I(1). The CADF panel unit root test findings show the unit root at the level, except for environmental innovation, and in the first difference, all variables are stationary.
TABLE 2 | CD test findings.
[image: Table 2]TABLE 3 | Unit root test findings.
[image: Table 3]The Westerlund and Edgerton (2008) cointegration technique investigated the long-run cointegration connection. The statistically significant test of τ and ϕ imply a long-term relation between independent and dependent variables, in Table 4, both at the level and regime shift. For each country, the findings also found many structural breaks. The logic behind each structural break for the BRICS economies is described in-depth with their relative significance. In particular, we have observed multiple structural break periods in 2002, 2003, 2008, 2009, 2012, and the results are presented in Table 5. These breaks impact each country subject to both global and local shocks. The South American economic crisis is the economic turmoil that happened in Brazil in 2002. Russia’s debt increased to 19 billion US dollars in 2003 because of higher finance ministries and Euro-bonds disbursements. In addition to the structural crisis in 2012, Russia has to contend with cyclical and idiosyncratic economic challenges (Grant and Hansl, 2015). Furthermore, the recession in 2008-09 has had an acute impact on the Indian and South African economies. Lastly, In 2003, a $12.3–28.4 billion loss was caused by the SARS epidemic and the projected 1% fall in GDP in China (Qiu et al., 2018).
TABLE 4 | Findings of Westerlund and Edgerton cointegration test.
[image: Table 4]TABLE 5 | Structural breaks of Westerlund and Edgerton cointegration test.
[image: Table 5]After completing the cointegration evaluation, a precondition for long-run analysis, we used the effectual CUP-FM approach. We also used the CUP-BC approach for robustness purposes. Table 6 reveals the long-run outcomes are positive and significant. The coefficients of financial globalization, environmental innovations, energy productivity, and energy prices signify that the rise in these variables improves REC. At the same time, economic growth has a negative connection with REC in BRICS countries. The CUP-FM shows coefficients values for financial globalization, environmental innovations, energy productivity, energy prices and economic growth are 0.103, 0.064, 0.421, 0.040%, and −0.542% respectively. Firstly, it is observed that economic growth reduces REC. It can be discussed from two viewpoints: First, economic growth may also entail increased energy consumption. In this sense, growing energy demands can be fulfilled from various sources. It could lead to an escalation in demand for renewables. Secondly, increasing energy consumption can raise the demand for readily available and inexpensive conventional energy rather than renewable energy. These results are consistent with earlier studies (Moreno et al., 2012; Uzar, 2020; Chen et al., 2021). Our results oppose Li et al. (2020) the OECD economies that access the GDP as a driver of the REC. The difference between Li et al. (2020) results can be justified because the BRICS countries are still emerging while OECD countries are developed.
TABLE 6 | CUP-FM and CUP-BC test findings.
[image: Table 6]Secondly, Financial globalization devises a significant positive effect on REC as a 1% acceleration in financial globalization is correlated with a 0.103% rise in REC, with a statistically significant impact at a 1% level. Financial globalization represents global financial development as a sub-index for the overall KOF globalization index (Gygli et al., 2019). An established financial system offers an incentive to access capital that enhances living standards and stimulates economic growth. Besides the increasing quality of life in the economic dimension, which is an essential constituent of its overall perception (Tvaronavičienė et al., 2021), it also raises energy consumption (Saud et al., 2020). The introduction of modern manufacturing methods and the procurement of progressed technology that save more energy resources result in a well-functioning financial system. Additionally, the capital market’s financial development and liberalization cause financial channel interactions and bring foreign direct investment to transfer green technology with ample financial and technical capacity (Kim and Park, 2016; Eren et al., 2019; Ji and Zhang, 2019; Anton and Afloarei Nucu, 2020; Halaskova et al., 2021; Zhuang et al., 2021).
Thirdly, environmental innovation has a positive and significant effect on REC. Environmental innovation is, on average, a rise in REC by 0.064%. The BRICS countries have developed the requisite environment to promote environmentally friendly and energy-saving technological innovations. These advances also lower the renewable energy cost, making it more convenient for the masses to switch from non-REC to REC (Murad et al., 2019; Khan et al., 2020). Therefore, environmental innovation moves economies to clean energy sources (Alvarez-Herranz et al., 2017), contributing to the low-carbon energy transition and Sustainable Development Goals achievement (Krzymowski, 2020; Zhu et al., 2020; Li et al., 2021; Štreimikienė, 2021). These findings endorse the results (Alvarez-Herranz et al., 2017; Li et al., 2020; Wang and Luo, 2022).
Fourth, similarly, energy productivity is positively connected with REC. On average, energy productivity results in a 0.790% rise in REC. Enhanced energy productivity could improve economic competitiveness, lower energy prices, and minimize carbon dioxide emissions. These outcomes confirm the research results (Bhattacharya et al., 2020; Li et al., 2020). Therefore, the endeavours to boost energy efficiency and minimize CO2 emissions are also explicitly connected to REC improvement. Lastly, energy prices (assessed by the Consumer Price Index) are significantly linked to REC. An increase of 0.040% in REC, on average, is triggered by energy prices. These results confirm that energy price strategies can play an essential role in supporting REC. These findings affirm the results of (Ike et al., 2020; Khan et al., 2020; Li et al., 2020; Yayla et al., 2021). This study utilizes the CUP-BC technique to confirm the robustness of the analysis. The CUP-BC findings are congruent with the CUP-FM findings. Figure 2 demonstrates a visual interpretation of the long-run parameters concerning their positive and negative signs. The positive effect indicates an increase in the related variable stimulates the REC, whereas the negative impact decreases the REC.
[image: Figure 2]FIGURE 2 | Estimation outcomes from CUP-FM and CUP-BC.
6 CONCLUSION AND POLICY IMPLICATIONS
There is much discussion about the positive effect of developing and removing CO2 emissions from renewable energy sources. In spite of this, it is essential to examine the aspects that influence the REC. In this study, we endeavoured the potential determinants of REC. This research empirically explores financial globalization as a new determinant of REC in BRICS countries from 1990 to 2018. This research adds to the literature on energy economics by presenting new empirical data on how REC is connected to economic activities. We used financial globalization, environmental innovation, energy productivity, and energy prices to observe the potential association between economic growth and REC to calculate the linkage between development alacrity and REC. Renewable energy in BRICS economies is developing at a high speed (Zeng et al., 2017). This study used two techniques for CD familiarized by Pesaran (2004) and the LM test by Breusch and Pagan (1980). This research applies the DHGM cointegration approach formed by Westerlund and Edgerton (2008) to evaluate the determinants of REC for the BRICS economies. The long-run coefficients are computed employing the CUP-FM methodology presented by Bai and Kao (2006). CUP-BC technique is used in this study to test the models’ robustness presented by Bai et al. (2009).
We confirmed the existence of CD in the data. Furthermore, the CIPS and CADF results of Pesaran (2007) unit root investigations reveal that the variables’ integration order is mixed, i.e., I(0) and I(1). The second-generation cointegration methods are applied due to the mixed integration of variables. The cointegration methodology developed by Westerlund and Edgerton (2008) is employed to confirm the variables’ long-run equilibrium. All variables are cointegrated with REC at both the level and the regime shift, showing significant structural breaks, e.g., financial crises of South American economic crisis in 2002, 2003 SARS outbreak, 2007–8, recession, the variables REC, financial globalization, economic growth, environmental innovation, energy productivity, and energy prices are cointegrated. The positive and significant coefficients of financial globalization, environmental innovations, energy productivity, and energy prices imply that an escalation in these factors increases REC. Simultaneously, economic growth is negatively related to REC in the BRICS economies. The coefficients values are displayed by the CUP-FM for financial globalization, environmental innovation, energy productivity, energy prices and economic growth are 0.103, 0.064, 0.421, 0.040%, and −0.542% correspondingly. The outcomes of the CUP-BC are in line with the results of the CUP-FM.
6.1 Policy Implications
In practical terms, we recommend adopting policies by BRICS economies to reshape their total energy mix for clean energy. Increasing energy prices will be another option; it will reduce commercial energy consumption and is one possible way of motivating customers to change their preferences toward renewable energy. In addition, BRICS countries should turn to using renewable energy sources through environmental innovation and increasing energy production to attain the goals outlined in the Paris Climate Agreement. More specifically, environmental innovation and financial globalization are highly complementary. It is often risky and expensive to develop renewable energy, particularly at the start. Policy support is necessary to build a favourable environment to improve this sector. The financial environment is one of the most important foundations. Financial globalization plays an important role in raising the REC in this context.
According to the International Renewable Energy Agency, converting to renewable energy sources by 2050 will increase global GDP by $98 trillion while creating 63 million jobs worldwide in the renewables and energy sectors. In India, where more than 100 million jobs were lost due to the shutdown. Increasing renewable energy capacity to 160 GW by 2022 might create 1.3 million full-time jobs. A transition to renewables will help countries like India and China save money by drastically lowering their import bills. India will save over $90 billion between 2021 and 2030 if half of its renewable energy is used to substitute imported coal.
The fact that renewables are now the more cost-effective option in many countries makes a persuasive case for redirecting expenditures on coal consumption to accelerate renewable energy sources. It is necessary to reduce fossil fuel consumption in areas that remain essential, particularly now that oil prices plummet. Other stakeholders must also take action: businesses must use sustainable and safe methods, and investors must decarbonize their investments and encourage renewable energy. Renewable energy has the potential to reinvigorate the economy by producing “green” jobs, improving energy efficiency, and increasing resilience. The Paris climate agreement targets could be met if countries commit to a renewable energy future. Policymakers have an important opportunity to promote the clean energy sector significantly. They can expedite permits for renewable projects, increase tax credits, provide more grants and loans, extend timelines for projects impacted by the pandemic, and directly invest in emerging clean energy sources such as offshore wind. This study is limited to BRICS economies. This study can be enhanced by comparing the developed and developing economies in future research.
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Sustainable development is an important element of the interests of modern economics. In order to function on the market and develop, companies must adhere to the principles of sustainable development. In this context, the interest of companies in the implementation and application of ESG strategies is growing. In the long-term perspective, the use of this type of strategy is to generate an increase in the company’s value. This value is of interest to the company’s stakeholders, who may use the information about the company’s value, e.g., in terms of its management or investment. The aim of the article is to examine the relationship between the company’s value and its fundamental strength. The analysis covers companies from the energy sector (listed on the Warsaw Stock Exchange) that declare the use of ESG practices. The time range of the research covers the years 2013–2020. For the purpose of the study, selected statistical measures and the Fundamental Power Index (FPI) were used. This indicator synthetically evaluates all areas of the company’s operations. The results of the research show that the value of the company is not influenced by its fundamental strength. Therefore, the investors do not reduce the company’s value in the light of information on its fundamental strength. In addition, companies vary in terms of fundamental strength measured by FPI.
Keywords: fundamental strength, company’s value, ESG factors, legal aspects of ESG, energy transition
INTRODUCTION
One of the factors for the development of societies is the concentration of activities covering social, economic, and environmental aspects. However, the key element of development is to ensure that these activities are sustainable and respect the environment and rights. Due to the advancing climate change, governments and global corporations are increasingly focusing on environmental protection and social responsibility in their activities. Concentration on ESG factors is one of the strongest trends operating on a global scale. Central Banks and institutions regulating financial markets play a significant role in creating guidelines related to the sustainable development policy and ESG. In the area of the European Union, it is the European Central Bank and institutions: the European Banking Authority (EBA), the European Securities and Markets Authority (ESMA) and the European Insurance and Occupational Pensions Authority (EIOPA).
It is worth noting that in 2015 the United Nations adopted appropriate guidelines, expressed in 17 Goals of Sustainable Development (17 Goals of Sustainable Development, 2021). The European Parliament has also been adopting relevant resolutions (directives) for years, which, in addition to issues related to the sustainable development of societies, also include guidelines for the socially responsible operation of enterprises (European Parliament Resolution, 2013; European Parliament Resolution, 2021a; European Parliament Resolution, 2021b). The importance of sustainable and socially responsible development was also reflected in changes in the functioning of capital markets and stock exchanges (Waygood, 2014; Busch et al., 2015; ESG, 2021; Eurosif, 2021; Krzysztofik et al., 2021; Strengthening Capital Markets, 2021; World Investment Report, 2021) or the insurance market (Managing Environmental, 2021; PSI, 2021). When focusing on listed companies, it can be noticed that in their functioning there is some kind of transformation and adaptation to the principles of sustainable development. As a result, the interest of companies in the implementation and application of ESG strategies is growing. The consistency of companies’ operations with general trends in sustainable development is one issue. In the case of listed companies, it is worth noting that the company’s stakeholders, in addition to the tangible effects of companies’ operations, most often related to financial results, are also interested in non-measurable, non-financial factors (Gutsche and Ziegler, 2019). These include factors resulting from the ESG strategy and consist of environmental (E), social (S) and governance (G) effects. In turn, these effects are to be revealed over time. Therefore, the application of the ESG strategy has a long-term dimension. With regard to listed companies, the application of this type of strategy is also expected to generate an increase in the company’s value. This value is of interest to the company’s stakeholders, who may use the information about the company’s value, e.g., in terms of its management or investment. It is interesting how the measures of value for companies that have implemented ESG aspects are shaped and whether there is a relationship between the measures of value and fundamental strength. Thus, a hypothesis was made that there is a significant relationship between the fundamental strength and the company’s value.
The aim of this article is to analyze the relationship between the company’s value and its fundamental strength. The study was conducted for companies from the energy sector that declare the use of ESG practices. The time scope of the study covers the years 2013–2020. As regards the measures of value, the market value and rate of return as well as the fundamental strength of the companies were used. To achieve the aim of the study, selected statistical measures and the Fundamental Power Index (FPI) were used (Tarczyńska-Łuniewska, 2013a). This indicator measures the fundamental strength of a company. Fundamental strength can be defined as a summary assessment of the company in all areas of its operation. It is worth noting that this category is closely assigned to the fundamental analysis. The nature and definition of this concept result from the principles, methods and substantive aspects of the fundamental analysis. In order to achieve the aim of the study, a research hypothesis was formulated, which assumes the existence of a relationship between the fundamental strength and the company’s value. The existing research on the impact of ESG factors on the company’s results (Servaes and Tamayo, 2013; Plumlee et al., 2015; Kaspereit and Lopatta, 2016) does not exhaust this issue. The formulated aim of the article makes it possible to solve the problem of the lack of a uniform methodology for studying the influence of fundamental strength on the value of the company.
The approach proposed in the article is innovative because it relates to the issue of measurement of fundamental strength and the study of the relationship between the fundamental strength and the market value of the company, which was not the subject of previous research. In the first case, it is innovative to apply the Fundamental Power Index to the comprehensive assessment of companies. It is worth noting that the effects of the company’s operations are measurably reflected in its financial results. In the construction of the Fundamental Power Index, in the area of liquidity, profitability, operational efficiency and debt, most often economic and financial indicators are used, which in the classic approach of financial analysis constitute the basis for assessing the economic and financial condition of a company. By implementing the multidimensional approach and the concept of the Fundamental Power Index, the entity’s fundamental strength can be considered from the point of view of assessing the economic and financial condition of the entity. The proposed approach is new in terms of the comprehensive use of the Fundamental Power Index and exposes the idea of the company’s fundamental strength. In the second case, the approach proposed in the article also increases the objectivity and complexity of the assessment of the relationship between the fundamental strength and the market value by using the Fundamental Power Index and measures of the market value of companies in this respect.
The research conducted in this article fills the research gap in this area. Due to the specificity of the measures of value, which include the market value and fundamental strength, the conducted analyzes are consistent with current research trends. In addition, an important element is the focus on companies from a specific sector—the energy sector, that at the same time apply the ESG policy. It is worth noting that the energy sector is a strategic sector related to the energy security of each country. The generation and transmission of electricity determines the efficient functioning of the economy. The structure of the energy market includes the production and distribution of both renewable and non-renewable energy. Such a division is also important from the point of view of sustainable development. When it comes to environmental issues, the energy sector is usually assessed negatively as a sector that does not contribute to environmental protection with its activities. A conscious policy related to the promotion of environmental protection by companies from the energy sector is to change this assessment. Changes in the area of pro-ecological and pro-social aspects have forced energy companies to include these aspects in their activities (Szczepankiewicz and Mućko, 2016; Aguilera-Caracuel et al., 2017). Synthetically, these issues are included, for example, in (Latapí Agudelo et al., 2020). Narrowing the study to energy companies that apply the ESG strategy allows for addressing the issue of value in companies of this type and for using the information on the measures of value by the company’s stakeholders. But, it should be emphasized that, in general, the direction of research in the field of the energy market is very broad. It is worth paying attention to the current research regarding renewable energy and the search for its connections with financial development, interest rates, the real estate market or economic development (Abumunshar et al., 2020; Qashou et al., 2022; Samour et al., 2022; Samour and Pata, 2022).
An important issue in the ESG areas is also the legal liability related to information reporting. These issues are regulated by law. Due to the type of companies covered by the study, the article presents the legal aspects of ESG reporting in the energy sector.
The approach presented in the manuscript increases the usefulness of the fundamental analysis and enables the quantification of the company’s assessment using the FPI index. The results of the research may be useful for various groups of company stakeholders, including: stock investors, market analysts, and managers.
GENERAL ASPECTS OF ENVIRONMENTAL, SOCIAL, AND CORPORATE GOVERNANCE AND THE SCOPE OF THEIR USE
Methodological aspects of ESG factors can be found, for example, in (ter Horst et al., 2007), and ESG practices can be explained as (Gierałtowska, 2017; Henisz et al., 2019; Stefaniak, 2019; Corporate Governance Institute, 2021):
• E—the protection of the natural environment is related, inter alia, to the energy consumption, waste management, pollution control, animal research. Enterprises using ESG factors comply with legal regulations in this area;
• S—social factors are related to the internal relations of the enterprise, as well as its external relations. The first concerns decent working conditions, respect for human rights and compliance with work safety regulations. The second concerns the relationship between the company and its suppliers, recipients, or customers. In this respect, the overall impact of the company on society should also be taken into account;
• G—corporate governance refers to the structure of the company’s management board, respecting the rights of stakeholders, including disclosure obligations towards them. Furthermore, in terms of corporate governance, independence of decision-making and management skills should be taken into account.
In recent years, enterprises have been undergoing a process of adaptation to trends resulting from the assumptions of sustainable development adopted by the United Nations, the European Commission or capital markets (stock exchanges). Enterprises introduce changes to the strategic goals of their operation, taking into account the following factors: environmental (E), social (S) and corporate governance (G). The introduction of ESG factors may have many directions of impact on the enterprise. In addition, positive and negative information about the application (or non-application) of ESG practices may be of significant importance to various stakeholder groups. This information may influence the behavior of stakeholders towards the company: increase/decrease in investor interest, increase/decrease in the trust of customer/employee. An important element is also the opinion about the company and its reputation on the market. It is also worth noting that social responsibility has a wide range of impact and, apart from enterprises, may also occur in budgetary units (Buchta et al., 2018).
The active application of ESG practices is varied and may manifest itself in various areas of the company’s operation or external activities. This may be associated, inter alia, with:
• The influence of ESG factors on the company’s results (Shahbaz et al., 2020);
• Building the company’s value (Fatemi et al., 2018; Maury, 2022; di Tommaso and Thornton, 2020);
• The reduction in the cost of capital (Bassen et al., 2006; Harjoto and Jo, 2015);
• The effectiveness of investing in socially responsible companies, including building a portfolio as part of socially responsible investments (Feldman et al., 1997; Balcilar et al., 2017; Andersson et al., 2020; Harjoto et al., 2021; Janik and Bartkowiak, 2022);
• Greater innovation (García-Piqueres and García-Ramos, 2021; Ghanbarpour and Gustafsson, 2022);
• Image building and trust in the company (Luo et al., 2012; Loe and Kelman, 2016; Aguilera-Caracuel et al., 2017; Oh et al., 2017; Overton et al., 2021);
• Positive relations with the company’s stakeholders (internal and external) (Bolton et al., 2011; Jonek-Kowalska, 2018);
• The reduction of resource consumption (Yin et al., 2021);
• The problem of reporting information from the EGS area (Szczepankiewicz and Mućko, 2016).
The use of ESG aspects by companies is also important from the point of view of risk assessment. This may translate into the assessment of risks of its functioning and of risk management in the enterprise in the case of additional consideration of the risks related to the environmental or social impact (Ślęzak-Gładzik, 2013; Chollet and Sandwidi, 2018; Champagne et al., 2021). In this context, responsible management, observation and taking into account the direction of management activities in order to protect the company against future threats are also important (Lemke and Petersen, 2013; Mazur, 2015).
It is also worth emphasizing that the approach taking into account the acceptance and use of ESG factors was reflected in shaping investment decisions and the emergence of certain investment trends (van Duuren et al., 2016; Report on US Sustainable and Impact Investing Trends, 2020). Research on the impact of non-financial factors, including ESG, on investment decisions shows that these factors are an important point of reference. This is related not only to the performance of investment activities, including portfolio investments (Kempf and Osthoff, 2007; Pástor et al., 2021), but also to the impact on stakeholder reactions (Yu and Luu, 2021).
The implementation of ESG aspects in the operating policies of enterprises is a key element of their development and adopted long-term goals. The case of listed companies results from the strategies adopted in ESG practices on stock exchanges.
LEGAL ASPECTS OF REPORTING ENVIRONMENTAL, SOCIAL, AND CORPORATE GOVERNANCE FACTORS BY ENERGY MARKET ENTITIES
For the subjective aspects of the energy market, especially in the aspect of the activities of commercial law companies issuing securities and operating on this market, the legal framework in the area of the application of ESG standards by these entities as valuable information about their actual condition and impact on the environment is of fundamental importance (Bouten et al., 2011). Since 2017, the European Commission has published significant guidance documents for reporting non-financial information, including climate-related information. In the opinion of the European Commission, these guidelines were intended to help commercial law companies to disclose, in a consistent and comparable manner, essential non-financial information, including information relating to the social and environmental aspects of their operations (Izzo et al., 2020). Their essence was to ensure the standardization of published information, which was not only to increase the transparency and usefulness of the disclosed data, but above all to encourage commercial law companies to use instruments of sustainable development. The guidelines are not legally binding, as they do not extend legal obligations or introduce administrative instruments applied to commercial law companies by public administration bodies. Nevertheless, they constitute an important practical supplement to the existing Directive 2014/95/EU of the European Parliament and of the Council of 22 October 2014 amending Directive 2013/34/EU as regards disclosure of non-financial and diversity information by certain large undertakings and groups (Directive 2014/95/EU, 2014).
In the Polish legal system, this Directive was implemented by the amendment to the Accounting Act of 29 September 1994 (Journal of Laws, 2021). According to the provisions of Regulation (EU) No 537/2014 of the European Parliament and of the Council of 16 April 2014 on specific requirements regarding statutory audit of public-interest entities and repealing Commission Decision 2005/909/EC (Regulation (EU) No 537/2014, 2014), reporting obligations generally apply to the so-called public interest entities, which—in the case of participants of energy market—are capital companies, limited joint-stock partnership, general partnerships or limited partnerships, whose all partners bearing unlimited liability are capital companies, limited joint-stock partnerships or companies from other countries with similar legal form. An additional premise for imposing the obligation to report non-financial information is that these entities employ more than 500 employees and meet one of two financial conditions: 85 million PLN in total assets in the balance sheet at the end of the financial year or 170 million PLN of net revenues from the sale of goods and products for the financial year. Pursuant to Art. 49b of the Accounting Act, corporate statements should contain descriptions of the policies applied by the companies in relation to social issues, employee matters, the natural environment, respect for human rights and counteracting corruption.
In making the statement, the entity provides information to the extent necessary to evaluate its development, performance, and situation, applying any principles, including internal, national, and international guidelines with reference to their source. Moreover, if an entity does not apply a policy in relation to some area of corporate social responsibility, then it is required to state in the statement the reasons for not applying it (Cebrowska and Kiziukiewicz, 2021). The non-financial information is presented in the form of a statement that is a separate part of the management report or is prepared as a separate report on non-financial information that the entity publishes on its website within 6 months from the balance sheet date. It is worth noting that the act allows for situations in which non-financial information may be omitted in the statement. This may occur when the matters that are the subject of disclosure are being negotiated and, in the opinion of management and members of the supervisory board or other governing body, disclosure of this information at a given stage could be detrimental to the entity’s market position. However, all omissions used should be mentioned in the declaration.
The experience of recent years shows that the European Union aims to reorient the activities of entrepreneurs, including energy market entities, towards the implementation of the idea of sustainable development, including the creation of the so-called green investments (Chen et al., 2021). A manifestation of these activities is the proposal for Corporate Sustainability Reporting Directive (CSRD) presented by the European Commission (European Commission, 2013). This Directive will replace the current Directive 2014/95/EU. The CSRD project was announced as part of a comprehensive package of legislative changes for sustainable financing of economic growth, aimed at achieving climate neutrality by the EU by 2050.
The proposal of Directive provides for the introduction of an obligation to report ESG matters in relation to a much wider catalogue of entities. According to the proposed Art. 19a paragraph 1, large undertakings and, as of 1 January 2026, small and medium-sized undertakings include in the management report information necessary to understand the undertaking’s impacts on sustainability matters, and information necessary to understand how sustainability matters affect the undertaking’s development, performance, and position. A large undertaking is defined as meeting two out of three of the following criteria: 1) 40 million Euro in net turnover, 2) 20 million Euro on the balance sheet, and 3) 250 or more employees. The small or medium undertaking under the CSRD would be one that meets two out of the three following criteria: 1) a balance sheet of between of 4 million Euro and 20 million Euro; and/or net turnover of between of 8 million Euro and 40 million Euro; and/or between 50 and 250 employees. Undertakings that are not established in the EU but have securities on EU-regulated markets are also in scope. The Directive introduces a few subjective exceptions which exempt from the above obligation.
The information that is subject to the reporting obligation relates to the future and the past, as well as is of a qualitative and quantitative nature. The objectives of the proposal include: 1) requiring reported information to be consistent with the EU regulations, including the EU taxonomy, comparable, reliable, and easy for users to find and make use of with digital technologies; 2) aiming to reduce unnecessary costs and enable companies to meet the growing demand for sustainability reporting in a cost-efficient manner (Wollmert and Hobbs, 2021). What is especially important, the CSRD proposal applies double materiality. Double materiality means that businesses must not only disclose how sustainability issues can affect the company (“impacts inward”), but also how the company impacts society and the environment (“impacts outward”). For businesses that have historically assessed only risks to their business rather than their impacts on the world, the CSRD implies a fundamental shift in measurement and reporting (Bancilhon, 2021).
At the same time, in order to deepen the standardization and ensure the comparability of the submitted information, the proposed Art. 19b of the Directive introduces an additional competence of the European Commission. The Commission is to adopt further normative acts to ensure sustainability reporting standards. In these standards, it is to specify in detail the information that undertakings are to report and, if applicable, define the structure of the reports. In this regard, it should be emphasized that the ESG reporting landscape is still developing, which means that the design of your ESG reporting framework should be based on agile design principles (Otto-Mentz et al., 2021). Of crucial interest to companies will be how the EU’s own standards line up—or do not—with other approaches already in existence or being developed. Issuers have begun to widely use the standards and frameworks created by SASB, GRI and TFCD, as well as other groups (Human, 2021). Due to the limited scope of this study, detailed issues related to this matter will be omitted.
The entirety of the proposed regulations, both in terms of the content and the form and manner of making the indicated information public, is intended to provide valuable information that will not only be available and comparable to information from other entities but will also contain complete and true data on the entity’s activities in the area of the environment, social aspects and shaping proper corporate governance. Sustainability reports should consist of objective information allowing stakeholders to make reliable evaluations of the organization’s non-financial performance, including (but not limited to) social and environmental aspects (Gray, 2006). At the same time, reporting on sustainability performance could potentially provide numerous benefits for a company including: increased credibility, reduced legal risks, improved supplier relationships, increased access to capital and increased ethical behavior along the supply chain (Paun, 2018). Forced by legal standards, properly implemented information function is of key importance for shaping the energy market, primarily by reorienting investment and financing resources to those projects that meet high ESG standards (Opferkuch et al., 2021). The current practice shows that partial and imprecise legal solutions relating to the obligation to disclose information in the ESG area do not fulfil this function properly.
MATERIALS AND METHODS
The research was based on data from:
• Warsaw Stock Exchange (WSE)—including: market value and share price, which was the basis for determining the weekly rolled over rates of return;
• Notoria Serwis—data from financial statements concerning financial indicators.
The following measures of the value of companies were adopted: market value, rate of return and fundamental strength. The Fundamental Power Index (FPI) was used to measure the fundamental strength of companies. A dynamic approach was used in the construction of this index. Financial indicators for the analyzed enterprises were used to estimate FPI. The method of determining the FPI is presented later in the article.
Selected methods of examining statistical regularities in the field of the analysis of structure and interdependence were used in the analyzes. The applied methods of the correctness of the structure allowed to characterize the studied group of companies in terms of the examined variables. In this way, it was possible to address the similarities/differences between the companies. Through the prism of the level of measures for companies, it was also possible to assess the energy sector on the Warsaw Stock Exchange. Additionally, the comparison of the measures of the structure over time made it possible to identify trends in the changes of variables. The measures used included: arithmetic mean, standard deviation (S(x)), coefficient of random variation (Vs), quartile deviation (Q), coefficient of quartile variation (VQ).
Pearson correlation coefficients were used to verify the relationship between the fundamental strength and the value of the company.
The study was conducted for companies from the WSE energy sector that declared that they apply ESG aspects. The research was carried out in the years 2013–2020.
Fundamental Power Index
The Fundamental Power Index (FPI) was used to measure the company’s fundamental strength. This indicator is a measure of the fundamental strength. Fundamental strength expresses the summary effect of the company’s operation in all areas of its business. This applies to both external and internal elements of the company, as well as quantitative (measurable, e.g., financial results) and qualitative (non-measurable, e.g., market position) elements. The foundations of the fundamental strength are to be found in fundamental analysis. The concept of fundamental strength is a complex and directly immeasurable category. However, with the use of a multi-dimensional approach, it can be expressed with a single measure. It should be noted that Graham et al. (1934) was the precursor of the category of fundamental strength, and the multi-dimensional measurement was made by Tarczyński (1994). The fundamental strength methodology and measurement methodology in the form of the Fundamental Power Index (FPI) was developed by Tarczyńska-Łuniewska and is described in the monograph: Methodology for assessing the fundamental strength of (listed and non-listed) companies (Tarczyńska-Łuniewska, 2013b).
For the purposes of the study, the following approach to consider the fundamental strength through the prism of the economic and financial condition of the company was used to measure the fundamental strength of companies (Tarczyński et al., 2020):
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where, i = 1, 2,.…, k.
The measure proposed in the article (FPIi = TMAIi) belongs to the group of multidimensional comparative analysis measures used to study complex directly immeasurable phenomena that characterize specific objects subject to analysis. In the case of the proposed approach, the fundamental strength is directly immeasurable, while the analyzed objects are the companies from the energy sector. As a consequence, the measurement of fundamental strength takes place by aggregating the variables (fundamental strength factors), which, in the case of this study, are financial indicators (xij) that allow the assessment of the economic and financial condition of companies. A full discussion on the methodology for determining the FPI and linking economic and financial indicators with the fundamental strength is presented, among others, in Tarczyński (1994) and Tarczyńska-Łuniewska (2013b).
TMAIi formula is as follow:
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where, TMAIi—synthetic development measure for the i-th object, di—distance between the i-th object and the model object defined with the formula: 
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n—number of objects, (companies), k—number of variables, (financial and economic indicators), d0—norm which assures that TMAIi values belong to the interval from 0 to 1:
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According to the Eq. 2 and given that di > 0, we may find the marginal value for the constant:
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where, dimax—is the maximum di value, [image: image]—average of di and Sd is the standard deviation for di.
In this method, the system of standardization of the data was used to assure its comparability: the 0–1 standardization. zij is calculated with the use of the following formula:
[image: image]
where, xij–values of the j-th variable (financial indicator) for the i-th object (company), [image: image]—average value of the j-th variable, Sj—standard deviation for the j-th variable.
The FPIi = TMAIi is standardized and reaches values ranging from 0 to 1. The closer to 1, the better the object in terms of the general criterion. In the article this means a higher level of fundamental strength.
The Fundamental Power Index was determined by using as variables selected financial and economic ratios such as:
Profitability ratios: rate of assets (ROA), rate of equity (ROE);
Liability ratio: Current ratio (CR);
Efficiency ratios: Liabilities rotation in days (LR), Receivables rotation in days (RR), Assets turnover (AT);
Debt ratio: Debt Margin (DM).
When determining the Fundamental Power Index dynamic approach was used. It means that this index was estimated for variables weighted in time. The first study period had the lowest weight and the last period the highest. The study was conducted for the period of 3 years; hence the sequence of periods will be: i = 1, 2, 3. Consequently the weights (wi) were determined as follows:
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where, wi—weight for the i-th period of the study, ni—number of the i-th period of the examination.
It is worth noting that the Fundamental Power Index was created on the basis of a synthetic measure of development (Hellwig, 1968). The context of using synthetic measures of development is wide (Nermend, 2009; Kompa and Witkowska, 2015; Skoczylas and Batóg, 2017; Kubiczek and Bieleń, 2021; Kądziołka, 2021), but their construction requires the adoption of methodological foundations of the phenomenon under study.
RESULTS
Table 1 presents the estimated levels of dynamic fundamental strength indicators (FPI) estimated for companies in the energy sector in the analyzed period.
TABLE 1 | The level of FPI indicators for companies from the energy sector on WSE in 2013–2020.
[image: Table 1]The level of Fundamental Power Indices estimated for the analyzed companies from the energy sector (Table 1) for all periods of the analysis should be assessed as low. This conclusion is confirmed by the adopted methodology of FPI determination and its normative range <0; 1>. The level of the indicator can be assessed in relation to its intensity. The closer the index value is to 1, the higher the fundamental strength of the entity is. The closer the index value is to 0, the lower the fundamental strength of the examined entity is. In the general interpretation of the indicator, it is assumed that a company may have high fundamental strength, at an average (moderate) level, low, or may not have it at all. With regard to the examined companies, in the first period of the study for the years 2013–2015 (FPI 13/15) only INTERAOLT and KOGENERA companies can be assessed as having moderate fundamental strength. The indicators for these companies are 0.469 and 0.422, respectively. It should be noted that in the article, fundamental strength is considered through the prism of the economic and financial condition. Hence, the level of FPIs may be a warning signal for the company’s managers to focus their activities on increasing the effectiveness of the company’s operations and thus improving its financial results. On the other hand, the ZEPAK and ESTAR companies do not have any fundamental strength (FPI in 2013/2015 amounted to 0.038 and 0.000 respectively). In the case of ZEPAK and ESTAR, their economic and financial condition should be assessed negatively. It is a strong signal for the managers of these companies to focus their activities on improving the efficiency of their operation. In subsequent periods of the study, the INTERAOLT company rather maintains its fundamental strength at a relatively moderate level (FPI14/16 = 0.507, FPI15/17 = 0.436, FPI18/20 = 0.436). The KOGENERA company achieved an average level of fundamental strength in the period of 2014–2016. In the remaining years, the level of FPI decreased. Overall, in 2014–2016, six companies achieved a relatively moderate level of the indicator (FPI14/16). These were BEDZIN, ENERGA, INTERAOLT, KOGENERA, PGE, TAURON. In 2016–2018 and 2017–2019, none of the companies achieved at least a moderate level of fundamental strength. In 2018–2020 (FPI18/20), only ESTAR, INTERAOLT and PGE companies can be assessed as companies with a moderate level of fundamental strength. When analyzing the entire period of the study, it is worth noting that none of the companies maintained at least a moderate level of fundamental strength.
Table 2 presents statistical measures in the area of descriptive statistics for the estimated indicators of fundamental strength.
TABLE 2 | Descriptive statistics for FPIs in the period of 2013–2020.
[image: Table 2]When analyzing the data in Table 2, it is possible to observe that energy companies are characterized by a fairly weak fundamental strength. This is confirmed by the average levels of the Fundamental Power Indices obtained in the analyzed period. Low levels of average values were obtained for both classical measures (arithmetic mean) and positional measures (median). Classical and positional measures of random variability (Vs and VQ) indicate high variability of the analyzed FPIs. The Vs and VQ coefficients significantly exceed the range (0–10%), i.e., good variability in the statistical sense. This means that the examined companies are highly diversified in terms of the fundamental strength measured by FPI. This situation indicates disproportions in the fundamental power of the examined companies.
It should be noted that the FPIs were estimated on the basis of the financial results of the examined companies. Therefore, it can be concluded that the financial results of the companies and the financial ratios determined on this basis are not favorable. Overall, they can be described as weak during the period considered. For investors, this situation is rather not optimistic in the context of the long-term attractiveness of the examined companies. In the light of the obtained results, it can be concluded that the fundamental strength of energy companies, measured through the prism of their economic and financial condition, is weak. This is confirmed by the levels of statistical measures for FPI indicators of the examined companies.
Table 3 shows the coefficients of correlation between the selected measures of value (market value and rate of return) and the fundamental strength of companies measured by FPI.
TABLE 3 | Coefficients of correlation between value measures and the fundamental strength of companies from the WSE energy sector in 2013–2020.
[image: Table 3]The research results presented in Table 3 show that the Pearson correlation coefficients for the studied dependencies are low. It can be said that the fundamental strength of companies and the selected measures of the company’s value are independent of each other. Moreover, in most cases the coeFundamental Power IndexFundamental Power Indexfficients are negative. This suggests a direction opposite to the expected direction of the studied relations. However, it is important for the calculated coefficients of correlation to be statistically significant. Unfortunately, in the case of the analyzed relations, this does not happen. The significance test results were negative, which does not confirm a statistically significant relationship between the selected measures of value and the fundamental strength.
CONCLUSION
Most of the studies on the impact of ESG aspects on the financial results of companies, including the value of companies, confirm a positive correlation (Plumlee et al., 2015; Fatemi et al., 2018). It is worth mentioning that the research conducted so far on the correlation of fundamental strength and measures of value for the stock market in Poland (Tarczyński et al., 2020) indicated the existence of a moderate but significant correlation. These studies allowed for the conclusion that the market is guided by information about the fundamental strength of companies and discounts this information in measures of the company’s value. Other studies, also of the Polish market (Witkowska and Kuźnik, 2019), indicated a moderate relationship between the fundamental strength and the value of companies, but this relationship was not statistically significant. In the light of the research conducted for the energy sector on the Warsaw Stock Exchange, the hypothesis regarding the existence of a significant relationship between the company’s value and its fundamental strength has not been confirmed.
The reasons for this may be: a small number of companies from the energy sector on the main market of the Warsaw Stock Exchange in the analyzed period, the unstable capital market and the energy market in Poland. The trends of changes in the energy market in Poland should also be taken into account. This concerned, inter alia, issues of legal regulations of the energy market, including works for the liberalization of the electricity market in Poland (Energy Regulatory Office, 2021; Fodrowska, 2021). This situation had an impact on the stock exchange investors who took a waiting position. It is also worth emphasizing that the insufficient number of companies makes it difficult to observe global statistical regularities in the scope of the studied variables.
With regard to the financial results of the examined companies from the energy sector, it should be stated that these results were low. The examined companies were characterized by relatively poor financial results. As a consequence, it was to be expected that the estimated indicators of fundamental strength would also remain at a low level. The fundamental strength of the energy sector companies on the Warsaw Stock Exchange in the analyzed period was below the average minimum (0.5). Taking into account that the norm of the FPIs is in the range <0; 1>, such low levels of indicators for companies are not optimistic and testify to their weak fundamental strength. Moreover, the FPIs between the companies show large differences (Table 1, 2). This is visible in the levels of classical (Vs) and positional (VQ) dispersion measures. Generally, such a situation is not favorable. It does not prove the stability of the analyzed companies in terms of fundamental strength and gives a signal towards the instability of the effectiveness of their functioning on the market. For investors, such information is also not positive and may have a negative impact on the assessment of companies. As a consequence, it may lead to postponement in the process of investing in such companies.
The research results are consistent with other research approaches of this type for the Polish market and do not confirm the existence of a significant relationship between the measures of value and the fundamental strength of companies. As the energy sector in the main market of WSE is currently represented by a small number of companies, the study should be repeated in the future. It is also possible to consider extending the study with other measures of value or taking into account a longer, but maximum 5-year period of stability of the Fundamental Power Indices (which results from the foundations of the fundamental analysis). It is also worth note that data can have essential influence on the analysis process and results of the study. The limitations of the analyzes are mainly related to the availability of up-to-date financial data and their comparability. In particular, this applies to research conducted on a global scale for various capital markets or companies from different markets (countries). It should be emphasized that the quality of data, including their comparability, is important for determining the fundamental strength index.
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This study examines the short run, long run, and causal relationships among financial liberalization, healthcare expenditures, and defense expenditures on sustainable development in Pakistan covering the period from 1971 to 2017. The paper also explored the asymmetric relationships among the target variables. To explore these relationships, ARDL and NARDL Models are utilized. Additionally, advanced econometric techniques such as Maki cointegration and quasi-GLS unit root are used to take multiple structural breaks into account. Maki cointegration results show a stable long run relationship between the underlying variables. The findings of ARDL suggest a positive effect of financial liberalization and health expenditures while the negative effect of military expenditures on sustainable development. NARDL estimates suggest strong asymmetry as sustainability responds to positive (negative) shocks in militarization, health expenditures, and financial liberalization differently. The Toda-Yamamoto causality test shows that any policy to target health expenditures and financial liberalization significantly alters sustainable development and vice versa. For robustness checks, FMOLS and alternative proxy of sustainable development are used. The key findings posited the need to shift military expenditures to health expenditures and financial markets to achieve sustainable development goals in Pakistan.
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1 INTRODUCTION
The drastic inferences of climate change to the ecosystems and human lives have remained an alarming situation for the ecologists, policymakers, and general public. The Earth’s surface is producing rampant atmospheric heat which is substantially contributed by Nitrous Oxide, Fluorinated gases, Methane, Carbon dioxide (CO2), and other greenhouse gases (Singh et al., 2020). The rapid escalation in economic activities, energy demand, population, and other human activities are responsible for environmental degradation around the globe (Jahanger et al., 2021). The industrial boom in various countries largely compromised environmental quality leading to health problems, natural resource depletion, and land erosion. If sustainable development initiatives are not considered seriously, humanity will face a dark and dangerous future (Ulucak et al., 2019). Since maintaining and preserving sustainable performance is the foremost concern of the world (Pervaiz et al., 2021), current empirical studies are thriving to identify certain factors that reduce environmental issues without compromising economic growth (Doğan et al., 2020; Doğan et al., 2021; Koseoglu et al., 2022; Xia et al., 2022).
According to Global Climate Risk Index, Pakistan is the fifth-most vulnerable country to climate change (Eckstein et al., 2019). Over the last decade, Pakistan has faced 152 extreme weather events and lost around 10,000 lives with an economic loss worth USD 3.8 billion due to environmental disasters (Ahmed T. et al., 2020; Ullah et al., 2021). Researchers have identified several determinants of pollutant emissions in Pakistan, including energy consumption, financial development, globalization, foreign direct investment (FDI), urbanization, industrial growth, and international tourism (Ali et al., 2019; Khan et al., 2019; Godil et al., 2020; Munir and Ameer, 2020; Ali et al., 2021).
In the last few years, significant debate among economists and environmentalists has emerged against defense expenditures. Countries spending a substantial amount of their national income on military defense are facing economic deterioration, income inequality, and environmental degradation (Alptekin and Levine, 2012; Raza et al., 2017; Ahmed Z. et al., 2020). Testing nuclear weapons, maintaining heavy machinery and active armed operations intensify militarization leading to an increase in fuel consumption and thermal radiation (Solarin et al., 2018; Qayyum et al., 2021) Thus, militarization is one of the most ecologically destructive human activities and a serious threat to national sustainability (Gokmenoglu et al., 2021).
Since their independence from British Rule, India and Pakistan have been arch-enemies. To date, both neighboring countries have violated several ceasefire agreements, been involved in numerous border skirmishes, and four full-fledged armed conflicts (Amir-ud-Din et al., 2020). Their continuous arms race has compelled Pakistan to spend a substantial portion of its gross domestic product (GDP) on defense which could have been utilized on economic, social, and environmental development (Jalil et al., 2016; Hussain, 2019; Raju and Ahmed, 2019). Certain efforts are made by previous studies to empirically link militarization with economic growth (Alptekin and Levine, 2012; Karadam et al., 2017; Saba and Ngepah, 2019), environmental degradation (Ahmed S. et al., 2020; Gokmenoglu et al., 2021), industrialization (Saba and Ngepah, 2020) and some social development indicators (Doğan et al., 2018; Biswas et al., 2019; Coutts et al., 2019). Nonetheless, there is a dearth of empirical literature on the relationship between military expenditures and sustainable performance, especially in the context of Pakistan.
On the other hand, a liberalized financial sector is crucial for the economic development of Pakistan (Adeel-Farooq et al., 2017; Naveed and Mahmood, 2019). In the early 1990s, Pakistan recognized the importance of an efficient financial mechanism and introduced diverse financial reforms under structural adjustment programs (SAP) to mitigate the distortion in the financial markets (Ashraf et al., 2022). Excessive control over interest and exchange rates may restrict savings, discourage investments, increase the margin of financial intermediation, increase financial markets segmentation, and retard the efficient allocation of resources which eventually lead to financial instability (Bumann et al., 2013; Akinsola and Odhiambo, 2017). Financial liberalization reduces informational asymmetries and enhances FDI cash flows leading to accelerated economic development (Tamazian et al., 2009; Kim et al., 2010). Besides the increase in economic activities by the liberalized financial system, it has an inevitable effect on the environment. Although there are studies on the relationship between financial development and environmental quality (Jalil and Feridun, 2011; Shah et al., 2019; Zakaria and Bibi, 2019), the link between financial liberalization1 and the environment is underexplored (Hua and Boateng, 2015). Accordingly, we attempt to fill the gap in the literature by investigating the impact of financial liberalization on the sustainable performance of a country.
Climate change and severe levels of greenhouse gas (GHG) emissions are a serious threat to public health. Accordingly, prior studies reveal that environmental degradation mainly due to GHG emissions increases healthcare expenditures (Alimi et al., 2020; Anwar et al., 2021). Most of the studies have focused on the cause-effect from CO2 emissions to health expenditures, recent evidence has also revealed that health expenditures play a vital role in economic development and restricting environmental degradation (Chaabouni and Zghidi, 2016; Wang et al., 2019). The developing countries are facing a dual-sword challenging situation where they are dealing with both economic and environmental concerns. Unfortunately, these economies are not allocating an adequate level of budget for the healthcare expenditures compared to the GHGs they are emitting (Usman et al., 2019). The situation of the healthcare system is not satisfactory in Pakistan. Both adult and infant mortality rates in Pakistan are very high as compared to other developing countries with similar economic growth patterns (Saleem et al., 2021). Even amid the health crisis, Pakistan allocate more budget to military expenditures compared to health expenditures (Siddiqa, 2020). Thus, it is important to investigate if the health spending of Pakistan is linked to its sustainable growth. Since an increase in healthcare services alleviates poverty, boosts productivity and GDP (Rahman et al., 2018; Raghupathi and Raghupathi, 2020), we believe that healthcare expenditures improve the sustainable performance of an economy.
Along with symmetric effects, researchers have also evaluated the asymmetric effect of financial liberalization, health expenditures, and militarization on economic growth and environmental degradation (Chen et al., 2020; Ullah et al., 2020; Ullah et al., 2021; Zeeshan et al., 2021). Positive and negative shocks in the target variables may respond differently to sustainable development. Thus, this study provides insight into postulation whether there is a positive-positive, negative-negative, or linear relationship between health expenditures, financial liberalization, militarization, and sustainable development. Assuming linearity among underlying variables may produce biased policy implications.
The main objective of the study is to assess the symmetric and asymmetric effect of military expenditures, financial liberalization, and health expenditures on sustainable development in both the short and long run. This study is the first attempt to investigate the underlying relationship, especially in the context of Pakistan, as most of the previous studies have analyzed these variables with individual dimensions of sustainable development, i.e., economic growth (Bumann et al., 2013; Chaabouni et al., 2016; Adeel-Farooq et al., 2017; Ahmed S. et al., 2020), social indicators (Töngür and Elveren, 2017; Biswas et al., 2019; Coutts et al., 2019; Owumi and Eboh, 2021), and environmental quality (Jalil and Feridun, 2011; Wang et al., 2019; Gokmenoglu et al., 2021).
Second, along with extensively used techniques such as autoregressive distributed lag (ARDL) bound test (Pesaran et al., 2001) for cointegration, Augmented Dickey-Fuller (Dickey and Fuller, 1979), and Phillips Perron (Phillips and Perron, 1988) for unit root testing, we have applied advanced econometric techniques including quasi-generalized least squares (quasi-GLS) (Carrion-i-Silvestre et al., 2009), and Maki (2012) cointegration to account for possible structural breaks. Third, the short run and long run symmetric and asymmetric effects are evaluated using ARDL and NARDL. The NARDL approach produces valid estimates compared to Markov-Switching and smooth transition ECM, especially for a small sample size (Chen et al., 2020; Ullah et al., 2020). For robustness checks, the fully modified ordinary least squares (FMOLS) (Phillips and Hansen, 1990) is utilized. Lastly, Toda and Yamamoto’s (1995) causality test is utilized for the causal relationship between the target variables which accounts for the structural breaks in the series.
The remainder of this paper is structured as follows. Section 2 offers a detailed review of the prior relevant literature. Section 3 explains the data and methodology. A detailed description of econometric techniques is provided in Section 4. Empirical results are reported in Section 5 and discussion in Section 6. Lastly, Section 7 concludes the study with policy implications.
2 LITERATURE REVIEW
In the wake of biodiversity degradation, air pollution, illiteracy, gender inequalities, health risks, and poverty, United Nations (UN) is thriving to establish global strategies to achieve sustainable development (Griggs et al., 2013). Sustainable development is defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” (Brundtland, 1987). It identifies the need for environmentally sound and inclusive growth to mitigate poverty and develop shared fortune for the global population. The three important components of sustainable development include social inclusion, environmental stewardship, and social inclusion (Muralikrishna and Manickam, 2017).
Despite the attention drawn by policymakers, there is a dearth of literature on the determinants of sustainable development. Koirala and Pradhan (2020) studied the determinants of sustainable development in 12 Asian countries over the period 1990–2014 using fixed- and random-effect estimators. The authors revealed that national resource rent and inflation rate are negatively associated with sustainable development while there is a positive effect of per capita income and financial development. Similarly, Kaimuri and Kosimbei (2017) found a negative effect of energy efficiency, unemployment, and household consumption per capita but the insignificant effect of trade, real GDP, and resource productivity on sustainable development in Kenya. Hess (2010) established a positive association of financial development, the share of natural resources in exports, working-age population, and human development with sustainable development in developing countries. Based on the data of 72 developing and 40 developed countries, Güney (2019) asserted a positive effect of renewable energy consumption on sustainable development.
We further extend the sustainable development literature by investigating the role of financial liberalization, defense expenditures, and health expenditures. Although the empirical evidence on the relationship between these three variables and sustainable development is not established, their causal, short run, and long run relationships are analyzed with economic, social, and environmental indicators. For instance, Adeel-Farooq et al. (2017) analyzed the effect of financial liberalization on economic growth in Pakistan over the period 1985–2014. The authors found that financial liberalization has a positive impact on Pakistan’s economic growth only in the long run. Similar results were asserted by Naveed and Mahmood (2019) in the long run but a negative effect in the short run using multivariate cointegration technique and error-correction mechanism. While considering the non-linear relationship between financial liberalization and economic crisis in 28 transition economies, Hartwell (2017) argued that financial openness increases the probability of a crisis until the economy reaches a higher level of liberalization. Similarly, Chen et al. (2020) found the asymmetric effect of financial development (principally constitutes financial liberalization) on economic growth in Kenya using NARDL.
Although a wide range of studies investigates the impact of financial liberalization on economic growth, its relation with social and environmental indicators is underexplored. Kim et al. (2021) examined the effect of financial liberalization on income inequality in both developing and developed countries from the year 1989–2011. The authors revealed that financial openness alleviates poverty and income inequality, especially in the presence of weak democratic structures. Hua and Boateng (2015) investigated the long run association between financial openness and CO2 emissions across 167 countries over the period 1970–2007. Especially in the Northern economies, the authors found a negative effect of financial liberalization on CO2 emissions. Boufateh and Saadaoui (2020) considered 22 African economies to assess the asymmetric financial development shocks on CO2 emissions using the non-linear panel ARDL-PMG Model. The authors asserted that positive financial development shocks help African economies to curb air pollution. Nonetheless, there are few studies related to asymmetric effects of financial development and no previous study, to the best of our knowledge, explored the effect of financial liberalization on sustainable development.
The trade-off between military spending and socio-economic indicators such as education, health, income inequality explains the reason for studying militarization (Coutts et al., 2019; Biscione and Caruso, 2021; Vallejo-Rosero et al., 2021). This gun-vs-butter tradeoff is also relevant for sustainable development. The evidence in previous literature is quite mixed related to the role of military expenditures. Using a balanced panel of 35 African countries over the period 1990–2015, Saba and Ngepah (2019) suggest a feedback causality between defense expenditures and industrialization. On the other hand, based on the Wavelet approach, Khalid and Habimana (2021) purported that military expenditures do not promote economic growth in the long run in Turkey. Similar results were asserted by Ahmed S. et al. (2020) in the context of Myanmar. Tao et al. (2020) also found the crowding-out effect of militarization on sustainable economic growth in Romania. There is also a strand of literature that revealed between military expenditures and economic growth in middle eastern countries and Turkey (Karadam et al., 2017), in South Africa (Phiri, 2019), in Pakistan and India (Ullah et al., 2021), and in top defense expenders (Hatemi-J et al., 2018).
Studies also hold militarization accountable for uneven income distribution and compromising the quality of the natural environment. Some theoretical evidence in this regard can be derived from the “treadmill of destruction” theory and the “guns vs. butter” Model. Grounded on the “treadmill of destruction” theory, Clark et al. (2010) argued that militarization is positively associated with energy consumption and exacerbates ecological degradation irrespective of whether the military is involved in conflicts or not. Similarly, studies support the “guns vs. butter” Model that military expenditures crowd out social welfare resulting in socio-environmental issues. For instance, in the long run, Raza et al. (2017) found a positive impact of military expenditures on income inequality in Pakistan. Doğan et al. (2018) also examined the effect of military expenditures on income inequality in North American countries. The authors revealed an inverted U-shaped relationship between military expenditures and income inequality. Gokmenoglu et al. (2021) investigated that military expenditures impede air quality and alleviate environmental degradation in Turkey based on FMOLS and Todo-Yamamoto causality test.
Similarly, Ahmed et al. (2020c) also analyzed the effect of military spending on environmental degradation and economic growth in Pakistan using cointegration and bootstrap causality. Their findings suggest that military spending is negatively associated with economic growth while positively related to ecological footprints. Biswas et al. (2019) employed panel data of 76 countries from 2000 to 2014 and argued that defense expenditures make no contribution to human development and only marginally contribute to GDP. In both the short run and long run, Ullah et al. (2021) found an asymmetric relationship between military expenditures and CO2 emissions using NARDL. In light of the aforementioned evidence, it can be postulated that positive (negative) shocks in military expenditures impede (improve) sustainable development in Pakistan.
Our third target variable is healthcare expenditures. Since there is inconclusive evidence related to the role of healthcare spending for economic, social, and environmental sustainability, two distinct hypotheses exist. The first hypothesis argues that health is a basic necessity due to which government intervention in the healthcare sector is essential. However, the second hypothesis considers healthcare as a luxury good that should be left to market forces. Accordingly, previous studies found both unidirectional and bidirectional causality between health expenditures and economic growth (Chaabouni and Abednnadher, 2014; Chaabouni and Zghidi, 2016). Wang et al. (2019) examined the short run and long run relationships between healthcare expenditures, CO2 emissions, and economic growth using autoregressive distributed lag (ARDL) in Pakistan and found significant estimates. The authors also reveal bidirectional Granger causality between the underlying variables. Although the nexus between health expenditures and sustainable development is underexplored, Khan S. A. R. et al. (2020) investigated that a higher level of healthcare expenditures undermine economic growth in the presence of low labor productivity and poor environmental performance in Southeast Asian countries.
Pervaiz et al. (2021) also investigated the long run relationship between health expenditures and CO2 emissions using FMOLS and DOLS techniques in BRICS countries. The authors argued that air pollution negatively affects human health leading to an upsurge in health expenditures. Using ARDL techniques, similar relationships are found by researchers in MENA (Yazdi and Khanalizadeh, 2017) and ASEAN (Haseeb et al., 2019). However, Moosa and Pham (2019) argued that the association between environmental degradation and health expenditures varies across countries based on their per capita income. Although the antecedents of health expenditures are empirically examined in the previous studies, there is a dearth of literature related to the impact of health expenditures on sustainable development. Additionally, few studies explored the asymmetric links among healthcare expenditures, economic growth, and environmental degradation (Khan A. et al., 2020; Fan et al., 2021; Mujtaba and Ashfaq, 2021). Adequate government funding in healthcare systems may help countries to achieve SDGs by training the health workforce and enhancing health literacy (Liaropoulos and Goranitis, 2015; Chotchoungchatchai et al., 2020). Thus, we posited that positive (negative) shocks in healthcare expenditures improve (curb) sustainable development.
3 DATA AND METHODOLOGY
The underlying variables of the study include financial liberalization, military expenditures, health expenditures, and sustainable development. The current study uses the data for Pakistan over the period from 1971 to 2017. In order to monitor and assess sustainable development, a wide range of indices reflecting economic, social, and environmental dimensions are developed (Bilbao-Ubillos, 2013; Estoque and Murayama, 2014; Strezov et al., 2017; Hickel, 2020). Nonetheless, a consensus is not yet developed on a single index acceptable among political and scientific communities. It is believed that there is a dearth of the clear route through which sustainable development can be achieved (Wilson et al., 2007; Nourry, 2008). After a thorough analysis of various sustainable development indices, Nourry (2008) argued that no indicator can give a comprehensive insight into sustainability.
Based on the fundamental dimensions of sustainable development, we have assessed the economic aspect with GDP, the social aspect with life expectancy (Bilas et al., 2014), and the environmental aspect with ecological footprints (Moffatt, 2000; Siche et al., 2008). The index is developed using principal component analysis (PCA) to address the multicollinearity issue. Without losing the original information, PCA diminishes a large sum of correlated values into smaller uncorrelated values called components by incorporating their variances (Jolliffe, 1986). Nonetheless, for robustness checks, we have used an additional proxy, i.e., adjusted net saving (ANS). Previous studies have employed this measurement to assess sustainable development or green growth (Hess, 2010; Koirala and Pradhan, 2020; Ahmed et al., 2021). Adjusted net saving can be measured using following formula:
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where GNS is gross national saving, DPC is depreciation of produced capital, CEE is current (non-fixed capital) expenditure on education, RDN is rent from the depletion of natural capital, damages from CO2 emissions, and GNI is gross national income.
Previous literature has developed the de jure and de facto measures of financial liberalization. For developing countries, studies find de factor measures more appropriate (Yao et al., 2018). For the de facto measure, a composite index based on Broad Money to GDP, domestic credit to the private sector (as a percentage of GDP), gross domestic savings to GDP, and FDI inflows. The data of all variables including military expenditures are retrieved from the World Development Indicators (WDI, 2017) except health expenditures and ecological footprints. The data of health expenditure is collected from the Pakistan Bureau of statistics while ecological footprints from Global Footprints Network (2019).
The following Model (Eq. 2) is developed to investigate the effect of military expenditures, health expenditures, and financial liberalization on sustainable development:
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where SD, sustainable development; FL, financial liberalization; HE, health expenditures; ME, military expenditures, and µt = error term.
Additionally, our study aims to examine the asymmetries between our target variables. By employing the non-linear ARDL Model by Shin et al. (2014), we investigate whether positive (negative) shocks in militarization, healthcare expenditures, and financial liberalization affect sustainable development in the short and long run. Following previously used empirical approaches the non-linear Model is developed below:
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where β+ and β- are the asymmetric parameters and [image: image] are the partial sum process of positive changes in financial liberalization, human capital, and military expenditures;i.e.,  POS  = [image: image]; [image: image];  and [image: image],  while [image: image] are the partial sum process of negative changes in financial liberalization, human capital, and military expenditures;  i.e.,  NEG  = [image: image]; [image: image]; and [image: image].
4 ECONOMETRIC TECHNIQUES
Our preliminary analysis includes the testing of the unit root. Initially, Augmented Dickey and Fuller (1979) and Phillips and Perron (1988) tests are analyzed to ensure the stationarity of series at the order I (0) or I (1). However, the stationarity of underlying variables is also assessed using Carrion-i-Silvestre et al. (2009) unit root test. The conventional unit root tests (i.e., ADF or PP) do not take structural breaks into account which lose the power and size of the test, leading to spurious empirical results (Hecq and Urbain, 1993). Carrion-i-Silvestre et al. (2009) unit root test allows up to five structural breaks in both slope and level. The algorithm of Bai and Perron (2003) is utilized by Carrion-i-Silvestre et al. (2009) to estimate structural breaks. Additionally, it incorporated the quasi-GLS detrending technique of Elliott et al. (1992) that allows asymptotic power functions.
In order to identify long run parameters or equilibrium between our underlying variables, Gregory and Hansen (1996) and Hatemi-j (2008) developed cointegration tests with structural breaks but the test of Maki (2012) performed better to deal with unknown multiple structural breaks. Likewise Carrion-i-Silvestre et al. (2009), Maki (2012) cointegration also provides up to five structural breaks stemming from the data. We utilized the regime shift approach that allows for structural breaks in levels and regressors. A wide range of studies has used this approach in economic and finance literature (Doğan, 2018; Rafindadi and Usman, 2019). Thus, we believe that Maki’s (2012) approach efficiently tests the cointegration relationship between sustainable development and its determinants. Four Models are developed by Maki (2012) to perform the test, i.e., Model 0 includes a break in intercept and no trend, Model 1 is related to a break in intercept, coefficients, and no trend, Model 2 includes a break in intercept, coefficients, and with a trend, last Model 3) includes break in intercept, coefficient, and trend. These Models can be expressed as:
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where Dt, is the dummy variable, Dt = 1 if t > Tbi, and 0 if otherwise. Tbi represents the break years in the series. µt,1, µt,2, µt,3, µt,4 are the error terms for Eqs 4–7, which are identically and independently distributed with zero means. The null hypothesis states no cointegration among underlying variables.
Since the study is also interested in short-run effects along with long run effects using ARDL, the bounding testing approach consistent with previous studies is applied (Chen et al., 2020; Ullah et al., 2020; Baloch et al., 2021). Subject to the identification of valid lag order, the ARDL approach is able to mitigate serial correlation, omitted variables, and endogeneity bias (Pesaran et al., 2001). The short-run and long run coefficients are estimated after ensuring the cointegration. To use the bound testing approach, Eq. 2 is rewritten as an ARDL version of the Vector Error Correction Model (VECM):
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where Δ is the difference operator, β0 is the drift component, εt is the estimated error term, β1, β2, and β3 are the short-run coefficients while γ1, γ2, and γ3 denote long-run parameters. θECTt-1 is the error correction term that signifies the long-run convergence and speed of adjustment to the equilibrium. The null hypothesis for Eq. 8 tests the presence of no cointegration (i.e., H0 = γ1 = γ2 = γ3 = 0) whereas the alternative hypothesis specific the presence of cointegration (i.e., H1: γ1 ≠ γ2 ≠ γ3 ≠ 0) among the underlying variables. The Wald F-statistics value is estimated with the concerned critical values following previous studies (Pesaran et al., 2001; Nkoro and Uko, 2016). The F-statistic value less than the lower bound critical value shows no cointegration while F-statistics above the upper bound critical value indicates the presence of cointegration. The F-statistic value between lower and upper bound critical values indicates that the test results are inconclusive. For the lag selection criterion, the Akaike information criterion (AIC) is selected based on previous studies (Chen et al., 2020; Baloch et al., 2021).
After ensuring the validity of the Models using diagnostic tests, we transformed Eq. 2 into ARDL (p, q) with the long run regression Model to derive a NARDL Model as shown below:
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where λ denotes the autoregressive parameters, [image: image] and [image: image] represents the distributed asymmetric lag parameters while ε is the error term, distributed with zero mean and constant variance. The unrestricted error terms for the NARDL Model (ECM) is shown below:
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where [image: image], for all j = 1, 2, 3, ., p-1; [image: image] for j = 1, 2, 3, ., q-1; [image: image] for j = 1, 2, 3, ., q-1. Using the ordinary least square (OLS) one-step procedure, the long run and short-run coefficients are estimated with Eq. 8. The long run coefficients are retrieved as β+ = −θ+/ρ and β− = −θ− whereas the short-run coefficients are estimated by the first differences variables. Lastly, the recursively asymmetric responses of sustainable development to a unit change in negative and positive shocks in financial liberalization, healthcare expenditures, and militarization are computed as follows:
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Both long run and short run asymmetric effects are incorporated into ECM non-linear equations. Over the short-run, null hypothesis of symmetric adjustment can be tested using Wald test as: π+ = π− for all j = 1,2,3, … ,q-1, and for long run as: θ+ = θ−. The decomposition of financial liberalization, health expenditures, and militarization in its negative and positive partial sums may provide complex interdependencies to evaluate non-linear cointegration. The NARDL Model of Shin et al. (2014) has the ability to efficiently disentangle the interactions between financial liberalization, health expenditures, militarization, and sustainable development by incorporating the asymmetric response of underlying variables toward sustainable development over time. To test the null hypothesis of ρ = 0 against the alternative hypothesis of ρ < 0 for detecting cointegration, the FPSS statistic of Pesaran et al. (2001) and tBDM of Banerjee et al. (1998). The cointegration can be detected when the value (FPSS) is above the upper bound. On the other hand, the test will be inconclusive if the value is between upper and lower bound.
After ensuring the long run relationship among variables, the long run coefficients are further estimated using the fully modified ordinary least squares (FMOLS) method developed by Phillips and Hansen (1990) and dynamic OLS (Stock and Watson, 1993) for robustness checks. This technique has the advantage over others in dealing with serial correlation issues, endogeneity, and sample bias (Narayan and Narayan, 2005). Following FMOLS Model is estimated for the long run relationships:
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where Xt is an I (1) variable and Yt is a (k × 1) vector of I (1) regressors.
Lastly, the possible causal relationships among the variables are investigated using Toda and Yamamoto (1995). It is a modified version of the Granger causality and produces consistent and robust causality Wald test statistic even when the order of integration in a time-series is I (0), I, (1), or a mix of these orders. Basically, it is constructed on the vector regressive (VAR) structure (k + dmax) where dmax is the optimum order of integration, and k is the optimum order in the VAR system. Eqs 13–16 are specified to study the causal relationships using Toda and Yamamoto (1995):
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5 EMPIRICAL RESULTS
The descriptive statistics of the variables are given in Table 1. The mean values, standard deviation, minimum, maximum, skewness, kurtosis, and Shapiro-Wilk statistics are given in the Table. Since our number of observations is less than 50, the Shapiro-Wilk test is more appropriate for testing normality (Mishra et al., 2019). Additionally, the study proceeds with the deterministic properties of these parameters.
TABLE 1 | Descriptive statistics.
[image: Table 1]Initially, ADF and PP unit root tests are applied to ensure if the series is stationary at level or first difference. The findings reported in Table 2 show that all variables are stationary either at I (0) or I (1). None of the variable series is integrated at the order I (2). In addition to PP and ADF tests, the Carrion-i-Silvestre et al. (2009) unit root test is adopted to investigate the integration orders of the variables under the existence of multiple structural breaks. Table 3 represents the results of the Carrion-i-Silvestre et al. (2009) unit root test. According to unit root test results, the null hypothesis of there is a unit root under multiple structural breaks in the series can be rejected when we take the first differences of the variables. All variables in Eq. 1 are stationary at their first differences under multiple structural breaks meaning that all variables are integrated of order one, I (1).
TABLE 2 | Unit root tests (without structural breaks).
[image: Table 2]TABLE 3 | The quasi-GLS based Unit Root Tests under Multiple Structural Breaks.
[image: Table 3]The existence of the long run equilibrium relationship among variables under multiple structural breaks is investigated by Maki’s (2012) cointegration test and ARDL bound testing test. Table 4 shows bound testing cointegration F-statistics values for both ARDL and NARDL. To avoid the classical assumptions’ violation, different tests are utilized to selected optimum lags. Starting from high lag order, lags are decided based on AIC. The F-test values denote the existence of long run cointegration among underlying variables. The critical values developed by Pesaran et al. (2001) and Narayan (2005) are utilized to compare the F-statistics. Since both F-test values are above upper bound critical values (5% for all Models), the null hypothesis of no cointegration can be rejected. Accordingly, we suggest a long run relationship among sustainable development, health expenditures, military expenditures, and financial liberalization. The ECTt-1 further confirms the existence of the long run relationships (see Table 6). Besides bound testing, the results of Maki (2012) cointegration test are reported in Table 5. The test also indicates that there is a long run equilibrium relationship among target variables in Pakistan when structural breaks are taken into consideration in all Models of Maki (2012). Our findings suggest that financial liberalization, health, and military expenditures are long run determinants of sustainable development for the case of Pakistan over the period 1971–2017.
TABLE 4 | Cointegration bound test results for the baseline equation.
[image: Table 4]TABLE 5 | Maki (2012) Cointegration test under multiple structural breaks.
[image: Table 5]After the confirmation of cointegration among variables, the ARDL and NARDL Models are utilized for the estimation of short run and long run coefficients (see Table 6). The results of linear estimations confirm the negative effect of militarization on sustainable development in both the short and long run. This evidence suggests the “tread of destruction” and the crowding-out effect of militarization in Pakistan consistent with previous studies (Ahmed Z. et al., 2020; Gokmenoglu et al., 2021; Ullah et al., 2021). Our findings also suggest no significant effect of health expenditures in the short run but a positive effect on sustainable development in the long run. Although the effect of health expenditures is not observed on sustainable development in previous studies, our study postulated that an increase in health expenditures can help Pakistan to achieve its SDGs goals (Liaropoulos and Goranitis, 2015; Chotchoungchatchai et al., 2020).
TABLE 6 | Short run and long run estimates based on the selected linear and non-linear ARDL Model.
[image: Table 6]The linear ARDL estimates also show a significant and positive effect of financial liberalization on sustainable development in both the short and long run. It is purported that financial liberalization does not hamper environmental quality (Hua and Boateng, 2015) and is a good mechanism for sustainable economic growth. Finally, the ECM coefficient value is significant and negative (−0.326), suggesting that a deviation from the long run equilibrium level of sustainable development in 1 year is corrected by 33% in the subsequent year. Some interesting insights are provided by non-linear ARDL estimations.
The findings show that positive shocks in military expenditures impede sustainability in the short-run and the effect gets stronger in the long run as the coefficient value increase from −0.04 to −0.89. Nonetheless, the negative shock in militarization improves sustainable development in the long run only. Results are consistent with the prior literature that there is an asymmetric effect of militarization on economic or environmental factors (Hatemi-J et al., 2018; Amir-ud-Din et al., 2020; Ullah et al., 2021). In the context of health expenditures, the evidence strongly suggests the non-linear relationship between health expenditures and sustainable development. The effect and negative in short-run only when negative shocks in health expenditures occur. On the other hand, the positive effect on sustainability can be observed in the long run only when there are positive shocks in health expenditures. In tandem with the postulations of Fan et al. (2018), we suggest more budget allocation to the healthcare sector to promote sustainable economic department and reduction of militarization’s crowding effect. Finally, the results of NARDL show that positive (negative) shocks in financial liberalization improve (impede) sustainable development in both the short and long run. However, the effect is stronger in the long run.
5.1 Robustness Checks
For robustness checks, we have utilized adjusted net saving (ANS) as an alternative proxy of sustainable development. However, the results largely remain the same except for militarization (see Table 7). Using ANS as a proxy, we find no significant effect of positive (negative) shocks of militarization in the short run. Additionally, in the long run, negative shocks in military expenditures improve green growth but positive shocks play no role in influencing sustainability. Despite the little variation, the findings suggest asymmetry among the underlying variables.
TABLE 7 | Short run and long run estimates based on the selected linear and non-linear ARDL Model.
[image: Table 7]The long run coefficients of the variables are also estimated by the FMOLS approach (see Table 8). Our findings suggest that health expenditure and financial liberalization have significant and positive impacts on sustainable development in long run for the case of Pakistan. When health expenditure and financial liberalization increase by 1%, the sustainable development of Pakistan increases by 0.070 and 0.056% in long run, respectively. Our findings also reveal that military expenditure has a significant and negative impact on sustainable development in the long run. If military expenditure increases by 1%, sustainable development decreases by 0.199% for in Pakistan. Estimated long run coefficients suggest that health expenditure and financial liberalization contribute to the sustainable development of Pakistan while military expenditure impedes sustainability.
TABLE 8 | Estimation of Long Run Coefficients by FMOLS approach.
[image: Table 8]The causal relationships among variables are investigated by Toda and Yamamoto’s (1995) causality test. Table 9 represents the results of the Toda and Yamamoto (1995) causality test. Causality results suggest that unidirectional relationships are running from health expenditure and financial liberalization to sustainable development. When there is a change in health expenditure and financial liberalization, there is a change in the sustainable development of Pakistan. Moreover, we can conclude that sustainable development in Pakistan is health expenditure and financial liberalization driven. There is also a unidirectional causality running from financial liberalization to military expenditure meaning that changes in financial liberalization cause changes in military expenditure of Pakistan.
TABLE 9 | Toda and Yamamoto (1995) Causality test results.
[image: Table 9]6 DISCUSSION
The findings of our study are in accordance with the theoretical propositions. Although it is the first attempt to empirically test the military expenditures with sustainable development, the detrimental effects of militarization are consistent with the results of Gokmenoglu et al. (2021) and Ahmed Z. et al. (2020). In tandem with the “treadmill of destruction” theory, we argue that military mobility, training, weapon testing, and other activities increase the energy demands, pushing regimes to fulfill these demands through GHG emitting resources (Clark et al., 2010). Therefore, imprudent spending on military activities is against the UN’s 2030 agenda for sustainable development. Countries need to rethink their opportunity cost and size of defense spending that could instead be used to directly stimulate green growth (Tian et al., 2020).
Especially in the context of Pakistan, the government is allocating more budget to militarization leaving less financial resources for other productive sectors. For instance, the defense spending of Pakistan was around 3.60% of GDP (in the year 2016) which is greater than the military expenditures of some stable economies such as India (2.5%), China (1.92%), and the United States (3.2%). Our results can also be supported by the postulation of Korkmaz (2015) that a high level of militarization crowd out investment in health, infrastructure, and human capital which impede economic development. On the other hand, our results suggest increasing healthcare expenditures for the long-term sustainability of Pakistan.
Unfortunately, the Pakistani government is ambiguously allocating resources. Even during the peak of the COVID-19 pandemic, the government of Pakistan allocated more budget to defense (USD 7.85 billion) and a very repressive level of budget for the healthcare sector (USD 151 million) for the financial year 2020–2021 (Siddiqa, 2020). Our results are not consistent with Pervaiz et al. (2021) who found a negative effect of health expenditures on air quality. Especially for Pakistan, we are strongly in favor of increasing healthcare expenditures to spur sustainable development. Currently, the “out-of-pocket” healthcare expenditures are very high, elevating the vulnerability of poor households to health shocks. In order to achieve green growth by 2030, Pakistan needs to shift its military expenditures to health expenditures (Brollo and Hanedar, 2021).
In accordance with health expenditures, our findings also support financial liberalization as a strong mechanism to improve sustainable growth. To some extent, our findings can be supported by the results of Adeel-Farooq et al. (2017) and Hua and Boateng (2015) that economic growth coupled with environmental quality can be spurred by financial liberalization. More financial openness in a country like Pakistan can act as a strategic tool to achieve sustainability as powers can be swung to financial markets from military and bureaucracy, fetching energy-efficient eco-friendly technologies to the country. Some support can also be derived from ecological modernization theory (York and Rosa, 2003) that economic growth of a developing country can be stimulated by increasing healthcare expenditures and financial liberalization without ruining the environmental quality.
7 CONCLUSION AND POLICY IMPLICATIONS
The effect of financial liberalization, health expenditures, and military expenditures on sustainable development remained underexplored in previous studies. In an attempt to fill the theoretical and econometric gap, our study estimates short run and long run relationships among these variables using ARDL and NARDL approaches. Additionally, Maki cointegration under multiple structural breaks. Our results from Maki cointegration reveal the stable long run relationship between financial liberalization, health expenditures, military expenditures, and sustainable development. The findings of ARDL and NARDL assert the positive effect of financial liberalization and health expenditures while the negative effect of military expenditures on sustainable development in Pakistan. Additionally, NARDL suggests strong asymmetry among target variables. Based on the causality test, it can be also be purported that any policy to target health expenditures and financial liberalization will significantly affect the sustainable performance of Pakistan.
Grounded on the study’s findings, certain policy implications can be retrieved. Pakistan should not ignore the pollution-promoting facet of militarization and switch its defense expenditures to health and production-driven sectors. Owing to the internal conflicts and political instability in Pakistan, combat expenditures can be retained. However, it is high time to reduce non-combat expenditures to avoid macroeconomic, health, and environmental shocks. Additionally, investment in healthcare is an indirect investment in productive human capital which is one of the main drivers of sustainable development. Since our findings suggest that healthcare is a basic necessity and not a mere luxury for the sustainability of Pakistan, encouraging public-private partnerships will explore new avenues of investment in the healthcare sector. Lastly, more financial openness will help the economy to grow along with the reduction of environmental sustainability. Although the financial markets of South Asia are more liberalized after the post-reform period, military involvement in political affairs has hampered the democratic quality in Pakistan. Unless the detrimental effect of militarization is not scaled down, Pakistan will remain on the verge of an environmental catastrophe.
The study has certain limitations. First, it explores the underlying relationship in the context of Pakistan only. Second, the time span is limited to the year 2017. Some devastating events such as the coronavirus pandemic and the Russia-Ukraine war substantially changed the economic and political dynamics of the countries. These events are major structural breaks and may significantly change our estimated results. Third, only three variables are considered to investigate their effect on sustainable development. There is a fundamental role of green technology, clean energy, and eco-innovation to achieve carbon neutrality targets which should be incorporated in future frameworks.
DATA AVAILABILITY STATEMENT
The data for this study was extracted from secondary sources which are publicly available. However, the data can be provided on demand.
AUTHOR CONTRIBUTIONS
All authors equally contributed to conception and design, acquisition of data, analysis and interpretation of data. They also drafted the article for important intellectual content. All authors approved final version to be published and agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity of any part of the work are appropriately investigated and resolved.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
FOOTNOTES
1Despite common practice to treat financial liberalization and financial development analogous, the concepts are not identical. Financial development represents improvement and progress of the financial structure while financial liberalization denotes dismantling of barriers in the access and provision of financial services.
REFERENCES
 Adeel-Farooq, R. M., Bakar, N. A. A., and Raji, J. O. (2017). Trade Openness, Financial Liberalization and Economic Growth: The Case of Pakistan and India. South Asian J. Business Stud. 6, 229. doi:10.1108/SAJBS-06-2016-0054
 Ahmed, F., Kousar, S., Pervaiz, A., and Shabbir, A. (2022). Do institutional Quality and Financial Development Affect Sustainable Economic Growth? Evidence from South Asian Countries. Borsa Istanbul Rev. 22, 189–196. doi:10.1016/j.bir.2021.03.005
 Ahmed, S., Alam, K., Rashid, A., and Gow, J. (2020a). Militarisation, Energy Consumption, CO2 Emissions and Economic Growth in Myanmar. Defence Peace Econ. 31 (6), 615–641. doi:10.1080/10242694.2018.1560566
 Ahmed, T., Zounemat-Kermani, M., and Scholz, M. (2020b). Climate Change, Water Quality and Water-Related Challenges: a Review with Focus on Pakistan. Int. J. Environ. Res. Public Health 17 (22), 8518. doi:10.3390/ijerph17228518
 Ahmed, Z., Zafar, M. W., and Mansoor, S. (2020c). Analyzing the Linkage between Military Spending, Economic Growth, and Ecological Footprint in Pakistan: Evidence from Cointegration and Bootstrap Causality. Environ. Sci. Pollut. Res. 27 (33), 41551–41567. doi:10.1007/s11356-020-10076-9
 Akinsola, F. A., and Odhiambo, N. M. (2017). The Impact of Financial Liberalization on Economic Growth in Sub-saharan Africa. Cogent Econ. Finance 5 (1), 1338851. doi:10.1080/23322039.2017.1338851
 Ali, M. U., Gong, Z., Ali, M. U., Wu, X., and Yao, C. (2021). Fossil Energy Consumption, Economic Development, Inward FDI Impact on CO 2 Emissions in Pakistan: Testing EKC Hypothesis through ARDL Model. Int. J. Fin Econ. 26 (3), 3210–3221. doi:10.1002/ijfe.1958
 Ali, R., Bakhsh, K., and Yasin, M. A. (2019). Impact of Urbanization on CO2 Emissions in Emerging Economy: Evidence from Pakistan. Sustain. Cities Soc. 48, 101553. doi:10.1016/j.scs.2019.101553
 Alimi, O. Y., Ajide, K. B., and Isola, W. A. (2020). Environmental Quality and Health Expenditure in ECOWAS. Environ. Dev. Sustain. 22 (6), 5105–5127. doi:10.1007/s10668-019-00416-2
 Alptekin, A., and Levine, P. (2012). Military Expenditure and Economic Growth: A Meta-Analysis. Eur. J. Polit. Economy 28 (4), 636–650. doi:10.1016/j.ejpoleco.2012.07.002
 Amir-ud-Din, R., Waqi Sajjad, F., and Aziz, S. (2020). Revisiting Arms Race between India and Pakistan: a Case of Asymmetric Causal Relationship of Military Expenditures. Defence Peace Econ. 31 (6), 721–741. doi:10.1080/10242694.2019.1624334
 Anwar, M. A., Madni, G. R., and Yasin, I. (2021). Environmental Quality, Forestation, and Health Expenditure: a Cross-Country Evidence. Environ. Dev. Sustain. 23, 16454–16480. doi:10.1007/s10668-021-01364-6
 Ashraf, S., Tariq, M. I., and Zhuang, P. (2022). Empirical Analysis of Agricultural Trade Liberalization and Economic Growth in Pakistan ARDL Approach. J. Intell. Fuzzy Syst. Pre-pres, 1–5. doi:10.3233/jifs-219311
 Bai, J., and Perron, P. (2003). Computation and Analysis of Multiple Structural Change Models. J. Appl. Econ. 18 (1), 1–22. doi:10.1002/jae.659
 Baloch, A., Shah, S. Z., Habibullah, M. S., and Rasheed, B. (2021). Towards Connecting Carbon Emissions with Asymmetric Changes in Economic Growth: Evidence from Linear and Nonlinear ARDL Approaches. Environ. Sci. Pollut. Res. 28 (12), 15320–15338. doi:10.1007/s11356-020-11672-5
 Banerjee, A., Dolado, J., and Mestre, R. (1998). Error-correction Mechanism Tests for Cointegration in a Single-Equation Framework. J. time Ser. Anal. 19 (3), 267–283. doi:10.1111/1467-9892.00091
 Bilas, V., Franc, S., and Bosnjak, M. (2014). Determinant Factors of Life Expectancy at Birth in the European Union Countries. Coll. Antropol 38 (1), 1–9. 
 Bilbao‐Ubillos, J. (2013). The Limits of Human Development Index: The Complementary Role of Economic and Social Cohesion, Development Strategies and Sustainability. Sustain. Develop. 21 (6), 400–412. 
 Biscione, A., and Caruso, R. (2021). Military Expenditures and Income Inequality Evidence from a Panel of Transition Countries (1990-2015). Defence Peace Econ. 32 (1), 46–67. doi:10.1080/10242694.2019.1661218
 Biswas, R. K., Kabir, E., and Rafi, R. B. R. (2019). Investment in Research and Development Compared to Military Expenditure: Is Research Worthwhile?Defence Peace Econ. 30 (7), 846–857. doi:10.1080/10242694.2018.1477235
 Boufateh, T., and Saadaoui, Z. (2020). Do Asymmetric Financial Development Shocks Matter for CO2 Emissions in Africa? A Nonlinear Panel ARDL-PMG Approach. Environ. Model. Assess. 25 (6), 809–830. doi:10.1007/s10666-020-09722-w
 Brollo, F., and Hanedar, E. (2021). Pakistan: Spending Needs for Reaching Sustainable Development Goals (SDGs). IMF Working Pap. 2021 (108).
 Brundtland, G. H. (1987). Our Common Future-Call for Action. Envir. Conserv. 14 (4), 291–294. doi:10.1017/s0376892900016805
 Bumann, S., Hermes, N., and Lensink, R. (2013). Financial Liberalization and Economic Growth: A Meta-Analysis. J. Int. Money Finance 33, 255–281. doi:10.1016/j.jimonfin.2012.11.013
 Carrion-i-Silvestre, J. L., Kim, D., and Perron, P. (2009). GLS-based Unit Root Tests with Multiple Structural Breaks under Both the Null and the Alternative Hypotheses. Econom. Theor. 25 (6), 1754–1792. doi:10.1017/s0266466609990326
 Chaabouni, S., and Abednnadher, C. (2014). The Determinants of Health Expenditures in Tunisia. Int. J. Inf. Syst. Serv. Sector (Ijisss) 6 (4), 60–72. doi:10.4018/ijisss.2014100104
 Chaabouni, S., Zghidi, N., and Ben Mbarek, M. (2016). On the Causal Dynamics between CO 2 Emissions, Health Expenditures and Economic Growth. Sustain. Cities Soc. 22, 184–191. doi:10.1016/j.scs.2016.02.001
 Chaabouni, S., Zghidi, N., and Ben Mbarek, M. (2016). On the Causal Dynamics between CO 2 Emissions, Health Expenditures and Economic Growth. Sustain. cities Soc. 22, 184–191. doi:10.1016/j.scs.2016.02.001
 Chen, H., Hongo, D. O., Ssali, M. W., Nyaranga, M. S., and Nderitu, C. W. (2020). The Asymmetric Influence of Financial Development on Economic Growth in Kenya: Evidence from NARDL. SAGE Open 10 (1), 2158244019894071. doi:10.1177/2158244019894071
 Chotchoungchatchai, S., Marshall, A. I., Witthayapipopsakul, W., Panichkriangkrai, W., Patcharanarumol, W., and Tangcharoensathien, V. (2020). Primary Health Care and Sustainable Development Goals. Bull. World Health Organ. 98 (11), 792–800. doi:10.2471/blt.19.245613
 Clark, B., Jorgenson, A. K., and Kentor, J. (2010). Militarization and Energy Consumption. Int. J. Sociol. 40 (2), 23–43. doi:10.2753/ijs0020-7659400202
 Coutts, A., Daoud, A., Fakih, A., Marrouch, W., and Reinsberg, B. (2019). Guns and Butter? Military Expenditure and Health Spending on the Eve of the Arab Spring. Defence Peace Econ. 30 (2), 227–237. doi:10.1080/10242694.2018.1497372
 Dickey, D. A., and Fuller, W. A. (1979). Distribution of the Estimators for Autoregressive Time Series with a Unit Root. J. Am. Stat. Assoc. 74 (366a), 427–431. doi:10.1080/01621459.1979.10482531
 Doğan, B., Balsalobre-Lorente, D., and Nasir, M. A. (2020). European Commitment to COP21 and the Role of Energy Consumption, FDI, Trade and Economic Complexity in Sustaining Economic Growth. J. Environ. Manage. 273, 111146. doi:10.1016/j.jenvman.2020.111146
 Doğan, B., Can, M., and Değer, O. (2018). “Military Expenditures and Income Inequality: Empirical Evidence from North American Countries,” in Handbook of Research on Military Expenditure on Economic and Political Resources (Pennsylvania, USA: IGI Global), 192–210. 
 Doğan, B., Driha, O. M., Balsalobre Lorente, D., and Shahzad, U. (2021). The Mitigating Effects of Economic Complexity and Renewable Energy on Carbon Emissions in Developed Countries. Sustain. Develop. 29 (1), 1–12. 
 Doğan, B. (2018). The Financial Kuznets Curve: a Case Study of Argentina. Empirical Econ. Lett. 17 (4), 527–536. 
 Eckstein, D., Künzel, V., Schäfer, L., and Winges, M. (2019). Global Climate Risk index 2020. Bonn: Germanwatch. 
 Elliott, G., Rothenberg, T. J., and Stock, J. H. (1992). Efficient Tests for an Autoregressive Unit Root. Econometrica 64, 813–836. doi:10.3386/t0130
 Estoque, R. C., and Murayama, Y. (2014). Social-ecological Status index: A Preliminary Study of its Structural Composition and Application. Ecol. Indicators 43, 183–194. doi:10.1016/j.ecolind.2014.02.031
 Fan, H., Liu, W., and Coyte, P. C. (2018). Do Military Expenditures Crowd-Out Health Expenditures? Evidence from Around the World, 2000-2013. Defence Peace Econ. 29 (7), 766–779. doi:10.1080/10242694.2017.1303303
 Fan, Y., Ullah, I., Rehman, A., Hussain, A., and Zeeshan, M. (2021). Does Tourism Increase CO2 Emissions and Health Spending in Mexico? New Evidence from Nonlinear ARDL Approach. Int. J. Health Plann. Manage. 37, 242. doi:10.1002/hpm.3322
 Godil, D. I., Sharif, A., Agha, H., and Jermsittiparsert, K. (2020). The Dynamic Nonlinear Influence of ICT, Financial Development, and Institutional Quality on CO2 Emission in Pakistan: New Insights from QARDL Approach. Environ. Sci. Pollut. Res. 27 (19), 24190–24200. doi:10.1007/s11356-020-08619-1
 Gokmenoglu, K. K., Taspinar, N., and Rahman, M. M. (2021). Military Expenditure, Financial Development and Environmental Degradation in Turkey: A Comparison of CO 2 Emissions and Ecological Footprint. Int. J. Fin Econ. 26 (1), 986–997. doi:10.1002/ijfe.1831
 Gregory, A. W., and Hansen, B. E. (1996). Residual-based Tests for Cointegration in Models with Regime Shifts. J. Econom. 70 (1), 99–126. doi:10.1016/0304-4076(69)41685-7
 Griggs, D., Stafford-Smith, M., Gaffney, O., Rockström, J., Öhman, M. C., Shyamsundar, P., et al. (2013). Sustainable Development Goals for People and Planet. Nature 495 (7441), 305–307. doi:10.1038/495305a
 Güney, T. (2019). Renewable Energy, Non-renewable Energy and Sustainable Development. Int. J. Sustain. Develop. World Ecol. 26 (5), 389–397. 
 Hacker, S., and Hatemi, -J. A. (2012). A Bootstrap Test for Causality With Endogenous Lag Length Choice: Theory and Application in Finance. J. Econ. Stud. 39 (2), 144–160. doi:10.1108/01443581211222635
 Hartwell, C. A. (2017). If You’re Going through Hell, Keep Going: Nonlinear Effects of Financial Liberalization in Transition Economies. Emerging Markets Finance and Trade 53 (2), 250–275. 
 Haseeb, M., Kot, S., Hussain, H. I., and Jermsittiparsert, K. (2019). Impact of Economic Growth, Environmental Pollution, and Energy Consumption on Health Expenditure and R&D Expenditure of ASEAN Countries. Energies 12 (19), 3598. doi:10.3390/en12193598
 Hatemi-J, A., Chang, T., Chen, W.-Y., Lin, F.-L., and Gupta, R. (2018). Asymmetric Causality between Military Expenditures and Economic Growth in Top Six Defense Spenders. Qual. Quant 52 (3), 1193–1207. doi:10.1007/s11135-017-0512-9
 Hatemi-j, A. (2008). Tests for Cointegration with Two Unknown Regime Shifts with an Application to Financial Market Integration. Empir Econ. 35 (3), 497–505. doi:10.1007/s00181-007-0175-9
 Hecq, A., and Urbain, J.-P. (1993). Misspecification Tests, Unit Roots and Level Shifts. Econ. Lett. 43 (2), 129–135. doi:10.1016/0165-1765(93)90025-8
 Hess, P. (2010). Determinants of the Adjusted Net Saving Rate in Developing Economies. Int. Rev. Appl. Econ. 24 (5), 591–608. doi:10.1080/02692170903426070
 Hickel, J. (2020). The Sustainable Development index: Measuring the Ecological Efficiency of Human Development in the Anthropocene. Ecol. Econ. 167, 106331. doi:10.1016/j.ecolecon.2019.05.011
 Hua, X., and Boateng, A. (2015). “Trade Openness, Financial Liberalization, Economic Growth, and Environment Effects in the North-South: New Static and Dynamic Panel Data Evidence,” in Beyond the UN Global Compact: Institutions and Regulations (Bingley, UK: Emerald Group Publishing Limited), 253–289. doi:10.1108/s2051-503020150000017020
 Hussain, E. (2019). India-Pakistan Relations: Challenges and Opportunities. J. Asian Security Int. Aff. 6 (1), 82–95. doi:10.1177/2347797018823964
 Jahanger, A., Usman, M., and Ahmad, P. (2021). A Step towards Sustainable Path: the Effect of Globalization on China’s Carbon Productivity from Panel Threshold Approach. Environ. Sci. Pollut. Res. 2021, 1–16. 
 Jalil, A., and Feridun, M. (2011). The Impact of Growth, Energy and Financial Development on the Environment in China: a Cointegration Analysis. Energ. Econ. 33 (2), 284–291. doi:10.1016/j.eneco.2010.10.003
 Jalil, A., Nadeem Abbasi, H. K., and Bibi, N. (2016). Military Expenditures and Economic Growth: Allowing Structural Breaks in Time Series Analysis in the Case of India and Pakistan. Qual. Quant 50 (4), 1487–1505. doi:10.1007/s11135-015-0217-x
 Jolliffe, I. T. (1986). “Principal Components in Regression Analysis,” in Principal Component Analysis (Berlin, Germany: Springer), 129–155. doi:10.1007/978-1-4757-1904-8_8
 Kaimuri, B., and Kosimbei, G. (2017). Determinants of Sustainable Development in Kenya. J. Econ. Sustain. Dev. 8 (24), 17–36. 
 Khalid, U., and Habimana, O. (2021). Military Spending and Economic Growth in Turkey: A Wavelet Approach. Defence Peace Econ. 32 (3), 362–376. doi:10.1080/10242694.2019.1664865
 Khan, A., Hussain, J., Bano, S., and Chenggang, Y. (2020a). The Repercussions of Foreign Direct Investment, Renewable Energy and Health Expenditure on Environmental Decay? an Econometric Analysis of B&RI Countries. J. Environ. Plann. Manage. 63 (11), 1965–1986. doi:10.1080/09640568.2019.1692796
 Khan, M. K., Teng, J.-Z., Khan, M. I., and Khan, M. O. (2019). Impact of Globalization, Economic Factors and Energy Consumption on CO2 Emissions in Pakistan. Sci. total Environ. 688, 424–436. doi:10.1016/j.scitotenv.2019.06.065
 Khan, S. A. R., Zhang, Y., Kumar, A., Zavadskas, E., and Streimikiene, D. (2020b). Measuring the Impact of Renewable Energy, Public Health Expenditure, Logistics, and Environmental Performance on Sustainable Economic Growth. Sustain. Dev. 28 (4), 833–843. doi:10.1002/sd.2034
 Khoshnevis Yazdi, S., and Khanalizadeh, B. (2017). Air Pollution, Economic Growth and Health Care Expenditure. Econ. Research-Ekonomska Istraživanja 30 (1), 1181–1190. doi:10.1080/1331677x.2017.1314823
 Kim, D.-H., Hsieh, J., and Lin, S.-C. (2021). Financial Liberalization, Political Institutions, and Income Inequality. Empir Econ. 60 (3), 1245–1281. doi:10.1007/s00181-019-01808-z
 Kim, D.-H., Lin, S.-C., and Suen, Y.-B. (2010). Are Financial Development and Trade Openness Complements or Substitutes?South. Econ. J. 76 (3), 827–845. doi:10.4284/sej.2010.76.3.827
 Koirala, B. S., and Pradhan, G. (2020). Determinants of Sustainable Development: Evidence from 12 Asian Countries. Sustain. Develop. 28 (1), 39–45. doi:10.1002/sd.1963
 Korkmaz, S. (2015). The Effect of Military Spending on Economic Growth and Unemployment in Mediterranean Countries. Int. J. Econ. Financial Issues 5 (1), 273–280.
 Koseoglu, A., Yucel, A. G., and Ulucak, R. (2022). Green Innovation and Ecological Footprint Relationship for a Sustainable Development: Evidence from Top 20 green Innovator Countries. Sustain. Develop. doi:10.1002/sd.2294
 Liaropoulos, L., and Goranitis, I. (2015). Health Care Financing and the Sustainability of Health Systems. Int. J. Equity Health 14 (1), 80–84. doi:10.1186/s12939-015-0208-5
 Maki, D. (2012). Tests for Cointegration Allowing for an Unknown Number of Breaks. Econ. Model. 29 (5), 2011–2015. doi:10.1016/j.econmod.2012.04.022
 Mishra, P., Pandey, C. M., Singh, U., Gupta, A., Sahu, C., and Keshri, A. (2019). Descriptive Statistics and Normality Tests for Statistical Data. Ann. Card. Anaesth. 22 (1), 67–72. doi:10.4103/aca.ACA_157_18
 Moffatt, I. (2000). Ecological Footprints and Sustainable Development. Ecol. Econ. 32 (3), 359–362. 
 Moosa, N., and Pham, H. N. A. (2019). The Effect of Environmental Degradation on the Financing of Healthcare. Emerging Markets Finance and Trade 55 (2), 237–250. doi:10.1080/1540496x.2018.1439375
 Mujtaba, G., and Ashfaq, S. (2021). The Impact of Environment Degrading Factors and Remittances on Health Expenditure: an Asymmetric ARDL and Dynamic Simulated ARDL Approach. Environ. Sci. Pollut. Res. 2021, 1–17. doi:10.1007/s11356-021-16113-5
 Munir, K., and Ameer, A. (2020). Nonlinear Effect of FDI, Economic Growth, and Industrialization on Environmental Quality: Evidence from Pakistan. Manage. Environ. Qual. Int. J. doi:10.1108/MEQ-10-2018-0186
 Muralikrishna, I. V., and Manickam, V. (2017). in Introduction. Environmental Management (Amsterdam, Netherlands: Elsevier), 1–4. doi:10.1016/b978-0-12-811989-1.00001-4
 Narayan, P. K., and Narayan, S. (2005). Estimating Income and price Elasticities of Imports for Fiji in a Cointegration Framework. Econ. Model. 22 (3), 423–438. doi:10.1016/j.econmod.2004.06.004
 Narayan, P. K. (2005). The Saving and Investment Nexus for China: Evidence from Cointegration Tests. Appl. Econ. 37 (17), 1979–1990. doi:10.1080/00036840500278103
 Naveed, S., and Mahmood, Z. (2019). Impact of Domestic Financial Liberalization on Economic Growth in Pakistan. J. Econ. Pol. Reform 22 (1), 16–34. doi:10.1080/17487870.2017.1305901
 Nkoro, E., and Uko, A. K. (2016). Autoregressive Distributed Lag (ARDL) Cointegration Technique: Application and Interpretation. J. Stat. Econometric Methods 5 (4), 63–91. 
 Nourry, M. (2008). Measuring Sustainable Development: Some Empirical Evidence for France from Eight Alternative Indicators. Ecol. Econ. 67 (3), 441–456. doi:10.1016/j.ecolecon.2007.12.019
 Owumi, B. E., and Eboh, A. (2021). An Assessment of the Contribution of Healthcare Expenditure to Life Expectancy at Birth in Nigeria. J. Public Health (Berl.) . doi:10.1007/s10389-021-01546-6
 Pervaiz, R., Faisal, F., Rahman, S. U., Chander, R., and Ali, A. (2021). Do health Expenditure and Human Development index Matter in the Carbon Emission Function for Ensuring Sustainable Development? Evidence from the Heterogeneous Panel. Air Qual. Atmosphere Health 2021, 1–12. 
 Pesaran, M. H., Shin, Y., and Smith, R. J. (2001). Bounds Testing Approaches to the Analysis of Level Relationships. J. Appl. Econ. 16 (3), 289–326. doi:10.1002/jae.616
 Phillips, P. C. B., and Hansen, B. E. (1990). Statistical Inference in Instrumental Variables Regression with I(1) Processes. Rev. Econ. Stud. 57 (1), 99–125. doi:10.2307/2297545
 Phillips, P. C. B., and Perron, P. (1988). Testing for a Unit Root in Time Series Regression. Biometrika 75 (2), 335–346. doi:10.1093/biomet/75.2.335
 Phiri, A. (2019). Does Military Spending Nonlinearly Affect Economic Growth in South Africa?Defence Peace Econ. 30 (4), 474–487. doi:10.1080/10242694.2017.1361272
 Qayyum, U., Anjum, S., and Samina Sabir, S. (2021). Armed Conflict, Militarization and Ecological Footprint: Empirical Evidence from South Asia. J. Clean. Prod. 281, 125299. doi:10.1016/j.jclepro.2020.125299
 Rafindadi, A. A., and Usman, O. (2019). Globalization, Energy Use, and Environmental Degradation in South Africa: Startling Empirical Evidence from the Maki-Cointegration Test. J. Environ. Manag. 244, 265–275. doi:10.1016/j.jenvman.2019.05.048
 Raghupathi, V., and Raghupathi, W. (2020). Healthcare Expenditure and Economic Performance: Insights from the United States Data. Front. Public Health 8, 156. doi:10.3389/fpubh.2020.00156
 Rahman, M. M., Khanam, R., and Rahman, M. (2018). Health Care Expenditure and Health Outcome Nexus: New Evidence from the SAARC-ASEAN Region. Glob. Health 14 (1), 113–211. doi:10.1186/s12992-018-0430-1
 Raju, M. H., and Ahmed, Z. (2019). Effect of Military Expenditure on Economic Growth: Evidences from India Pakistan and China Using Cointegration and Causality Analysis. Asian J. German Eur. Stud. 4 (1), 1–8. doi:10.1186/s40856-019-0040-6
 Raza, S. A., Shahbaz, M., and Paramati, S. R. (2017). Dynamics of Military Expenditure and Income Inequality in Pakistan. Soc. Indic Res. 131 (3), 1035–1055. doi:10.1007/s11205-016-1284-7
 Saba, C. S., and Ngepah, N. (2020). Empirical Analysis of Military Expenditure and Industrialisation Nexus: A Regional Approach for Africa. Int. Econ. J. 34 (1), 58–84. doi:10.1080/10168737.2019.1641541
 Saba, C. S., and Ngepah, N. (2019). Military Expenditure and Economic Growth: Evidence from a Heterogeneous Panel of African Countries. Econ. Research-Ekonomska Istraživanja 32 (1), 3586–3606. doi:10.1080/1331677x.2019.1674179
 Saleem, A., Cheema, A. R., Rahman, A., Ali, Z., and Parkash, R. (2021). Do health Infrastructure and Services, Aging, and Environmental Quality Influence Public Health Expenditures? Empirical Evidence from Pakistan. Soc. Work Public Health 36 (6), 688–706. doi:10.1080/19371918.2021.1920540
 Shah, W. U. H., Yasmeen, R., and Padda, I. U. H. (2019). An Analysis between Financial Development, Institutions, and the Environment: a Global View. Environ. Sci. Pollut. Res. 26 (21), 21437–21449. doi:10.1007/s11356-019-05450-1
 Shin, Y., Yu, B., and Greenwood-Nimmo, M. (2014). “Modelling Asymmetric Cointegration and Dynamic Multipliers in a Nonlinear ARDL Framework,” in Festschrift in Honor of Peter Schmidt (Berlin, Germany: Springer), 281–314. doi:10.1007/978-1-4899-8008-3_9
 Siche, J. R., Agostinho, F., Ortega, E., and Romeiro, A. (2008). Sustainability of Nations by Indices: Comparative Study between Environmental Sustainability index, Ecological Footprint and the Emergy Performance Indices. Ecol. Econ. 66 (4), 628–637. doi:10.1016/j.ecolecon.2007.10.023
 Siddiqa, A. (2020). Why Is Pakistan Spending So Much Money on Defence amid COVID-19? [Online]. Doha, Qatar: Al Jazeera. Available at: https://www.aljazeera.com/opinions/2020/7/1/why-is-pakistan-spending-so-much-money-on-defence-amid-covid-19 (Accessed 10 15, 2021). 
 Singh, N., Singh, S., and Mall, R. K. (2020). “Urban Ecology and Human Health: Implications of Urban Heat Island, Air Pollution and Climate Change Nexus,” in Urban Ecology (Amsterdam, Netherlands: Elsevier), 317–334. doi:10.1016/b978-0-12-820730-7.00017-3
 Solarin, S. A., Al-Mulali, U., and Ozturk, I. (2018). Determinants of Pollution and the Role of the Military Sector: Evidence from a Maximum Likelihood Approach with Two Structural Breaks in the USA. Environ. Sci. Pollut. Res. 25 (31), 30949–30961. doi:10.1007/s11356-018-3060-5
 Stock, J. H., and Watson, M. W. (1993). A Simple Estimator of Cointegrating Vectors in Higher Order Integrated Systems. Econometrica 61, 783–820. doi:10.2307/2951763
 Strezov, V., Evans, A., and Evans, T. J. (2017). Assessment of the Economic, Social and Environmental Dimensions of the Indicators for Sustainable Development. Sust. Dev. 25 (3), 242–253. doi:10.1002/sd.1649
 Tamazian, A., Chousa, J. P., and Vadlamannati, K. C. (2009). Does Higher Economic and Financial Development lead to Environmental Degradation: Evidence from BRIC Countries. Energy policy 37 (1), 246–253. doi:10.1016/j.enpol.2008.08.025
 Tao, R., Glonț, O. R., Li, Z.-Z., Lobonț, O. R., and Guzun, A. A. (2020). New Evidence for Romania Regarding Dynamic Causality between Military Expenditure and Sustainable Economic Growth. Sustainability 12 (12), 5053. doi:10.3390/su12125053
 Tian, N., da Silva, D. L., and Kuimova, A. (2020). “Military Spending and the Achievement of the 2030 Agenda for Sustainable Development,” in United Nations Office of Disarmament Affairs (UNODA) Occasional Papers, Ed. U. Nations. , 21–37. doi:10.18356/bda22fe8-en
 Toda, H. Y., and Yamamoto, T. (1995). Statistical Inference in Vector Autoregressions with Possibly Integrated Processes. J. Econom. 66 (1-2), 225–250. doi:10.1016/0304-4076(94)01616-8
 Töngür, Ü., and Elveren, A. Y. (2017). The Nexus of Economic Growth, Military Expenditures, and Income Inequality. Qual. Quantity 51 (4), 1821–1842. 
 Ullah, A., Zhao, X., Kamal, M. A., and Zheng, J. (2020). Modeling the Relationship between Military Spending and Stock Market Development (A) Symmetrically in China: An Empirical Analysis via the NARDL Approach. Physica A: Stat. Mech. its Appl. 554, 124106. doi:10.1016/j.physa.2019.124106
 Ullah, S., Andlib, Z., Majeed, M. T., Sohail, S., and Chishti, M. Z. (2021). Asymmetric Effects of Militarization on Economic Growth and Environmental Degradation: Fresh Evidence from Pakistan and India. Environ. Sci. Pollut. Res. 28 (8), 9484–9497. doi:10.1007/s11356-020-11142-y
 Ulucak, R., Yücel, A. G., and Koçak, E. (2019). “The Process of Sustainability,” in Environmental Kuznets Curve (EKC) (Amsterdam, Netherlands: Elsevier), 37–53. doi:10.1016/b978-0-12-816797-7.00005-9
 Usman, M., Ma, Z., Wasif Zafar, M., Haseeb, A., and Ashraf, R. U. (2019). Are Air Pollution, Economic and Non-economic Factors Associated with Per Capita Health Expenditures? Evidence from Emerging Economies. Int. J. Environ. Res. Public Health 16 (11), 1967. doi:10.3390/ijerph16111967
 Vallejo-Rosero, P., García-Centeno, M. C., Delgado-Antequera, L., Fosado, O., and Caballero, R. (2021). A Multiobjective Model for Analysis of the Relationships between Military Expenditures, Security, and Human Development in NATO Countries. Mathematics 9 (1), 23. 
 Wang, Z., Asghar, M. M., Zaidi, S. A. H., and Wang, B. (2019). Dynamic Linkages Among CO2 Emissions, Health Expenditures, and Economic Growth: Empirical Evidence from Pakistan. Environ. Sci. Pollut. Res. 26 (15), 15285–15299. doi:10.1007/s11356-019-04876-x
 Wilson, J., Tyedmers, P., and Pelot, R. (2007). Contrasting and Comparing Sustainable Development Indicator Metrics. Ecol. indicators 7 (2), 299–314. doi:10.1016/j.ecolind.2006.02.009
 Xia, W., Apergis, N., Bashir, M. F., Ghosh, S., Doğan, B., and Shahzad, U. (2022). Investigating the Role of Globalization, and Energy Consumption for Environmental Externalities: Empirical Evidence from Developed and Developing Economies. Renew. Energ. 183, 219–228. doi:10.1016/j.renene.2021.10.084
 Yao, S., He, H., Chen, S., and Ou, J. (2018). Financial Liberalization and Cross-Border Market Integration: Evidence from China's Stock Market. Int. Rev. Econ. Finance 58, 220–245. doi:10.1016/j.iref.2018.03.023
 Yolcu Karadam, D., Yildirim, J., and Öcal, N. (2017). Military Expenditure and Economic Growth in Middle Eastern Countries and Turkey: a Non-linear Panel Data Approach. Defence Peace Econ. 28 (6), 719–730. doi:10.1080/10242694.2016.1195573
 York, R., and Rosa, E. A. (2003). Key Challenges to Ecological Modernization Theory. Organ. Environ. 16 (3), 273–288. doi:10.1177/1086026603256299
 Zakaria, M., and Bibi, S. (2019). Financial Development and Environment in South Asia: the Role of Institutional Quality. Environ. Sci. Pollut. Res. 26 (8), 7926–7937. doi:10.1007/s11356-019-04284-1
 Zeeshan, M., Han, J., Rehman, A., Ullah, I., and Afridi, F. E. A. (2021). Exploring Asymmetric Nexus between CO2 Emissions, Environmental Pollution, and Household Health Expenditure in China. Risk Manag. Healthc. Pol. 14, 527–539. doi:10.2147/rmhp.s281729
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Meiling, Taspinar, Yahya, Hussain and Waqas. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 24 May 2022
doi: 10.3389/fenvs.2022.879590


[image: image2]
Impact of Green Logistics Performance on China’s Export Trade to Regional Comprehensive Economic Partnership Countries
Mingyue Fan1†, Zhiying Wu1, Sikandar Ali Qalati2†, Di He1* and Rana Yassir Hussain3*†
1School of Management, Jiangsu University, Zhenjiang, China
2School of Finance and Economics, Jiangsu University, Zhenjiang, China
3UE Business School, University of Education, Lahore, Pakistan
Edited by:
Enzo Barberio Mariano, São Paulo State University, Brazil
Reviewed by:
Mohsen Ahmadi, Urmia University of Technology, Iran
Daisy Rebelatto, University of São Paulo, Brazil
* Correspondence: Di He, hd@ujs.edu.cn; Rana Yassir Hussain, yassir.hussain@ue.edu.pk
†ORCID: Mingyue Fan, orcid.org/0000-0001-9678-0205; Sikandar Ali Qalati, orcid.org/0000-0001-7235-6098; Rana Yassir Hussain, orcid.org/0000-0002-6951-1322
Specialty section: This article was submitted to Environmental Economics and Management, a section of the journal Frontiers in Environmental Science
Received: 19 February 2022
Accepted: 14 April 2022
Published: 24 May 2022
Citation: Fan M, Wu Z, Qalati SA, He D and Hussain RY (2022) Impact of Green Logistics Performance on China’s Export Trade to Regional Comprehensive Economic Partnership Countries. Front. Environ. Sci. 10:879590. doi: 10.3389/fenvs.2022.879590

Based on the logistics performance index proposed by the World Bank, this study uses the entropy method to construct the green logistics performance index and empirically analyzes the impact of the green logistics performance of Regional Comprehensive Economic Partnership (RCEP) countries on China’s export trade using the expanded trade gravity model. The results show that the green logistics performance of RCEP countries can significantly promote China’s export trade to RCEP countries, and various measures to improve green logistics performance have different impacts on China’s export trade. The order of influence degree is the efficiency of a customs clearance procedure, the convenience of arranging freight with a competitive price, the timeliness of cargo transportation, the ability and quality of logistics service, and the intensity of CO2 and N2O emission. To promote China’s export trade, we should give full play to the functions of the customs of various countries and improve the efficiency of regulatory procedures. The regression results reveal that GLPI has a significant and positive impact on export trade RCEP countries, as indicated by the coefficient value of 2.887 at a 1% level of significance. The component factors of GLPI also positively and significantly influence the export trade, but carbon emissions and nitrogen emissions proved to be negative. This study establish with RCEP countries, promote the layout of logistics transport routes among RCEP members, and enhance the popularity of green logistics services; Give full play to the positive role of regional economic organizations and mechanisms, and promote green logistics cooperation between RCEP member countries with high and low GLPI; Through logistics planning, logistics policy and advanced low-carbon logistics technology, promote sustainable development of green logistics.
Keywords: regional comprehensive economic partnership, green logistics performance, expansion gravity model, export trade, entropy
1 INTRODUCTION
In today’s prevalent trade protectionism, tariff reduction is a frontal counterattack to trade protectionism. The Regional Comprehensive Economic Partnership (RCEP) is a regional free trade agreement that covers both trade and non-trade-related issues, including rules of origin, trade facilitation, intellectual property rights, and investment (Suvannaphakdy, 2021). RCEP includes 15 member countries, including China, Japan, South Korea, Australia, and New Zealand, and ten ASEAN countries, with the total population, economic volume, and total trade accounting for about 30% of the world (Erokhin, 2020). Under the rules of RCEP, this region with the largest population, most diverse structure, and the greatest development potential in the world will usher in a new round of growth. Monitor (2020) stated that RCEP is expected to boost member countries’ export growth by more than 10% above the baseline by 2025.
Greenhouse gas emissions are the direct cause of global warming, which is an urgent problem to be solved in the process of economic development. At the same time, greenhouse gas emission is also a phenomenon that cannot be ignored in green logistics and has gradually become an indispensable content in the study of green logistics. Liu evaluated the impact of fuel cell vehicles on GHG emissions from China’s road fleet (Liu et al., 2018), while Yan and Sun investigated the impact of electric vehicle development on GHG emissions and fossil energy consumption in China from a life cycle perspective and based on automotive technology and China’s energy development plan, exploring the potential of energy-saving and emission reduction of electric vehicles (Yan and Sun, 2021). At present, although some scholars have added the related effects of carbon dioxide (CO2) emissions in the study of the Logistics Performance Index (LPI) (Mariano et al., 2017), CO2 emissions account for 75% of greenhouse gas emissions (Teng et al., 2019), so it can be inferred that greenhouse gas emissions are far more far-reaching than CO2 emissions. In addition, the consumption of fossil fuels is the core problem of logistics operations. The higher the utilization rate, the greater the damage to society and the environment. This study contributes to the existing literature in several ways. First, a green logistic performance index is constructed, whereas most of the previous literature focuses on logistic performance only. Green logistics is of great significance to environmental protection, social progress, and economic growth (Khan et al., 2019). Therefore, this study adds greenhouse gas emissions and fossil fuel consumption as important factors affecting green logistics to the original LPI to construct the green logistics performance index (GLPI). On this basis, the LPI index, greenhouse gas emissions, fossil fuel consumption, and export trade data of RCEP15 countries from 2012 to 2018 are collected, and the influence of GLPI and each sub-index on China’s export trade is empirically analyzed using the extended gravity model. Second, this study focuses on the trade by China to RCEP countries as there is a serious lack of literature on this, in order to promote the development of China’s export trade and regional economic integration to provide suggestions.
2 LITERATURE REVIEW
With the strengthening of regional economic integration, trans-regional trade has become more frequent, and the market competition between regions has become more intense. Therefore, logistics has become a key link in trade competition (Ahmadi and Taghizadeh, 2019; Tang and Wang, 2020). Under the background of green and low carbon, green logistics is an effective way to deal with the “green barriers” of international trade and achieve sustainable development of trade (Ren and Huang, 2015). With the further expansion of intra-regional trade volume, the improvement of green logistics performance will further optimize the regional trade environment. Li et al. (2021) proved the importance of green logistics in enhancing green economic activities in One Belt One Road Initiative countries. Karaduman et al., 2020 also established a significant positive influence of logistics performance on carbon emission performance of the Balkan region. Khan et al., 2020 showed that logistics performance improves the environmental and economic conditions through the utilization of renewable energy, leading to a reduction in emissions. Table 1 provides the recent evidence that establishes the link between logistics performance and trade.
TABLE 1 | Recent evidence on logistics performance and trade.
[image: Table 1]As a new trend in the development of modern logistics, there are relatively few studies on the impact of green logistics performance on regional trade in the academic circle, and most of the literature is about the impact of logistics performance on international trade (Wang et al., 2018). Related research can be roughly divided into two categories. The first category mainly analyzes the impact of overall logistics performance indicators on international trade. For example, Saslavsky and Shepherd (2014) investigated the effects of logistics performance on trade in parts and components within international production networks and found that logistics performance has a greater impact on parts trade than final product trade. Önsel Ekici et al. (2016) verified the positive effect of logistics performance on international trade with the help of the LPI index. Gani (2017) estimated the impact of logistics performance on international trade using transnational data from many country samples and found that logistics performance had a statistically significant positive impact on trade flows, especially exports. Siddiqui and Vita (2019) used panel data analysis to study the impact of logistics performance on the trade of the garment industry in Cambodia, Bangladesh, and India and concluded that logistics has a significant impact on trade. Riadh (2020) believed that logistics performance promotes international trade because it first reduces transportation costs to improve trade, thus further expanding international trade. Töngür et al. (2020) empirically analyzed the impact of Turkish logistics performance on export through the gravity model and found that logistics performance had a positive impact on export value. Its impact on emerging markets was greater than on international markets (Taghizadech and Ahmadi, 2019; Ahmadi, 2021). In addition, improved logistics performance in Turkey has a more significant impact on exports than that of import partners.
The second kind of research analyzes the specific impact of each sub-index of logistics performance on international trade. For example, Marti and Puertas (2017) analyzed the impact of various sub-indexes constituting the LPI index on the trade of emerging countries. The importance of the LPI sub-indices has increased in the international trade of many emerging countries in Africa, South America, and Eastern Europe (Marti and Puertas, 2017). Çelebi (2019) compared the impact of various sub-indicators of logistics performance on trade and found that good logistics is more beneficial to the export of middle- and low-income countries, while it is the opposite for middle- and high-income countries. Zaninović et al. (2021) tested the homogeneity of logistics performance of EU countries and found that the greater the difference of each sub-index of the LPI index, the lower the trade between trading partners. In the case of EU-15 countries trading with other countries, the LPI sub-index of ease of arranging freight at competitive prices has the greatest negative impact on trade with trading partners. Mendes dos Reis et al. (2020) used bilateral soybean export data of Argentina, Brazil, the United States, and their partners to verify the performance of different components of logistics performance in trade. Their study found that logistics infrastructure can significantly positively promote the development of soybean trade. Rashida and Cullinane (2019) used data envelopment analysis to evaluate if the national logistic performance is sustainable or not in OECD nations. Tan et al. (2020) introduced blockchain green logistics to determine the sustainable operations of logistics. Zhang et al. (2020) addressed the policy aspects of green logistics, green growth, and sustainable growth and discovered various factors that improve GLP based on grounded theory. Khan et al. (2019) observed a strong influence of macro-level environmental, social, and economic indicators on GLPI in South Asian Association for Regional Cooperation (SAARC) countries.
In conclusion, the existing literature on the logistics performance study of the impact of international trade is rich. However, in research methods, domestic and foreign scholars mostly use the LPI index to measure the logistics performance but ignore the era background, in the green low carbon greenhouse gas emissions and fossil fuel consumption influence on logistics performance. At the same time, from the perspective of RCEP, there is no literature on the performance of green logistics in RCEP countries and its impact on China’s export trade. Therefore, this study aims to take green logistics performance as the entry point and empirically analyze the impact of green logistics performance in RCEP countries on China’s export trade by constructing a GLPI index based on the extended gravity model. The aim is to provide decision-making support for improving the green logistics performance of RCEP member countries and expanding the scale of China’s export trade.
3 CONSTRUCTION AND ANALYSIS OF REGIONAL COMPREHENSIVE ECONOMIC PARTNERSHIP COUNTRY GREEN LOGISTICS PERFORMANCE INDEX
3.1 The Connotation and Extension of Green Logistics Performance Index
As a new mode of modern logistics, compared with traditional logistics, green logistics not only restrains the harm caused by logistics to the environment in the process of logistics but also purifies the logistics environment and makes the best use of logistics resources (Seroka-Stolka and Ociepa-Kubicka, 2019). Based on the relationship between green logistics and traditional logistics, that is, green logistics is the extension of traditional logistics in the context of the green and low-carbon era, this study believes that the understanding of the connotation of green logistics performance should be based on the concept of traditional logistics performance, combined with the concept of green development, necessary expansion, and extension.
Traditional logistics performance is more concerned with low-cost and efficient logistics services in the logistics process. In the era of green development, the performance of green logistics should pay more attention to the friendliness and conservation of the environment and resources in the logistics process. Traditional logistics performance is usually measured by the LPI index. It mainly includes the efficiency of customs clearance procedures, the quality of trade and transportation-related infrastructure, the convenience of arranging freight at competitive prices, the ability and quality of logistics services, the ability to trace goods, and the timeliness of goods transportation. The timeliness was on six sides. The GLPI index should pay more attention to greenhouse gas emission intensity and fossil fuel consumption in the logistics process on the basis of six aspects of the traditional LPI index.
3.2 Green Logistics Performance Index Construction
On the basis of six sub-indexes of the traditional LPI index, this study introduces green level indexes, including the greenhouse gas emission intensity index and fossil fuel consumption index to construct the GLPI index. Among them, greenhouse gas emission intensity indicators include CO2 emission intensity, N2O emission intensity, methane emission intensity (CH4), and fluorine greenhouse gas emission intensity (Fgas). The fossil fuel index includes fossil fuel consumption. The sub-indexes of the GLPI index and their sources are shown in Table 2. The LPI index for missing years is replaced by the mean of adjacent years.
TABLE 2 | Sub-indexes of GLPI index and their sources.
[image: Table 2]3.3 Description of Green Logistics Performance Index for Regional Comprehensive Economic Partnership Countries
This study first collected the CO2 emission intensity, N2O emission intensity, CH4 emission intensity, Fgas emission intensity, and fossil fuel consumption of 14 RCEP countries except for China and calculated the green level score using the entropy method. Then, the LPI index and green level score released by the World Bank are processed by the entropy method again, and the result is the GLPI index of RCEP14 countries from 2012 to 2018 (Table 3).
TABLE 3 | Performance of green logistics in RCEP14 countries during 2012–2018.
[image: Table 3]As sown in Table 2, there is a large gap in green logistics performance among RCEP sample countries, and the GLPI index of ten ASEAN countries is lower than that of the four non-ASEAN countries in the region. Specifically, Singapore’s GLPI index is at the top of RCEP sample countries, with an average of 2.6 points from 2012 to 2018. However, the mean GLPI index of Laos and Myanmar is at the end of the RCEP sample countries, and the mean GLPI index is only 1.5 points. In addition, among the RCEP sample countries except for Singapore, the GLPI indices of Japan, Australia, South Korea, and New Zealand rank at the top, with average values of 2.5, 2.4, 2.3, and 2.3, respectively. The GLPI value of Laos, Myanmar, and Cambodia has been observed below 2 from 2012–2018.
In order to further analyze the underlying reasons for the differences in green logistics performance in RCEP sample countries, this study observed the mean values of GLPI sub-indexes in 2012, 2014, 2016, and 2018. Figure 1 shows the mean values of each sub-index in RCEP sample countries. It can be seen that, for Singapore, a country with a high GLPI index, the development of six sub-indicators of logistics level is balanced. Among them, the ability to track and query goods and the efficiency of custom clearance procedures have the greatest effect on the improvement of green logistics performance. Moreover, the emission intensity and fossil fuel consumption of CO2, N2O, CH4, and Fgas are relatively low. For countries with a low GLPI index, such as Laos and Myanmar, the efficiency of customs clearance procedures is a weak link, and the timeliness of cargo transportation is also a weak link in green logistics in the region. Meanwhile, the emission intensity and fossil fuel consumption of CO2, N2O, CH4, and Fgas are relatively high, which lower the GLPI index scores of the two countries.
[image: Figure 1]FIGURE 1 | Mean value of GLPI sub-indexes in RCEP sample countries.
Figure 2 shows the mean green level and logistics level of RCEP sample countries. Among them, Myanmar and Laos, with a lower GLPI index, have lower mean green and logistics levels. Singapore, Japan, Australia, South Korea, and New Zealand, with a higher GLPI index, have higher mean green and logistics levels. In general, with Singapore as the benchmark, there is still room for improvement in the GLPI performance of RCEP sample countries.
[image: Figure 2]FIGURE 2 | Mean green level and logistics level of RCEP sample countries.
4 THE IMPACT OF GREEN LOGISTICS PERFORMANCE IN REGIONAL COMPREHENSIVE ECONOMIC PARTNERSHIP COUNTRIES ON CHINA’S EXPORT TRADE
4.1 Model Construction
The gravity model was first introduced into the field of international trade by Pöyhönen (1963) when he studied the relationship between trade scale, GDP of each country, and the distance between two countries. The research found that the trade volume of two countries was directly proportional to their respective economic aggregates. It is inversely proportional to the geographical distance between the two countries (Pöyhönen, 1963; Ahmadi et al., 2019). Among the traditional models for the explanation of export trade, the trade gravity model of Tinbergen (1962) has a strong ability to explain export trade. The basic meaning of this model is that the trade scale between two countries is directly proportional to the GDP of the two countries and inversely proportional to the distance between them. The basic equation of the trade gravity model is
[image: image]
Equation 1 can be converted into logarithmic form, and a random error term is added:
[image: image]
GDPi represents the economic scale of country i; GDPj represents the economic scale of country j; and DISij represents the geographical distance between country i and country j.
This study aims to make an empirical analysis of the impact of green logistics performance on China’s export trade, so the green logistics performance index (GLPI) is added on the basis of the basic gravity model. At the same time, the two dummy variables of whether China is a member of Asia-Pacific Economic Cooperation (APEC) and whether it is a member of ASEAN (ASEAN) were added to investigate the impact of various trade agreements and preferential policies on China’s export trade. Combined with the existing research results and according to the research needs of this study, two variables, population (POP) and economic openness (OPEN), were added to the gravity model to construct the following regression equation:
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In order to further conduct an empirical analysis of the impact of each sub-index of the GLPI index on China’s export trade, in this study, GLPI was replaced with tracing, SHIP, Service, Custom, timeLiness, infra, CO2, N2O, CH4, Fgas, and fossil fuel, and the following models were obtained:
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4.2 Data Sources
Based on data availability, this study has selected panel data from the United Nations Trade Database, the World Bank WDI database, CEPII mapping, the official website of the Asia-Pacific Organization, and other RCEP15 countries from 2012 to 2018 for analysis. The data sources are shown in Table 4. Table 5 shows the descriptive statistical analysis results of each indicator in the RCEP15 countries. It can be found that countries differ greatly in GDP, population, distance, and other aspects. In terms of the GLPI index and its sub-indexes, GHG emission intensity and fossil fuel consumption differ greatly.
TABLE 4 | Definition of variables and data sources.
[image: Table 4]TABLE 5 | Summary statistics of the variable for RCEP sub-sample.
[image: Table 5]4.3 Empirical Model Estimation and Result Analysis
4.3.1 Regression of Overall Indicators
This study uses stata16.0 software and the ordinary least square method to conduct regression analysis on panel data of RCEP countries from 2012 to 2018. The collinearity test was carried out using the maximum variance inflation factor method. It was found that the variable LnGDPjt had collinearity problems with other variables, so this variable was removed from the model. Husman test and Lagrange (LM) test results show that the random effect model should be selected for this model, and the regression results obtained are shown in Table 5. The fitting results are as follows:
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As can be seen from the results of Model (7), with the gradual addition of variables, the explanatory power of the model is constantly enhanced. The specific results are as follows:
1) The explanatory variable GLPIjt has the greatest impact on China’s export trade. The estimated coefficient of the GLPI index on China’s export trade is 2.887, which is statistically significant, indicating that the higher the GLPI index of RCEP sample countries, the more favorable it is to China’s export trade development, and the trade growth rate will be higher than that of the GLPI index.
2) The impact of GDPit on China’s export trade is second only to the GLPI index, indicating that if China’s GDP increases by 1%, China’s export trade will increase by 2.261%.
3) The third influential variable is the explanatory variable APECj, with a statistically significant influence coefficient of 0.773, which indicates that the establishment of a partnership between RCEP sample countries and China based on the APEC initiative has a positive impact on the development of China’s export trade. It can be inferred that the signing of RCEP agreement will also have a positive impact on China’s export trade.
4) ASEANj, the explanatory variable in the fourth place, has a negative impact on China’s export trade, which is inconsistent with expectations. After observing the export trade data of China and RCEP sample countries, it is found that China’s export to Japan, South Korea, and other non-ASEAN member countries is much higher than that of ASEAN member countries, which may be the reason for the negative estimated coefficient. With the implementation of the RCEP agreement in various countries, this figure may change from negative to positive.
5) The explanatory variable POPj ranked fifth, which indicated that if the population of RCEP sample countries increased by 1%, China’s export trade would increase by 0.634%.
6) The degree of influence of explanatory variable OPENj ranks sixth, which indicates that if the economic openness of RCEP sample countries increases by 1%, China’s export trade will increase by 0.619%.
7) The explanatory variable DISij has the weakest influence on China’s export trade, with a statistically significant influence coefficient of −0.419, indicating that distance has hindered China’s export trade with RCEP partner countries.
4.3.2 Sub-Index Regression of Green Logistics Performance Index
In order to conduct an in-depth study on the impact of GLPI sub-indexes of RCEP sample countries on China’s export trade, the regression of Eqs 2–12 is carried out according to the above ideas. The empirical results show that the factors Ship, Service, Custom, Timelines, CO2 emission intensity, and N2O emission intensity pass the empirical test, and the regression equation obtained is shown in Table 7.
The model regression results show that the effects of each item of the GLPI index of RCEP sample countries on China’s export trade are different. The estimated coefficients of the regression model are sorted as follows: efficiency of customs clearance procedures, convenience of arranging freight with competitive prices, timeliness of cargo transportation, ability and quality of logistics services, CO2 emission intensity, and N2O emission intensity, and their estimated coefficients are as 3.157, 2.996, 2.959, 2.389, −0.697, and −0.242.
The results show that the efficiency of customs clearance procedures, the convenience of arranging freight at competitive prices, the timeliness of cargo transportation, and the ability and quality of logistics services have a great impact on China’s export trade. Among them, the efficiency of customs clearance procedures has the highest impact, indicating that for every 1% increase in the efficiency of customs clearance procedures in RCEP sample countries, China’s export trade to RCEP sample countries will increase by 3.157%. Therefore, to improve green logistics performance in RCEP sample countries with limited resources, resources should first be invested in the efficiency of customs clearance procedures, followed by the convenience of arranging competitively priced freight, the timeliness of cargo transport, and the ability and quality of logistics services. At the same time, in order to conform to the theme of low-carbon development of Green and low carbon is the core issue for human society development, it is also necessary to take a comprehensive consideration of carbon dioxide emissions and nitrous oxide emissions.
4.3.2 Robustness Test of the Replacement Explained Variables
This study used the lagged elPI and its data as instrumental variables to conduct robustness tests. The lagged data can control the endogenous variables of the model to a certain extent. Based on this instrumental variable, this study adopts a two-stage least square method to carry out instrumental variable regression.
Stage 1:
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Stage 2:
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In the first stage, the elPI of the current year was interpreted with the lag of one stage, and the predicted value of the elPI of the current year was obtained by regression coefficient. In the second stage, the elPI measured value replaced the actual elPI value as the main explanatory variable for the robustness test. Through the empirical test, the robustness test of Ship, Service, Custom, Timelines, CO2 emission intensity, and N2O emission intensity of GLPI was carried out using the same method, and the test results are shown in Table 8. The empirical results of the substitution of explanatory variables are consistent with those shown in Table 6 and Table 7, which proves the robustness of the results in this study.
TABLE 6 | GLPI overall index regression of RCEP sample countries.
[image: Table 6]TABLE 7 | Regression of GLPI sub-indexes in RCEP sample countries.
[image: Table 7]TABLE 8 | Robustness test results of alternative explanatory variables.
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5.1 Conclusion
Based on the LPI index, this study constructs the GLPI index by the entropy method. At the same time, empirical analysis is made on the impact of the GLPI index and its sub-indexes on China’s export trade, and the following conclusions are drawn:
1) Based on the connotation and denotation of the GLPI index, on the basis of the traditional LPI index, further introduce CO2 emission intensity, N2O emission intensity, CH4 emission intensity, Fgas emission intensity, and fossil fuel consumption to construct the GLPI index. Meanwhile, the GLPI index of RCEP14 sample countries was calculated and analyzed. The analysis results show that, on the whole, the green logistics performance of RCEP countries has different development levels, and the GLPI index of non-ASEAN countries is generally higher than that of ASEAN countries. In terms of GLPI sub-indexes, Singapore has a high GLPI index, and the development of GLPI sub-indexes is balanced. The efficiency of customs clearance procedures and the timeliness of cargo transportation are the weakest links in regional green logistics. Meanwhile, the emission intensity and fossil fuel consumption of CO2, N2O, CH4, and Fgas in Myanmar and Laos are relatively high.
2) The overall regression results of the GLPI index of RCEP sample countries on China’s export volume show that GLPI has the greatest impact on export volume; if the green logistics performance of RCEP sample countries increases by 1%, China’s export volume will increase by 2.887%. The degree of influence of other factors is the size of China’s economy, whether it is a member of APEC, whether it is a member of ASEAN, the population of RCEP sample countries, the degree of economic openness, and the spatial distance of RCEP sample countries.
3) The regression results based on the GLPI sub-indexes of RCEP sample countries on China’s export trade show that the efficiency of customs clearance procedures, the convenience of arranging freight at competitive prices, the timeliness of cargo transportation, and the ability and quality of logistics services have a positive effect on China’s export trade; CO2 and N2O emission intensity hinder the increase in China’s export volume. However, the ability to track and query goods, the quality of infrastructure, CH4 emission intensity, Fgas emission intensity, and fossil fuel consumption have no significant impact on China’s export trade.
5.2 Countermeasures and Suggestions
Based on the above conclusions, in the context of building an RCEP free Trade Zone and promoting green logistics efficiency to promote China’s export trade, this study puts forward the following countermeasures and suggestions:
1) The improvement of the efficiency of customs clearance procedures is not only an important aspect of the improvement of GLPI but also the primary influencing factor of the GLPI sub-indexes to promote China’s export trade. Customs of all countries should give full play to their functions, work together with local governments and business communities to optimize the customs clearance process, and greatly improve the overall customs clearance efficiency of ports by means of the electronic process, intensive reform, personalized and service-oriented customs clearance, and diversified customs clearance classification.
2) Actively improving the timeliness of international cargo transportation will be conducive to improving GLPI and further promoting China’s export trade. Therefore, countries should establish dialogue mechanisms with RCEP countries, give full play to the flexibility of the RCEP organization, promote the layout of logistics routes among RCEP members, and improve the response of green logistics services in the region.
3) Regional economic organization mechanism has a great trade creation effect on China’s export trade. Therefore, it is necessary to give full play to the positive role of regional economic organization mechanism, effectively promote green logistics cooperation between RCEP member countries with high AND low GLPI index, provide relevant green logistics construction experience for RCEP countries with low GLPI index, and help them improve the performance level of green logistics. In this way, trade between China and RCEP member countries will be maximized. The signing of the RCEP agreement will promote the connection between RCEP member countries and Chinese industries, which will be conducive to the trade complementarity of all member countries in the region and the realization of common development.
4) Green and low-carbon is the theme of The Times. In the context of global efforts to tackle climate change and jointly promote low-carbon development, RCEP member countries should work together to reduce CO2 and N2O emissions; promote sustainable development of green logistics through logistics planning, logistics policies, and advanced low-carbon logistics technologies; and further improve the performance of green logistics in RCEP member countries. To provide a favorable external environment for further development.
5) The governments should formulate environmental regulations that are effective and efficient at the same time and nurture the development of green logistics. A sophisticated green logistics policy can ensure a reduction in carbon emissions. Such policies can ensure a sustainable economy, society, and environment. Further, carbon taxation and subsidies may also give fruitful results.
6) The initiatives by exporters like green packaging, transportation, and supply chain and complying with other environmental policies will result in a global competitive edge. The export operations can be optimized according to the environmental initiatives and policies developed through collaborations between policymakers and the logistics industry.
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In this study, we proposed an alternative method to determine the parameter of the proton exchange membrane fuel cell (PEMFC) since there are multiple variable quantities with diverse nonlinear characteristics included in the PEMFC design, which is specified correctly to ensure effective modeling. The distinctive model of FCs is critical in determining the effectiveness of the cells’ inquiry. The design of FC has a significant influence on the simulation research of such methods, which have been used in a variety of applications. The developed method depends on using the honey badger algorithm (HBA) as a new identification approach for identifying the parameters of the PEMFC. In the presented method, the minimal value of the sum square error (SSE) is applied to determine the optimal fitness function. A set of experimental series has been conducted utilizing three datasets entitled 250-W stack, BCS 500-W, and NedStack PS6 to justify the usage of the HBA to determine the PEMFC’s parameters. The results of the competitive algorithms are assessed using SSE and standard deviation metrics after numerous independent runs. The findings revealed that the presented approach produced promising results and outperformed the other comparison approaches.
Keywords: parameter extracting, fuel cells, optimization, proton exchange membrane fuel cell, honey badger optimization algorithm
1 INTRODUCTION
The technology of the fuel cell (FC) is an essential energy exporter due to its extraordinary production and reduced carbon effects. Also, in contrast to wind and photovoltaic power origins, the production of power from the FC is autonomous of the climatologic conditions. Thus, it can be used for perpetual power generation. Different models of the FC are revealed; their system is carried out based on the characteristics of the electrolyte applied. Among the numerous types of FCs are the chemical-based FC approach (CFC) (McLean et al., 2002), PEMFC (Eisman, 1989), solid-based oxide FC (SOFC) (Kawada et al., 1990), etc. One of the most well-known types of FCs is the PEMFC. Their active start is recognized because of their economic temperature and yield ranging between 30 and 60%. The PEMFCs are utilized in different disciplines (Messaoud et al., 2021). The escalating cost of human energy has a hazardous impression on the atmosphere. Electricity requirements contribute primarily to ecological degeneration while consuming nonrenewable supplies (Nain et al., 2021). The portion of renewable electricity from the universal energy production is 26% approximately. Various varieties of power references for providing hydrogen exist. Now, most of the hydrogen composition is generated by solar power (37%) and comes behind conventional fossil fuel (26%), as shown in Figure 1 (Fathy et al., 2020b). These H2 results guide to reasonable prices and more critical appropriate solutions via hydrogen in the real world (Kayfeci et al., 2019).
[image: Figure 1]FIGURE 1 | PEMFC arrangement (Famouri and Gemmen, 2003).
FC-based energy production methods can meet the anticipations of very low emanations and comparatively high conductivity (Mo et al., 2006). FC is characterized by more economical contamination and more extraordinary performance than traditional power origins; however, they have an excellent dynamic reaction, sound balance, and moderate noise (Ramos-Paja et al., 2010). Between several systems of FCs, because of their approximately low running temperature, quick reaction, small volume, high popular mass, no loss, and in case of explicit hydrogen zero emission is generated, PEMFC can be an excellent option for energy-producing origins in the future, particularly in the automation applications, shared power production, and transferable photoelectric applicability (Askarzadeh and Rezazadeh, 2011).
Despite substantial advancements in the previous few years, the financial performance of PEMFCs is still a point of contention among support and opposition (Alizadeh and Torabi, 2021). The improvement of PEMFC performance is critical for the marketing of the technology and achieving significant market adoption (Kahraman and Orhan, 2017). Generally, the performance of the FC is regarded as the essential aspect of end-user acceptability (J. Wang et al., 2018). Many published articles show that numerous structural and operational factors (parameters) highly influence the performance of the PEMFC. The most efficient methods that have successfully proved their ability to extract the parameters are the optimization methods (Eid et al., 2021; Hassan et al., 2021; Wang et al., 2021). This field still needs further investigation to find a more efficient approach to tackle this problem.
As presented in the relevant studies, Priya et al. (2015) presented a unique presentation for the efficient estimation of FC parameters. The parameters’ values of FC were determined based on the genetic algorithm, and the obtained results proved its ability to find better results than several other methods in this domain. İnci and Caliskan(2020) proposed a new enhanced energy extraction-based optimization method to tackle the FC parameters. The presented technique is based on using an improved cuckoo optimizer. The proposed technique achieved better convergence acceleration than traditional techniques. Kandidayeni et al. (2019) used several optimization techniques to solve PEMFC. The proposed method reduced squared errors among the included and measured voltage for two possible test cases. The proposed SFLA method got better results in terms of precision and repeatability than the other comparative methods.
Fathy et al. (2020a) introduced a hybrid of differential evolution and vortex search algorithms for determining the optimum parameters of the FC, called VSADE. The achieved results established the superiority of the introduced VSADE method. This study aimed to provide a new, simpler, and accurate model of the proton electrolyte membrane FC (Seleem et al., 2021). The suggested approach drastically lowers the number of unknown factors in such models, resulting in a more straightforward model. It discloses just four design factors within the model in this regard. This model’s great effectiveness is tested both in steady-state and dynamic operating situations. It is possible to build a highly exact PEMFC model using the suggested approach. Menesy et al. (2020) suggested an enhanced artificial ecosystem optimizer to determine the problem of the FC parameters. According to the results, it is proved that the presented optimizer has high performance in obtaining the optimal parameters compared with the other comparative methods.
As mentioned before, metaheuristic optimization algorithms proved their ability to deal with various problems such as bioinformatics (Issa, 2021a; Issa and Abd Elaziz, 2020; Issa and Hassanien, 2017; Issa et al., 2018a; Issa et al., 2018b; Issa and Helmi, 2021; Issa et al., 2022), control engineering (Issa, 2021b; Issa et al., 2019), passive suspension system (Issa and Samn, 2022), and digital watermarking (Abualigah and Diabat, 2021; Issa, 2018). To estimate the model parameters of the PEMFC, an efficient method compared to the existing method is needed. This research work proposed a new parameter extraction technique to deal with the FC modeling optimization problem. The proposed method is based on the honey badger algorithm (HBA), a technique recently proposed by Hashim et al.(2021) inspired by the creative foraging habits of the honey badger in real life. The mathematical modeling of the HBA is produced using efficient search operators to deal with highly complicated problems which motivate to use it for the parameter estimation of PEMFCs. The balancing between diversification and intensification of the search space of the HBA is the main merit and motivation to use it in this work. The primary fitness function that is used in the proposed method is to minimize the integral squared errors. The high effectiveness of the presented technique is verified using dynamic and steady-state operating conditions. The results illustrated that the presented method using the HBA achieved promising results in comparison with several relevant study parameter extraction methods used in the literature.
The main contributions and novelties of this study are concluded as following:
1. The optimal values of the PEMFC model parameters were adjusted based on the HBA.
2. Three PEMFC datasets (NedStack PS6, 250 W, and BCS 500 W) were used in the experimental tests.
3. The results of the developed method were compared with well-known methods.
The remaining sections of this article are organized as follows: Section 2 proposes the background of the used optimization methods. Section 3 shows the procedure of the proposed FC parameter extraction using the honey badger algorithm. In Section 4, experiments and results are given. Finally, Section 5 presents the conclusions and future potential works.
2 BACKGROUND
In this part, the primary mathematical representation of the PEMFC design is explained. It includes a cathode, negative charges, charged anode, and electrolyte, as described in Figure 1. In the PEMFC system, the hydrogen data are divided into two main parts utilizing a catalyst: protons and electrons. Moreover, the cathode pulls the protons, and the electrons produce the output charge by moving along the exterior circuit. The mathematical notations of the chemical stability produced in the FC are presented as follows (Alizadeh and Torabi, 2021):
[image: image]
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In the PEMFC system, three drops normally happen during the voltage process, called activation (Vact), ohmic (Vohm), and concentration (Vcon). Thus, Eq. 4 is used to calculate the FC terminal voltage.
[image: image]
where ENernest is the double-faced open circuit charge voltage, which is calculated as follows (Yuan et al., 2020):
[image: image]
where RPO2 presents the pressure of the O2, RPH2 presents the pressure of H2, and T represents the cell temperature value used in this research. The activation voltage loss value (Vact) is calculated as follows:
[image: image]
where IFC is the present value of the FC and ξ1, ξ2, ξ3, and ξ4 denote the coefficient values. CO2 presents the condensation value of oxygen (mol/cm3) calculated as follows:
[image: image]
The Vohm is calculated using Eq. 8, which is resulted from the equivalent resistance of the FC value.
[image: image]
where RC presents the connection resistance and RM presents the membrane resistances calculated as follows:
[image: image]
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where [image: image] presents the measure of the resisting power of the membrane (Ω.cm), l presents the density value of the membrane (cm), A presents the effective range of the cell (cm2), and [image: image] presents the membrane water fulfilled. The Vcon value is calculated using Eq. 11.
[image: image]
where [image: image] presents a constant value and [image: image] is the present maximum destiny value. So, the stack includes a series value of [image: image] FCs, and the stack voltage value is calculated as follows.
[image: image]
Figure 2 presents the FC polarization detour.
[image: Figure 2]FIGURE 2 | Polarization detour of the PEMFC system (Famouri and Gemmen, 2003) slowly while using digging for catching it. The optimization process of HBA is based on two modes.
2.1 Honey Badger Algorithm
The HBA mimicked the locating of prey operation of the honey badger that lives in rainforests and semideserts of Southwest Asia, the Indian subcontinent, and Africa. For locating a prey, it depends on its smelling skills and moving.
- Digging phase: In this phase, the honey badger depends on its smelling sense for locating the prey and the suitable place to catch it.
- Honey phase: In this phase, the honey badger tracks the honey bird for locating the beehive.
The HBA starts with the initialization of the solutions within the lower boundary (lb) and upper boundary (ub) according to Eq. (13).
[image: image]
where (xi) represents the solution of the honey badger agent (i) where (i = 1:N) and (r1) is a random number within (0,1). For balancing between the exploration and exploitation of the HBA, a density factor (α) is defined in Eq. (14).
[image: image]
where C represents a constant with a value more than (1), T represents the total number of iterations, and t represents the current iteration.
In the HBA, there are two phases for updating the movements of solutions.
- Digging phase: In this phase, the movements are updated according to a cardioid shape [2], which is represented in Eq. (15).
[image: image]
where [image: image] is the new updated value of xi; xprey is the best-founded solution; (F) controls the direction of the search according to Eq. (16); r3, r4, r5, and r6 are uniformly generated random numbers within the range (0,1); (B) is a constant number having a value greater than (1); and (I) is the smell intensity of the prey, which expresses the remoteness between the prey and the honey badger.
It was estimated according to Eq. (17) and (18), where (di) represents the remoteness between the prey and the honey badger and (S) expresses the source strength.
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[image: image]
[image: image]
- Honey Phase: This phase simulates the tracking of the honey badger for the honey guide bird to find the beehive, and this operation is simulated as in Eq. (19).
[image: image]
where r7 is a uniform random number within the range (0,1). The procedure of the HBA is expressed as in algorithm (1). Figure 3 shows the flowchart of HBA. HBA’s time complexity is O (T x N x Ccost), where T is the total number of iterations, N represents the population size, and Ccost is the needed execution time for updating solutions.
[image: Figure 3]FIGURE 3 | Flowchart of HBA (Hashim et al., 2022).
Algorithm 1. HBA procedure
[image: FX 1]The balancing between diversification and intensification of the search space of the HBA is the main merit and motivation to use it in this work. The balancing is performed through three main parameters:
1 - Intensity [image: image]: It controls the transfer between exploration to exploitation and the reverse through the distance between the prey and the other solutions, which may be increased or decreased. In addition, there is another issue that controls the exploration/exploitation process that is the distance between two neighbors of solutions. These interactions increase the possibility of escaping from local minima.
2 - Density factor (α): This parameter decreases with time, which achieves the trade-off between diversification and intensification of the search space.
3 - Flag [image: image]: It controls the direction of the movements of the solutions, which increase the diversity of the generated solutions, which enhance the exploration.
3 PEMFC MODEL PARAMETER ESTIMATIONS BASED ON HBA
The HBA was used for tuning the best parameters’ values of PEMFCs where each agent has a total of the seven parameters (λ, Rc, ξ1, ξ2, ξ3, ξ4, and b), and the best agent is the agent that produces the best fitness. The fitness function used to evaluate the search is the sum square error (SSE) function, which represents the integral square of the subtraction between experimental and estimated voltages. The representation of the SSE function as proposed in Eq. (20), where Vexp and Vest represent the experimental and estimated voltages, respectively.
[image: image]
Figure 4 shows the flowchart of parameter estimation of PEMFCs based on the HBA. The initial random solutions are initialized according to satisfying conditions and input into the HBA’s block. The output of the HBA is the best solution found that achieves the smallest SSE.
[image: Figure 4]FIGURE 4 | PEMFC model parameter estimation based on HBA.
4 NUMERICAL ANALYSIS
The efficiency of the created HBA used for estimating PEMFC model parameters is assessed in this part using three datasets: PEMFC 250-W stack, NedStack PS6, and BCS 500-W, and their electrical specification are listed in Table 1. In addition, Table 2 presents the parameters’ boundaries (lower bound and higher bound) (Zhang and Liu, 2010).
TABLE 1 | PEMFC dataset’s electrical specifications.
[image: Table 1]TABLE 2 | Two parameter ranges of PEMFC parameters.
[image: Table 2]The HBA is compared to other MH techniques such as grey wolf optimization (GWO) (Ali et al., 2017; Mirjalili et al., 2014), Hunger Games Search (HGS) (Yang et al., 2021), sine cosine algorithm (SCA) (Mirjalili, 2016), and Harris hawk optimization (HHO) (Heidari et al., 2019) to demonstrate its capability. The values of each algorithm’s parameters are assigned depending on the algorithm’s original implementation. The conventional settings for the number of populations and iterations are 50 and 500, respectively.
Tables 3–7 and Figures 5–9 using the three datasets show the comparison between the HBA and other approaches. Table 3 shows the estimated parameters derived by each algorithm and their SSE values in general. The performance of the HBA in terms of SSE is superior to other MH approaches among the datasets studied, as can be seen from these results. HBA’s SSE value with BCS 500-W, 250-W, and NedStack PS6 is, for example, 0.0118, 0.3378, and 1.38E+00, respectively.
TABLE 3 | Estimated BSC 500 W’s parameters.
[image: Table 3]TABLE 4 | Estimated 250 W’s parameters.
[image: Table 4]TABLE 5 | Estimated Nedstack PS6’s parameters.
[image: Table 5]TABLE 6 | Statistical values for each method.
[image: Table 6]TABLE 7 | p-value for comparison between HBA and other methods.
[image: Table 7][image: Figure 5]FIGURE 5 | Convergence curve of SSE of datasets. (A) BSC 500, (B) 250 W, and (C) Nedstack.
[image: Figure 6]FIGURE 6 | Error % of datasets: (A) BCS 500 W, (B) 250 W module, and (C) Nedstack module.
[image: Figure 7]FIGURE 7 | I-V curves of datasets: (A) BCS 500 W, (B) 250 W, and (C) Nedstack.
[image: Figure 8]FIGURE 8 | Curves under different temperatures for BCS 500 W using HBA. (A) I/V curves and (B) I/P curves.
[image: Figure 9]FIGURE 9 | Different RPH2 and RPO2 for BCS 500 W using HBA. (A) Different RPO2. (B) Different RPH2.
Furthermore, the values of SSE over the iterations for SCA, GWO, HGS, HHO, and HBA are presented in Figure 5 among the three datasets for SCA, GWO, HGS, and HBA to justify the produced HBA’s convergence rate. These charts show that the HBA has a higher convergence rate than other approaches, especially in the NedStack PS6 dataset. Figure 6 also displays the voltage and measured I/V polarization percentage errors, where the percentage error was estimated as the difference between estimated and measured voltage relative to the measured voltage. The percentage error of the HBA is nearly -0.9E-3 to 4.8E-3 for BCS 500 W and from -0.012 to.015 for 250 W module, according to these curves. Finally, the percentage errors for the NedStack PS6 range from -0.012 to +0.012.
The obtained results in Figure 8A,B depict the effect of the three temperature values on the I/V and I/P polarization curves, respectively. The pressures RP_O2 and RP_H2 were set to justify the effect of temperature on the performance of the PEMFC stack as shown in Figure 9A,B.
Various statistical parameters such as mean, standard deviation, best, and worst of the SSE are calculated to further examine the effectiveness of HBA as a PEMFC model, as shown in Table 6. From these metrics, it is clear that the HBA is better at finding optimal settings than other approaches, as evidenced by the examined datasets. We also utilized the Wilcoxon nonparametric test to see if there was a significant difference between the HBA and other approaches. Table 7 shows the Wilcoxon test p-value at a significance level of 0.05. These results show that there is a considerable difference in overall datasets between the HBA and other approaches.
5 CONCLUSION
In this study, an alternative approach for estimating the model parameters of a PEMFC under various operating conditions is described. This method is based on the HBA. This algorithm has proven its efficacy in a variety of applications, which prompted us to use it. The main motivation for using the HBA for estimating the PEMFC’s parameters is the advantage of balance between exploration and exploitation of the search space, which avoids trapping in local minima. A set of experimental series has been conducted utilizing three datasets entitled 250-W stack, BCS 500-W, and NedStack PS6 to justify the usage of the HBA to determine the PEMFC’s parameters (i.e., λ, Rc, ξ1, ξ2, ξ3, ξ4, and b). HBA’s results have also been compared to those of other metaheuristic techniques such as HGS and SCA. In terms of performance measures, the results showed that the HBA outperformed other MH approaches. The findings revealed that the presented approach produced promising results and outperformed the other pproaches. The main limitation of using the HBA for estimating the parameters of PEMFCs is it was tested on three modules only. More modules are needed to be used in the experimental tests for efficient verification of the performance of the HBA. Apart from the findings generated by the HBA, it may be employed in a variety of applications, such as PV parameter estimation, mechanical engineering, and other challenges such as cloud computing and picture segmentation.
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The research conducted in this paper aims to examine the role of energy innovations, digital technological transformation, and environmental performance in enhancing the sustainable economic development of the European Union (EU) countries, widely shaped by the globalization process. An advanced empirical analysis is configured on a cross-sectional dataset of EU-27 Member States compiled at the level of 2018 based on several modern econometric procedures, namely robust regression, structural equation modelling (SEM) and network analysis through Gaussian graphical models (GGM). We apply the econometric procedures to firstly identify and assess the direct, indirect, and total interlinkages between all considered variables, as well as their further cumulated spillover impact on sustainable economic development. EU countries are afterward clustered according to the Ward method inset on hierarchical clustering for an in-depth assessment and tailored policy design by accounting for the level of financial and trade globalization (captured through the KOF Index of Globalization), environmental performance and sustainability (captured through the Environmental Performance Index—EPI), and the degree of integration of digital technologies (proxied through the Digital Economy and Society Index—DESI). Main results highlight that there are significant beneficial effects induced by energy innovations, increased environmental performance and digital transformation on the sustainable development of EU countries, with notable differentiation among them. Policy guidelines and strategic directions are also enhanced and largely presented within the paper.
Keywords: energy innovations, digital transformation, environmental performance, sustainable economic development, European Union countries, econometric procedures
INTRODUCTION
Twin transition is the main concern of the European authorities and the new watchword that reshapes the activity of companies, but also of other categories of stakeholders considering both the need to protect the environment and promote the low carbon economy, and to take advantage of the opportunities offered by digitalization. The European Union (EU) countries have set well-marked targets for the energy transition, driven by the need to manage the challenges posed by climate change. Through its efforts to regulate the energy transition process, the EU is an international leader in a world where the connections generated by globalization are increasingly intense and the need for energy security is pressing in the new geopolitical context (Radulescu and Popescu, 2015; Andrei et al., 2017; Popescu et al., 2018; Voica and Panait, 2019; Manea et al., 2020; Simionescu et al., 2020; Bucur et al., 2021). The intensification of the economic activity as a result of the liberalization of goods, services and capital movements is strongly interrelated with the globalization of the world economy, the positive effects, but especially the negative ones being in the attention of different categories of stakeholders. Globalization has also led to an intensification of the economic activity, which is why more and more specialists are attributing to this phenomenon increasingly negative effects, such as environmental pollution, accelerated consumption of natural resources and especially of energy, destruction of ecosystems, loss of biodiversity, an increase of energy prices and, therefore, an alleviation of energy accessibility for the poorest people (Zhao et al., 2022). Dealing with the negative effects of globalization has led to an increase in concerns for technical innovation, especially in the field of energy, but also for the promotion of the principles of sustainable development of different categories of stakeholders, at micro and macroeconomic levels (Vasile and Balan, 2008; Cristea and Dobrota, 2017; Shahbaz et al., 2018; Hysa et al., 2020; Rehman et al., 2021; Sichigea et al., 2021; Awan et al., 2022). The need to promote sustainable development at the microeconomic level has generated a paradigm shift at the level of companies that have nuanced their primary objective, which is no longer maximizing profit for shareholders, but maximizing value for stakeholders. The increase in the financial performance is no longer the only target of the management teams, which tend to rather focus on the improvement of the social and environmental performance in the long run, while Corporate Social Responsibility (CSR) is being integrated with the business strategy (Vollero et al., 2011; Andrei et al., 2014; Paun, 2017; Brezoi, 2018; Siminica et al., 2019; Voica et al., 2019; Morina et al., 2021; Noja et al., 2021; Puime et al., 2022).
Technological innovation is increasingly promoted in the production, preservation, and consumption of energy, which is why smart energy is a new reality, through which the process of the energy transition is brought to the fore. Moreover, the concerns about smart energy production have positive consequences, not only on the environment but also on consumers. The phenomenon of energy poverty is substantially diminished, thus bringing beneficial reverberation to the quality of life (Zhao et al., 2022). Technological innovations like the Internet of Things (IoT) have a dramatic impact on the energy sector in different segments like energy supply, power generation, or renewable energy integration, considering the challenges that this type of energy generates, namely the seasonality of production in the conditions of a continuous consumption (Ahmad and Zhang, 2021; Wang et al., 2021; Nassani et al., 2022).
The technological innovation that accompanies the energy transition is accomplished on two levels that imply, on the one hand, the development of technologies for the production and consumption of renewable energy, and, on the other hand, the emergence of equipment with high energy efficiency. Both situations generate a certain resistance from consumers and local communities, the acceptance and use of new technologies being complex processes with psychological, social, and economic determinations (Jabeen et al., 2021; Rafiq et al., 2022).
The fourth industrial revolution is also making its presence felt in the energy sector. Industry 4.0 technologies (like cloud computing, Internet of Things—IoT, big data) are now used also on the generation, production, distribution, and retail of energy, and it induces structural changes in the energy market as well, specialists even talking about energy 4.0. (Alimkhan et al., 2019). The digital revolution also included the energy sector. New digital technologies are essential for the energy sector given the challenges they face, namely increasing energy demand (as a result of urbanization, economic growth, increasing life expectancy and quality of life in developed countries), liberalization of the energy market, and the existence of numerous producers, distributors, and even prosumers, also the integration into the energy system of new renewable energy sources (Satuyeva et al., 2019; Ramzan et al., 2022). The technological challenges that companies in the energy sector must face, will generate new business models in the energy field, massive investments in Information and communication technology (ICT), and the reconfiguration of the legal framework considering the concerns for regulating some aspects related to data ownership, protection of intellectual property, outsourcing (Lang, 2016).
In this complex nowadays framework, the general objective of our research is to examine the synergy among energy innovations, digital technological transformation, and environmental performance in enhancing the sustainable economic development of the EU countries, widely shaped by the globalization process. We perform an advanced empirical analysis, configured on a cross-sectional dataset of EU-27 Member States (MS), compiled at the level of 2018, based on several modern econometric procedures, namely robust regression model (RREG), structural equation modeling (SEM), network analysis through graphical Gaussian models (GGM), and cluster analysis. These econometric procedures aim to firstly identify and assess the direct, indirect, and total interlinkages between all considered variables, as well as their further cumulated spillover impact on sustainable economic development (measured by the real Gross Domestic Product—GDP, per capita). The EU countries are afterward clustered according to the level of economic globalization (captured through the KOF indexes of financial and trade globalization), environmental performance (captured through the Environmental Performance Index—EPI), the degree of integration of digital technologies (proxied through the Digital Economy and Society Index—DESI), and sustainable economic development (GDP per capita) for an in-depth assessment and tailored policy design. Therefore, the main research questions are: i) what is the configuration of the synergy among energy innovations, environmental performance, digital transformations, economic globalization, and the sustainable development of the EU countries?; ii) what are the differences among the EU countries in terms of these coordinates?
The novelty of the research conducted in this paper is entailed by the innovative approach centered on the importance of digitalization, which is increasingly present in the energy industry, within the environmental performance and globalization process. The production and consumption of clean and smart energy is a new international trend that is embraced by both consumers and companies in the field, which have adapted their business strategies to keep up with the new industrial revolution that has included the energy sector. Energy 4.0 is the new watchword at the international level, the interest of the stakeholders being more and more encompassed considering the smart management of the energy sector, economic, social, and technical challenges and the environments that the new energy transition raises (Rodrigues et al., 2022).
The paper is divided into distinct sections. After the introduction and brief literature review, the authors present the data, econometric methods applied, and the results obtained. In the last section, the authors draw the conclusions of the study and mention the limits of the research, along with future research directions. The study concludes with economic policy recommendations considering the results obtained.
LITERATURE REVIEW
The energy transition is accompanied by many economic, social, technical, and environmental challenges. Researchers are looking to find technical solutions that are efficient and economically viable to reduce the impact that economic development has on the environment through the production and consumption of energy (Khan et al., 2016; Armeanu et al., 2018; Panait et al., 2019; Anser et al., 2020; Sharif et al., 2020; Adebayo et al., 2021; Balsalobre-Lorente et al., 2022). Companies from the energy sector have specificities considering that they perform public tasks through market-based strategies (Dobrowolski and Sułkowski, 2021) and energy production must be under the sign of energy security (Dobrowolski, 2021).
As regards environmental protection, Carrión-Flores and Innes (2010) found positive results in the long run through the intensification of the environmental innovation process as an outcome of research and development (R&D) support provided by authorities for the reduction of environmental pollution. Carrión-Flores and Innes (2010) measured the environmental innovation by environmental patents (including patents for wind and geothermal energy), using 127 manufacturing industries over the period 1989–2004. The authors entail that the concerns of authorities to reduce the pollution generate the intensification of the environmental innovation process.
Linking the environment with the energy implications, Álvarez-Herránz et al. (2017a) demonstrate the importance of energy innovation in the decrease of energy intensity and environmental pollution for 28 countries from the Organisation for Economic Co-operation and Development (OECD), from 1990 to 2014. These underpinnings stand out by highlighting the role that energy innovations play in environmental quality processes. By analyzing the environmental Kuznets curve (EKC) relationship between economic growth and environmental quality, Álvarez-Herránz et al. (2017a) (p. 99) proved the necessity „to promote regulation in energy RD&D to reduce greenhouse gas emissions and energy intensity”, because technological innovations generate the reduction of carbon emissions.
A similar study demonstrated the positive relationship between energy research, development and demonstration (ERD&D), procedures, and energy efficiency for the 17 developed countries of the OECD, during 1990–2012 (Álvarez-Herránz et al., 2017b). Improving sustainability in the energy sector is achieved, on the one hand, by using renewable resources, but also by implementing technical innovations. The study pointed out the existence of EKC patterns for selected OECD developed countries and the importance of energy innovations and regulations on the environmental performance of specific economies. However, the effects of innovation are felt in the long run, which also demonstrates the importance of economic policy measures that must aim, on the one hand, to reduce the negative effects of global warming and, on the other hand, to promote sustainable development.
The environmental innovation, trade, renewable energy consumption, and CO2 emissions were analyzed by Ali et al. (2021) for the top 10 carbon emitter countries (namely, Brazil, China, Germany, India, Indonesia, Japan, South Korea, Mexico, Russian Federation, and the United States), using cross-sectionally augment autoregressive distributed lags (CS-ARDL) method and data from 1990 to 2017. Ali et al. (2021) state that changes in GDP, renewable energy consumption, exports, imports, and eco-innovation may cause CO2 emissions.
Ghisetti and Rennings (2014) have analyzed the relationship between competitiveness and environmental performance of German companies, based on the Mannheim Innovation Panel survey in 2009 and 2011. The authors noticed that innovations impact the companies’ performances and competitiveness. These findings bring forward that the energy innovation generates a potential “win-win” situation because the improvement of environmental impact leads to an increase in economic performance.
Solarin and Bello (2020) proved that energy innovations improved environmental quality (measured by three indicators—CO2 emissions, ecological footprint, and carbon footprint) in the United States (US) economy, using STIRPAT (“Stochastic Impacts by Regression on Population, Affluence and Technology”) approach, based on data for the period 1974 to 2016. However, Solarin and Bello (2020) draw attention to the risk that energy innovation may generate because energy waste can be registered by lowering costs. Therefore, the rebound effect is a reality that accompanies energy innovation and must be properly managed by stakeholders (Zaman et al., 2020; Gradinaru et al., 2021).
Levänen et al. (2015) highlighted the role of frugal energy innovations as a promoter of sustainable development in India. This type of innovation, based on alternative energy sources, is beneficial not only in terms of the environmental impact, but also due to the positive effects it generates on the quality of life, especially for low-income people, but also on employment and new business development. The researchers point to the asymmetric impact that economic policy measures apply to facilitating the energy transition. The main factors that can explain the asymmetric impact of energy innovation are the economic complexity specific to each country, the firmness of the application of the economic policy measures adopted, and the attitude of consumers towards new technologies (Altıntaş and Kassouri, 2020; Bashir et al., 2022; Sun et al., 2022).
The use of renewable energy and the promotion of technological innovations have a positive impact on the quality of life by reducing the energy poverty that affects the economies of the EU, in different proportions, regardless of the specific weather conditions of each country. The innovations improved considerably the energy affordability and accessibility not only in terms of renewable energy production and consumption but also by intensifying concerns for increasing energy efficiency (Sinha et al., 2022; Zhao et al., 2022).
As regards financial credentials and energy innovations, the study conducted by Shahbaz et al. (2018) for the French economy analyzed the relationship between foreign direct investment (FDI), financial development, economic growth, energy consumption, and energy research innovations, as independent variables, and CO2 emissions, as a dependent variable, for the period 1955–2016. Their findings revealed that the increase in FDI flows has a negative impact on the environmental quality by increasing carbon emissions, so the Pollution-Heaven hypothesis is validated. The synergy between energy innovation and carbon emissions was negative, which demonstrated the importance of public expenditure on energy research and development in improving environmental quality by lowering carbon emissions. The Pollution-Heaven hypothesis was tested also by Nathaniel et al. (2020) for ten coastal Mediterranean countries, by applying STIRPAT framework, to analyze the relationship between environmental degradation, energy consumption, urbanization and FDI, for the 1980—2016 period. Their results substantiate that FDI positively impacted environmental quality in selected countries, and “energy consumption significantly increases environmental degradation while economic growth and urbanization lead to mixed results for the different representation of environmental degradation” (Nathaniel et al., 2020, p. 35,484).
Along the same line, the relationship between financial development, globalization, and energy consumption in Pakistan was analyzed by Ulucak (2021) for the period 1980—2017. Using a newly developed method—bootstrap auto-regressive distributive lag (BARDL)—Ulucak (2021) evidenced that globalization and financial development have a major impact on energy consumption in Pakistan. Including advanced technologies, the study conducted by Ramzan et al. (2022) focused on the impact of financial development, ICT, trade openness, and fossil fuel energy on ecological footprints in Pakistan, from the period 1960—2019. Their findings uphold that financial and economic growth causes the rise of ecological footprint, while the use of ICT „reinforces the causal association of ecological footprint and financial development” (Ramzan et al., 2022, p.13) and, in addition, generates the intensification of trade activities.
Using a panel quantile regression, Chen and Lei (2018) analyzed the effects of renewable energy consumption and technological innovation on the environment-energy-growth nexus for 30 countries over the period 1980–2014. Chen and Lei (2018) (p. 10) found that technological innovation has a greater impact on countries with relatively higher CO2 emissions because it generates lower costs and bigger energy efficiency, so “technological progress is the main factor for reducing carbon emissions”. Technological innovation also generates a higher rate of acceptance and use of renewable energy, given the reluctance shown by certain stakeholders, such as local communities or citizens (Spandagos et al., 2022).
Simionescu et al. (2021) tested the renewable Kuznets curve for ten countries from Central and Eastern Europe (CEE) using the index of economic freedom, FDI, domestic credit to the private sector and labour productivity, as control variables, and indicators reflecting the quality of governance, for the period 2006–2019. The study demonstrated the importance of involving state authorities in the process of reducing pollution, which through various tools can shape both the behavior of local companies and consumers and foreign capital businesses.
Synthesizing the relevant literature underpinnings, we point out the following: energy innovations and environmental pollution were intensively debated by researchers, most of them proving their beneficial impact on economic development; energy innovations (such as renewable energies) and environmental protection are vital for economic development on the long run, both at macro- and microeconomic level; financial determinants in conjunction with energy innovation and environmental degradation may induce diverse implications; considering technological innovation and globalization, the synergy energy innovation-environment-economic development can be better assessed, with positive effects.
DATA AND METHODOLOGY
Relying on the main findings from the literature and the research objective of our study, the data is disposed on five groups of indicators that target energy, environmental, digitalization, globalization, and sustainable economic development credentials. The dataset comprises indicators for the EU-27 MS compiled at the level of 2018, and includes the following groups of variables:
• energy dimensions: final energy consumption (eng_cons); energy productivity (eng_prod); energy efficiency (eng_eff); share of renewable energy in gross final energy consumption;
• environmental dimensions: environmental performance index (epi); national expenditure on environmental protection (env_exp); exposure to air pollution by particulate matter (air_poll); greenhouse gas emissions intensity of energy consumption (gge_ec);
• digital transformations: DESI - Human Capital (desi_hc); DESI—Connectivity (desi_con); DESI - Integration of Digital Technology (desi_tech); DESI - Digital Public Services (desi_dpserv); high-speed internet coverage (hs_internet);
• economic globalization dimensions (the KOF Economic Globalization Index): trade globalization (kof_tr); financial globalization (kof_fin);
• sustainable economic development indicators: the real GDP per capita (gdp_cap); gross domestic expenditure on research and development (R&D) (gerd).
We employed a homogenous dataset for 2018 due to the limited availability of time series data for the indicators selected in our analysis, namely the KOF Index of Economic Globalization, EPI, or DESI. For instance, environmental performance and sustainability, captured through EPI, were determined starting with 2006 every 2 years, 2020 being the last year, while the globalization index (KOF Economic Globalization Index) was available until 2018 (at the time of our data collection).
Environmental dimensions are focused, mainly, on the composite indicator “Environmental Performance Index (EPI)”, which was determined starting in 2006, being measured every 2 years. At the level of 2018, EPI captures 24 indicators that target „environmental health and ecosystem vitality”, covering 10 groups of fields: “air quality, water and sanitation, heavy metals, biodiversity and habitat, forests, fisheries, climate and energy, air pollution, water resources, and agriculture” for 180 countries (YCELP et al., 2018).
Digital transformation dimensions in Europe are measured by the “Digital Economy and Society Index (DESI)” that comprises, for the year 2018, four main categories: “Connectivity, Human Capital, Integration of Digital Technology, and Digital Public Services” (European Commission, 2018a). For the year 2020, DESI includes another one more dimension, namely “Use of Internet”.
The globalization dimension is measured by the KOF Globalization Index, which comprises three coordinates of globalization, namely economic, social and political (Gygli et al., 2019; ETH Zurich and KOF Swiss Economic Institute, 2021). The economic pillar comprises two coordinates: trade and financial. Social pillar encloses three coordinates: interpersonal, informational and cultural, while the political component includes “the diffusion of government policies” (Gygli et al., 2019, p. 555). KOF Globalization Index was built based on data starting with 1970. In our research, given the economic relevance, we focus only on economic globalization dimensions.
The full description of the indicators is presented in Supplementary Table S1.
With reference to economic globalization dimensions, the summary statistics (Table 1) evidenced that financial globalization (kof_fin) registered higher values (mean, minimum and maximum indexes) than trade globalization (kof_tr), with the highest index for Luxembourg (99) and the minimum for Romania (56), as regards financial globalization, respectively maximum value for the Netherlands (87), and minimum one for Italy (49), as regards trade globalization (ETH Zurich and KOF Swiss Economic Institute, 2021). Environmental performance and sustainability (epi) registered the maximum value in France (83.95), and the minimum one, in Poland (64.11) (YCELP et al., 2018). As for DESI components, digital public services (desi_dpserv) registered the highest mean value (over 13) among other 3 dimensions - human capital, connectivity and integration of digital technology—also with the highest maximum value (over 19, in Estonia), and the lowest minimum value (over 3, in Romania) (European Commission, 2018a). Good values among the four DESI components were obtained also for human capital, with a mean value over 11, and good values of the minimum and maximum range. Huge discrepancies among the EU-27 countries were obtained in the case of energy efficiency (eng_eff), with the minimum value (0.82) in Malta and the maximum one (292.15) in Germany, but also for the high-speed internet coverage (hs_internet), with the minimum value (0.4) in Greece and the maximum one (87.8) in Latvia, and GDP per capita (gdp_cap), with the minimum value (6,330) in Bulgaria, and the maximum one (84,040) in Luxembourg (European Commission, 2018b).
TABLE 1 | Summary statistics of the data used in the analysis.
[image: Table 1]The methodology applied, configured on the cross-sectional dataset of EU-27 MS at the level of 2018, is based on the following econometric procedures:
• robust regression (RREG)—to evidence direct impacts of the considered variables on sustainable economic development;
• structural equation modelling (SEM) and Gaussian graphical model (GGM) with partial correlations—to evaluate overall interlinkages between all variables and the sustainable economic development;
• and cluster analysis, for an in-depth assessment of homogeneous groups of EU countries in order to set tailored strategies.
Robust regression (RREG) model is employed in this research to cope with possible outliers within our sample considering the heterogeneity of the EU countries, and to provide robust estimates. RREG model is configured as in Eq. 1, being processed based on two types of iterations, Huber and biweight.
[image: image]
where: θi—variable that captures the country effects; ε—error term (residual variable).
Furthermore, to better capture the indirect and total effects of all considered credentials on sustainable economic development, we configured a structural equation model (SEM), processed through the maximum likelihood estimator (MLE). SEM complements robust regression models and, through a different estimation method and a measurement component, allows us to enhance a comprehensive view of all interlinkages between considered variables. The general configuration of the SEM model is presented below in Figure 1.
[image: Figure 1]FIGURE 1 | | General configuration of the SEM model. Source: Authors’ contribution.
Moreover, a Gaussian graphical model (GGM) is employed following the same objective of an in-depth assessment of the interlinkages between environmental performance, digital transformation and sustainable economic development framed by the globalization process. GGM aims at providing additional groundings to enhance all paths graphically represented through edges (blue edges entail positive partial correlations and red edges outline negative partial correlations) between specific variables (captured as circles/nodes of the GGM). GGM complements the SEM model considering the possible limitations induced by various measurement units of the indicators and a relatively small cross-sectional sample.
In the final stages of our empirical endeavor, and in line with the main objective of current research, we applied cluster analysis through the Ward method and based on the Euclidean distance, inset for hierarchical clusters. The Ward method was selected based on the specialized literature in this field showing that it provides the highest accuracy in most situations, being the most widely used form of clustering in practice (Kettenring, 2006). EU clustering allowed us to better capture specific groups of EU MS according to several fundamental credentials followed in this research in order to design tailored policies and strategies.
The hypotheses followed in this research endeavor, based on the general objective and the main research questions addressed at the beginning of the paper, are the following:
• H1. Energy innovations directly and notably shaped the sustainable development of the EU countries within the economic globalization framework;
• H2. Environmental performance directly and significantly influenced the sustainable development of the EU countries within the economic globalization framework;
• H3. Digital transformations directly and significantly influenced the sustainable development of the EU countries within the economic globalization framework;
• H4. Energy innovations, within global interlinkages with environmental performance, digital transformations and economic globalization, notably influenced the sustainable development of the EU countries;
• H5. There are significant differences among the EU countries in terms of sustainable development, financial and trade globalization, environmental performance, and the degree of integration of digital technologies.
RESULTS AND DISCUSSIONS
Results of Robust Regression Model
To assess the extent to which there are direct favorable influences of energy innovations (H1), environmental performance (H2), and digital transformations (H3) on the sustainable development of the EU countries within the economic globalization framework, we first built the robust regression models (RREG) (Table 2, Model 1). The results reveal a very good association among variables and a notable impact on sustainable development (GDP per capita).
TABLE 2 | Results of robust regression models (RREG) and structural equations models (SEM)—dependent variable GDP per capita.
[image: Table 2]Within the unfavorable direct implications of trade (kof_tr) and financial globalization (kof_fin) on GDP per capita (negative and statistically significant coefficients), we follow the results obtained in the case of each advanced hypothesis (Table 2, Model 1). Moreover, the literature underpinnings also revealed that economic globalization induced an increase of energy prices, as well as accessibility alleviation to energy for the poorest people (Zhao et al., 2022).
As regards direct impacts of energy innovations on the GDP per capita of the EU countries (significant from the statistical point of view), the results foreground favorable influences in the case of consumption (eng_cons) and productivity of energy (eng_prod), while in the case of energy efficiency (eng_eff) and the renewable energy consumption (renew_eng), the results were unfavorable (Table 2, model 1). These results are reversed to those obtained by Ghisetti and Rennings (2014) and Levänen et al. (2015) which highlighted that the energy innovation leads to an increase in economic performance. Therefore, hypothesis H1, Energy innovations directly and notably shaped the sustainable development of the EU countries within the economic globalization framework, is partially fulfilled.
Environmental dimensions have registered favorable direct impacts on the GDP per capita only following the environmental performance index (epi) (positive and statistically significant coefficient), while for national expenditure allocation for environmental protection (env_exp) (negative and statistically significant coefficient), air pollution by particulate matter (air_poll) and the intensity of greenhouse gas emissions of energy consumption (gge_ec) (positive and statistically significant coefficients), the influences upon the GDP per capita were unfavorable. Therefore, policymakers must consider the improvement of environmental impacts, which would lead to an increase in economic performance, as Ghisetti and Rennings (2014) and Ali et al. (2021) also highlighted. Consequently, hypothesis H2, Environmental performance directly and significantly influenced the sustainable development of the EU countries within the economic globalization framework, is also partially fulfilled.
Digital transformations of the economy and society positively and directly influenced the GDP per capita for all dimensions of DESI, namely human capital (desi_hc), connectivity (desi_con), integration of digital technology (desi_tech), and public services (desi_dpserv) (positive and statistically significant coefficients). However, the distinctive speed of internet coverage (hs_internet) negatively influenced the GDP per capita. Moreover, technological innovations and renewable energy may induce a positive impact on the quality of life by reducing the energy deficiency that affects the economies of the EU, but also the energy affordability and accessibility as Sinha et al. (2022) and Zhao et al. (2022) also proved.
Therefore, hypothesis H3, Digital transformations directly and significantly influenced the sustainable development of the EU countries within the economic globalization framework, is fulfilled only in the case of DESI dimensions.
Results of Structural Equation Modeling and Gaussian Graphical Model
For global interlinkages between energy innovations, environmental performance, digital transformations, economic globalization, and the sustainable economic development of the EU countries (H4), we run structural equations models (Table 2, Model 2, Figure 2) and a Gaussian graphical model (Figure 3).
[image: Figure 2]FIGURE 2 | | Results of SEM for the EU-27 MS. Source: Authors’ research.
[image: Figure 3]FIGURE 3 | | Gaussian graphical model, partial correlations, EU-27 MS, 2018. Source: Authors’ research.
Several robustness checks were performed before placing an economic interpretation on the results. Hence, goodness-of-fit tests were applied, along with Cronbach’s alpha calculations for scale reliability. Detailed test results are presented in Tables 3, 4, entailing that the model provides accurate estimates, despite being processed on a relatively small sample.
TABLE 3 | Cronbach’s alpha for the SEM model.
[image: Table 3]TABLE 4 | Goodness-of-fit tests for the SEM model.
[image: Table 4]As for global interlinkages of the variables on sustainable development, revealed by SEM results (model 2 from Table 2 to Figure 2), we draw attention to the following dimensions (statistically significant): energy innovations, with the same favorable influences of consumption (eng_cons) and productivity of energy (eng_prod), and unfavorable in case of energy efficiency (eng_eff) and renewable energy consumption (renew_eng) (Table 2, model 2)—being opposite to those obtained by Ghisetti and Rennings (2014) that highlighted that the energy innovation leads to an increase in economic performance; environmental performance and sustainability, with favorable direct impacts only for the environmental performance index (epi), and unfavorable implications induced by expenditure allocation for environmental protection (env_exp) (negative and statistically significant coefficient) and air pollution by particulate matter (air_poll) (positive and statistically significant coefficient)—being almost similar with the results proved by Ali et al. (2021), which stated that changes in GDP, renewable energy consumption, and eco-innovation may cause CO2 emissions; digital transformations, with favorable impact only in case of digital public services (desi_dpserv) component of DESI. Opposite to our findings, Álvarez-Herránz et al. (2017b), for certain developed countries of the OECD, proved that sustainability in the energy sector may be attained by favorable impacts induced by using renewable resources and implementing technical innovations. Therefore, for these risks, specific policies and strategies are needed. Economic globalization, measured by trade (kof_tr) and financial globalization (kof_fin), have not induced any statistically significant influences on GDP per capita, being reversed to those obtained by Ulucak (2021) that evidenced a major impact of globalization and financial development on energy consumption in Pakistan, with final impact on economic development.
Both in the case of direct and overall impacts of expenditures allotted for R&D (gerd), the implications on GDP per capita were favorable (Table 2, Model 1 and Model 2). Our findings are similar to those obtained by Álvarez-Herránz et al. (2017a) (p. 99) that highlighted the role that energy innovations play in environmental quality processes and economic development, with the paramount support of regulation as regards energy research, development and demonstration (ERD&D).
The Gaussian graphical model entails very strong interlinkages between all variables/credentials considered in this research, as reflected through the width/thickness of the paths (Figure 3). Environmental performance (epi) tends to stand out in the network, being strongly connected with digital transformation and integration of technologies (desi_tech), as well as with financial globalization (kof_fin). At the same time, sustainable economic development (gdp_cap) is positively partially correlated with energy production (eng_prod), energy consumption (eng_cons), and research and development activities (gerd), but also with environmental performance (epi). Research and development activities is also positively correlated with renewable energy consumption (renew_eng) and energy efficiency (eng_eff). These results are similar to those obtained by Carrión-Flores and Innes (2010) and Álvarez-Herránz et al. (2017a) that found the importance of energy innovation in the decrease of energy intensity and environmental pollution, as a result of research and development support provided by authorities. Therefore, energy innovations, environmental performance, and digitalization drive represent enablers of sustainable economic development.
Consequently, hypothesis H4. Energy innovations, within global interlinkages with environmental performance, digital transformations and economic globalization, notably influenced the sustainable development of the EU countries, is partially fulfilled.
Results of Cluster Analysis
Considering the notable differences among the EU MS, the research endeavor is continued with an in-depth assessment of specific groups of EU countries and, implicitly, of the differences among them—as regards the sustainable development (GDP per capita), economic (financial and trade) globalization, environmental performance, and the integration of digital technologies. In this regard, we have applied cluster analysis, through the Ward method inset on hierarchical clustering.
The correlation matrix of the indicators used to configure the clusters is given in Figure 4.
[image: Figure 4]FIGURE 4 | | Correlation matrix for the main indicators used in clustering, EU-27, 2018. Source: Authors’ contribution.
Both through the dendrogram and the Calinski-Harabasz stopping rule (evaluation criterion), the clustering procedure indicated the formation of an optimal number of 3 clusters (Figure 5; Tables 5, 6).
[image: Figure 5]FIGURE 5 | | Dendrogram of cluster analysis, EU-27, 2018. Source: Authors’ contribution.
TABLE 5 | Clusters associated results with the interlinkages between trade and financial globalization, environmental performance, digital transformation and sustainable economic development, EU-27, 2018.
[image: Table 5]TABLE 6 | Cluster analysis results (Ward method).
[image: Table 6]In the first cluster (C1) there are ten EU MS, namely France, Belgium, Sweden, Finland, the Netherlands, Denmark, Germany, Austria, Ireland, and Luxembourg. These countries are placed by the Ward method together in C1 considering the high performance achieved as regards the financial globalization, environmental performance, digital integration of technologies, and increased economic outcomes (very high levels of GDP per capita). The second cluster (C2) comprises five EU MS, namely Italy, Malta, Spain, Cyprus, Slovenia, with medium performances as regards the degree of digital integration of technologies, and trade globalization, despite a good environmental performance (epi), and medium levels of GDP per capita. In the third cluster (C3), there are 12 EU MS (Hungary, Lithuania, Bulgaria, Estonia, Greece, Poland, the Slovak Republic, Croatia, Portugal, Romania, Latvia, the Czech Republic) with low levels of environmental performance, and integration of technologies, as well as a relatively low level of GDP per capita and financial globalization, compared to the other clusters, even though the countries placed in C3 have the largest average level of trade globalization. Related to these findings, we propose targeted strategies and measures for each group of countries. Moreover, the economic complexity specific to each country will require the steadiness of the economic policy measures adopted, as many authors recommended (Altıntaş and Kassouri, 2020; Bashir et al., 2022; Sun et al., 2022).
Therefore, hypothesis H5, There are significant differences among the EU countries in terms of sustainable development, financial and trade globalization, environmental performance, and the degree of integration of digital technologies, is fulfilled.
CONCLUSION
Given the fact that the EU member states are in a complex process of transition, divided into two levels—digitalization and green economy, and between the two phenomena, there are strong interdependencies, in this paper, we examined the role of energy innovations, digital technological transformation, and environmental performance in enhancing the sustainable economic development of the EU countries, widely shaped by the globalization process. We have developed a top-down approach to research methodology, by assessing, firstly, the nexus (direct and overall) for all EU countries, and secondly, EU countries were clustered to ensure in-depth assessment and tailored policy design by accounting for the level of financial and trade globalization, environmental performance, and sustainability, and the degree of integration of digital technologies.
Following the research hypotheses drawn, we brought robust empirical evidence to attest that energy innovations, environmental performance and digital transformations have directly and globally shaped the sustainable development of the EU countries within the economic globalization framework (H1-H4), with focus on awareness for the following directions: higher and better allocation of national expenditure on environmental protection, reconsideration of energy efficiency by better involving the state authorities in the process of pollution reduction, which through various tools can shape both the behavior of local companies and consumers and foreign capital businesses, as Simionescu et al. (2021) also mentioned; energy innovations deployed by using the renewable energy, including advanced technologies and ICT, since economic growth may induce the rise of ecological footprint, as Ramzan et al. (2022) also stated.
As regards the differences among the EU countries in terms of sustainable development, financial and trade globalization, environmental performance, and the degree of integration of digital technologies, revealed by the cluster analysis (H5), the following tailored policies and strategies could be considered by the EU MS to diminish the deterring factors of environmental and digitalization performance and enhance sustainable economic development: i) for the countries comprised in C1 (France, Belgium, Sweden, Finland, the Netherlands, Denmark, Germany, Austria, Ireland, and Luxembourg), with very good performance of financial globalization, environmental performance, digital integration of technologies on the background of high economic development, policies to enforce these dimensions are needed, within a comprehensive trade globalization process, as Álvarez-Herránz et al. (2017a) and Shahbaz et al. (2018) also stated for the developed countries of the OECD; ii) in the case of EU MS comprised in C2 (Italy, Malta, Spain, Cyprus, Slovenia), better integration of financial and trade globalization, involving state authorities in the process of reducing pollution to enhance environmental performance, as well as technological innovation may improve sustainable economic development, as Simionescu et al. (2021) also mentioned; iii) as regards the countries included in C3 (Hungary, Lithuania, Bulgaria, Estonia, Greece, Poland, the Slovak Republic, Croatia, Portugal, Romania, Latvia, the Czech Republic), consistent policies are needed in order to improve the environment-energy-growth nexus with the economic globalization and technological innovation.
Overall, we can state that transition to digitalization and green economy will ensure the development of a low carbon economy in the context of efficiency considering the facilities generated by digitalization, both for consumers and for companies in different fields of activity. The energy transition must ensure not only the protection of the environment, but also the increase of energy affordability and accessibility. The use of renewable energy can be a solution to reduce energy poverty, technological innovation being essential to change the energy mix in EU countries (Sinha et al., 2022; Zhao et al., 2022). The concern of energy companies to intensify the process of technological innovation must be accompanied by a change of attitude and behavior among consumers who should embrace new technologies and become aware of the importance of saving energy by using new equipment that is more efficient (Altıntaş and Kassouri, 2020; Ahmad and Zhang, 2021; Bashir et al., 2022; Sun et al., 2022).
The Covid-19 crisis has demonstrated the importance of the digitalization process of the economic activity, companies being increasingly concerned with supporting the investment in the Information Technology (IT) field. The European authorities’ investment concerns and efforts are key to both digitalization and the energy transition. Ensuring the legal and institutional framework and developing public-private partnerships are the main directions in which the European authorities can act. The process of technological innovation is more and more intense, the companies making efforts to find viable solutions from a technical point of view for carrying out productive activities in conditions of social responsibility. Protecting the environment is a growing concern in the business strategy of companies, given the pressures exerted by consumers and public authorities. Involvement in local communities and supporting their development is at the heart of the concerns of companies that have realized the importance of this category of stakeholders. Sustainable development is a goal that can be achieved at the level of the EU, the results being remarkable.
Unfortunately, economic activity is subject to multiple risks, with political risk having a significant impact on the world economy. For this reason, the energy transition process is one of reconfiguration given the need to increase energy security in the context of the dependence of EU countries on Russian oil and gas.
For this reason, being aware of the limitations of the research conducted in this paper, regarding mainly the reduced availability of relevant data on longer time series, and the economic and geopolitical risk induced by the Russian invasion into Ukraine, the authors consider the follow-up of current research with trends in the twin transition process for the EU countries, from the perspective of the impacts induced by the political risk and the quality of governance.
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Environmental taxation is a formal environmental regulation policy formed by government intervention. It is generally believed that the imposition of environmental taxation can effectively promote economic agents to reduce pollutant emissions. Thus, based on panel data from 30 provincial-level administrative regions in China, this paper examines the pollution reduction effects and regional heterogeneity of environmental taxes on three major pollutants. It is found that the current environmental taxation in China can promote the emission reduction of ammonia nitrogen, and sulfur dioxide to a certain extent, but the effect on chemical oxygen demand is not outstanding. From the results of the regional heterogeneity test, there are differences in the effect of environmental taxation on the reduction of major pollutants in each region. The current environmental tax policy has a relatively strong effect on emission reduction in the western region with little effect in the eastern and central regions. Therefore, to better utilize the policy, this paper suggests adjusting the environmental tax levy standard according to local conditions and strictly levying environmental taxes and fees on various pollutants in terms of quantity.
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INTRODUCTION AND LITERATURE REVIEW
Environmental taxation is a general term for a series of taxation system arrangements aimed at protecting the ecological environment, which has gradually developed and matured with the rising awareness of environmental protection, economic development, and the process of globalization. The imposition of environmental taxation has a dual advantage of reducing environmental pollution and promoting economic growth.
In the 1970s, some developed countries began to pay attention to environmental issues, and the “polluter pays” principle was adopted, requiring polluters to bear the cost of monitoring and regulating their emissions. In 1969, the Netherlands took the lead by imposing a tax on surface water pollution; in 1971, the U.S. Congress proposed a bill to impose a nationwide tax on sulfide emissions. In the 1990s, OECD countries introduced green tax reforms, formally imposing environmental taxes or modifying existing taxes to make them more consistent with the concept of sustainable development. Since then, an increasing number of governments have adopted the practice of environmental taxation. After nearly 40 years of implementing the emission fee system, China officially implemented the Environmental Protection Tax Law of the People’s Republic of China on 1 January 2018. China also developed an independent environmental taxation system through the “tax equalization” reform involving the conversion of the emission fee to tax, and taxing four major categories of pollutants: air, water, solid waste, and noise.
As a developing country, China is experiencing medium to high economic growth, with accelerated industrialization and urbanization, steadily rising energy demand, and escalating environmental pollution challenges. Today, China is in the early stages of implementing environmental taxation; in order to realize the double dividend of environmental taxes, it is necessary to first utilize to the related emission reduction effect and solve the main problem of serious ecological pollution at this stage.
In this study, we use panel data from 30 provincial administrative regions in China to analyze whether the environmental taxation can make the policy effect of pollution reduction. Additionally, the study also investigates whether there is regional heterogeneity in the responses of different regions to the environmental tax, in order to improve environmental taxation policy in China and green development in developing countries worldwide.
Environmental taxation originated from Pigou, who proposed the Pigouvian tax, which regulates of the behavior of economic agents by means of taxation to correct the negative externalities of environmental problem (Pigou, 1920). Specifically, environmental pollution caused by economic agents in the production process is a negative externality, and when it is not taxed, economic agents do not actively incorporate the social costs caused by environmental pollution into their production costs, leading to excessive environmental pollution emissions. By taxing environmental pollution, the administrative body internalizes this negative external effect into the production cost of the economic body, which enables it to take initiative to reduce pollution emissions in order to save costs. Therefore, in practice, can environmental taxation really reduce pollutant emissions?
Most of the existing research results acknowledge that environmental taxation improves environmental conditions, which is the primary goal of imposing environ-mental taxes (Freire-González, 2018). According to Bosquet (2000), environmental taxes are imposed to shift the tax burden away from employment, income, and investment and toward pollution, resource depletion, and waste management. Environmental taxes can have an in-fluence on environmental quality improvement by reducing both energy use and emissions. On the one hand, environmental taxation induces environmental polluters to pay for their polluting behavior so that the environment and natural resources, which have long been undervalued or even free, are not further damaged and abused; on the other hand, environmental taxation will generate a strong market price signal, forcing environmental polluters to pay for their pollution through technological innovation, seeking substitutes, improved resource utilization, reducing production, and other means to reduce resource consumption and emissions to reduce ecological damage. Aydin and Esen (2018) assessed the impact of environmental taxes on CO2 emissions in EU countries, and found that environmental taxes in the EU have a threshold effect in terms of emission reduction, and that when the tax rate exceeds the threshold, emissions can be effectively reduced. Chien et al. (2021) showed that renewable energy, innovation, and environmental taxes can reduce carbon emission levels and have a positive impact on environmental quality in developed Asian countries. Dennis et al. (2016) studied the economic impact of air pollution taxes in France and found that environmental taxes can effectively reduce pollutant emissions while also stimulating economic growth. Freire-González and Ho (2019) developed a dynamic CGE model for Spain to assess the economic and environmental impacts of a carbon tax. Their study, similarly, suggests that carbon tax policies can reduce CO2 emissions and mitigate climate risks at the lowest economic cost. Tao et al. (2021) empirically showed that eco-innovation and environmental taxes play an important role in carbon reduction in E7 countries. Environmental taxes are an important policy instrument for mitigating the negative effects of environmental externalities. Cho (2021) studied the impact of income inequality on the relationship between economic growth and environmental degradation under different levels of institutional quality among high-income countries, and found that environmental taxation is an effective tool for improving environmental quality in countries with strong institutions.
Some scholars have questioned the abatement effect of environmental taxes. Sinn (2008) proposed the famous Green Paradox, “the implementation of policy measures aimed at limiting climate change leads to the accelerated extraction of fossil energy, which in turn accelerates the accumulation of greenhouse gases in the atmosphere, resulting in environmental degradation”; it also means that “good intentions do not always cause good behavior.” Based on Mexican environmental taxation data, Blackman et al. (2010) found that government environmental regulations not only failed to push firms to develop green innovations, but actually worsened firms’ pollution behavior. Rosendahl’s study of the European Union Emissions Trading System (ETS) shows that Policy instruments to stimulate additional emission reductions within the ETS sector can reduce net emissions if they are temporary and take place early on. But they cannot reduce net emissions if they are long-term or late in the process, and may even have a significant negative impact on cumulative emissions (Rosendahl, 2019). Carrilho-Nunes and Catalão-Lopes (2022) studied the impact of environmental policies and technology transfer on greenhouse gas (GHG) emissions using environmental data from Portugal and showed that environmental policies have a negative impact on GHG emissions, while technology transfer may lead to an increase in GHG emissions. Degirmenci and Aydin (2021) studied five African countries during the period of 1994–2017 and found that the im-position of environmental taxes increased environmental degradation and unemployment in Cameroon, Ivory Coast, and Mali, among other countries.
Several scholars have studied the effect of China’s environmental tax on the re-duction of emissions. Wang et al. (2018) considered China’s Hebei Province, where an optimal combination of environmental and carbon tax was introduced. The capacity of different power generation technologies under different tax rates, as well as the carbon emission levels of atmospheric pollutants and dioxide were analyzed, and the study concluded that higher tax levels will promote the improvement of power generation technology and achieve pollution reduction. Li and Masui (2019) developed a Computable General Equilibrium (CGE) model for China’s environmental tax policy to simulate the influence of environmental taxes on emissions under various scenarios and found that environmental taxes help reduce most types of pollutants emissions. Hsu et al. (2021) used the Quantile Autoregressive Distributed Leg (QARDL) method and the Wald test, and the results confirmed that China’s carbon emission levels are significantly affected by eco-innovation, renewable energy, and environmental taxes. Zhu and Liu (2020) considered quasi-environmental resource tax data in the Yangtze River Economic Belt from 1999 to 2017 as a research sample. The impact of environmental tax on the green development of the region is analyzed in terms of tax effectiveness and timeliness. The results show that the implementation of environmental taxes has a positive role in promoting the green development of the Yangtze River Economic Belt, which is conducive to reducing regional resource consumption and pollutant emissions. Similarly, Wang and Tao (2021) also studied the Yangtze River Economic Belt in China and obtained similar results: the environmental protection tax policy can play a significant role in reducing the emission levels of two pollutants, chemical oxygen demand and sulfur dioxide.
The current academic community has conducted an in-depth analysis of the effects of environmental taxes on emission reduction. However, due to the various research samples and methods used by researchers, the conclusions drawn are diverse. Therefore, using environmental taxes as explanatory variables, this study analyzes whether China’s environmental protection tax policy reduces emissions of three major pollutants: sulfur dioxide emissions from exhaust gas, ammonia nitrogen emissions in wastewater, and chemical oxygen demand in wastewater. Furthermore, China has a vast land area, and there are large differences between provinces in terms of natural resources, economic development, and technological innovation, all of which have a great impact on pollutant emissions. The specific applicable tax amount of these taxable pollutants is determined by the provincial administrative region governments within the tax range. Therefore, we have reasons to suspect that the implementation of tax policies for environmental protection is very likely to have different emission reduction effects across various regions.
In order to test the regional heterogeneity of the emissions reduction effect of environmental taxes, this paper further divides the 30 provincial-level administrative divisions in China into three major regions: the eastern, central, and western regions; and, also analyzes the regional characteristics of the emission reduction effect of environmental taxes to provide corresponding references for administrative entities of different sizes and economic development levels.
HYPOTHESES
The Emission Reduction Effect of Environmental Taxation
The emissions reduction effects of environmental taxes can be found in the activities of companies, consumers, and governments. In terms of enterprises, the collection of environmental protection taxes increases the tax burden of enterprise pollution emissions, internalizes their external effects, and greatly increases production costs. In order to save costs and eliminate profit declines caused by an increase in tax burden, enterprises will improve, research, and develop innovative green technologies to enhance the efficiency of resource utilization or reduce resource consumption through green industrial innovation and reduce pollution emissions as much as possible. Businesses that have not yet been built may be regulated by environmental protection tax policies and prefer production and operation decisions that are conducive to environmental protection, thereby reducing emissions. Since the tax shifting is reflected in the price, consumers will purchase fewer high-polluting and energy-intensive products and more ecofriendly products. Concurrently, this change in consumer behavior has enhanced public environmental awareness and environmental protection across societies and has also stimulated the development of energy-efficient and environmentally conscious industries. In terms of China’s national conditions, China’s socialist market economy is led by the government. And state-owned enterprises occupy the main position. To achieve the policy objectives of the environmental protection tax, the government may increase environmental protection tax collection and investment in pollution control, thereby playing a role in reducing GHG emissions. Hence, we propose hypothesis 1:
Hypothesis 1. Environmental taxation can reduce pollutant emissions in China.
Regional Heterogeneity of Environmental Protection Taxes
The emission reduction effects produced by the same environmental tax collection standards may be different due to the different levels of economic development, marginal emission reduction costs, and environmental carrying capacity of each region. For example, by revealing the interplay between environmental taxes, energy intensity, and energy consumption in 29 OECD economies, Bashir et al. (2021) found that environ-mental taxes promote environmental awareness in OECD countries, encouraging companies to reduce GHG emissions, adopt clean production practices, and focus on energy optimization. However, for emerging economies, the implementation of environmental taxes not only hinders economic growth, but also increases the cost of commodity manufacturing. Wolde-Rufael and Mulat-Weldemeskel (2022) showed that the impact of environmental taxes and renewable energy on carbon monoxide emissions is heterogeneous, with significant negative impacts in countries with higher emissions but not in countries with lower emissions. Combined with the samples used in this study, the mainland region of China is divided into three major economic regions: the east, central, and west, based on differences in natural conditions, economic resources, economic development level, transportation conditions, and economic benefits of various regions. Judging from the degree of economic development, the eastern belt has a relatively higher level of economic benefits of production, construction, infrastructure, science and technology, operation, and management, whereas the western belt has low levels (decreasing from east to west). Natural resources such as land, mineral deposits, and hydropower are typically abundant in the western and central belts, compared with the eastern belt. The implementation of an environmental protection tax policy is very likely to have different emission reduction effects in different regions of China. Therefore, we propose hypothesis 2:
Hypothesis 2. There is regional heterogeneity in the emission reduction effects of environmental taxes.
RESEARCH DESIGN AND METHODS
Method
The essence of environmental protection tax is “who pollutes, who governs,” which endogenizes negative externalities resulting from industrial pollution, thereby urging enterprises to control pollution and reduce emissions. In the context of environmental protection tax collection and management, the efficacy of pollution control and emission reduction is largely determined by the level of pollutant emissions of enterprises. Therefore, in order to test the pollution reduction effect of environmental protection taxes, this study considers the pollutant emission level of industrial enter-prises and the environmental tax as the explanatory variables; the regression analysis model is established as follows:
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In the above equation, [image: image] indicates the level of environmental pollution in area [image: image] under investigation in year [image: image]; [image: image] indicates the environmental taxes and fees borne by the area under inspection. To ensure the rigor of the empirical results of the explanatory variables, the following control variables were also selected in the model: [image: image] represents the level of economic development; [image: image] indicates the square term of the level of economic development; [image: image] represents the regional industrial structure; [image: image] indicates the level of pollution control implemented by local governments; [image: image] indicates the degree of regional openness; [image: image] indicates regional population density; [image: image] represents the coefficient to be estimated; [image: image] represents the random disturbance term.
Sample Selection and Data Acquisitions
In this paper, panel data from 30 Chinese provinces, municipalities, and autonomous regions from 2006 to 2020 were used as samples, and the impact of environ-mental taxes and fees on pollutant emission levels was analyzed using individual fixed effect models. The original sample data were derived from the China Statistical Year-book, China Environmental Yearbook, and EPS data platform. The sample-related variables are defined as follows:
The Explanatory Variable
Three types of pollutant emissions, namely chemical oxygen demand [image: image], ammonia nitrogen [image: image], and sulfur dioxide [image: image], were selected as indicators of pollutant emission levels. The main reason is that China’s environmental protection tax policy essentially levies sewage charges or environmental taxes on pollutants in industrial wastewater and exhaust gas. If air and water pollutants at each outlet were sorted from largest to smallest pollution equivalents, the largest emissions are usually chemical oxygen demand, ammonia nitrogen, and sulfur dioxide. Considering the time lag of environmental taxes and fees on pollution reduction effects, the regression analysis of [image: image], [image: image], and [image: image] in the first phase was used in this study. In addition, in order to ensure the smoothness of the data, this article considers the logarithmic values of these data, and the symbols are expressed as [image: image], [image: image], and [image: image].
Explanatory Variables
Since 1 January 2018, China has implemented the Environmental Protection Tax Law of the People’s Republic of China, and the traditional environmental protection tax system paid in the form of sewage charges was terminated. According to the principle of tax translation of the pollutant discharge fee system to the environmental protection tax system in the Environmental Protection Tax Law, the environmental protection tax currently implemented in China has many similarities with the pollutant discharge fee. This is mainly reflected in the fact that the provisions on the objects of tax collection, the scope of collection, tax calculation method, and tax calculation standard are essentially the same. Therefore, in order to test the emission reduction effect of China’s environmental protection taxes and fees from 2006 to 2020, the environmental protection tax index data [image: image] was measured by the pollutant discharge fees of each province from 2006 to 2017 and the environmental protection tax data from 2018 to 2020.
Control Variables
Following Li (2015) and Liu (2018), the content of the control variables was set as follows:
1) The level of economic development.
Environmental economists believe that there is an environmental Kuznets curve characteristic (EKC) between economic development and environmental pollution; that is, in the early stage of economic development, pollution levels in the environment rise in tandem with local economic development; when economic development reaches a certain level, environmental pollution is gradually reduced (Beckerman, 1992; Shafik and Bandyopadhyay, 1992; Stern, 2004). Therefore, we set the economic development level as the control variable in the environmental tax emission reduction effect model and used the logarithmic representation of GDP per capita. To verify the presence of the EKC, the quadratic term of the economic development level ([image: image]) was introduced in the model.
2) Industrial structure ([image: image]).
Social production includes the primary, secondary, and tertiary major industries, and different industries use environmental resources to varying degrees of efficiency, and the quantity and density of pollutants emitted into the environment varies. Since the secondary industry produces the most pollutant emissions of the three major industries, the proportion of secondary industry output value was taken as the indicator of industrial structure.
3) Environmental pollution control efforts ([image: image]).
Pollution control is a key instrument for government environmental management. The larger the amount of investment in pollution control, the greater the government’s efforts to control environmental pollution, the more conducive it is to reducing pollutant emissions. Therefore, we used the pollution control investment amount index to measure the pollution control intensity of each region and take its logarithmic value.
4) Degree of opening up to the outside world ([image: image]).
The degree to which a region is opened up to the outside world is more reflected in the introduction of foreign investment, and most of these foreign-funded enterprises are pollution-intensive and resource-consuming that have a greater negative impact on the local environment. Therefore, many foreign investments may cause environmental pollution. In this study, we used the quantity of foreign investment to measure the level of opening up in various regions and take logarithmic values of the data.
5) Population density ([image: image]).
Population density is partially linked to local pollution conditions. High population density areas may be more polluted by wastewater, waste gas, solid waste, and noise pollution caused by domestic life; whereas high population density areas are usually more urbanized with relatively more efficient energy use, and people in economically developed areas have a stronger sense of environmental protection. Therefore, population density was chosen as one of the control variables, and the logarithmic value was taken for it.
Using EXCEL and Stata 14 software, this paper descriptively analyzes the collected data of the above variables, and the results are shown in Table 1.
TABLE 1 | Descriptive statistics of variables.
[image: Table 1]RESULTS AND ANALYSIS
Analysis of Regression Results of the Impact of Environmental Protection Taxes on Pollutant Emissions
Table 2 shows the test results of the impact of environmental taxes on chemical oxygen demand, ammonia nitrogen, and sulfur dioxide emissions under full sample data conditions. The impact coefficient of environmental taxes on ammonia nitrogen and sulfur dioxide emissions was negative and significant at the statistical levels of 10 and 1%, respectively, indicating that environmental taxes and fees could help reduce emissions of ammonia nitrogen and sulfur dioxide pollutants. Moreover, the environmental tax coefficient for chemical oxygen demand emissions was negative but not statistically significant, indicating that environmental taxes have not played a role in reducing chemical oxygen demand emissions. It may be that the environmental tax collection standards for chemical oxygen demand emissions were low, and have not yet reached the emission reduction standards, and the cost of paying environmental taxes was lower than the cost of pollution control and emission reduction, therefore relevant enterprises were more willing to choose to pay for pollution.
TABLE 2 | Return results of the full sample of environmental taxes and fees and three types of pollutant emissions in 30 provinces and cities in China.
[image: Table 2]In terms of the model’s control variables, although the secondary term coefficients of chemical oxygen demand and per capita GDP of ammonia nitrogen were both negative, the coefficient of sulfur dioxide was positive and statistically significant at the 1% level. The environmental Kuznets inverted-U hypothesis does not apply to all types of pollution. Combined with the regression analysis results of industrial structure and pollutant emissions, the relationship between industrial structure and the three types of pollutants is positively correlated at the significance level of 1%, indicating that the current industrial structure layout has increased the emissions of chemical oxygen demand, ammonia nitrogen and sulfur dioxide to a certain extent. The higher the share of the secondary industry, the more serious the environmental pollutant emissions, indicating that China’s current economic development level is still on the left side of the EKC to a certain extent. The positive impact of pollution control efforts on the three types of pollutants is significant at the statistical level of 1%, that is, with the increase of government pollution control efforts, the emissions of chemical oxygen demand, ammonia nitrogen and sulfur dioxide are still increasing. The possible reason was that in order to promote economic development, the government fulfilled “political achievements”, rendering investment in environmental pollution control a formality and in-efficient. The degree of opening up to the outside world is negatively correlated with the relationship between the three types of pollutants at the level of 1%, which was not in line with expectations, which may be because of the fact that a moderate amount of foreign investment can bring advanced energy-saving and emission-reduction technologies and experience to local areas, produce positive external effects, and reduce the level of pollutant emissions. Population density was not related to chemical oxygen demand and sulfur dioxide emissions but negatively affected ammonia nitrogen emission levels at the 10% level. This showed that the effect of population density on different pollution factors was different.
Heterogeneity Analysis of the Impact of Environmental Protection Taxes and Fees on Pollutant Emissions
To test whether there is regional heterogeneity in the emission reduction effect of environmental taxes and fees, this study divided 30 provinces and cities in China into three regions: eastern, central, and western, and regression tests were performed on these three sub-samples; the results are shown in Table 3. Environmental taxes and fees had a significant negative effect on the ammonia nitrogen emissions in the east, the sulfur dioxide emissions in the central region, and the chemical oxygen demand and ammonia nitrogen emissions in the west; however, there was no reduction effect on the chemical oxygen demand emissions and sulfur dioxide emissions in the east, chemical oxygen demand and ammonia nitrogen emissions in the central region, and sulfur dioxide emissions in the west. It is noted that there are significant differences in the role of environmental taxes and fees in reducing pollutant emissions across these regions, and different environmental tax collection standards should be adopted in accordance to the economic development of the region. In terms of the existence of the environmental Kuznets curve, whether in the eastern, central, or western regions, the per capita quadratic term coefficient in the three types of pollutant models is negative and statistically significant at the 1% level, indicating that the traditional environmental Kuznets inverted-U hypothesis is present in socio-economic development regardless of any region. Since the level of economic development of each region is still in the left part of the environmental Kuznets curve, this implies a stage where pollutant emissions will continue to increase as the economy grows. As far as other variables are concerned, the industrial structure and the amount of investment in pollution control have played a significant role in increasing the emissions of the three types of pollutants. The negative impact of the degree of opening up to the eastern region was not significant, and population density had a significant positive impact on chemical oxygen demand, ammonia nitrogen, and sulfur dioxide emissions in the central region. The empirical results of the subregions reveal that the emission reduction effect of environmental fees on the principal pollutants varies by region, which verifies Hypothesis 2.
TABLE 3 | Empirical results of environmental taxes and fees and three types of pollutant emissions in 30 prov-inces and cities in China.
[image: Table 3]Robustness Testing
To avoid statistical errors and the contingency of selected data, and to enhance the credibility of empirical results, this paper examines whether the relationship between environmental protection taxes and pollutant emissions in 30 Chinese provinces, municipalities, and autonomous regions changes with time period. Since the National Development and Reform Commission, the Ministry of Finance, and the Ministry of Environmental Protection of China jointly issued the Notice on Adjusting the Standards for the Collection of Sewage Charges and Other Related Issues in 2014. This notice required all provinces (autonomous regions and municipalities) to adjust the sewage charges for the primary pollutants of sewage and waste gas according to real conditions and implement a differentiated sewage charging system. Provinces have adjusted the collection standards of major pollutants since 2014 in accordance with the requirements of the notice. Therefore, taking 2014 as the node, this paper divides the sample into two periods, 2006–2013 and 2014–2020, for regression testing. Test results are shown in Table 4.
TABLE 4 | Results of environmental taxes and the robustness of emissions of three types of pollutants in 30 provinces and cities in China.
[image: Table 4]Table 4 shows that the impact of environmental taxes and fees on chemical oxygen demand emissions from 2006 to 2013 was positive at a statistical level of 1%; however, the impact on ammonia nitrogen and sulfur dioxide was not significant. This conclusion was unexpected, presumably because the environmental tax requirements in place during this period were too low to be applied in environmental regulation. Environ-mental taxes and fees in 2014–2018 had a significant role in reducing chemical oxygen demand and ammonia nitrogen emissions, but the impact on sulfur dioxide emissions remained insignificant. Comparing the absolute value of the regression coefficient, the value of the regression coefficient was significantly reduced, indicating that the positive effect of environmental taxes on sulfur dioxide emissions was weakening. How-ever, the effect of environmental taxes on the emission reduction of sulfur dioxide emissions during both periods was not significant. Moreover, the relationship between environmental taxes and chemical oxygen demand emissions changed from a significantly positive to a significantly negative correlation, indicating that the emission re-duction effect of environmental taxes on chemical oxygen demand was continuously enhanced. In contrast, the emission reduction effect of environmental taxes on ammonia nitrogen was significantly enhanced in the later period. The final robustness test results were not significantly different from the previous conclusions, confirming that the results of the previous model study are stable.
CONCLUSION
In this study, panel data from 30 Chinese provincial-level administrative regions from 2006 to 2020 were used as samples to empirically assess the emission reduction effect of environmental taxes and fees and analyze the heterogeneity characteristics of this effect. We found that:
a) In terms of the overall sample, collecting environmental taxes and fees could promote the emission reduction of ammonia nitrogen, and sulfur dioxide to a certain extent, but the effect on chemical oxygen demand was not prominent.
b) According to the results of the regional heterogeneity test, the effect of emission reduction effect of environmental taxes and fees on major pollutants in each region varies, and China’s current environmental tax policy has a relatively strong effect on emission reduction in the western region with little effect in the eastern and central regions.
c) In terms of the ECK hypothesis, both the total sample and the subsample regression results indicated the presence of a traditional environmental Kuznets inverted-U hypothesis in the process of economic development, and that China’s current economic development level is still on the left side of the environmental Kuznets curve. Therefore, the level of economic development continues to have a positive impact on pollution emissions. Furthermore, China’s current industrial structure has significantly increased chemical oxygen demand, ammonia nitrogen, and sulfur dioxide emissions, and environmental pollution control has failed to achieve the not expected pollution reduction effect.
Considering the above conclusions, we make the following suggestions to improve pollution reduction efforts:
First, environmental tax policy should be improved, the scope of environmental taxation collection expanded, and the collection standard appropriately raised. On one hand, since the current environmental tax has achieved certain emission reduction effect for certain pollutants, the scope of environmental tax should be expanded in due course. Other pollutants, such as carbon dioxide, organic matter emissions, and dust, should also be included in the scope of environmental taxation as soon as possible to achieve carbon neutrality goals. On the other hand, as previously discussed, present policies have not yet produced significant results in reducing particular pollutants; the reason might be that environmental taxation collection standards are inadequate and have not yet reached the emission reduction standards. Therefore, the collection standards should be appropriately raised and the governance of environmental protection taxes should be strengthened. The reduction of all categories of pollutant emissions must be promoted.
Second, all regions must be supervised and urged to formulate environmental protection tax policies that are in line with the actual conditions of their respective regions. The Environmental Protection Tax Law of the People’s Republic of China stipulates that “the determination and adjustment of the specific applicable tax amounts for taxable atmospheric pollutants and water pollutants shall be proposed by the people’s governments of provinces, autonomous regions, and municipalities directly under the Central Government, taking into account the environmental carrying capacity, the current situation of pollutant discharge and the requirements of economic, social, and ecological development goals in their respective regions, and within the tax range specified in the “Environmental Protection Tax Tariff Schedule” attached to this Law. In fact, at present, China’s provinces have not taken full advantage of independently formulating applicable taxes, and most of them have directly used the original sewage fee payment requirements, resulting in very different policy implementation effects across the country. We suggest that provinces should adjust collection standards according to local conditions, that is, according to the actual pollution discharge situation and economic development level in their regions; all types of pollutants must be strictly taxed on a per-unit basis to better play a policy role.
Third, the adjustment of the industrial structure should be optimized, and the structural transformation of high-polluting emission departments should be supervised. At present, the industrial structures of most Chinese provinces have entered the “three, two, one” model; however, due to the high level of pollution emissions from China’s secondary industry, it is still necessary to focus on increasing the proportion of the tertiary industry and gradually reducing the proportion of the secondary industry. In the secondary industry, as far as possible to increase the proportion of low-pollution and low-energy consumption industries, the production capacity constraints on high-pollution and high energy-consuming industries should be strengthened. The elimination mechanism of environmental protection taxes for high-pollution and high energy-consuming industries must be effectively implemented to improve production technology, accelerate transformation, and upgrade to green technologies. During this process, the government should actively cooperate to provide specific green technology innovation subsidies for enterprises, vigorously develop low-pollution and low-energy industrial technologies, and assist in realizing green production for the entire society and achieving sustainable economic development.
Fourth, the intensity of pollution control should be increased and the efficiency of governance improved. It is necessary to incorporate the pollution control level into the comprehensive evaluation system of economic and social development in various regions so that the effectiveness of pollution control investment becomes one of the important assessment indicators for local officials, while preventing local officials from being confined to the trap of “GDP growth” and introducing high-pollution and high-energy-consuming industries that can bring economic benefits. It is also necessary to strengthen the prior assessment of pollution control investment projects, formulate investment plans according to the actual situation of each province, improve the efficiency of the use of pollution control investment funds, and increase the supervision and inspection of the implementation of investment plans. The performance evaluation must be organized in a timely manner. Finally, it is necessary to strengthen environ-mental protection policies and regulations, raise the threshold of pollution emissions, improve source control, and improve the information construction of pollution emission monitoring in various regions.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
YX: Writing–original draft, Conceptualization, Methodology. PC: Writing–original draft, Supervision, Project administration.
FUNDING
This work was supported by Longitudinal Research Project of Fujian Business University (Grant No. FJ 2020B114).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Aydin, C., and Esen, Ö. (2018). Reducing CO2 Emissions in the EU Member States: Do Environmental Taxes Work?J. Environ. Plan. Manag. 61, 2396–2420. doi:10.1080/09640568.2017.1395731
 Bashir, M. F., Ma, B., Shahbaz, M., Shahzad, U., and Vo, X. V. (2021). Unveiling the Heterogeneous Impacts of Environmental Taxes on Energy Consumption and Energy Intensity: Empirical Evidence from OECD Countries. Energy 226, 120366. doi:10.1016/j.energy.2021.120366
 Beckerman, W. (1992). Economic Growth and the Environment: Whose Growth? Whose Environment?World Dev. 20, 481–496. doi:10.1016/0305-750x(92)90038-w
 Blackman, A., Lahiri, B., Pizer, W., Rivera Planter, M., and Muñoz Piña, C. (2010). Voluntary Environmental Regulation in Developing Countries: Mexico's Clean Industry Program. J. Environ. Econ. Manag. 60, 182–192. doi:10.1016/j.jeem.2010.05.006
 Bosquet, B. (2000). Environmental Tax Reform: Does it Work? A Survey of the Empirical Evidence. Ecol. Econ. 34, 19–32. doi:10.1016/s0921-8009(00)00173-7
 Carrilho-Nunes, I., and Catalão-Lopes, M. (2022). The Effects of Environmental Policy and Technology Transfer on GHG Emissions: The Case of Portugal. Struct. Change Econ. Dyn. 61, 255–264. doi:10.1016/j.strueco.2022.03.001
 Chien, F., Sadiq, M., Nawaz, M. A., Hussain, M. S., Tran, T. D., and Le Thanh, T. (2021). A Step toward Reducing Air Pollution in Top Asian Economies: The Role of Green Energy, Eco-Innovation, and Environmental Taxes. J. Environ. Manag. 297, 113420. doi:10.1016/j.jenvman.2021.113420
 Cho, H. (2021). Determinants of the Downward Sloping Segment of the EKC in High-Income Countries: The Role of Income Inequality and Institutional Arrangement. Cogent Econ. Finance 9, 1954358. doi:10.1080/23322039.2021.1954358
 Degirmenci, T., and Aydin, M. (2021). The Effects of Environmental Taxes on Environmental Pollution and Unemployment: A Panel Co‐Integration Analysis on the Validity of Double Dividend Hypothesis for Selected African Countries. Int. J. Finance Econ. , 1–8. doi:10.1002/ijfe.2505
 Dennis, M., Armitage, R. P., and James, P. (2016). Appraisal of Social-Ecological Innovation as an Adaptive Response by Stakeholders to Local Conditions: Mapping Stakeholder Involvement in Horticulture Orientated Green Space Management. Urban For. Urban Green. 18, 86–94. doi:10.1016/j.ufug.2016.05.010
 Freire-González, J. (2018). Environmental Taxation and the Double Dividend Hypothesis in CGE Modelling Literature: A Critical Review. J. Policy Model. 40, 194–223. doi:10.1016/j.jpolmod.2017.11.002
 Freire-González, J., and Ho, M. S. (2019). Carbon Taxes and the Double Dividend Hypothesis in a Recursive-Dynamic CGE Model for Spain. Econ. Syst. Res. 31, 267–284. doi:10.1080/09535314.2019.1568969
 Hsu, C.-C., Zhang, Y., Ch, P., Aqdas, R., Chupradit, S., and Nawaz, A. (2021). A Step towards Sustainable Environment in China: The Role of Eco-Innovation Renewable Energy and Environmental Taxes. J. Environ. Manag. 299, 113609. doi:10.1016/j.jenvman.2021.113609
 Li, G., and Masui, T. (2019). Assessing the Impacts of China's Environmental Tax Using a Dynamic Computable General Equilibrium Model. J. Clean. Prod. 208, 316–324. doi:10.1016/j.jclepro.2018.10.016
 Li, X. H. (2015). An Empirical Study on the Pollution Disincentive Effect of Environmental Protection Tax in China. Tax. Res. 11, 94–99. 
 Liu, Y. (2018). Emission Reduction Effects of Environmental Tax System and its Regional Differences in China. Tax. Res. 2, 41–47. 
 Pigou, A. C. (1920). The Economics of Welfare. London: Macmillan. 
 Rosendahl, K. E. (2019). EU ETS and the New Green Paradox. Working Paper Series 2-2019. 
 Shafik, N., and Bandyopadhyay, S. (1992). Economic Growth and Environmental Quality: Time-Series and Cross-Country Evidence, 904. Washington, DC: World Bank Publications, 50. 
 Sinn, H.-W. (2008). Public Policies against Global Warming: A Supply Side Approach. Int. Tax. Public Finance 15, 360–394. doi:10.1007/s10797-008-9082-z
 Stern, D. I. (2004). The Rise and Fall of the Environmental Kuznets Curve. World Dev. 32, 1419–1439. doi:10.1016/j.worlddev.2004.03.004
 Tao, R., Umar, M., Naseer, A., and Razi, U. (2021). The Dynamic Effect of Eco-Innovation and Environmental Taxes on Carbon Neutrality Target in Emerging Seven (E7) Economies. J. Environ. Manag. 299, 113525. doi:10.1016/j.jenvman.2021.113525
 Wang, B., Liu, L., Huang, G. H., Li, W., and Xie, Y. L. (2018). Effects of Carbon and Environmental Tax on Power Mix Planning - A Case Study of Hebei Province, China. Energy 143, 645–657. doi:10.1016/j.energy.2017.11.025
 Wang, W. D., and Tao, S. Y. (2021). Research on the Regional Emission Reduction Effect of Environmental Protection Tax Based on EKC——Experimental Evidence from the Changjiang River Economic Belt. Resour. Dev. Mark. 37 (05), 545–549. doi:10.3969/j.issn.1005-8141.2021.05.006
 Wolde-Rufael, Y., and Mulat-Weldemeskel, E. (2022). The Moderating Role of Environmental tax and Renewable Energy in CO2 Emissions in Latin America and Caribbean Countries: Evidence from Method of Moments Quantile Regression. Environ. Challenges 6, 100412. doi:10.1016/j.envc.2021.100412
 Zhu, X. L., and Liu, X. C. (2020). Can Environmental Tax Promote Regional Green Development——Empirical Evidence from the Yangtze River Economic Belt. J. Statistics 1 (06), 45–59. doi:10.19820/j.cnki.ISSN2096-7411.2020.06.004
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Xu and Chen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 14 June 2022
doi: 10.3389/fenrg.2022.930974


[image: image2]
Effects of Heterogeneity of Financialization on Firm Innovation: Evidence in Context of Energy Transition in Lens of Research and Development
Wenjing Yu1, Qilin Zhan2*, Waqar Ameer2*, Lianwei Li1, Waldemar Tarczyński3 and Urszula Mentel4
1School of finance, Shandong Technology and Business University, Yantai, China
2School of economics, Shandong Technology and Business University, Yantai, China
3Department of Sustainable Finance and Capital Market, Institute of Economic and Finance, University of Szczecin, Szczecin, Poland
4Department of Projects Management and Security Policy, Faculty of Management, Rzeszow University of Technology, Rzeszow, Poland
Edited by:
Magdalena Radulescu, University of Pitesti, Romania
Reviewed by:
Ahmed Samour, Near East University, Cyprus
Mohsen Ahmadi, Urmia University of Technology, Iran
* Correspondence: Qilin Zhan, 201613571@sdtbu.edu.cn; Waqar Ameer, waqar.ameer@yahoo.com
Specialty section: This article was submitted to Sustainable Energy Systems and Policies, a section of the journal Frontiers in Energy Research
Received: 28 April 2022
Accepted: 24 May 2022
Published: 14 June 2022
Citation: Yu W, Zhan Q, Ameer W, Li L, Tarczyński W and Mentel U (2022) Effects of Heterogeneity of Financialization on Firm Innovation: Evidence in Context of Energy Transition in Lens of Research and Development. Front. Energy Res. 10:930974. doi: 10.3389/fenrg.2022.930974

Innovation is essential to promote energy transition, reduce CO2 emissions and break resources and environmental constraints. Financialization has become an important part of firm asset portfolio. Different forms of financialization have great differences in liquidity, profitability, risk and purpose. This paper focus on the effect of heterogeneity of financialization on firm innovation to provide evidence for energy transition from the perspective of R&D with annual data of non-financial listed firms in Shanghai and Shenzhen A shares from 2009 to 2018. The Pooled Ordinary Least Square, fixed effect regression, Heckman two-stage model and instrumental variable regression are implied. The study also examines the impact of agency conflict on the relationship between the heterogeneity of financialization and firm innovation. The results show that: first, there is heterogeneity in financialization, with different motives and influences on firm innovation. Second, transaction-oriented financialization can significantly improve firm innovation, while there is a negative correlation between investment-oriented financialization and firm innovation. Finally, the existence of two types of agency conflict not only weakens the role of transaction-oriented financialization in promoting firm innovation, but also intensifies the ‘crowding-out’ effect of investment-oriented financialization. Firms should allocate financialization types rationally under effective supervision and incentives to achieve innovation and energy transition goals.
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1 INTRODUCTION
Energy is crucial to basic human needs and economic development, among which fossil fuel including natural gas, oil, and coal is the most important (Zhao et al., 2022). While, the use of these types of energy harm the environment and the ozone layer by increasing carbon dioxide (CO2) emissions (Awosusi et al., 2022), which is believed to be the main cause of global climate change (Ahmadi et al., 2022). This issue has prompted policy makers in developed and developing countries to find green energy sources that can meet their energy needs and reduce CO2 emissions (Pata and Samour, 2022; Samour and Pata, 2022). Innovation is essential to promote energy transition, and break resources and environmental constraints (Habesoglu et al., 2022) Since the reform and opening up of the economy, China has made great achievements, but also faced with huge energy consumption and serious environmental pollution. As one of the world’s largest carbon emitters, it faces enormous pressure to cut emissions. Innovation is the realistic need to promote energy transition, reduce CO2 emissions and break resources and environmental constraints in China.
After the international financial crisis in 2008, China entered a ‘new normal’ in economic development. The costs of land and labor rose sharply and the original traditional expansion model which relied on increasing leverage and expanding capacity was already showing signs of fatigue and became unsustainable (Me and Chen, 2016). Meanwhile, both the financial market and the real estate industry are flourishing with the emerging of continuous innovation in financial business, the increasingly active role of financial market, the gradual introduction of derivatives and various leverage mechanisms as well as the uptrend of the share of the financial industry in GDP. The rapid rise in housing price also gave birth to the real estate industry more than a decade of golden development period. As a result, the profits of the financial market and the real estate industry are far beyond the average level of that of real economy which are recognized as the two ‘windfall’ industries. Therefore, more and more real firms are keen on financial assets investment, resulting in an obvious phenomenon of financialization. Funds of real firms circulate among financial markets, gradually forming an economic financialization pattern with financial investment as the dominant mode of firm profits (Zhang and Zhang, 2016). These phenomena seem to confirm the view of Luo and Zhu (2014) that resource scarcity will lead to the ‘crowding-out’ effect of financialization on other investment funds.
However, statistics1 show that the innovation of China’s real firms does not seem to be crowded out by financialization. From 2010 to 2019, the proportion of China’s R&D expenditure in GDP has grown from 1.71% to 2.19% which shows a steady growth. The R&D expenditure alone reached 2,173.7 billion CNY in 2019 which has increased 2.7 times compared with 796.3 billion CNY in 2010. It is worth noting that the proportion of R&D expenditure from the government has been declining in total R&D expenditure from 24% in 2010 to 20% in 2019. And the increase in China’s R&D expenditure mainly comes from real firms themselves instead of the government which seems to verify the view of another group of scholars that the profit from financialization of real firms can alleviate financing constraints in the process of reinvestment, reduce firm financing cost and provide financial support for firm innovation (Liu, 2017).
At present, the research conclusions on the relationship between financialization and innovation are controversial. Some believe that financialization promotes firm innovation. It can bring investment revenue, enhance financing ability, provide stable cash flow for firm innovation activities (Almeida et al., 2004), and alleviate the pressure of stock price fluctuation and performance appraisal faced by the management, who has more opportunities to focus on firm innovation (Kim et al., 1998). The other believe that financialization inhibits firm innovation. In order to obtain equity investment returns, firms give priority to financial investment with limited funds (Palley, 2008), making their profits more dependent on financialization and reducing their emphasis on R&D projects with long cycles and high risks (Orhangazi, 2008). One possible reason for this controversy is that they study the impact of financialization on firm innovation as a whole, ignoring the purpose and complex motives of financialization with different attributes. If the forms and motives are not distinguished, it is impossible to reach a unified conclusion.
This paper distinguishes the different purposes, motives and forms of financialization, and divides it into two categories. Transactional financial assets for balancing main business risks or providing reserves for main business, and short-term financing and trust are defined as transaction-oriented financialization, and long-term equity investment, real estate investment and other financial assets allocated for speculation or industrial transformation are defined as investment-oriented financialization. The two types of financialization meet different needs of firms, so they have different impacts on firm innovation. Therefore, it is necessary to identify the heterogeneity of financialization before studying its impact on firm innovation.
Firm innovation activities are usually initiated by management and major shareholders so that their attitude towards the innovation determines the motivation and forms of firms’ choice of financialization as well as the impact of financialization on its innovation. In view of this based on the heterogeneity of financialization, this paper selects Shanghai and Shenzhen A-share non-financial films from 2009 to 2018 as samples to study the impact of two types of financialization on firm innovation by identifying the forms and motivations of financialization. The moderating effect of agency conflicts on the relationship between the different types of financialization and firm innovation is also empirically tested which is helpful to reveal the influence of financialization on firm innovation in a more comprehensive and in-depth way and can provide a decision-making basis for relevant decision makers.
The contributions of our study are as follows: Firstly, we confirm that there are differences in risk, liquidity and profitability of different forms of financialization. Based on the attribute of different risk, we deeply analyze their different motivations and purposes, and divide financialization into transaction-oriented and investment-oriented, providing a new perspective for financialization research. Secondly, based on the identification of the two types of financialization, the paper studies their influences on firm innovation respectively and overcomes the defect that existing literature ignores the influence of financialization with different motives and purposes on firm innovation, which bridges the gap between the existing academic research on the economic consequences of financialization. Lastly, under different governance environments, different forms of financialization may have different influences on firm innovation. There have been few studies to explore the moderating effect of internal governance differences on relationship between financialization and its innovation. The paper considers the impact of two types of agency conflicts on the relationship between the two types of financialization and firm innovation and strives to make the research conclusion be in accord with the actual situation of the firm.
The study employs the Pooled Ordinary Least Square (Xu and Zhu, 2017) as the basic regression strategy with the data of non-financial listed firms in Shanghai and Shenzhen A shares from 2009 to 2018 to discuss the relationship between the heterogeneity of financialization and firm innovation. In the robustness tests, in order to solve the problem of missing variables that do not change with time, the fixed effect model is used to control individual heterogeneity. In addition, we adopt the Heckman two-stage model and the explaining variables with one period lag regression to solve the endogeneity problem and ensure the stability of the regression results. The rest of the study is organized as follows. Section 2 discusses the literature review. Section 3 presents the model and the data. Section 4 reports the results. Section 5 is the robustness testing. In section 6, we discuss and conclude the study.
2 LITERATURE REVIEW AND HYPOTHESIS
2.1 The Impact of Financialization on Firm Innovation
At present, the research conclusions on the relationship between financialization and innovation are controversial. Some believe that financialization promotes firm innovation. It can bring investment revenue, enhance financing ability, provide stable cash flow for firm innovation activities (Almeida et al., 2004). The other believe that financialization inhibits firm innovation. In order to obtain equity investment returns, firms give priority to financial investment with limited funds (Palley, 2008), making their profits more dependent on financialization and reducing their emphasis on R&D projects with long cycles and high risks (Orhangazi, 2008). One possible reason for this controversy is that the they study the impact of financialization on firm innovation as a whole, ignoring the purposes and complex motives of financialization with different attributes.
Although the research conclusions on purposes and motives of financialization vary, three kinds are summarized in essence. The first is the ‘substitution’ motive for speculation. In order to obtain equity investment earnings, real firms will make their profits more rely on the earnings of financial assets and reduce their emphasis on R&D projects with long cycle and high risk (Orhangazai, 2008). Financialization reduces the stability of the financial system and destroys the self-regulation ability of economic operation (Bhaduri, 2011). Managers’ behaviors become short-term (Krippner, 2011), which is not conducive to the realization of long-term goals of firms (Ortiz et al., 2014). The second is the ‘reservoir’ motivation for prevention and storage. Imperfect capital markets often have credit discrimination. Financial assets have flexible liquidity, and can bring investment income to firms, enhance their financing capacity and alleviate external financing difficulties (Almeida et al., 2004), which is conducive to the long-term and stable development of firms and realizes the mutual growth of industrial and financial capital. Financialization provides continuous funds for firm innovation (Yang et al., 2019) and plays a crucial role in dealing with cash flow risks and easing external financing constraints (Liu, 2017). The last is the motivation to use the financial market to spread risk. Under the background of declining real investment profit, firms will allocate an asset investment portfolio according to short-term investment return demand (Crotty, 2003). The high returns of financial assets just meet the needs. By hedging transactions, firms can save taxes, reduce the cost of financial distress, and help disperse the risk of firm’s investment portfolio (Bessem, 1991).
It can be seen from the above study, there are differences in risk, liquidity and earning of different forms of financialization. For the purpose of balancing the risks of the main business or providing reserve resources for the leading industry, real firms may allocate financial assets with low risks and high liquidity in the process of financialization (Liu, 2017). Such type of financialization may have a positive impact on current business and innovation activities instead of doing harm to them. For the purpose of speculation or industrial transformation, real firms are more likely to allocate equity and long-term financial assets in the process of financialization (Liu, 2017). Such type of financialization may have a negative impact on the current operation. Therefore, we divide financialization into transaction-oriented and investment-oriented financialization. Transaction-oriented financialization usually refer to short-term financial assets with low returns and risks, but with strong liquidity which can be converted into reserve assets for real investment while investment-oriented financialization refer to financial assets for profit, long-term investment or speculation purposes. The paper expects that because the two types of financialization have different earnings and risk attributes and represent different motives and purposes, they will have different impacts on firm innovation.
2.2 Transaction-Oriented Financialization and Firm Innovation
As a high-risk investment, firm innovation gets its funds mainly from two parts: firstly, the internal cash flow generated by production and operation activities (Yang and Zeng 2014) and secondly, financing through the external financial market (Rajan and Zingales, 1998; Brown et al., 2012). However, firms are still in the environment of ‘financial repression’ under the current financial system in China (Liu, 2017) and resource allocation system is not mature. The financial sector is very strict with firms in risk assessment and often prefers mortgage of physical assets. Also, it is cautious about the financing needs of firm innovation activities. At the same time, the information asymmetry in the capital market makes it more difficult for firms to obtain external funds which make the external financing costs much higher in China. As a result, the financing constraints on R&D investment of firms are higher than that of general investment projects (Ren, 2011). Firms have the motivation of smoothing innovation (Opler et al., 1997; Brown and Petersen, 2011) and internal financing becomes one of the main sources of R&D funds (Hall et al., 2005). Compared with fixed and intangible assets with long term and poor liquidity, transaction-oriented financialization such as purchase of securities assets for sale and short-term wealth investment assets and trust assets, are the better substitutes for cash assets because they are usually more liquid, easier to monetize, low in conversion cost, fast in turnover of capital, frequent in transaction, lower in holding cost, higher in economic value and can be used to get short-term earnings and cope with firm financial fluctuations of strong fluidity (Liu, 2017).
Firms purchasing transaction-oriented financial assets with its temporarily idle funds can not only preserve or increase the value of capital but also increase capital supply and reduce the moderating cost of temporary shortage of R&D funds when the capital level is low which balances the risk of failure in the knowledge transformation process of scientific and technological innovation (Yang et al., 2019). Also, it can reduce firms’ dependence on external financing, expand financing channels of firms and alleviate the financing constraints (Yang et al., 2017). Moreover, financial assets with strong liquidity are more conducive for firms to deal with future uncertainty than fixed and intangible assets. They are an important way for firms to reasonably allocate assets and prevent risks (Tornell, 1990). Although, financialization may exacerbate the problem of investment shortsightedness because management and major shareholders may continue to invest funds gained from financial sector into financial assets under the two kinds of agency conflicts, so as to quickly make profits and crowded out R&D funds, yet, the earnings of transaction-oriented financialization usually are not high and the more likely reason for firms is to maintain the capital flow in operating activities and also brings a certain degree of financialization earnings (Hu et al., 2017) which plays a significant role in coping with cash flow risks and alleviating external financing constraints (Almeida et al., 2004; Liu, 2017). In view of this, this paper believes that as a powerful substitute for cash assets, transaction-oriented financialization with strong reserve characteristics will not ‘crowd out’ innovation, but can serve as a buffer for firm finance, helping to lower financial distress and external financing costs, improve the efficiency of asset allocation and promote firm innovation activities. Accordingly, the following hypothesis is proposed:
Hypothesis 1. Transaction-oriented financialization can significantly promote firm innovation.
2.3 Investment-Oriented Financialization and Firm Innovation
Investment-oriented financialization are regarded as financial assets with low liquidity and their conversion cost are relatively high because they are with the characteristics of consuming a large amount of funds in transaction, holding for a long time and performing inactively in transaction, and also, they are difficult to recover their costs in a short term. Cardella et al. (2015) shows that holding long-term securities helps firms to obtain higher returns. At the same time, driven by the policy of housing commercialization, the profitability of China’s real estate industry far exceeds that of real investment, and the rising housing price promotes firm capital to enter the real estate market.
Orhangazi (2008) believes that the main reason why financialization has a negative impact on real investment is that the increase of profit opportunities in financial investment leads managers to be more willing to hold financial assets rather than real investment. Firms invest their limited funds in investment-oriented financial assets with low liquidity and higher returns, which can trigger capital to flee from the real economy (Gu and Shen, 2012), exacerbating the difficulties of firm cash flow. Hu et al. (2017) point out that, when financial assets become the main source of firm profits, the focus of firm asset allocation will shift and more capital will be used for financial investment in order to ensure the short-term profit maximization, and ignore the sustainable development of the main business (Seo et al., 2012). By studying the real estate investment of non-financial firms in China, Luo and Zhang (2015) find that the higher returns in the real estate market, the less incentive non-financial firms have to develop new products. Attracted by the high rate of return on investment, firms give priority to investment-oriented financialization rather than innovation with long cycle, high risk and unstable returns. There is an ‘either/or’ relationship between investment-oriented financialization and firm innovation. Based on the above analysis, Hypothesis 2 is proposed in the paper:
Hypothesis 2. Investment-oriented financialization crowds out firm innovation.
2.4 The Impact of Agency Conflicts on the Relationship Between Financialization and Firm Innovation
The innovation activities of firms are usually led by managers, while the operation and development strategies are mainly determined by major shareholders. Therefore, as an important financial and investment decision, the goal of managers and shareholders on financialization determines the motivation and forms of financialization and the impact of financialization on firm innovation.
The separation of ownership and management can cause serious agency conflicts between owners and managers in modern firms (Jensen and Meckling, 1976). Owners focus on maximizing shareholders value and the long-term earnings while managers pursue the maximization of their own interests and pay more attention to the short-term earning (Chen and Zhang, 2020). Maximization of shareholders’ value-oriented profit and managers’ self-interest-oriented free cash flow jointly form the basic mechanism of financialization (Crotty, 2003; Dallery, 2009).
Financialization may become a tool for managers to obtain self-interests while bringing sustainable R&D funds to firms (Crotty, 2003). The cost and earnings of innovation activities do not match with time, and the high cost of innovation may have a negative impact on the current performance of firms and managers also will face the double pressure of R&D failure and market failure (Cornaggia et al., 2015; Li et al., 2016). Compared with innovation activities with high risks and uncertain earnings, financialization helps management reduce private costs and gain the control over self-interest. Even if an investment fails, it also can be attributed to external systemic risks. So managers are more inclined to use the financial market to obtain investment returns (Stockhammer, 2004), and innovation activities become a worst-hit part of agency conflicts in firms with separation of ownership and control.
According to Myers and Rajan (1998), assets with high liquidity are easy to be converted into self-interest at a lower cost. When there is an agency conflict between managers and owners, managers tend to hold cash reserves to keep their positions (Kalcheva and Lins, 2007), and achieve a good performance through rapid cash consumption. Transaction-oriented financialization, close to cash, have become the object of profligacy and appropriation by managers. When there are disposable funds, managers are more likely to invest them into investment-oriented financial assets with higher returns and low uncertainty instead of investing in innovation activities with strong risks, long cycle of returns and lower uncertain in order to protect their self-interests (Laeven and Levine, 2007). Financialization crowds out firm innovation because of the agency conflict between owners and managers.
The second type of agency conflict between major and minor shareholders is also very common in the governance of listed firms in China. Under the pyramid structure of firms, major shareholders are keen to put funds into financial and real estate markets to get short-term earnings (Wen and Ren, 2015). Also, they use the financial market as a channel to transfer the interests between firms, and hollow out the interests of minor shareholders by transferring profits through related transactions and control (Ye and Zeng, 2011). For high-risk innovation projects, major shareholders need to bear the risks of control right and cash flow right, but can only get benefits from cash flow right, which means that earnings and costs of major shareholders in high-risk innovation projects do not match. For self-interest, major shareholders are more inclined to obtain short-term earnings through capital operation strategies such as financial investment and refuse to invest in programs beneficial to the long-term development with high risks. The opportunistic behaviors of major shareholders have negative effects on firm innovation (Zhou and Song, 2016). In addition, high-risk innovation activities have high uncertainty of earnings. Once R&D projects fail, the stock price will fall, resulting in a serious shrinkage of major shareholders’ assets and reducing their willingness to take the risk of innovation (Bragoli et al., 2016). Under the influence of profit-seeking motivation and the agency conflict, major shareholders tend to invest in financial assets to obtain high earnings via capital market. Two types of agent conflicts drive managers and major shareholders to invest in financial assets that bring self-interest to them. Therefore, Hypothesis 3 is proposed:
Hypothesis 3. The two types of agency conflict not only weaken the promoting effect of transaction-oriented financialization on firm innovation, but also intensify the “crowding-out” effect of investment-oriented financialization on firm innovation.
3 METHODOLOGY
3.1 Data Collection
This paper selects 2,232 listed firms in 18 industries in China’s Shanghai and Shenzhen A shares from 2009 to 2018 as the original samples and forms an unbalanced panel data containing 12,086 effective observations. The data herein are mainly from CSMAR database1 and Wind database2. The data of financialization are manually sorted according to firms’ financial statements. Missing data are supplemented by manual collection of firm annual reports.
3.2 Definition of Variables
3.2.1 Explained Variable: Firm Innovation
In academic field, the behavior of firm innovation is usually measured from two dimensions: innovation input and innovation output (Li and Zheng, 2016; Chen et al., 2019). There are two ways to measure firm innovation input: one is to take intangible assets as the proxy variable, the other is the R&D expenditure. At present, the vast majority of listed firms in China have disclosed their R&D expenditure data, which are easy to obtain with high reliability. This paper intends to use the R&D expenditure to measure firm innovation. In order to maintain the stability of research results, patent data, as the indicator of innovation output, is used to conduct the robustness testing at the same time.
3.2.2 Explaining Variable: Financialization
Hu et al. (2017) believe that financial assets include cash assets and non-cash assets. Earnings of cash is a basic financial asset which is also an operational one with the characteristics of the lowest risk and the best liquidity. But the essence of cash is to ensure the liquidity of capital in case of emergency and the only possible motivation for holding it is ‘precautionary reserves’, which doesn’t conform to our definition of financial assets. Therefore, financial assets defined in this paper only include non-cash financial assets. At the same time, based on the definitions of financial assets by Demir (2009), Du et al. (2017), Liu (2017) and Wang et al. (2017), the paper divides non-cash financial assets into transaction-oriented and investment-oriented financial assets. Transaction-oriented financial assets include two categories: financial assets available for trade and available for sale, which are less affected by capital market fluctuations and have strong liquidity and low capital conversion costs. While investment-oriented financial assets include another two categories: long-term equity investment and investment property. The main reason why real estate investment is included in the analysis of firm financial assets is because the rapid developed China’s real estate industry in recent years, has given birth to the abnormal pattern of driving GDP growth by the real estate industry in many regions. The average profit level of real estate firms is higher than that of other real firms, which causes real firms to invest a large amount of capital in real estate in order to obtain high returns. Real estate has the function of financial investment.
3.2.3 Adjustment Variable: Agency Conflict
Referring to Li (2007), the asset turnover ratio is used to reflect the cost caused by the inefficient use of assets by managers. The higher the turnover ratio of all assets is, the lower the cost of the first type of agency conflict in firms will be. In order to facilitate the subsequent empirical analysis, we multiply the asset turnover rate by −1, and the closer its value is to 0, the more serious the first type of agency conflict is. Chen and Zhang (2020) adopt equity concentration to reflect the second type of agency conflict. The higher the concentration of equity is, the more serious the agency conflict between major and minor shareholders is, and the higher the agency cost is.
3.2.4 Control Variables
Firm innovation is also affected by other factors. Based on references of Hu et al. (2017) and Liu (2017), variables related to firm characteristics and governance are selected as control variables:
3.2.4.1 Firm Size
Larger firms with larger scales, relatively abundant operating cash flow, less financing constraints, more external financing opportunities and lower financing costs, in order to maintain competitive positions, are more likely to invest in risky projects.
3.2.4.2 Asset-Liability Ratio
The higher the asset-liability ratio of a firm is, the higher the debt financing cost will be. In addition, firms with high asset-liability ratios are more likely to be constrained by creditors, who will restrict firms from investing funds in risky investments with the consideration of their own interests.
3.2.4.3 Firm Profitability
Firms with high profitability have more abundant funds, which will have a greater impact on their future innovation activities.
3.2.4.4 Firm Growth
The higher the growth, the greater the market demand for the firm’s products, thus promoting the innovation activities of the firm (Liu, 2017).
3.2.4.5 Net Cash Flow
The more abundant the cash flow, the stronger the ability to resist risks, and the more likely the firm is to invest in projects with higher risks.
3.2.4.6 Firm Age
It is generally believed that the longer a firm has been established, the higher its risk resistance is and the more willing it is to challenge high-risk projects. However, some studies believe that mature firms lack competitive power, pursue steady returns and hold a cautious attitude towards projects with uncertain returns.
3.2.4.7 Dummy Variables
In addition, in order to control the influence of the heterogeneity of industry and macroeconomic environment, this paper sets up an industry dummy variable (Industry) and a year dummy variable (Year). Further information and calculation methods of variables are provided in Table 1.
TABLE 1 | Definitions of variable and calculation method.
[image: Table 1]3.3 Regression Model
In order to test the influence of the heterogeneity of financialization on firm innovation, this paper uses the research of Brown and Petersen (2011), Yang et al. (2017) and Sheng et al. (2018) as references, and sets the regression equation as:
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In Eq. 1, FC represents F, SF and LF respectively. The empirical analysis mainly focuses on the direction of the coefficient [image: image] and its significance. This paper uses Equations 2, 3 to test whether the relationship between two forms of financialization and firm innovation is affected by the two types of agency conflict. The equation is set as follows:
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Eq. 2 is a regression model for the impact of the two types of agency conflict between financialization and firm innovation. APM represents TRA and CONC. The regression coefficient [image: image] is the interaction term of financialization and agency conflict.
4 EMPIRICAL RESULTS
4.1 Descriptive Statistics of Variables
Table 2 is the descriptive statistics for main variables from which it can be seen that the financial assets of sample firms are mainly transaction-oriented and long-term equity investment, and the proportion of investment-oriented financial assets is higher than that of transaction-oriented ones. Therefore, it is necessary to investigate the different influences of the two forms of financialization on firm innovation.
TABLE 2 | Descriptive statistical characteristics of main variables.
[image: Table 2]4.2 Correlation Analysis
In order to test whether there is multicollinearity among variables to interfere the non-bias and consistency of regression coefficients, Pearson correlation coefficient test is carried out in this section, and the results are shown in Table 3. According to the results, the correlation coefficients between variables are small, except the correlation coefficients between SF and SF1 and LF and LF1, which are significantly greater than 0.5. However, SF, LF, SF1 and LF1 as different forms of financialization, will not exist in the same model, so the regression results will not be interfered by multicollinearity.
TABLE 3 | Pearson correlation coefficient matrix of main variables.
[image: Table 3]4.3 The Impact of Different Forms of Financialization on Firm Innovation
Table 4 shows the multiple regression results of the relationship between different forms of financialization and firm innovation with the R&D expenditure as the explained variable. Column (2)–(4) are the regression results of the impact of transaction-oriented financialization on firm innovation. Column (5)–(7) are the regression results of the impact of investment-oriented financialization and firm innovation. At the same time, the impact of the overall level of financialization on firm innovation is also investigated as comparison in column (1).
TABLE 4 | Regression results of the relationship between different forms of financialization and firm innovation.
[image: Table 4]As can be seen from the regression results in Column (1), the coefficient of the total level of financialization is significantly negative. But different forms of financialization have significantly different influences on firm innovation. All coefficients of Column (2)–(4) are significantly positive, indicating that transaction-oriented financialization has a positive impact on firm innovation. The possible reason is that innovation mainly depends on technology and talent input, and innovation results are mainly intangible assets such as proprietary technology or patent, lacking physical guarantee. Firms are reluctant to disclose detailed R&D information to investors due to intellectual property protection. So there is a serious information asymmetry between external capital supply and innovative firms, resulting in the ‘lemon market’ in innovation financing. In addition, due to the long cycle and uncertain returns of innovation activities, relatively higher risks also lead to higher interest rates or credit rationing for firm R&D loan (Stiglitz and Weiss, 1981). The difference between internal and external financing costs further reduces the opportunities for firms to obtain external financing.
On the one hand, firms can take advantage of the characteristics of transaction-oriented financialization, such as short holding time, frequent transaction rates, ready to be cashed in at any time, fast turnover rate and certain income to store liquidity reserve for innovation activities and assist the main business. On the other hand, firms can obtain reasonable profit and reduce the uncertainty of main business income volatility, avoid the opportunity cost of holding cash and decrease the pressure of uncertain innovation risk, which has complementary effect with firm innovation activities. Hypothesis 1 is proved.
From columns (5)–(7), we can find that all coefficients are significantly negative, which means that both long-term equity investment and real estate investment crowd out firm innovation. Investment-oriented financialization significantly inhibits firm innovation activities. Although innovation can improve the use efficiency of production factors, upgrade industrial structure, and bring high returns for firms and has a positive impact on improving the market competitiveness of firms. It is also characterized by high uncertainty, long-term nature and information asymmetry. In the case of relatively difficult external financing and limited available capital, the management prefers more long-term equity investment under the attraction of high ROI (Cardella et al., 2015). Long-term equity investment establishes the link between firms and financial institutions, let firms be easier access to loans, but increase excessive investment risk. In order to enhance the robustness of whole assets allocation, firms will try to reduce the business activities of other risky investment to maintain their whole risk level.
At the same time, under the impetus of the commercialization of housing policy, China’s real estate prices have been continuing to rise quickly for many years, and the profits of the real estate industry are more higher than real investment. The ‘crowding out’ of house prices induces firm capital out of real investment and invest in real estate to achieve arbitrage. The higher the return from real estate, the less inclined firms are to develop new products. Investment-oriented financialization leads firms to deviate from their main business objectives and sacrifice the long-term interests of innovation. There is an ‘either/or’ relationship between investment-oriented financialization and firm innovation. Hypothesis 2 is proved.
4.4 The Influence of Agency Conflict on the Relationship Between Financialization and Innovation
Table 5 shows the regression results of the moderating effect of asset turnover ratio on the relationship between different forms of financialization and firm innovation. From the regression results in column (1), the asset turnover ratio has no significant impact on the relationship between financialization and firm innovation. However, the results of columns (2)–(7) show that the intersection terms of different forms of financialization and asset turnover ratio are significantly negative. The results of column (2)–(4) show that the first type of agency problem significantly reduces the promotion effect of transactional financial assets on firm innovation. The results of columns (5)–(7) show that the first agency conflict significantly intensifies the ‘crowding-out ‘effect of investment-oriented financialization on firm innovation. This means that when the interests of management and owners tend to be consistent, more attention is paid to long-term revenue, and financialization has a positive impact on firm innovation. An effective reward and punishment system can reduce the self-interested behavior of the management and motivate the management to make investment decisions for the long-term interests of the firm (Barton, 2011).
TABLE 5 | The regression results of the impact of asset turnover ratio on the relationship between financialization and firm innovation.
[image: Table 5]Table 6 shows the regression results of the moderating effect of equity concentration on the relationship between different forms of financialization and firm innovation. The results of columns (2)–(4) show that the interaction terms of transaction-oriented financialization and equity concentration are negatively correlated at the levels of 5%, 5%, and 1% respectively, indicating that equity concentration significantly reduces the promoting effect of transaction-oriented financialization on firm innovation.
TABLE 6 | Regression results of the moderating effect of entity concentration on the relationship between financialization and firm innovation.
[image: Table 6]The results of columns (5)–(7) show that the interaction terms of investment-oriented financialization and equity concentration are negatively correlated at the significance levels of 10%, 5%, and 10% respectively, indicating that equity concentration increases the “crowding-out” effect of investment-oriented financialization on firm innovation。The capital market has become a channel for major shareholders to dig out the interests of minority shareholders. The higher the equity concentration, the more prominent the opportunistic behavior of major shareholders, and the greater the negative impact on firm innovation. With the increase of ownership concentration, related party transactions between firms and major shareholders become more frequent, which leads to the occurrence of interest transmission (Luo and Zhu., 2014) and weakens the innovation motivation of firms. Hypothesis 3 is proved.
5 ROBUSTNESS TESTING AND ENDOGENOUS TREATMENT
In order to ensure the stability of the regression results, four methods are used to conduct robustness tests and deal with potential endogenous problems in this part.
5.1 Replacement of Firm Innovation Indicator
At present, there are two main indicators to measure firm innovation, namely, R&D expenditure and innovation output. In the paper, LnPAT is chosen as a substitute for firm innovation indicator to conduct robustness tests, and the results in Table 7 are consistent with previous regression results.
TABLE 7 | Regression results of financialization on the patents for firm innovation.
[image: Table 7]5.2 Explaining Variables With One Period Lag
Considering the influence of financialization on R&D expenditure may have somewhat lagging, therefore, learning from the practice of Huang et al. (2018), the one-period-lag treatment to core variables can alleviate the impact of reverse causality and solve the endogenous problem between financialization and R&D expenditure. The results in Table 8 show that, the overall level of financialization with one period lag is still significantly negative correlated with R&D expenditure at the significance level of 5%. The regression coefficients of the other variables in each column also pass the significance test with no change in directions, which means that after the elimination of endogenous problems, there is no significant change in the effect of the heterogeneity of financialization on R&D expenditure.
TABLE 8 | Regression results of financialization on R&D expenditure after one period lag.
[image: Table 8]5.3 Heckman Two-Stage Regression Model
Due to the uncertainty of innovation results, firms may seek a balance between innovation and financialization in order to avoid risks and pursue short-term gains. The financialization strategy of a firm can affect innovation, and innovation-strategy may inversely affect its financialization decision. Meanwhile, the financialization strategy of other firms in the same industry will also have an impact on the financialization strategy of the firm. Therefore, there may be endogeneity problems among variables, such as omitted variables, bidirectional causality and self-selection. In order to avoid bias in the conclusion, this paper introduces macro policy M2 as the instrumental variable by referring to Yang et al. (2019). Meanwhile, the average financialization of other firms (AFC) in the same industry is used as the instrumental variable too. The Heckman two-stage model is used to solve the endogeneity problem and sample selection bias caused by omitted variables. The results are shown in Table 9, which are consistent with the main regression.
TABLE 9 | Heckman two-stage regression results.
[image: Table 9]5.4 Panel Fixed Effect Regression
In order to solve the problem of missing variables that do not change with time, the fixed effect model is used to perform regressions again. The results of panel fixed effect estimation are listed in Table 10. As can be seen from the results, the coefficients of the main variables all pass the significance tests, which are consistent with the previous the OLS regression results. Therefore, compared with the OLS regression results, only the significance of some control variables’ coefficients changed, while the direction and significance of explaining variables’ coefficients remain unchanged.
TABLE 10 | Regression results of the relationship between financialization and R&D expenditure of firms.
[image: Table 10]6 CONCLUSION AND RECOMMENDATIONS
6.1 Conclusion
Innovation is critical to promote energy transition and address global climate change. Firms are the main body of innovation, and more and more firms are keen on financial investment, resulting in the obvious phenomenon of financialization in China. The academic conclusions on the impact of financialization on firm innovation is controversial. The reason may be that there are different forms and motivations of financialization, which affect the conclusions. Based on the heterogeneity of financialization, this paper empirically examines the relationship between different forms of financialization and firm innovation. From the empirical results, it can be seen that the greater the level of financialization, the less conducive it is for firm innovation. But different forms of financialization have significantly different influences on firm innovation. This means that the evaluation of financialization cannot be generalized, it needs to be analyzed separately according to the heterogeneity of financialization.
The results also show that transaction-oriented financialization can significantly improve firm innovation while there is a negative correlation between investment-oriented financialization and firm innovation. Firms can take advantage of the characteristics of transaction-oriented financialization, such as short holding time, frequent transaction rates, ready to be cashed in at any time, fast turnover rate and certain income to store liquidity reserve for innovation activities, which enable firms to undertake high-risk innovation activities at an acceptable level of risk. Investment-oriented financialization leads firms to deviate from their main business objectives and sacrifice the long-term interests of innovation. There is an ‘either/or’ relationship between investment-oriented financialization and firm innovation. Long-term equity investment increases excessive investment risk. In order to enhance the robustness of whole assets allocation, firms will try to reduce the business activities of other risky investment to maintain their whole risk level. Under the certain resources, investment-oriented financialization reduces the tolerance of firms to innovation investment risk and crowds out innovation. However, this does not mean that firms should be strictly prevented from financialization nor does it mean that any proportion of transaction-oriented financialization can promote firm innovation. However, to achieve the dynamic balance between financialization and firm innovation needs further research.
At the same time, the two types of agency conflict have moderating effects on the relationship between the two forms of financialization and firm innovation. The impact of the first type of agency conflict on the relationship between financialization and firm innovation shows that when the interests of management and owners tend to be consistent, more attention is paid to long-term revenue, and financialization has a positive impact on firm innovation. An effective reward and punishment system can reduce the self-interested behavior of the management and motivate the management to make investment decisions for the long-term interests of the firm (Barton, 2011). Compared with traditional compensation incentive plans, incentive plans focusing on long-term performance are more conducive to firms’ implementation of innovation activities. The influence of the second type of agency conflict on the relationship between financialization and firm innovation shows that in firms with relatively concentrated ownership structure, the major shareholders play a leading role in the firm’s operation and development strategy, affect the firm’s financialization goals and financial assets selection, and have different impacts on the firm’s innovation activities. The capital market has become a channel for major shareholders to dig out the interests of minority shareholders. The higher the equity concentration, the more prominent the opportunistic behavior of major shareholders, and the greater the negative impact on firm innovation. With the increase of ownership concentration, related party transactions between firms and major shareholders become more frequent, which leads to the occurrence of interest transmission (Luo and Zhu., 2014) and weakens the innovation motivation of firms. Controlling the shareholding ratio of major shareholders within a certain range, alleviating the agency conflict between major shareholders and minority shareholders through equity checks and balances, reducing tunnel behavior, and facilitating firms to grasp investment opportunities.
6.2 Recommendations
In the context of relatively sluggish real economy, appropriate financialization can broaden profit channels for firms, diversify investment risks, and help firms transform and upgrade. But financialization can also take firms away from their main business. In order to avoid the ‘predatory effect’ of financialization on firm innovation and play the role of providing funds for firm innovation, this paper puts forward the following suggestions based on the research conclusions:
First, real firms should give full play to the promoting role of financialization in business activities and realize the organic combination of financialization and innovation according to their own competitive advantages and industry characteristics and comprehensively consider the long-term development strategy, benefits and risks of firms.
Second, firms should modify the incentive mechanism of managers to reduce their short-sighted behaviors. Reducing the proportion of market value performance to managers’ incentives, increasing the relationship between innovation performance and management’s incentives, stimulating the subjective innovation initiative of managers, which is conducive to the management to make strategic decisions in line with the long-term development of firms.
Last, firms should optimize ownership structure and reduce short-term arbitrage activities of major shareholders. Firms need to improve the board of directors’ examination and supervision of financialization, and give play to the supervisory role of independent directors.
Based on the identification of financialization forms and motivations, this paper conducts theoretical analysis and empirical tests on the relationship between the heterogeneity of financialization and firm innovation. However, the following two problems remain need to be further discussed: One is the measurement methods of firm innovation. The ultimate goal of innovation is to bring benefits to firms. In addition to consider input and output, innovation benefits should also be included in the evaluation system. We will try to establish a more perfect firm innovation evaluation system in subsequent studies. The other is that this paper reveals the relationship between the heterogeneity of financialization and firm innovation, but which does not mean that firms should be strictly prevented from investment-oriented financialization. How to achieve the dynamic balance between financialization and firm innovation needs a further analysis.
China Stock Market and Accounting Research Database (CSMAR) as a research-based database, referring to the standards of CRSP, COMPUSTAT and other authoritative databases, services for universities and financial institutions for research and quantitative investment analysis.
1WIND is the financial and economic data provided by WIND Information, a financial, information and software service enterprise in mainland China.
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Environmental pollution, resource waste, and ecological imbalance have raised global concerns. Against this backdrop, green supply chain management (GSCM) becomes the focus of corporate sustainable development. Based on the institutional theory, thus study explores the influence of command-and-control environmental regulation (CCER) and market-based environmental regulation (MBER) over GSCM, as well as the regulating effect of environmental dynamism on the influence. A total of 191 valid responses were obtained through a questionnaire survey. The analysis of these responses shows that: CCER and MBER positive affect GSCM; environmental dynamism negatively regulates the correlations of CCER and MBER with GSCM. Based on these findings, theoretical guides and managerial implications were obtained for corporate GSCM.
Keywords: environmental regulation (ER), green supply chain management (GSCM), environmental dynamism, regulating effect, hypothesis testing
1 INTRODUCTION
With the depletion of natural resources and the rise of environmental problems, environmental protection has been regarded by many countries as a necessary step in economic development. Through effective green supply chain management (GSCM), enterprises can obtain economic benefits, gain more competitive advantages, and realize the sustainable development of social economy (Bhatia and Gangwani, 2021). The theoretical and practical research on GSCM is in progress, and complete theories or sound management systems are constantly being established. As a novel management mode of supply chains, GSCM emphasizes on the integration of environmental factors into different processes of supply chain management (Srivastava, 2007), and highlights the overall “greening” of the supply chain by various stakeholders (e.g., producers, suppliers, logistics operators, purchasers, users, and recyclers), aiming to realize economic, social, and environmental benefits (Beamon, 1999).
Many environmental regulation (ER) measures have been rolled out around the world, including administrative regulations, penalties against pollution, and pollution charges. These measures promote the GSCM among enterprises to a certain extent (Tseng et al., 2019), but fall short of the expected effect (Wang et al., 2019). Therefore, it is urgent to explore the mechanism of ER acting on GSCM.
The academia holds three different views on the relationship between ER and GSCM. Firstly, ER would promote corporate green development, and thus enhance corporate GSCM. Under a strict ER, the enterprises would actively pursue green development, and benefit from the development mode. In this way, the cost of GSCM among enterprises would fall (Abrell and Rausch, 2017). Secondly, ER does not significantly promote GSCM. Mandatory ER may change the original technical path of enterprises, bringing extra costs that affect GSCM (Rubashkina et al., 2015). Thirdly, the relationship between ER and GSCM is uncertain, and should be judged by external environmental factors (Abdel-Baset et al., 2019). This study introduces environmental dynamism as external environmental factors. The reason is that when enterprises conduct GSCM, they are often faced with the external environment that is constantly changing. Whether the enterprise can adapt to the complex and changeable external environment has a pivotal impact on GSCM (Zhang et al., 2021).
Therefore, this study will explore the influence of ER on GSCM, and examine the effect of environmental dynamism on the relationship between ER and GSCM. Based on the research results, some suggestions were presented for implementing corporate GSCM.
2 THEORETICAL ANALYSIS AND RESEARCH HYPOTHESES
The institutional theory explains how ER affects corporate behavior (Zucker, 1987). ER provides enterprises with regular expectations and rules. To acquire the necessary resources, enterprises must operate according to these expectations and rules (Meyer and Rowan, 1977). During the implementation of GSCM, enterprises will consider the expectations and rules in ER, evaluate the potential costs and benefits, and adjust the practice to increase their legitimacy. When they comply with ER, enterprises mainly face environmental pressures from the government and the market (Yang et al., 2019). Driven by command-and-control environmental regulation (CCER) and market-based environmental regulation (MBER), enterprises will pursue the legitimacy in terms of both government and market, and implement GSCM more vigorously.
2.1 Environmental Regulation and Green Supply Chain Management
ER mainly manifests as CCER and MBER, both of which affect corporate GSCM (Dechezleprêtre and Sato, 2020).
CCER, which is highly mandatory and certain, can affect corporate GSCM. Normally, the goal setting, as well as policy design, execution, and supervision of CCER need to be confirmed by laws, and intervened by government departments. If the GSCM of an enterprise fails to reach the environmental standard required by the policy, ER departments can directly impose fines, production restriction, and temporary production ban on the enterprise, or order the enterprise to exit the market (Du et al., 2021). Thus, CCER compresses the degree of freedom of the enterprise, and increases the certainty of GSCM. In addition, CCER is suitable for solving some serious and sudden environmental problems. When urgent problems arise in supply chain management, direct and forceful policies are needed. There is no time for the regulator to indirectly control corporate GSCM by market means like taxation, and pollution right transaction. In this case, CCER policy is the primary and even only choice. With forceful administrative orders, the ER department can quickly improve corporate GSCM. Therefore, the following hypothesis was presented:
H1. CCER Positively Affects GSCM
MBER also affects corporate GSCM. Rather than clarify specific environmental standards, MBER changes corporate GSCM via the market incentive mechanism. MBER can be implemented at a low cost. The ER department would set the tax rate as the marginal cost of pollution, thereby improving corporate GSCM at a low cost (Li and Du, 2021). Besides, MBER allows enterprises to operate flexibly with a high degree of freedom, and to strike a balance between emission reduction and development. Polluters vary in the ability to reduce emissions. Therefore, different polluters choose to emit different amounts of pollutants. On cost payment, MBER policies require polluters to pay a fee proportional to the amount of pollution. Thus, enterprises have a large room of discretion, and implement GSCM flexibly (Pang et al., 2019). Finally, MBER is usually continuous, and not easily changed when local governors are replaced (Jiang et al., 2020). The continuity allows enterprises to optimize GSCM robustly. Therefore, the following hypothesis was presented:
H2. MBER Positively Affects GSCM
2.2 Regulatory Role of Environmental Dynamism
The external environment is the condition for enterprises to survive and development. It influences the corporate strategies or business decisions. For enterprises, environmental dynamism often stems from changes in customers, competitors, and the market. The unpredictability and instability of environmental dynamism hinder the corporate acquisition, integration, and use of resources (Li and Zhu, 2020), and thereby affect the relationship between ER and corporate GSCM.
Meanwhile, environmental dynamism changes the external environment of enterprises. Then, CCER like environmental standards cannot adapt to the changing environment, or match the stakeholders of the green supply chain, such as producers, suppliers, logistics operators, purchasers, users, and recyclers. As a result, CCER has a weaker influence on GSCM (Iraldo et al., 2011). Therefore, the following hypothesis was presented:
H3. Environmental Dynamism Negatively Regulates the Relationship Between CCER and GSCM
Due to environmental dynamism, the existing knowledge, production technology, and products in corporate GSCM face the risk of being eliminated, making it hard for enterprises to adapt to MBER. Besides, when the external environment changes, the market incentive mechanism can no longer act well on corporate behavior, and thus impede corporate GSCM (Sarkis et al., 2011). In addition, environmental dynamism will affect the stability of the supply chain itself, making it impossible for enterprises to communicate effectively with market players upstream and downstream of the supply chain, thus affecting the implementation of GSCM. Therefore, the following hypothesis was presented:
H4. Environmental Dynamism Negatively Regulates the Relationship Between MBER and GSCM
To sum up, the theoretical model of this study is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Our theoretical model.
3 METHODOLOGY
3.1 Data Collection
3.1.1 Sample Selection
The survey objects were selected by the following criteria:
1) The diversity of industries
Multiple industries related to GSCM were selected, including the mechanical industry, electronics industry and energy industry, etc. To obtain valid responses, the questionnaire was distributed among middle and senior managers in enterprises, who have been working in their enterprises for more than 2 years, and know a lot about their enterprises and industries.
2) The diversity of age, size, and ownership of enterprises
This study mainly explores the relationship between ER and GSCM. Therefore, samples of different ages, sizes, and ownerships were selected.
3.1.2 Questionnaire Distribution and Recovery
The questionnaires were distributed both offline and online from January to March, 2022. A total of 300 questionnaires were distributed, and 213 responses were collected. The recovery rate was 71.00%. Among the questionnaires, 191 were responded validly, putting the effective recovery rate at 63.67%. The recovery means and statistics on the recovered samples are given in Table 1.
TABLE 1 | Recovery means and statistics on the recovered samples.
[image: Table 1]3.2 Variable Measurement
The independent variables are CCER and MBER. The CCER was measured by the following indices in the locality of the enterprise: proportion of environmental penalty cases in population, proportion of environmental pollution in GDP, execution rate of environmental risk assessment, and proportion of environmental personnel in population. The MBER was measured by the following indices in the locality of the enterprise: proportion of pollution charge in gross domestic product (GDP), proportion of vehicle and vessel tax in GDP, and proportion of resource tax in GDP (Du et al., 2021). Then, each index was normalized by the range method, and averaged for further calculation.
The dependent variable is GSCM, which was rated against Zhu and Sarkis (2004) 7-point Likert scale, involving 19 items. The regulatory variable is environmental dynamism. Drawing on Shen (2010) measuring method for environmental dynamism, the sales income of the enterprise in the t-1-th year, t-2-th year, t-3-th year, and t-4-th year were taken as the dependent variables, and 5, 4, 3, 2, and 1 were taken as independent variables for regression. Then, the standard deviation of the regression coefficients was divided by the mean sales income of the enterprise in the recent 5 years, yielding the value of environmental dynamism.
Among the enterprises conducting GSCM, the differences in scale, age, and ownership of enterprises are relatively large, which may affect the research conclusions, so they are selected as control variables. The enterprise size was measured by the log of the number of employees; the enterprise age was measured by the operating years since the establishment of the enterprises; the enterprise ownership was a dummy variable: the value was 2 for state-owned enterprises (or state-controlled enterprises), and 1 for private enterprises (or private-controlled enterprises).
4 DATA ANALYSIS AND RESULTS
4.1 Reliability and Validity Analysis
4.1.1 Reliability Analysis
The Cronbach’s alpha of the GSCM scale was tested on SPSS 22.0. The results in Table 2 show that the Cronbach’s alphas of all variables were greater than 0.7. Besides, the corrected item-total correlations (CITCs) of all items were greater than the threshold of 0.5, a sign of strong correlation between the items. To sum up, the variables in the scale are reliable and consistent.
TABLE 2 | Reliability analysis results.
[image: Table 2]4.1.2 Validity Analysis and Factor Analysis
To further test the validity of the scale, this paper carries out confirmatory factor analysis on Mplus8.3. As shown in Table 3, the standardized factor loadings of all items were greater than 0.7, the consistency ratios (CRs) of all variables were greater than 0.8, and the average variance explained (AVE) of each variable was larger than 0.6. Both exploratory and confirmatory factor analyses were passed, indicating that the selected variables and the corresponding items have a good convergent validity.
TABLE 3 | Validity analysis results (N = 191).
[image: Table 3]The discriminant validity was verified by observing whether the arithmetic root of AVE is greater than the absolute value of the correlation coefficient between variables. If yes, then the scale has a good discriminant validity (Fornell and Larcker, 1981). As shown in Table 5, the square root of AVE on the diagonal of the variables was 0.795, which is far greater than the correlation coefficients (0.200–0.477). Thus, the scale has a good discriminant validity.
4.2 Descriptive Statistics and Correlation Analysis
According to the sample data, most enterprises were established more than three decades ago. On enterprise size, most samples are large and medium enterprises. On ownership, state-owned enterprises take up most of the samples. Table 4 gives the descriptive statistics of the samples.
TABLE 4 | Sample descriptions.
[image: Table 4]To further test and preliminarily judge the data quality, this study analyzes the basic statistical data on each item. The skewness and kurtosis of the items were descriptively analyzed on SPSS 22.0. The results show that the absolute skewness and absolute kurtosis of the variables were smaller than 2 and 5, respectively. It can be preliminarily concluded that the research samples are of high quality, and the sample data have the basic statistical features required for empirical analysis, laying the basis for subsequent statistical testing and regression analysis.
Table 5 shows the correlations between CCER, MBER, environmental dynamism, GSCM, and other variables. The statistics indicate a strong correlation between most variables, that is, the relevant data are suitable for subsequent regression analysis.
TABLE 5 | Correlation analysis results.
[image: Table 5]4.3 Multiple Regression Analysis
To ensure the stability and reliability of the multiple regression model, the multicollinearity, serial correlation, and heteroscedasticity of the model were tested before the regression analysis. Firstly, the multicollinearity was tested: The variance inflation factors (VIFs) of different regression models fell between 1.002 and 1.040 (VIF<10), excluding the possibility of serious multicollinearity. Next, serial correlation was tested. The Durbin Watson (DW) statistics of all models ranged between 1.652 and 1.934. This is smaller than the critical range of 1<DW<3. Thus, there is no problem with serial correlation. Finally, standardized predicted values and standardized residuals (ZPRED and ZRESID) were taken as Y and X variables, respectively, to plot the standardized residual scatterplot of each model. The test results show that all scatterplots were disorderly, i.e., the heteroscedasticity does not exist.
4.3.1 Regression Analysis on Direct Relationship
ER (CCER and MBER) have direct effects on GSCM. Table 6 shows the regression analysis results on the direct relationship between ER and GSCM.
TABLE 6 | Regression analysis results on the direct relationship between ER and GSCM.
[image: Table 6]As shown in Table 6, the results of Models 1 and 2 indicate that CCER positively affects GSCM, i.e., H1 is valid; the results of Models 1 and 3 indicate that MBER positively affects GSCM, i.e., H2 is valid.
4.3.2 Regression Analysis on Regulating Effect
The environmental dynamism regulates the relationship between ER and GSCM. Table 7 shows the regression analysis results on the regulating effect.
TABLE 7 | Regression analysis results on the regulating effect on the relationship between ER and GSCM.
[image: Table 7]As shown in Table 7, the results of Model 1 indicates that environmental dynamism has a significant negative regulating effect on the influence of CCER over GSCM, i.e., H3 is valid; the results of Model 2 indicates that environmental dynamism has a significant negative regulating effect on the influence of MBER over GSCM, i.e., H4 is valid.
In addition, the simple slope test and slope difference test of bootstrapping were adopted to verify the robustness of the regulating effect of environmental dynamism (Hayes, 2017). As shown in Table 8, the paths from CCER and MBER to GSCM indicate that the high regulation group has a greater effect than the low regulation group and the cross group. Thus, environmental dynamism negatively regulates these paths, which again validates H3 and H4.
TABLE 8 | Regulating effect test results.
[image: Table 8]5 CONCLUSION AND DISCUSSION
5.1 Conclusion
This study analyzes the direct influence of ER on corporate GSCM, and the regulating effect of environmental dynamism on the influence. The results show that: 1) CCER positively affects GSCM; 2) MBER positively affects GSCM; 3) environmental dynamism negatively regulates the relationship between CCER and GSCM; 4) environmental dynamism negatively regulates the relationship between MBER and GSCM.
5.2 Theoretical Contributions
The previous literature disagrees on how ER influences GSCM. From a new perspective, this study analyzes the influence of CCER and MBER over GSCM, and considers the regulating effect of environmental dynamism. Two theoretical contributions were made: 1) This study constructs a theoretical framework for the influence of ER on GSCM under the regulating effect of external environmental factors making up for the deficiency of previous studies on the relationship between ER and GSCM; 2) CCER and MBER jointly affect GSCM, which enriches the application of the institutional theory in GSCM; 3) The previous literature ignores the regulating effect of environmental dynamism. This study discovers that environmental dynamism regulates the relationship between different types of ER and GSCM, providing a solution to the inconsistent views on the influence of ER over GSCM.
5.3 Managerial Implications

1) With the growing environmental awareness in the society, enterprises will be very passive in the commercial environment, if they only consider the government policies and other social environmental requirements. Enterprises should timely adjust the GSCM mode, and pay equal attention to environmental policies of the government, and the environmental appeals of market players.
2) Enterprises must track the changes of external environment. If the changes are small, it is easy to rely on ER to implement GSCM. If the changes are large, ER can hardly affect GSCM. Then, enterprises should standardize internal management, and implement GSCM according to standards and requirements, ensuring the normal production and operation.
3) While formulating environmental policies, relevant government departments should also pay attention to the market situation and make the policy orientation consistent with the demands of all market players. In this way, enterprises can further ensure the performance of GSCM.
5.4 Limitations and Future Directions

1) Our samples come from various industries. To control the possible effect of industrial differences, the future work could treat industry type as a control variable, or collect the data from a specific industry, aiming to further verify and promote the research findings.
2) The role of environmental dynamism is considered in this study. In future, other regulating variables could be taken into account. From the perspective of internal factors, there is dynamic capability, corporate social responsibility and so on. From the perspective of external factors of enterprises, there is environmental uncertainty, institutional distance and so on.
3) This study analyzes the direct influence of CCER and MBER on corporate GSCM. The future work could study the influence of their interaction on GSCM.
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Optimizing energy structure is necessary to achieve full decarbonization. In this study, we introduced thermal power, clean energy, and traditional fossil energy as three different input factors into the translog production function. We considered three improvement paths of the energy structure, including replacing fossil energy with electricity and using thermal power to substitute for clean energy and then analyzed whether the directed technological change promotes the optimization of the energy structure in China. The results show that there is a substitution relationship between thermal power and clean energy during the internal transition process, and the biased technical change is thermal power-using, which suggests that technological change is not conducive to the improvement of electricity structure from thermal power to clean energy. In external transition, the biased technical change is fossil energy-using instead of thermal power-using or clean power-using, and there is a substitution relationship among three factors, which shows that technical change goes against the improvement of energy structure from fossil energy to electricity. We propose that the Chinese governments adopt energy price or carbon tax measures to adjust the directed technical change and thus optimize the energy structure. In addition, according to the results from China, different countries can improve the energy structure based on their characteristic production mode.
Keywords: energy structure, economic growth, ridge regression, directed technical change, substitution elasticity
INTRODUCTION
Since the reform and opening up, while China’s economy has been growing rapidly, the problems of environmental pollution and energy depletion have become more and more serious (Chen et al., 2022), and the sustainable economic development has become the focus of the Chinese government. According to the World Energy Statistics Yearbook, China’s fossil energy consumption accounted for 24.66 percent in 2019, renewable energy for 23.42 percent, and coal for more than 50 percent of the world total consumption. At present, traditional fossil energy remains the most dependable energy source in China. Therefore, energy transfer is particularly urgent for the Chinese government.
The Chinese government has realized that previous development models are unsustainable, so the government is implementing the new ones. At the 75th United Nations General Assembly, President Xi Jinping announced China’s goal of peaking carbon dioxide emissions by 2030 and achieving carbon neutrality by 2060. China has become the world’s largest user of clean energy and is further promoting the revolution in energy structure. Based on its own national conditions, the Revolutionary Strategy for Energy Production and Consumption (2016–2030) mentioned that China plans to increase the share of non-fossil energy in primary energy to 20% by 2030 and 50% by 2050. Therefore, the governments’ goals of energy structure restructuring will be the driving forces for the optimization of the energy structure.
Technical innovation, technical change, and other technological progress methods are necessary for optimizing energy structure. Recently, to promote energy technical progress, the Chinese government adopted subsidies and carbon taxes to encourage the technical change of carbon emission reduction. The total factor productivity is often adopted to measure China’s technical progress (Chen et al., 2022; Zhong et al., 2022). However, Hicks (1932) considered that the change of factors relative to price will simulate specific technical inventions to reduce the use of expensive production factors. It means after the technical change occurs, the demand proportion of factors changes and the technical change is biased. With the economic growth, the path of technical progress is becoming more complicated, and some scholars proved the existence of biased technical change (Wang et al., 2021; Zhu et al., 2021). After that, more literature paid close attention to the role of directed technical change in carbon emissions (Liu and Li, 2021; Zhong et al., 2021), and few studies analyzed how directed technical change affects the improvement of energy structure.
In addition, energy substitution plays a vital role in improvement of energy structure. However, existing studies mainly focus on the substitution between energy and non-energy (Lee, 2005; Yang et al., 2018; Lin and Raza, 2021). For China, “electricity substitution” is the primary support for promoting energy structure (Zhou, 2018; Liu and Wang, 2019; Chen et al., 2020). At present, the task of China’s “electric energy substitution” requires us to not only effectively use the electric energy to alter polluting energy consumption methods such as scattered coal and fuel oil but also vigorously transform the inefficient generation production mode using clean power to substitute thermal power. As far as the “electricity substitution” in the transformation, it includes two goals of “internal electric substitution” and “external electric substitution.” External substitution is the orderly transition from primary energy to secondary energy, while internal electric substitution is the technological upgrade of clean power to thermal power. The boundary definition of internal and external electric substitution is shown in Figure 1. Therefore, this study considered three structural optimization paths and separately analyzed whether directed technological change facilitates them. In the transition of fossil energy to electricity, we consider two transition paths: replacing traditional fossil energy with thermal power and clean power. In the internal electric transformation, we consider the transformation path of using thermal power to substitute for clean power.
[image: Figure 1]FIGURE 1 | Boundary definition of internal and external substitution.
According to the aforementioned analysis, some scholars measured the biased technical change in China’s different industries. However, most studies considered the technical change bias between energy and non-energy. We innovatively investigated the technical change bias between electric energy and fossil energy as well as thermal power and clean power from the perspective of electricity substitution. Moreover, most of the existing literature focused on the role of technical change in carbon emissions. Few studies explored the impact of directed technical change on optimizing energy structure.
Compared to the existing studies, there are mainly three aspects of contribution in this study. First, we considered the technical change bias among clean power, thermal power, and fossil energy. We calculated the biased technical change in interfuel energy by providing a novel perspective from electricity substitution. Second, we explored the impact of technical change bias on the improvement of energy structure. This work broadened the field of research as existing studies focus more on the role of biased technical change in the economy. Finally, the substitution elasticities among fossil energy, thermal power generation, and clean energy are calculated. This work provided a comprehensive perspective to understand the relationship between directed technical change and the improvement of energy structure.
LITERATURE REVIEW
Energy structure optimization is considered to be necessary for full decarbonization. The feasibility of energy structure optimization depends on the substitutability between different energy sources. The substitution relationships between energy and non-energy have been investigated by some studies. In China’s steel industry, Smyth et al. (2011) examined the possibility of inter-factor substitution between capital, energy, and labor. The results show that the substitution relationship exists among capital, energy, and labor. This result suggests that removing the energy price ceiling reduces energy use and increases capital use. Shao et al. (2016) analyzed the improvement path of green transformation in the country’s industrial sector and found an alternative relationship between labor and fossil energy. They also show a complementary relationship between capital and fossil energy. Zha and Zhou, (2014) proposed a method to analyze the energy and non-energy substitution elasticity by combining the log production function and the alternative constant elasticity function. The results show that there is a substitute relationship between capital-energy and labor-energy. The empirical findings of two important conclusions were made by Raurich et al. (2012): first, the alternative elasticity between capital and labor is greater than 1 in Spain and less than 1 in the United States. Second, the rising price rise deviates the estimate of this elasticity from 1. Lin and Liu, (2017) analyzed the factor substitution relationship of energy in China’s machinery industry, and the results show that substitution relationships exist in energy–capital and energy–labor. The alternative elasticity of the former pair is about 1.029, and that of the latter pair is about 1.030. This suggests that it is a better way to increase more capital and labor than energy will help reduce carbon emissions in China’s machinery industry. Lin and Raza, (2021) investigated fuel substitution possibilities in Pakistan’s agriculture sector with Ridge regression. The results show that labor, capital, and energy consumption are all substitutes. Yang et al. (2018) divided energy into two factors of fossil energy and non-fossil energy and treated them into production functions to analyze the substitution elasticities of input factors. The results show there is a substitution relationship in the pair of capital–labor as well as the pair of labor–fossil energy, but there is a complementary relationship in the pair of capital–fossil energy. Lee (2005) explored the potential of substitution in the pair of sulfur–capital. The substitution elasticities indicate that there is a high substitutability in the pair of capital–sulfur. Koetse et al. (2008) investigated the substitution elasticities of capital–energy, and confirmed that there are opportunities to save energy capital through energy price regulations.
As the energy shortage becomes an increasingly serious issue, some studies begin focusing on interfuel substitution. For example, Bello et al. (2018) used Ridge regression to analyze alternative resilience between different energy in Malaysia and found that hydropower is a substitution for other fossil energy, suggesting a cleaner fuel can be transformed in the country’s power generation. Lin and Abudu, (2020b) analyzed the alternative possibilities between energy in the Middle East and North Africa and found that perfect alternatives existed between renewable and non-renewable energy in the power sector. David (Ma and Stern, 2016) used cross-price elasticity to analyze the substitution elasticity between energy sources in China’s provinces and found a complementary relationship between coal and electricity, and diesel and electricity, with gasoline and diesel as alternative relationships. Lin and Atsagli, (2017) analyzed the possibility of technical changes and energy substitution between oil, coal, and electricity in South Africa and found that all inputs were alternatives. This alternative relationship suggests that removing all price caps and subsidies for oil would reduce the demand for oil. An input distance function was applied by Xie et al. (2017) to measure the substitution between non-fossil energy and fossil energy in China. The results confirmed the potential substitution between them. Considering the increasing cost of fossil energy and the limited resources in China, Zhou and Zhang, (2010) supported the substitution between non-fossil energy and fossil energy. Lee and Jin, (2012) utilized the input distance function to examine the possible substitution between thermal capital and nuclear capital. The results show that nuclear capital can be used to substitute thermal capital in the Korean electric power industry. Li and Lin, (2016) investigated substitutability among electricity, coal, and oil. They found there are substitutions among these three input factors, and the elasticity values indicate the existence of inelastic substitution. Furthermore, Mohammadi et al. (2022) applied the LMDI method to decompose the energy intensity changes. The results showed that substituting different types of fuel could not reduce energy intensity in Iran. The aforementioned literature analyzes the possibility of energy substitution in inter-fuel energy, energy, and non-energy.
However, existing studies also ignore the relationship between technological progress bias and energy transformation. Hicks (1932) divided technical change into three categories: when technological progress is more conducive to improving the marginal output of i (j), technological progress is called i (j) bias, while the technical change is called neutral, if the impact of technological change on the marginal output of i and j is biased. Many scholars measured China’s technological progress bias. For example, scholars (Li, 2013; Dong and Chen, 2014; Yao et al., 2014; Li and Li, 2018) analyzed the technical change between labor and capital and found that the technical is capital-biased. Xiu et al. (2019) added energy factors into production function, and the results showed that the technical is energy-biased.
Also, in general, in the external transition, if the order of production technology is biased to thermal power generation-using or clean energy-using, manufacturers will be more inclined to increase thermal power generation or clean energy instead of fossil energy. Under this circumstance, if there is a substitution relationship between energy factors, directed technology changes will help to promote the transformation from fossil energy to electricity, thus promoting the external transition. In the internal transition, if production technology is biased toward clean power-using, then producers will be more inclined to increase the input of clean power instead of thermal power. If there is an alternative relationship between clean power and thermal power, this directed technical change can effectively promote the energy transition from thermal power to clean energy. Therefore, the order of directed technical change is the key to determine the energy transition.
Therefore, in the external transition of electric energy, stimulating the production technology biased toward thermal power or clean energy and strengthening the alternative relationship between fossil energy and secondary energy can effectively promote the external transformation. In the internal transition, it is a reasonable way to stimulate the production technology biased to clean power-using and to strengthen the substitution relationship between thermal power and clean power. The aforementioned three paths for energy structure optimization can be promoted through the appropriate use of policies and pricing. Hicks (1932) believed relative factor price changes of production were an stimulant for the invention to save the use of a factor that becomes relatively expensive. Acemoglu (2002a) and Acemoglu (2002b) pointed out two reasons that can affect technical change are price effect and endowment effect. In addition, Luo et al. (2018) analyzed the role of international trade in technical change by introducing the intermediary factor of price distortion in China. Based on this, Popp (2002) found that energy prices have a positive effect on energy-saving and innovative technologies through data from the US region, arguing that environmental taxes can encourage the development of new technologies and thus reduce the cost of controlling pollution. Osman (Habeşoğlu et al., 2022) also affirmed that the taxation revenues have a negative effect on carbon emissions. Kong et al. (2020) analyzed Chinese manufacturing companies and found that rising energy prices would require them to positively reflect their energy conservation efforts and ultimately enhance their energy-saving innovation. Lin and Chen (2019) analyzed how electricity prices affect the technology innovation of renewable energy in different provinces of China. The results showed that higher electricity prices that mainly include fossil energy would lead to an increase in renewable energy technology innovation. The aforementioned analysis shows that energy relative price, carbon tax, and other policies can affect the order of biased technological change with different energy sources.
DATA
For the translog production function model, the variables are selected from the China Statistical Yearbook, China Energy Statistical Yearbook, and China Power Statistical Yearbook. Variables mainly include GDP, capital, clean energy, fossil energy, and thermal power generation. The GDP is converted to a constant base price in 1997. Fossil energy includes coal, oil, and natural gas. Clean power includes hydroelectric, wind, nuclear, and solar power. The unit of the energy variable is uniformly converted to tce. We calculate the capital stock by the equation as follows (Shan, 2008):
[image: image]
where [image: image] means the capital stock, [image: image] is the depreciation rate, and [image: image] represents the investment. The initial value of capital stock is obtained as follows:
[image: image]
where [image: image] is the investment growth rate.
METHODS
Model
Electricity and traditional fossil energy can be seen as two input factors with different features. The electricity can be divided into clean energy and thermal power generation. Some studies exist on energy and non-energy about biased technical changes and elasticity substitution. However, few studies focus on the biased technical changes and clean elasticities among interfuels. In order to improve the research on energy structure, we combine the biased technical change and elasticity substitution to analyze the transition of internal and external electric transitions.
For the purpose of estimation, we hope to find a function that allows us to track the substitution elasticity and directed technical change bias between Chinese fuel inputs. There are a number of functions that can help solve the substitution elasticity problem between energy inputs, including constant elasticity of substitution and the popular Cob–Dogglas production functions. The translog function is adopted because of the estimable and inclusive advantages. The estimable advantage has two points. First, the model that is estimated only needs the basic quantity or price data. Second, the model can estimate scenarios with multiple elements (n > 2) without any changes. In addition, the inclusive advantage also has two points. First, it can be regarded as an approximation to the second-order Taylor expansion. Second, specific parameters (e.g., output elasticity and alternative elasticity) can be estimated and tested by actual data without a prior setting (Hao, 2015). We can use either cost or production function to obtain the substitution elasticity and biased technical change. The cost function is not available for all the input prices, so we adopted production function to estimate the substitution elasticity and the directed technical change during 1997–2019 in China.
According to Wesseh and Lin, (2016), the translog production function can be given as follows:
[image: image]
where [image: image] indicates the output; [image: image] and [image: image] mean various input factors i and j; and [image: image] and [image: image] are estimated coefficients.
Specifically, the production function model includes gross domestic product (Y), capital [image: image], traditional fossil energy [image: image], and electricity [image: image]. However, the research studies did not include labor because labor–energy factor substitution is usually weak according to the literature (Chen et al., 2020). Here, E represents electricity [image: image] which is assumed to be weak and separable. Hence, the electricity can be decomposed into clean energy [image: image] and thermal power generation [image: image]. The production function thus is specified as follows:
[image: image]
From Eq. 4, we can gain substitution elasticity of various factors. The output elasticity of an input factor is as follows:
[image: image]
Therefore, for each input energy factors [image: image], [image: image], and [image: image], the output elasticity is calculated respectively as follows:
[image: image]
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where [image: image], [image: image], and [image: image] indicate output elasticity of traditional fossil energy (N), clean power (R), and thermal power (F). Then, the substitution elasticity between input factors can be obtained. The substitution elasticity of different energy sources is calculated as:
[image: image]
The substitution elasticity between the factors i and j can be given as:
[image: image]
Specifically, the substitution elasticities between N, R, and F are as follows:
[image: image]
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From Eqs 11–13, [image: image], [image: image], and [image: image] are the substitution elasticities between fossil energy (F) and clean power (R), traditional fossil energy (N) and thermal power (F), and thermal power (F) and clean power (R). A positive [image: image] means the substitution relationship between the factors, while a negative [image: image] denotes the complementarity.
Directed Technical Change
The biased directed technical change of input elements can be computed by output elasticity and parameter estimates of Eq. 4. To do this, the following formula is adopted:
[image: image]
where [image: image] indicates the differences in directed technical change between input factors i and j; [image: image] and [image: image] represent estimated coefficients from Eq. 4; and [image: image] and [image: image] represent output elasticities. A positive value for [image: image] means the biased technical change is i-using, and thus in the production process, the producer prefers to save j, while a negative value for [image: image] implies that the directed technical change is j-using and the producer prefers to save j in the production process.
MAJOR RESULTS
According to the translog production function we established, a number of parameters are estimated. The multicollinearity can be found among the input factors. The OLS method is not applicable if there exists a multicollinearity problem. Because of the high correlation between the independent variables, [image: image] is close to zero. In this case, although the inverse matric of [image: image] exists and the least-squares estimation of the regression parameters can be obtained, the variance of the corresponding estimate will increase as the correlation coefficient increases. The increased variance also improves the confidence intervals of parameter estimates, thus decreasing the accuracy of regression coefficient estimates.
To address the problem of multicollinearity, some studies (Xie and Hawkes, 2015; Lin and Long, 2016; Xiu et al., 2019; Lin and Abudu, 2020a) estimate the function by ridge regression. The solution is to include a bias parameter [image: image] to the least-squares estimator of the regression parameters. It is established as: [image: image]. It can be proved: [image: image] and [image: image]. Obviously, when K > 0, [image: image] is a biased estimate of [image: image] (Wang, 1999), where K represents the ridge parameter.
The parameter values of K can be determined based on the values of the R-square and beta coefficients for ridge regression (see Table 1), ridge trace of production function (see Figure 2), and the R-square and K-values (see Figure 3). In this study, the K value is 0.35. Using SPSS software, the model results were obtained by calling the “ridge regression. sps” statement.
TABLE 1 | Value of R-square and beta coefficients when k is given as different constants.
[image: Table 1][image: Figure 2]FIGURE 2 | Ridge trace plot.
[image: Figure 3]FIGURE 3 | R-square and K-values.
As is seen from Table 1, the R-square and beta line values of the ridge regression become stable when k is in the range of 0.3–0.4. When K is between 0.0 and 0.3, Table 1 shows the unstable beta coefficients of K, N, KN, KF, KR, and NR, with positive and negative conversion changes with K.
As shown in Figure 1, the ridge trace becomes fairly stable when K reached around 0.35, consistent with previous conclusions. Furthermore, the ridge values are also supported by the variance expansion factor (VIF). The severity of multicollinearity can be calculated by VIF in some linear models. Through R language programming, we obtain the VIF values which are less than 0.2 for all variables at K = 0.35, and we obtain specific results as shown in Table 2.
TABLE 2 | Ridge regression with K = 0.35.
[image: Table 2]Table 1 shows that the results of the ridge regression model are significant. All the statistical test metrics, including goodness of fit, standard error, the significance levels of the regression equations (F and sig values), and the variance table reflect this as a reasonable model. Furthermore, the value of the VIF reflects that the ridge regression effectively overcomes the problem of multicollinearity. All of the regression coefficients were significant. Both individual variables and cross-term and square term regression coefficients are positive. The results correspond with economic reality, indicating increasing returns for all inputs. Thus, the equations of the model can be written as follows:
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Interfuel Substitution Elasticities
Subsequently, the alternative elasticity between the internal and external electric transition is calculated. As mentioned previously, [image: image] means a substitution (complementary) relationship between factors i and j. It can be found in Figure 4 that: 1) the substitution elasticity between each energy pair is high. The average alternative elasticity between thermal power and clean power is 0.9740, the alternative elasticity between fossil energy and thermal power generation is 0.9676, and the alternative elasticity between fossil energy and clean power is 0.9703. 2) The substitution elasticity between thermal power and clean power is the highest, followed by fossil energy and clean power, and the minimum substitution elasticity between fossil energy and thermal power. 3) From the overall trend, whether it is electric energy internal substitution or electric energy external substitution, the substitution elasticity between energy shows a stable rising trend. This shows that the substitution between internal and external Chinese electric energy is obviously effective. This alternative trend also suggests that the reduction of fossil energy use as well as thermal power use can be obtained by increasing the clean power use. In addition, the stable substitution relationship between factors means that the choice of input factors is not easy to adjust.
[image: Figure 4]FIGURE 4 | Interfuel substitution elasticities.
Interfuel Directed Technical Change Bias
Then, Figures 5, 6 show the directed technical change bias between external electric transitions. It can be found that: 1) the mode Bias-NF> 0 Bias-NR> 0 indicates that the biased technological changes are fossil energy-using rather than thermal-using or clean energy-using nationwide. In fact, Yang et al. (Lin and Raza, 2021) also found that the technological change is biased toward fossil energy. 2) From the trend of technological change, the trend between fossil energy (N) and thermal power generation (F) is similar to the fossil energy (N) and clean power (R): the positive technical change value tends to decrease in the trend, especially after 2007, as it dropped to below 0.144. This suggests that the technical changes between traditional fossil energy and thermal as well as clean power generation are gradually shrinking. 3) The directed technical progress between fossil energy and clean energy is far greater than that between fossil energy and thermal power generation. This shows that the Chinese government still needs to reverse the order of technological changes using some policies between fossil energy and clean power.
[image: Figure 5]FIGURE 5 | Technical change bias between [image: image] and [image: image].
[image: Figure 6]FIGURE 6 | Technical change bias between [image: image] and [image: image].
Next, the direct technical change bias between the internal electric transition is calculated, as shown in Figure 7. The conclusions are as follows: 1) the technical change bias (Bias-FR) results for the whole period (1997–2019) are positive, which means that the technical change is always biased toward thermal power generation nationwide. This shows that governments still need to reverse the order of technological change bias by imposing carbon taxes on thermal power and providing subsidies for clean energy. 2) The technical bias values of thermal power and clean power are fluctuating. Among them, there is a descendant trend between 2000 and 2007, but the direction has changed continuously from 2007 to 2019. 3) On the whole, the biased technological change of the thermal power generation is in a downward trend, indicating that the biased technology of the clean energy power generation has a certain development.
[image: Figure 7]FIGURE 7 | Technical change bias between [image: image] and [image: image].
In general, the order of the biased technical change is N > F > R. Among three factors in production, the first two orders indicate the producers’ production preference, and the last factor denotes producers’ relative aversion. We can find from the biased order that the technical changes are fossil energy-using and thermal power-using, while technical changes deviate from clean power. The results indicate that from the national point of view, China’s producers are more willing to use traditional fossil energy and thermal power generation instead of using clean power. This result shows the problems of energy consumption and environmental pollution increase with the technological change biased toward fossil energy-using. In addition, it also means that producers should strengthen the production of clean energy.
Therefore, the directed technical change is not conducive to improving energy structure. According to Yang (Habeşoğlu et al., 2022), the price effect determines the order of biased technical change. Therefore, adjusting the relative price between energy factors can be a method to adjust the order of biased technical change. For example, the increase of carbon tax or subsidy of clean power can increase the price of fossil energy or lower the relative price of clean power, so it can help adjust the order of the biased technical change.
Improvement Path of Energy Structure
In terms of “internal and external electricity substitution” in the transformation, external substitution is the transformation from primary energy to secondary energy, while internal substitution is the technical increase of clean power to thermal power generation. Obviously, promoting the internal and external substitution of electric energy is conducive to reducing the pollution emissions caused by high-carbon energy consumption. Therefore, according to the degree of relative factor deviation of directional technology change and the alternative elasticity between pairs of input factors, a path to promote energy transformation can be proposed.
The optimal production mode should be Bias-FR < 0 and Subs-FR > 0. It means that the technological changes prefer clean power-using, and increasing clean power-using will reduce thermal power-using. However, the production model is Bias-FR > 0 and Subs-FR > 0, which means that China currently prefers to use thermal power generation rather than using clean power, and there is an alternative relationship between clean power and thermal power. Increasing thermal power use will reduce clean power use. Therefore, the Chinese government needs to make more efforts such as providing more green finance funds (Samour et al., 2022) and imposing carbon taxes to promote technological changes that favor clean power.
For the electrical energy external substitution, the perfect production mode should be Bias-NF < 0, Subs-NF > 0 and Bias-NR < 0, Subs-NR > 0. However, the current production mode in China is Bias-NF > 0, Subs-NF > 0 and Bias-NR > 0, Subs-NR > 0. That means China now is inclined to use more fossil energy than thermal power or clean energy. As a result, the Chinese governments need to adjust the order of technological changes between traditional fossil generation and thermal as well as clean power.
CONCLUSION AND SUGGESTION
Optimizing the internal as well as external substitution is an essential way for China to improve the energy consumption structure and realize the green transformation. This study builds an energy-related production model by the translog production function, with capital, clean power, thermal power, and traditional fossil energy as input factors. We also apply Ridge regression to this model to eliminate multicollinearity.
First of all, at the level of technological change bias, China’s biased technological change is thermal power-using and deviates from clean power from the internal transition. Moreover, the deviation trend of technical variation between clean power and thermal power is quite stable. This stability shows that it is difficult for the Chinese government to change the preference of the thermal power generation factor. From the external transition, China’s technology changes are more biased toward traditional fossil energy rather than thermal generation or clean power. In addition, the technical differences between clean power, traditional fossil energy, and thermal generation are gradually narrowing.
Second, at the level of substitution elasticity, the substitution relationship exists among fossil energy, thermal power generation, and clean power, and it is quite stable. This suggests that increasing clean power use in the internal transition can reduce the use of thermal power. In the external transition, fossil energy use can be reduced by increasing electricity. In addition, the trend of substitution elasticity is stable upward in internal and external transition with three pairs, indicating that with the development of low-carbon energy technology, there is a considerable replacement space in energy substitution.
Third, due to the unreasonable bias order of technical change among clean energy, thermal generation, and fossil energy, we find that the directed technical change is not conducive to improving energy structure. Therefore, the innovation of electricity should be paid attention to, which can reduce the cost of electricity and expand the production scale of electricity. Although the government has recognized the necessity to promote clean energy development, the clean energy industry is still limited. In order to improve the technical level of clean energy, the governments should take some fiscal and tax policies to improve the rapid upgrade of the clean energy technical level and the development of the clean energy industry. For example, the government can provide financial subsidies and tax policies for the consumption of new energy vehicles and the production of photovoltaic enterprises. In the long run, the construction of a clean energy generation base should be encouraged in clean energy-rich areas so that the clean energy supply can be expanded and the electricity structure is optimized.
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Energy–growth nexus has gained immense interest among researchers, policymakers, and academicians, and with conclusive evidence, it is revealed that sustainable economic growth significantly relies on energy availability and security. Another line of studies postulated that excessive fossil fuel application had created adversity for environmental degradation and ecological imbalance. However, the energy demand from renewable and non-renewable has intensified with the act of several macro-fundaments, and countries have been investing efforts to figure them out in energy policy formulation; thus, BRI (please see Appendix A) are not out of the trend. The motivation of the study was to explore the role of urbanization, remittances, and globalization in energy consumption in BRI nations for the period 2004–2020. A panel of 59 (fifty-nine) BRI nations has been considered a sample countries’ assessment and their selection purely depended on the data availability. Several panel data estimation techniques have been applied, including CIPS and CADF, for panel unit root test, cointegration test with error correction, dynamic seemingly unrelated regression, and Dumitrescu–Hurlin panel heterogeneous causality test. The coefficient of globalization has exposed negative (positive) and statistically significant ties with non-renewable (renewable) energy consumption, whereas remittances and urbanization revealed positive and significant associations with both renewable and non-renewable energy consumption. The directional causality test documented bidirectional causality between globalization and renewable energy consumption and urbanization, globalization, and remittances to non-renewable energy consumption.
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1 INTRODUCTION
Nations with limited energy sources halted the economic progress, and excessive application of conventional energy resulted in degradation of environmental quality and ecological imbalance. In the contest to ensure sustainable economic growth and environmental protection, existing literature has extensively focused on the energy transition from fossil fuel to clean energy, that is, renewable energy integration in economic activities (Yang et al., 2020). Practitioners and academics alike see the present debate over energy policy and regulation as a key subject of study in the age of globalization. Development in economics, society, and the environment depends on energy use (Kahouli, 2017). Energy insecurity has grown since the global economy has expanded rapidly in recent years, altering global energy consumption levels due to the widening disparity between supply and demand for energy. As a result, the world’s economies have difficulty maintaining an adequate energy supply. For example, the global economy has increased 22.9 times between 1971 and 2019, whereas overall energy consumption levels climbed roughly 2.2 times to their 1971 level. By taking into account the energy availability, literature has produced a plethora of evidence focusing on the energy–growth nexus (Suri and Chapman, 1998; Belloumi, 2009; Belke et al., 2011; Arouri et al., 2012; Tang and Tan, 2014; Zaman and Moemen, 2017; Salahuddin et al., 2018; Raza et al., 2020; Appiah-Otoo, 2021; Meo et al., 2021; Nair et al., 2021; Sharma et al., 2021; Zhuo and Qamruzzaman, 2021). The study of Magazzino et al. (2021), for example, investigated the effects of energy consumption on the economic growth of the Brazilian economy with the application of machine learning. The study documented that renewable energy incorporation in industrial development ensures higher productivity with economic sustainability. Furthermore, another line of studies is available in the literature focusing on determining the determent of energy consumption in the economy (Rabab Mudakkar et al., 2013; Azam et al., 2016; Sineviciene et al., 2017; Fuerst et al., 2020).
Over the last decades, the selection of energy sources has been significantly guided by the adversity in environmental protection and ecological imbalance, implying that sustainable economic development with controlled environmental degradation has been placed on apex concern, especially in the developing nations (Jahanger et al., 2022a). Existing literature has postulated that developing nations have shown concern for environmental damage restoration with an appropriate selection of energy sources (Baloch et al., 2019; Abdo et al., 2022). As a discussion, the present study has considered remittances, urbanization, and globalization on energy consumption in BRI countries. Existing literature postulated that ensuring overall and equitable economic growth demands energy availability at a reasonable price. The energy consumption trend and expectations are influenced by money flow in the economy, suggesting that the capital adequacy or households’ excess purchasing power crates development forces in the economy, that is, additional consumption results in increasing aggregated production level; eventually, the impact of energy demand has accelerated. In their study, Rahman et al. (2021) revealed the potential role of remittances in augmenting energy consumption in South Asian countries. The study postulated that remittances act as a stimulating factor in clean energy integration through industrial development. Remittances, either directly or indirectly, have the potential to increase energy consumption per capita. Directly, remittances enhance the quality of life for recipient families by increasing their discretionary income; consequently, they will need to use more energy. There are three different manifestations of indirect effect. Remittances may have a multiplier effect on an economy by increasing demand across various industries, including construction, retail commerce, financial mediation, insurance, real estate, and transportation (Akçay and Demirtaş, 2015). On the other side, remittances have the potential to enhance economic production through improving education and health, which in turn boosts human capital.
The motivation of the study was to explore the role of urbanization, remittances, and globalization in energy consumption in BRI (please see Appendix‐A) for the period 2004–2020. The present study has considered renewable and non-renewable energy consumption for empirical assessment. The intention to include both energy sources in the empirical assessment is to explore the fresh insight into a comparable impact from GLO, UR, and remittance on energy demand in BRI nations. Finally, the article puts forward policy suggestions for energy development in the light of environmental protection.
The Belt and Road Initiative (BRI) countries have been selected as a case study. State-to-state cooperation and strategic alliances between countries are becoming more common. As a part of China’s “going global strategy,” the Belt and Road Initiative (BRI) was announced by the Chinese government in 2013 (Chen, 2016). The Belt and Road Initiative (BRI) has spawned a slew of debates, particularly over energy consumption, foreign direct investment, and financial development (Rauf et al., 2018). The Silk Road Economic Belt and the Maritime Silk Road of the Twenty-First Century are covered under the B&R program. This effort aims to connect infrastructure networks and enhance trade between Asia, Europe, and Africa using the historic Silk Road pathways. Consequently, the activities of the B&R initiative are centered on developing energy cooperation along the B&R corridors. While there are some beneficial aspects to the B&R energy sector plan, such as greater financial aid and infrastructure development, it is not without flaws. China’s production, energy supply, and energy efficiency are predicted to increase due to the B&R plan. On the other hand, international groups expect that China’s outmoded industries will be moved to other parts of the globe, reducing pollution and energy consumption (Jelinek, 2017). This adversarial mentality will exclude or block the participation of many economies in this project. Consequently, these nations will be unable to carry out technical development, funding, or expertise-related operations on their territory (Han et al., 2018; Li et al., 2022). BRI initiatives in clustered countries will have a multiplier effect on human effort, whether officially or informally. Indeed, every coin has two sides: on the one hand, bilateral cooperation and globalization will benefit restricted economies. On the other hand, it may have shocking consequences, such as environmental degradation due to massive energy consumption for power generation, industrial development, mass communication, transportation, and urbanization, as well as the clearing of woodlands to make way for road and rail network lines (Hussain J. et al., 2020).
The contribution of the study to the existing literature is as follows: first, according to the existing literature, many researchers have investigated energy nexus focusing on BRI countries. However, little empirical assessment is implemented to assess the role of urbanization, globalization, and remittances in energy demand from non-renewable and renewable energy sources. This study has offered a comparative assessment by explaining the elasticities of GLO, UR, and REM. Second, the competitive assessment output will support formulating the energy policies dealing with the clean energy integration and reducing reliance on fissile fuel.
The study has employed panel data estimation techniques, including CIPS and CADF, for panel unit root test, cointegration test with error correction, dynamic seemingly unrelated regression, and Dumitrescu–Hurlin panel heterogeneous causality test. The coefficient of globalization has exposed negative (positive) and statistically significant ties with non-renewable (renewable) energy consumption, whereas remittances and urbanization revealed positive and significant associations with both renewable and non-renewable energy consumption. The directional causality test documented bidirectional causality between globalization and renewable energy consumption and urbanization, globalization, and remittances to non-renewable energy consumption. The rest of the article is organized as follows: Section 2 explains the literature review. Section 3 discusses the data and methodology. Section 4 provides the estimated results along with its discussion. The final section concludes the article.
2 LITERATURE REVIEW
There is no question that China’s projected Belt and Road Initiative (BRI) would substantially influence the international economy in many aspects, including financial, environmental, economic, energy, educational, and political (Godement and Kratz, 2015; Pant, 2017). As with other important economic variables, the development of financial markets can positively stimulate and bring about a number of changes within an economy, such as facilitating the easy availability of financial capital, stimulating global investments, and making energy-efficient appliances more widely available. It can also help minimize financial risks, reduce borrowing costs, and improve transparency in economic transactions between borrowers and lending institutions. With fixed investment, these economic stimuli may impact energy use in various countries (Saud et al., 2018). Financing for energy-efficient projects comes from the financial industry, but energy is also essential to the financial sector’s proper operation. The financial sector’s development can increase liquidation for investment activities and industrial growth, support new infrastructure, and considerably influence energy usage (Islam et al., 2013). Since the empirical literature is divided into two distinct sections, this research categorizes it into two sections: time-series and panel-country data sections.
2.1 Globalization and Energy Consumption
Human civilizations have long been subjected to the fast growth of the contemporary world economy, an economy that has existed since at least the mid-1400s, overcoming crisis-after-crisis in the process of accumulation. Rapid technological advancement has been an integral component of this development, which has consolidated the global division of labor and increased the significance of distant events for all humanity. This division of labor enables further growth of rationalized production. It extends worldwide to expand markets and supply cheap labor and material resources to enhance surplus value (Foster, 1999 and 2002; Harvey, 1999). Structural globalization is a widening and deepening network of interconnected networks, particularly in politics, economic, and cultural globalization. Globalization rapidly opens economies via trade and foreign direct investment (FDI), impacting energy usage. Technology transfers via globalization, for example, may not be energy-efficient, resulting in increased energy usage. Energy consumption rises when economic activities expand due to globalization (Danish and Ulucak, 2021; Jahanger et al., 2021), but the consequent transfer of new technology and knowledge might lower consumption and demand (Qamruzzaman and Jianguo, 2020). Globalization accelerates economic expansion in developed and emerging countries, resulting in increased energy consumption and GHG emissions (Qamruzzaman et al., 2021). As an augmenting factor for energy consumption, existing literature has produced evidence of the positive and statistically significant link between globalization and energy consumption, see, for instance, Marques et al. (2017) and Saud et al. (2018). Empirical results show that globalization increases energy usage. Globalization is widely acknowledged to boost fossil fuels’ economic activity and energy consumption. Because of Pakistan’s exposure to the rest of the world’s rigorous trade and investment rules, the country consumes much energy.
Given the importance of energy conservation as a primary goal of environmental sustainability, governments worldwide are looking for key variables that contribute to increased energy use. Countries increasingly rely on natural resources to achieve greater degrees of globalization (Jahanger et al., 2022b). In their study, Hussain H. I. et al. (2020) examined how natural resource returns and globalization affect energy consumption in major Asian nations. A unique nonparametric technique of causation in quantile was used to find quantile-based causal connections between natural resources and globalization on the returns and volatility of energy use in selected Asian nations. The Brock–Dechert–Scheinkman test (BDS test) verified that all variables were nonlinear. Quantile cointegration also indicated a nonlinear long-run link between natural resources and energy usage. It was shown that natural resource returns, and globalization had a strong causal effect on energy consumption returns in all nations. In contrast, there was no causal relationship between energy use and natural resource returns or globalization in any investigated Asian nation. The results help policymakers create programs that minimize energy use.
Shahbaz et al. (2018) used the nonlinear autoregressive-distributed lag (NARDL) technique to investigate the asymmetric influence of economic expansion and globalization on energy consumption. The study documented that a positive economic shock boosts energy consumption, whereas a negative shock stifles it in the BRICS nations. Energy consumption is positively affected by a positive shock in globalization, whereas energy consumption is adversely affected by a negative shock in globalization. Furthermore, Marques et al. (2017) established the increased energy–growth nexus with globalization using data from 1971 to 2013 in 43 nations. The results of the directional causality test detected feedback linkage between energy–growth nexus; however, the effects of globalization, that is, political, economic, and social globalization, had exposed heterogeneous to energy consumption.
Acheampong et al. (2021) examined the nexus between globalization, economic growth and energy consumption in a panel of 23 countries for the period 1970–2016. The study employed generalized the method of the moment with an instrumental value approach and documented a negative and statistically significant association between globalization and energy consumption. In particular, economic, political, and social globalization deters conventional energy conventions. In the study by Shahbaz et al. (2016), it is apparent that the energy demand in India has been negatively induced by economic globalization and overall globalization. A study suggests that fossil fuels, especially in the long run, have decreased with economic internationalization.
2.2 Remittances and Energy Consumption
Remittances can raise per capita energy consumption in developing nations directly and indirectly. Migrant remittances directly influence receivers’ lives by increasing their discretionary income, enabling them to enhance their community’s quality of life. As a result, their energy usage will rise. Bayangos (2012) investigated the link between remittances and real disposable personal income and the relationship between remittances and real personal consumption expenditures in the Philippines. According to the study, remittances increase personal income and consumer expenditure. However, indirect effects might appear in one of three ways. To begin with, recipient families’ spending can have a multiplier impact on the economy: remittances enhance demand in various sectors, including construction, retail commerce, financial mediation, insurance, real estate, and transportation. Second, remittances may help create human capital, boosting economic production by increasing education and health outcomes. The third advantage of remittances is that they may increase the amount of money available for productive investments since they are an external financial resource. Productive investments provide future family income from sources other than remittances. Senbeta (2013) revealed that migrant remittances have a favorable effect on physical capital development and investment in a study using panel data from 50 developing nations.
In recent literature, remittances have been acknowledged with great concern. When one group of researchers documented positive roles in the economy, such as human capital development, financial intermediation and development (Muneeb et al., 2021), industrial output, household consumption, and poverty reduction (Miao and Qamruzzaman, 2021), whereas has another line of evidence been produced in the literature with a negative note precisely documenting environmental degradation (Ahmad et al., 2021), an increase of inequality, and import reliance among others. Furthermore, remittances benefit the recipient economy by augmenting poor people’s income (Majeed, 2016), functioning as a critical source of funding for household savings and investment, and stimulating economic growth. On the other side, remittances have a negative effect on an economy by raising the real exchange rate, lowering labor market participation, and fueling inflation (Narayan et al., 2011). Increased remittances resulted in a significant increase in family income and, as a consequence, poverty alleviation. Remittances allow households to purchase luxury items such as vehicles and other forms of mobility, hence increasing their consumption and other commodity expenditures. They were, however, unable to acquire these things due to a shortage of money.
Furthermore, increased demand for long-lasting items drives up demand for energy and fuel. Consequently, remittances may, on the one hand, help alleviate poverty in Pakistan. Simultaneously, a rise in remittances may be connected with a decline in environmental quality. Furthermore, long-lasting things significantly increase carbon emissions into the environment. Many earlier studies in the present literature suggest that increased remittances greatly improved the deposit ratio by fostering a stronger financial system (Mugableh, 2015). Furthermore, remittances establish new and existing enterprises, which contribute directly or indirectly to global carbon emissions. We can reliably assume that remittance impacts an economy’s consumption pattern; therefore, we can expect remittance to increase energy consumption via greater investment, which leads to increasing industrialization. Energy consumption in an economy includes both renewable and non-renewable forms of energy (electricity, coal, gas, solar energy, and so on) to which people have access.
A study conducted by Rahman and Amin (2018) focused on the nexus between remittances and energy consumption in Bangladesh from 1980–2015. The vector error correction and Granger causality test have been implemented in exploring the intensity of remittances in augmenting energy consumption. The study documented the long-run association between remittances inflows and energy consumption in the long and short-run; moreover, the causality test confirmed the unidirectional causal effects of emittances on energy consumption. Akçay and Demirtaş, (2015) examined the nexus between remittances and energy consumption in the context of Morocco from the period 1975–2010. Using the Granger causality test, the study exposed that remittance directly influences energy consumption in the short and long run. Variance decomposition and impulse response tests have shown that the change can influence future changes in energy consumption in international remittances. It is also observed that remittances indirectly influence energy consumption through economic growth and industrialization of Morocco.
2.3 Urbanization and Energy Consumption
Particularly, in emerging nations, urbanization has become a major source of economic development. In terms of greater access to education and the job market, fewer transportation expenses, and superior living conditions, moving from rural to urban residence makes economic sense. According to conventional wisdom, urbanization may raise energy consumption by moving output to a more energy-intensive end, increasing traffic flow, and stimulating infrastructure demand (Bai and Imura, 2000). However, urbanization may have a negative impact on energy owing to economies of scale in mass manufacturing, a decrease in personal transportation, and the adoption of green construction standards (Poumanyvong and Kaneko, 2010). As a result, the impact of urbanization on energy use is unclear. The theoretical and empirical literature has thoroughly studied the link between urbanization and energy use. The link between urbanization and energy intensity, according to Poumanyvong and Kaneko (2010) and Shahbaz et al. (2016), is dependent on several factors, including income level, industrialization and development phase, and population density in urban areas, which is also related to the type of energy pattern (non-renewable or renewable energies). By controlling for a country’s industrial development and technical progress, Liu and Xie (2013) discovered that the impacts of urbanization and industrialization on energy consumption varied between geographical locations. Human activities have become more important in environmental deterioration. Urbanization-related energy consumption is a hot topic in the study. However, the impact of urbanization on energy efficiency is debated because the existing literature has shown that urbanization increases energy use for moving economic activities and industrialization. The study by Liu (2009) has shown that urbanization increases energy consumption in the short and long term. Similarly, Madlener and Sunak (2011) find that urbanization increases energy consumption by expanding infrastructure. Al-mulali et al. (2012) have investigated the long-term influence of urbanization on energy consumption and established urbanization and energy use go in hand. Moreover, Al-mulali et al. (2013) continue to study the long-term relationship between urbanization and energy use in MENA nations. The study has documented that only high-income nations have a favorable long-term association. Similarly, Poumanyvong and Kaneko (2010) and Li and Lin (2015) show that urbanization has a favorable influence on energy usage in high-income nations but a negative effect in middle-income countries.
Sheng et al. (2017) investigated the effect of urbanization on energy consumption and efficiency by taking a panel of 78 nations for the period 1995–2012. The empirical output with system-GMM has documented that the urbanization process leads to increased energy consumption and degrades energy efficiency prospects. It suggests that energy inefficiency is the consequence of the process of urbanization. Urbanization is often considered to be the most important driver of economic development. The relationship between a nation’s level of urbanization and its energy consumption, which is dependent on the amount of economic activity in that country, has long been recognized (Yang et al., 2016). In a study, Nathaniel et al. (2019) investigated the association between ecological footprint, urbanization, and energy consumption in South Africa from 1965–2014. Bayer–Hanck cointegration test established a long-run association among variables; furthermore, the results of ARDL output revealed that excessive energy consumption and urbanization have a detrimental effect on environmental degradation. In a study, Liu (2009) examined the empirical effects by implementing the equation with the function of energy consumption, urbanization, financial development, and economic growth for the period 1978–2008. ARDL-bound testing confirms the long-run cointegration in terms of urbanization impact on energy consumption; the study documented that urbanization leads to a higher level of energy consumption.
Salim and Shafiei (2014) examined the influence of urbanization on the use of non-renewable and renewable energy in OECD nations. They discovered that although urbanization has a beneficial impact on non-renewable energy consumption, it has a statistically negligible effect on renewable energy consumption. Furthermore, they argue that the Granger causality test demonstrates no causal relationship between non-renewable energy usage and urbanization. In a study, Liu (2009) documented urbanization’s effects on China’s energy consumption as a decreasing trend, implying that energy-efficient technology integration in industrialization relies on energy consumption. Holtedahl and Joutz (2004) advocated that there are two plausible explanations for why urbanization will increase energy use. First, urbanization improves energy availability by allowing residences to be more easily linked to the grid. Second, families who previously lacked access to electricity in rural regions are likely to increase their dependency on it in urban areas due to greater current equipment usage and the acquisition of new ones.
2.4 Limitations in the Existing Literature

(1) According to the existing literature, a growing number of studies have been investigating the impact of globalization, urbanization, and remittances on energy consumption with time services and panel data in the different equations, meaning that target variables were present in a scattered manner, not in an equation. The present study has extended the existing literature by dragging the fresh insights into the empirical nexus between target variables and energy consumption in a single assessment.
(2) The existing literature revealed a one-directional assessment of energy consumption nexus with other macro-fundaments, indicating energy consumption measured by either renewable energy consumption or non-renewable energy consumption. The impact of target variables that are urbanization, globalization, and remittances on renewable and non-renewable energy in BRI nations with a commutative assessment is missing in the empirical studies. The present study has derived to mitigate the existing gap with fresh evidence.
3 MATERIALS AND METHODS
3.1 Model Specification
The energy nexus has been extensively investigated in the empirical literature by taking two likes of direction: determents of energy computation and the effects of energy consumption on aggregate economic units’ performance. Following the empirical studies such as Mrabet et al. (2019); Qamruzzaman (2021); Shahbaz et al. (2018); Zhuo and Qamruzzaman (2021), and Kumar et al. (2016), the study developed the following generalized empirical mode of execution:
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where REC denotes renewable energy consumption, NREC denotes non-renewable energy consumption, GLO denotes globalization, UR stands for urbanization, and REM represents remittances inflows; following the existing literature, see, for instance, the study added two additional variables in the empire equation; those are financial development (FD) and foreign direct investment (FDI). Eq. 1 can be reproduced by the inclusion of new variables as follows:
Before estimation, all the variables were transformed into a natural logarithm. Finally, Eq. 2 can be reproduced in the following manner:
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where REC denotes renewable energy consumption, NREC denotes non-renewable energy consumption; GLO explains globalization; UR stands for urbanization, REM stands for remittances, FDI denotes foreign direct investment, and FD stands for financial development. The coefficient of [image: image] explain the impact of explanatory variables on energy consumption in the equation. For the proxies of research variables, please see Table 1.
TABLE 1 | Variables definition and data sources.
[image: Table 1]3.2 Variables Definition and Sources
The present study intends to assess the effects of remittances inflows, urbanization, globalization, foreign direct investment, and financial development on energy consumption measured by renewable and non-renewable energy sources in BRI countries. A panel of 59 (fifty-nine) countries has been considered for empirical assessment.
Energy consumption: As dependent variables, the study has considered renewable and non-renewable energy sources for empirical assessment. According to the existing literature, two lines of evidence have been found regarding the proxies of energy consumption; a group of researchers focuses on conventional energy consumption (Hussain et al., 2022), and another group concentrates on renewable energy sources (Dong and Pan, 2020; Wang et al., 2021). Furthermore, another line of studies in recent times has deployed for both renewable and non-renewable energy consumption in assessing energy nexus (Abbas et al., 2020; Khan et al., 2021). To gain an in-depth understanding and explore a fresh insight, the present study has considered renewable and non-renewable energy consumption as a proxy for energy consumption.
Remittances: Remittance inflows in the economy have produced two effects: the second, excess purchasing power by the households induces additional consumption in the economy and boosts. The economic impact of remittances also can be observed in energy demand (Akçay and Demirtaş, 2015). The study of Adams and Cuecuecha (2013) documented the remittance’s role in economic growth and poverty reduction in the economy; moreover, energy consumption augmentation was documented in Ghana. International remittances are widely acknowledged as a substantial source of income for families left behind in their home countries, especially in developing nations. For most recipient households, remittance seems to be their primary source of income. As a consequence, it is anticipated that remittances would improve recipient families’ living standards and alleviate budget constraints, allowing for a beneficial change in domestic spending patterns.
Urbanization: Urbanization is a significant aspect of economic growth, including structural changes that impact energy usage (Jones, 1989). Urbanization concentrates people and businesses. It entails shifting labor from agriculture to industry and services, and within the industry, from low-energy primary product processing to high-energy metals and chemicals. Urbanization is responsible for changes in energy usage due to new manufacturing activities and the decline of existing ones. However, modernizing industrial technology introduces additional changes that impact energy efficiency. High-density cities consume less fuel than low-density cities because travel distances are shorter, and residents are more inclined to utilize public transportation. Another argument is that street lighting requires little power regardless of city density; therefore, bigger cities use less per capita (Larivière and Lafrance, 1999). As a result, there is significant bidirectional causality between urbanization and energy usage. Thus, the issue of urbanization and energy use should be tighter and more focused.
Globalization: As the world’s economies combine into a single market, “globalization” describes this trend. Nations’ globalizing efforts have been linked to liberalization policies, notably in the international industry. Energy market expansion, a need for global economic growth, has also been associated with globalization. Furthermore, national economy global integration prompts trade liberalization, foreign capital flows, knowledge sharing, and spillover effects (Chen and Chen, 2011). Resources like gas, oil, and coal have helped connect the globe in recent years. As a result, countries may have a tight relationship via energy exchange. This shows that globalization may be a significant factor in energy use (Qamruzzaman, 2014; Adebayo and Kirikkaleli, 2021). The impact of globalization on economic performance can be discovered in a three-dimensional way; first, economic globalization is explained by the augmentation of trade and investment between the host economy and others. Economic globalization opens markets for settling the unsettled demand with the assistance of others’ knowledge and technical know-how. These events eventually create additional energy demand. Second, Social globalization refers to population empowerment with advanced technical knowledge and expertise from other nations (Zhuo and Qamruzzaman, 2022). Advanced technological integration in the economy increases energy efficiency and forces the energy transition to clean energy instead of fossil fuel. Third, political globalization stands for international alliance and agreement with a common interest, such as environmental protection has a position at the apex. Political globalization promotes energy transition on the ground of environmental protection and ecological balance; moreover, energy efficiency can be ensured with green technological adaptation with common consensus (Godil et al., 2021).
Foreign direct investment: Domestic capital adequacy through foreign investment has played a critical role in ensuring sustainable economic growth. Furthermore, the impact of FDI has also been investigated in terms of energy demand in the economy (Amri, 2016; Salim et al., 2017; Bu et al., 2019). The FDI–energy nexus has revealed two lines of directional association; first, a group of researchers has documented that energy availably encourages foreign investors to channel their capital in the form of investment (Kok and Acikgoz Ersoy, 2009; Ranjan and Agrawal, 2011), and the second line of studies has established inflows of FDI in the economy that create additional demand for industrialization and economic progress (Leitão, 2015; Doytch and Narayan, 2016; Li et al., 2019).
3.3 Estimation Strategy
3.3.1 Cross-Sectional Dependency Test and Test of Heterogeneity
Globalization established interconnection worldwide; therefore, every economy is prone to react due to economic shocks in other economies (Jia et al., 2021; Qamruzzaman, 2022a; Zhuo and Qamruzzaman, 2022). As a result, empirical research employing panel data will almost certainly be necessary to ascertain the existence of cross-sectional dependence. Literature has suggested several ways to detect the possible presence of cross-sectional dependency by employing the CDlm test proposed by Breusch and Pagan (1980), the CDlm test with scaled version following Pesaran (2004), the CD test following Pesaran (2006), and the bais-adjusted LM test proposed by Pesaran et al. (2008).
The LM test statistics can be computed with the following equation:
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where [image: image] represents the pairwise correlation of the residuals.
The scaled version of the Lagrange multiplier (CDlm) can be implemented in the following manner:
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The proposed cross-sectional test established by Pesaran (2006), commonly known as the CD test, can be executed with the following equation:
[image: image]
Finally, the CD test following Pesaran et al. (2008), known as the bias-adjusted LM statistics, can be computed with the following equation:
[image: image]
3.4 Panel Unit Root Test
The discovery of the properties of variables in empirical estimation has been considered a critical step, especially in panel data assessment. For detecting variable stationarity properties, the study applied three first-generation unit root tests such as Levin, Lin and Chu test (Levin et al. (2002), Im, Pesaran, and Shin W-stat (Im et al., 2003), and ADF–Fisher–Chi-square test (Maddala and Wu 1999). However, due to the issue of cross-sectional dependency (CSD), the study utilized second-generation unit root tests, namely, cross-sectional augmented Dickey–Fuller (CADF) and cross-sectional augmented Im, Pesaran, and Shin (CIPS) familiarized by Pesaran (2007).
The framework for the unit root test with CADF following Pesaran (2007) is as follows:
[image: image]
Substituting long-term in Eq. 7 results in the subsequent Eq. 8:
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where [image: image] and [image: image] denote lagged level average and first difference operator for each cross-section, respectively; the CIPS unit root test can be computed as in Eq. 9:
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where the parameter [image: image] explains the test statistics of CADF, which can be replaced in the following manner:
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3.5 Westerlund Cointegration Test
The next step in panel data analysis is to determine the series’ long-run cointegration after establishing the stationarity of the study variables. Given CSD and heterogeneity concerns, we need second-generation panel cointegration tests that provide exact and trustworthy information on the long-run cointegration relationship between variables across various circumstances. The research used the error correction-based cointegration given by Westerlund (2007) to address the aforementioned problem. The cointegration test with error correction produces two sets of results: two group test statistics (Gt & Ga) and two-panel test statistics (Pt & Pa). The null hypothesis of Westerlund cointegration is that there is no long-run relationship between UR, GLO, REM, and EC (REC &NRC) in BRI nations.
The error correction techniques for long-run cointegration assessment are as follows:
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The results of group test statistics can be derived with Eqs 12 and 13:
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The test statistics for panel cointegration can be extracted by implementing the following Eqs 14 and 15:
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3.6 Dynamic Seemingly Unrelated Regression
Using Mark et al. (2005)’s dynamic unrelated regression (DSUR) model, the influence of remittances, urbanization, and globalization on energy consumption in BRI countries was explored. The DSUR approach is practical for panels with N-cointegrating regression equations much less than T time-series data. Furthermore, when heterogeneous sets of regressors are utilized in regressions and equilibrium errors are related through cointegration regressions, the DSUR outperforms non-system alternatives such as dynamic ordinary least squares (DOLS) and provides efficiency advantage methods. Furthermore, as previously stated, the DSUR may be used on heterogeneous or homogeneous panels (Hongxing et al., 2021; Andriamahery and Qamruzzaman, 2022).
The following DSUR equation is to be executed in detecting the variables’ elasticity of energy consumption:
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Dumitrescu and Hurlin’s (2012) Panel Causality Test
The present study has considered the modified non-Granger causality test offered by Dumitrescu and Hurlin (2012), which is capable of addressing the non-dynamic properties among the research units over the conventional Granger causality test. The following empirical estimation is to be implemented to document the directional association:
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The test forms the average statistic linked with the homogeneous null non-causality (HNC) hypothesis as follows:
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The harmonized z-test statistic can be derived by using the following equation:
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4 RESULTS AND DISCUSSIONS
4.1 The Slope of Homogeneity and Cross-Sectional Dependency Test
In panel data estimation, it is imperative to investigate the slope of homogeneity and cross-sectional dependency for selecting the appropriate panel data estimation techniques (Miao and Qamruzzaman, 2021; Qamruzzaman et al., 2021; Yang et al., 2021; Andriamahery and Qamruzzaman, 2022). For assessing the homogeneity test, the study employed the proposed techniques by Pesaran and Yamagata (2008) with the null hypothesis of “the slope of homogeneity” against the alternative hypothesis of “the slope of heterogeneity.” The homogeneity test results and cross-sectional dependency test are displayed in Error! Reference source not found. The test statistics and associated p-value of test statistics displayed in Panel–A of Table 2 confirm the rejection of the null hypothesis that the slope of the coefficients is heterogeneous. The study has implemented several cross-sectional dependency tests following Breusch and Pagan (1980), Pesaran (2004), Pesaran (2006), and Pesaran et al. (2008). The test statistics and associated p-value in panel–B of Table 2 suggest the null hypothesis’s rejection, alternatively confirming the sharing of certain common dynamics among the research units.
TABLE 2 | Slope of homogeneity and cross-sectional dependency test.
[image: Table 2]Identification of the variable’s order of integration in empirical estimation positively guided selecting appropriate econometrical techniques to document the variable’s elasticity. The present study has implemented both first-generation panel unit root tests following Levin–Lin–Chu (LLC) familiarized by Levin et al. (2002), Hadri (2000), and Breitung (2001) and the second-generation panel unit root tests commonly known as CIPS and CADF initiated by Pesaran (2007), which are capable of handling the cross-sectional dependency among research units. The results of the first-generation unit root tests are displayed in panel-A of Table 3. According to test statistics and associated p-value (see panel-A of Table 3), it is manifested that all the variables are stationary after the first difference. However, the first-generation estimator may not be the appropriate reliable results due to the test’s low power (O'Connell, 1998). Next, the study implemented a unit root test with cross-sectional dependency, and their results are displayed in panel–B of Table 3. The study documented the rejection of the null hypothesis since the p-values of all the test statistics are statistically significant at 1%.
TABLE 3 | Results of the panel unit root test.
[image: Table 3]4.2 Panel Cointegration test
Next, the study has implemented a panel cointegration test to establish the long-run cointegration between urbanization, remittances, globalization, and energy consumption in BRI nations. To do so, the study has executed the cointegration test following Pedroni (1999; 2004)and Westerlund panel cointegration test proposed by Westerlund (2007). The results of the panel cointegration test are displayed in Table 4. Referring to the test statistics and associated p-value of the Pedroni cointegration test (see panel–A of Table 4), it is obvious that the majorities are statistically significant out of 11 test statistics at a 1% significance level. This suggests the availability of long-run association in the empirical equation. Furthermore, in the cointegration test with the error correction term (see panel–B of Table 4), it is apparent that both group and probability statistics are significant at a 1% significance level. The finding suggests that the null hypothesis of no cointegration is rejected. Thus, cointegration exists among the analyzed variables, namely, EC, UR, REM, and GLO.
TABLE 4 | Panel cointegration test.
[image: Table 4]4.3 Baseline Estimation With OLS, Fixed Effect, and Random Effect Models
To get a preliminary understanding of the possible association between remittances, urbanization, and globalization with energy consumption, the study has implemented the baseline assessment through ordinary OLS, random effects (RE), and fixed effects (FE). According to the test statistics from the Hausman test, the fixed effect model has revealed efficient estimation in this regard.
Referring to empirical output displayed in col [3] of Table 5, the study findings suggest the positive and statistically significant elasticity to renewable energy consumption from remittance inflows in the economy (a coefficient of 0.361), urbanization (a coefficient of 0.623), and globalization (a coefficient of 0.522). It advocates that clean energy integration in the aggregate economic activities and environmental protection can be accelerated through efficient channelizing of migrant remittances, planned urban development, and global integration, while foreign direct investment (a coefficient of -0.219) and financial development (a coefficient of -0.033) revealed a negative association with renewable energy consumption in BRI nations.
TABLE 5 | Results of baseline model estimation.
[image: Table 5]Furthermore, baseline model estimation with non-renewable energy consumption as a dependent variable (see, col [6] of Table 5) was carried out. The coefficients of remittances (a coefficient of 0.143) and urbanization (a coefficient of 0.102) have exposed a positive tie to an increase in non-renewable energy demand in the economy, whereas globalization has been detected as negative and statistically significant. The financial development (a coefficient of 0.232) and foreign direct investment (a coefficient of 0.435) have found the augmenting factors for non-renewable energy demand in BRI nations.
4.4 DSUR Long-Run Estimation Results
The study documents the variable magnitudes on energy consumption in BRI nations. The target model assessment with DSUR output is displayed in Table 6.
TABLE 6 | Results from panel DSUR.
[image: Table 6]Referring to the nexus between remittances and renewable (non-renewable) energy consumption, the study has documented a positive and statistically significant connection with a coefficient of 0.1619 (0.0759). In particular, a 10% growth in remittance inflows in the economy will increase energy demand acceleration by 1.619% int. Our study findings are supported by the existing literature, such as Das et al. (2021) for Bangladesh, Qin and Ozturk, (2021) for China, and Rahman et al. (2021) for the South Asian economy. Remittances’ impact on energy consumption in BRI nations is obvious because of excess money flows in the economy, that is, remittance receipts and households have increased their present consumption, and capital accumulation has been accelerated. Capital adequacy and excess demand in the economy inject forces into aggregated output promotion, and therefore the demand for energy consumption has increased. Remittances contribute to both domestic consumption and foreign reserves at the macro-level, help in the growth of the financial sector, assure capital market development, and boost a country’s balance of payment position. Remittances may play an essential role in sponsoring social initiatives on a large scale (Akçay and Demirtaş, 2015). Finally, micro-remittances may play an important role in self-insurance and income assistance inside the recipient country.
The impact of urbanization on renewable (non-renewable) energy consumption has revealed a positive association, indicating that the energy demand has augmented in BRI nations regardless of the sources. More precisely, a 10% growth in urbanization in BRI nations will increase the energy demand by 0.274% for non-renewable energy consumption and 0.734% for renewable energy consumption. Our findings are in line with the existing literature, see, for instance, Salim and Shafiei, (2014) for OECD, Yang et al. (2016) for China, and Yu et al. (2020) for BRI nations. Mrabet et al. (2019) revealed that developing nations intensify their non-renewable energy demand due to urban development compared to emerging nations. The use of non-renewable and renewable energy in OECD nations is affected by urbanization, according to Salim and Shafiei, (2014). Furthermore, the study advocated that although urbanization decreases non-renewable energy usage, it has a statistically minor impact on renewable energy use.
The magnitudes of globalization on renewable energy consumption (non-renewable energy consumption) has revealed positive (negative) and statistically significant association. Study findings advocate that global economic integration encourages and increases the clean energy demand in the economy, whereas the excessive dependency on non-renewable energy sources has declined. In particular, a 10% further globalization integration of the economy can positively grow green energy production by augmenting the renewable energy demand by 0.564%. The energy demand for conventional sources has decreased by 1.496%. Globalization has a long-term positive (detrimental) impact on energy use, which is similar to the findings by Qamruzzaman and Jianguo, (2020) for India and Saud et al. (2018) for China but not by Dogan and Deger, (2016) for Brazil or Shahbaz and Lean, (2012) for Singapore. Globalization is a long-term process that helps the B&R project reduce its energy use. The negative association might be due to the adoption of advanced energy-efficient technologies into industrial processes, or it could be due to a lack of improvement in the total production factor and economic growth. Rapid economic growth leads to a large energy demand for goods and services if modern or energy-efficient technologies are not used in the production process (Solarin et al., 2013). Furthermore, globalization assists the transfer of innovative technologies from cross-border, that is, from developed countries to developing countries. It brings an innovative production method rather than the traditional production methods and increases the comparative advantages among different nations. It boosts trade and economic activities, thus boosting financial markets and bringing innovation and fresh knowledge to the regions.
The study found that FDI promotes energy consumption in B&R initiative countries, that is, the coefficient of FDI has exposed positive and statistically significant to renewable (a coefficient of 0.0705) and non-renewable (a coefficient of 0.1708). In particular, a 10% growth in foreign direct investment will increase energy consumption by 0.705% in renewable energy and 1.708% in non-renewable energy sources. FDI inflows, as we discovered, are a crucial driver of the high energy consumption in the initiative zones, and this conclusion has been verified by studies undertaken for the G20, Malaysia, and the SAARC region, including Lee Shujah ur et al. (2019) and Ozturk and Acaravci, (2013). However, in terms of the United States, our findings differ from Farhani and Solarin, (2017). Foreign direct investment (FDI) in the region and the establishment and growth of new and existing enterprises by foreign investors increase the region’s need for energy. Foreign direct investment may raise per capita energy consumption by bringing inefficient energy consumption technologies, a lack of knowledge, and high population movement. In the B&R initiative nations, FDI inflows positively impact energy usage.
The study documented that financial development deters (promotes) non-renewable energy (non-renewable energy) in BRI countries, implying that financial development in the economy reduces the non-renewable energy demand and assists in establishing the environmental sustainability of the inclusion of inclusion green energy. More specifically, a 10% growth in financial development will reduce non-renewable energy consumption by 0.114% and accelerate renewable energy consumption by 0.972% in BRI nations. On a more general level, this confirmation is consistent with studies by Alam et al. (2015) and Shoaib et al. (2017) for South Asian Association for Regional Cooperation (SAARC) member nations.
4.5 Dumitrescu–Hurlin Panel Causality
The panel grange causality test results are displayed in Table 7, including panel–A for REC and panel–B for NON-REC. Referring to causality test output where energy consumption is measured by renewable energy consumption, displayed in panel–A, the study documented bidirectional causality running between globalization and renewable energy consumption [REC←→GLO]; foreign direct investment and renewable energy consumption [FDI←→REC]; and financial development and renewable energy consumption [FD←→REC]. Moreover, the unidirectional causality revealed between urbanization to renewable energy consumption [UR→REC], which is supported by the existing literature such as Halicioglu (2007) for Turkey and Zhang and Lin, (2012) for China and remittances to renewable energy consumption [REM→REC]. Referring to causality results displayed in panel–B with non-renewable energy sources to measure energy consumption in the equation, the study divulged bidirectional causality running between urbanization, globalization, and remittances to non-renewable energy consumption [NREC←→REM], [NREC←→UR], which is supported by Shahbaz and Lean, (2012) for Tunisia, [NREC←→GLO], and furthermore, unidirectional causality available between non-renewable energy to foreign direct investment and financial development [NREC→FDI; NREC→FD].
TABLE 7 | Results of Dumitrescu–Hurlin (DH) panel causality test.
[image: Table 7]4.6 Discussion of the Findings.
Inflows of remittances in BRI countries revealed positive and statistically significant energy consumption, but in terms of elasticity, remittances augmented clean energy integration more prominently than non-renewable sources. Our study findings are supported by the existing literature works, such as Das et al. (2021) for Bangladesh, Qin and Ozturk, (2021) for China, Rahman et al. (2021) for the South Asian economy, Akçay and Demirtaş, (2015) for Morocco, and Ari (2022) for MENA economics. Study findings suggest that a household’s capacity to expense with migrant remittances boosts purchasing power and simultaneously injects capital-intensive forces with additional energy demand for economic progress. Remittance inflows intensify the energy consumption in the economy positively in two distinct manners that are direct and indirect energy consumption. Remittance inflows immediately enhance recipient families’ disposable income and fueling demand for durable and luxury items such as refrigerators and vehicles that need energy to operate (Deng et al., 2022). Indirectly, increasing economic activity due to remittance inflows may increase energy use. The multiplier effect and the beneficial spillover effect can boost energy consumption because recipient families create demand for products and services such as retail trade, real estate development, and transportation when they spend their remittances (Brown et al., 2020).The study by Sahoo and Sethi, (2020) revealed that remittance inflows in India accelerate energy consumption through industrial development channels. Remittances inflow in the economy augmented the present level of energy consumption through two distinct models. First, remittance-led energy consumption can be observed with a direct impact, indicating the increase in the standard of living of the population due to additional purchasing power and positive change in the present level of consumption. Furthermore, remittance inflows ensure foreign reserves adequacy and stability in international payment, which eventually confirms exchange rate stability and boosts economic activities with excess energy demand (Ratha and Mohapatra, 2007). Second, remittance-led financial development explained that domestic savings have increased with the increase of migrant remittances, eventually boosting capital formation and investment. Rahman et al. (2021) documented that remittances increase energy consumption more in the long run than in the short run.
The coefficient of urbanization has established positive and statistically significant association with energy consumption in BRI nations. Study findings suggest that overall economic development through industrialization and infrastructural development will increase the energy demand. Our findings are in line with existing literature, see, for instance, Salim and Shafiei, (2014) for OECD, Yang et al. (2016) for China, Yu et al. (2020) for BRI nations, and Belloumi and Alshehry, (2016) for Saudi Arabia. Energy consumption acceleration with urbanization can be experienced in diversified channels. First and foremost, increased energy consumption by urban infrastructure is required to support increased economic activity in metropolitan regions. As a consequence of urbanization, production is migrating away from agriculture, which consumes less energy, and toward industrial sectors, which use more energy (Jones, 1991; Sadorsky, 2013; Usman et al., 2022b). Second, contemporary structures have more energy-consuming equipment than older buildings (refrigerators and air conditioning) (Usman et al., 2022a). Finally, as cities grow more urbanized, motorized traffic and congestion rise, resulting in higher energy use (Ferdaous and Qamruzzaman, 2014; Wang, 2014; Jianguo and WEI, 2016; Jianguo and Qamruzzaman, 2017). Urbanization, populations, and economic activity are increasingly concentrated in cities; due to rural-to-urban migration, agricultural industries in rural regions are losing personnel to the city’s industrial and service sectors, respectively (Zheng and Walsh, 2019). As a result of this economic structural transformation, we now utilize natural resources and energy differently. Agricultural production has shifted from low-energy to high-energy demanding forms of production, although new technology and industrialization have impacted the sector (Nathaniel et al., 2019). As a result of urbanization, the amount of production and the market’s breadth has increased dramatically in recent decades. Furthermore, the construction, operation, and maintenance of urban infrastructure and services, such as housing, water supply, roads, and bridges, are expected to use more energy than their rural counterparts (Madlener and Sunak, 2011). It appears that non-renewable fossil fuels will continue to be the primary source of energy for humans even though electricity generation from renewable energy sources (hydropower, biomass, biofuels, wind, and geothermal and solar power) has increased significantly in developed countries in recent years. Renewable energy sources are also constrained since they are not always readily accessible. Poumanyvong and Kaneko, (2010) discovered that urbanization has a considerable influence on transportation and road energy consumption in high-income countries, which may explain an increase in non-renewable energy consumption (higher than the low- and middle-income groups). People in industrialized nations still widely rely on personal vehicles for their daily errands. Motorized passenger traffic uses up to ten times as much energy as a well-organized and demand-oriented public transit system (Weiler, 2006). In contrast, the transportation sector is strongly reliant on fossil fuels (97 percent of transportation energy is derived from oil).
The impact of globalization has been documented with positive (and negative) on renewable (non-renewable) energy consumption in BRI nations. Our findings are supported by the existing literature, for instance, by Qamruzzaman and Jianguo (2020) for India and Saud et al. (2018) for China, but not by Dogan and Deger, (2016) for Brazil, Shahbaz and Lean, (2012) for Singapore, and Liu (2022) for China. National economy global integration prompts trade liberalization, foreign capital flows, knowledge sharing, and spillover effects (Chen and Chen, 2011). Resources such as gas, oil, and coal have helped connect the globe in recent years. As a result, countries may have a tight relationship via energy exchange. This shows that globalization may be a significant factor in energy use (Adebayo and Kirikkaleli, 2021). The impact of globalization on economic performance can be discovered in three dimensions; first, economic globalization is explained by the augmentation of trade and investment between the host economy and others. Economic globalization opens markets for settling the unsettled demand with the assistance of others’ knowledge and technical know-how. These events eventually create additional energy demand. Second, social globalization refers to population empowerment with advanced technical knowledge and expertise from other nations (Zhuo and Qamruzzaman, 2022). Advanced technological integration in the economy increases energy efficiency and forces the energy transition, including clean energy instead of fossil fuel. Third, political globalization stands for international alliance and agreement with a common interest, such as environmental protection has a position at the apex. Political globalization promotes energy transition on the ground of environmental protection and ecological balance; moreover, energy efficiency can be ensured with green technological adaptation with common consensus (Godil et al., 2021).
5 CONCLUSION AND POLICY RECOMMENDATIONS
The motivation of the study was to explore the role of urbanization, remittances, and globalization on energy consumption in BRI nations for the period 2004–2020. A panel of 59 (fifty-nine) BRI nations has been considered for the assessment, and the selection of sample countries purely depended on data availability. Several panel data estimation techniques have been applied, including CIPS and CADF for panel unit root test, cointegration test with error correction, dynamic seemingly unrelated regression, and Dumitrescu–Hurlin panel heterogeneous causality test. The coefficient of globalization has exposed negative (positive) and statistically significant ties with non-renewable (renewable) energy consumption, whereas remittances and urbanization revealed positive and significant associations with both renewable and non-renewable energy consumption. The directional causality test documented bidirectional causality between globalization and renewable energy consumption and urbanization, globalization, and remittances to non-renewable energy consumption.
On a policy note, the study has come up with the following suggestions for future development with the best possible effects of remittances, globalization, and urbanization on energy development in BRI countries:
(1) Remittance leads to economic growth worldwide through poverty reduction, domestic market expansion, and equitable development, which is critical for achieving sustainable development goals (SDG). Furthermore, efficient channelizing remittance in society increases the aggregated output with the micro- and macro-level contribution at the cost of excess energy demand and environmental adversity. Remittance leads to energy consumption in the economy, according to the existing literature, while remittance recipient households can use some of their additional income to meet increased energy demand. It is important for the government to distribute energy at a subsidized rate for low-income households. Finally, some energy sources are the major producers of greenhouse gases. Therefore, to reduce the potential negative impact on the environment, the government of BRI nations should use alternative sources of energy, such as nuclear power plants. Therefore, it is advocated that the government in respective economies must be very cautious in remittance inflow reallocation for capital allocation and investment with the appropriate consensus of clean energy integration.
(2) Globalization offers international integration in terms of economic and financial development. Advanced knowledge sharing, technological advancement, energy efficiency, and optimization of natural resources are the ultimate benefits of global integration. A new approach to energy usage must be devised to achieve the necessary economic growth and environmental quality via globalization. This procedure must be more eco-friendly. Energy efficiency, reduced energy consumption, fuel switching, and technological advancements are examples of non-destructive economic growth strategies that do not damage the environmental quality or upset ecological equilibrium. Thus, it is suggested to keep an eye on global development in every aspect, and the government has to act accordingly; otherwise, the ultimate opportunity from globalization is energy efficiency, security, and diversification that can be missed out and leads to ecological imbalance. Hence, from a policy perspective, we suggest that policymakers in these economies should not underestimate the significant role of globalization in energy demand function while formulating and implementing environmental policies.
(3) Economic growth stimulated through urbanization should not be the cost of environmental degradation. The clean energy integration in urban development has to be insured by offering structured environmental policies and expectations. Evidence implies that urbanization has a considerable inverted U-shaped impact on energy intensity, as empirical evidence shows. This suggests that, although nations must use a large amount of energy during the first stages of urbanization, urbanization stops increasing the intensity of energy consumption beyond a certain point. When taken to this level, improving energy efficiency in diverse nations would spur urbanization, and as a result, it is appropriate to base energy consumption on the amount of urbanization in a given region.
The present study is not out of certain limitations. First, we investigated the role of remittances, urbanization, and globalization in energy consumption in BRI nations, and future studies can be initiated with the inclusion of domestic capital adequacy and the green environment concept. Second, future studies can be implemented with the nonlinearity framework for addressing the impact of urbanization, remittances, and globalization on energy demand in BRI nations.
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This study explores the effect of renewable energy and agriculture on CO2 emissions in a sample of 94 middle-income countries for the years 2000–2015. Using two-step generalized method of moments (GMM) regression, we find there is a negative relationship between renewable energy production, agriculture value added and per capita CO2 emissions. If causal, a 1% increase in renewable electricity output leads to a 0.18% decrease in CO2 emissions. Our results remain robust when we include additional control variables. Our study suggests that policy tools such as subsidies or low interest loans can be used to promote renewable energy consumption in middle-income countries.
Keywords: agriculture, renewable, energy, CO2 emission, middle-income countries
INTRODUCTION
Air pollution and climate change are the most crucial ecological threats for humanity in the 21st century. A recent study shows that global excess mortality from all ambient air pollution is estimated at 8.8 million/year, exceeding that of tobacco smoking, AIDS and all types of social conflicts and violence (Lelieveld et al., 2020 p. 1910). Indeed, air pollution has numerous negative health impacts in developing and high-income countries. For example, air pollution has been related to lung problems (Wang et al., 2019), bronchitis (Hooper et al., 2018), and cancer (Cheng et al., 2020). The prospective societal costs associated by greenhouse gas emissions are reflected by Sustainable Development Goal 13 Climate Action, which envisages the integration of climate change measures into national policies, strategies and vision.
According to the US Environmental Protection Agency, CO2 emissions account for 65% of global greenhouse gas emissions. According to the data from World Bank, the highest growth in CO2 emissions based on income groups was observed among middle-income countries, where carbon emissions have increased by more than 130% over the period 1960–2016, compared to 40% in high-income countries and 25% in OECD member states.
The CO2 emissions normalized for populations in middle-income countries for the years 2000–2016 are plotted in Figure 1. Evidently, there is a rising trend of carbon emissions, which seems to follow economic growth trends, demographic changes and other socio-economic processes that were taking place in this group of nations. Considering that rising carbon emissions have negative implications for societal wellbeing, empirical research on the drivers of CO2 emissions has proliferated over the past 2 decades (Azam et al., 2016; Akram et al., 2019; Dong et al., 2019).
[image: Figure 1]FIGURE 1 | CO2 emission per capita.
The research on the determinants of CO2 emissions stems from the studies exploring the effect of economic growth (development) on environmental degradation. A number of earlier studies have reported that economic growth does not have a common effect on environmental degradation as countries climb up the GDP per capita ladder, the so-called environmental Kuznets curve phenomenon (Grossman and Krueger, 1991). As suggested by Shahbaz and Sinha (2019) (p. 107), “With rise in the level of income, when economy starts to develop, the pace of deterioration slows down, and at a particular level of income, environmental degradation starts to come down and environmental quality improves.” In one of the earlier empirical studies, Shafik (1994), using simple regression methods on data for 149 nations for the years 1960–1990, shows that GDP explains 85% of variation in CO2 emissions. On the other hand, one of the most recent large-N studies by Dong et al. (2016) documents that GDP explains only up to 48% of carbon emissions in a sample of 189 nations for the period 1990–2012. Considering the decreasing explanatory power of economic growth in modeling the antecedents of CO2 emissions, the impact of other factors on environmental quality has gained growing attention in recent environmental research literature. These studies report that institutional and macroeconomic indicators, such as trade openness, energy consumption, globalization, urbanization, financial development, ICT sector and tourism, are related to carbon dioxide emissions (Boutabba, 2014; Begum et al., 2015; Wang et al., 2016; Chaabouni and Saidi, 2017). Moreover, within research on the energy- CO2 emissions nexus, another strand of research has emerged that highlights the importance that the renewable energy sector plays in empirical modeling of CO2 emission across nations.
It is essential to explore the effect of renewable energy on CO2 emissions, as it has been related to economic growth (Pao and Fu, 2013) and “financing costs for renewable energy technologies have decreased substantially over the past 18 years, helping make renewables more cost competitive” (Egli et al., 2019 p. 835). Moreover, a better understanding of the effect of renewable energy on CO2 emissions is needed within the background of the recent research investigating the relationship within the energy-environment nexus (Acheampong, 2018). The global market indicators such as US interest rate and oil prices will contribute to the shift towards renewable energy consumption in some of the developing and developed economies (Samour et al., 2022; Samour and Pata, 2022). Indeed, a case study from Ecuador shows that “it is possible to control the CO2 emissions even under a scenario of continuous increase of the GDP, if it is combined with an increase of the use of renewable energy” (Robalino-López et al., 2014 p. 11). The importance of renewable energy has been highlighted in the policy reforms in developing countries. According to the “Development Strategy of New Uzbekistan for 2022–2026″, special attention is paid to the development of “green” energy in the country. Thus, as a result, 25% of the electricity produced in Uzbekistan by 2026 will come from renewable energy sources1.
A number of empirical studies explore the relationship between renewable energy and CO2 emissions across countries with different income levels (Ayobamiji et al., 2022; Szetela et al., 2022). For example, Maslyuk and Dharmaratna (2013) investigate the relationship between renewable energy and CO2 emissions in 11 middle-income countries in Asia for the period 1980–2010. Using structural vector auto-regression (SVAR), the authors find that renewable electricity generation leads to an increase in carbon emission. Inglesi-Lotz and Dogan (2018) empirically model the predictors of CO2 emissions in 10 Sub-Saharan Africa countries over the years 1980–2011. The study finds that there is a long-run relationship between renewable energy and CO2 emissions, and renewable energy decreases carbon emissions. In a more recent study, Dong et al. (2020), using data for 120 countries over the years 1995–2015, explore the link between renewables and CO2 emissions. The authors find that renewable energy exerts a negative, although insignificant, effect on carbon emissions for all income levels.
Overall, the empirical research on the energy-emissions nexus suggests that an increase in renewable energy is instrumental in reducing carbon emissions, but the growth in non-renewable energy consumption is not. These findings are confirmed for OECD (Shafiei and Salim, 2014), developing countries (Ito, 2017), Thailand (Boontome et al., 2017), top renewable energy countries (Dogan and Seker, 2016), and 74 nations (Sharif et al., 2019).
A few separate studies explore the effect of renewable energy along with other factors on environmental degradation. One strand of research that explores global interrelations between renewable energy and CO2 emissions considers, in particularly, the role of institutions. For example, Bhattacharya et al. (2017) investigates the role that renewable energy and quality of institutions have on CO2 emissions in a sample of 85 nations during 1991–2012. The results suggest that an increase in renewable energy consumption and quality of institutions reduce carbon emissions. Leitão (2021) tests the role of corruption, renewable energy and economic growth in predicting CO2 emissions in selected European countries over the period 1995–2015. The results from various econometric methods show that corruption and GDP growth lead to environmental degradation, while renewable energy use mitigates CO2 emissions. Acheampong et al. (2021) uses two-step GMM estimator on a sample of 45 Sub-Saharan Africa countries to capture the role of institutions in renewable energy and CO2 emissions relationship. The study documents mixed evidence. First, institutions offset the negative effect of economic growth on CO2 emissions. However, the study fails to uncover causal relationship between renewable energy and CO2 emissions in their sample. Hamid et al. (2022) explore complex links between governance, energy use and CO2 emissions in BRICS over the period 2006–2017. The empirical results show that democracy and good governance has negative effect on environmental degradation. Moreover, these variables mediate the link between economic growth and CO2 emissions. The study also shows that renewable energy reduces CO2 emissions in the long run. Overall, these and other studies show that institutions have negative effect on CO2 emissions, globally (Lv, 2017; Ahmed et al., 2022).
The remaining recent research investigates the relationship between renewable energy, various economic variables and CO2 emissions across nations. For example, Jebli et al. (2020) explore the relationship between renewable energy use, industry value added, services value added and carbon dioxide emissions across 102 countries. The results suggest that renewable energy use decreases CO2 emissions across all income groups, except lower-middle income countries. Tiba et al. (2016) investigate the relationship between renewable energy, trade and CO2 emissions in 24 high- and middle-income countries over the period 1990–2011. The results show that in high-income countries, there is bi-directional causality between renewable energy and emissions, while in middle-income countries there is unidirectional causality, running from renewable energy to environmental degradation. At the same time, there is bi-directional causality between trade and CO2 emissions. Alola and Joshua (2020) find that renewable energy use decreases CO2 emissions only in the short run. In turn, globalization has negative (positive) effect on CO2 emissions in short (long) run. Saidi and Omri (2020), using data for 15 major renewable energy consuming countries, assess the relationship between renewable energy, economic growth and carbon emissions. The study applies the cointegration technique and the vector error correction model for the years 1990–2014. The study reports a bi-directional relationship between renewable energy and CO2 emissions in the short run and no causal link in the long run. Akram et al. (2020) explore the effect of renewable energy, energy efficiency and other macro-social variables on CO2 emissions in a sample of 66 developing nations over the period 1990–2014, using fixed-effect panel quantile regression (PQR). First, the study confirms the existence of environmental Kuznets curve in developing countries. Second, the authors show that renewable energy decreases CO2 emissions in their sample. Adams and Acheampong (2019) investigate the effect of democracy and renewable energy on CO2 emissions in a sample of 46 countries in Sub-Saharan Africa for the years 1980–2015. The study documents that renewable energy decreases CO2 emissions; thus, the authors highlight the importance of further investment in green energy sector to curb emissions. In a follow-up study, Acheampong et al. (2019) explore the role of globalization and renewable energy on CO2 emissions in Sub-Saharan Africa over the period 1980–2015. The empirical results suggest that renewable energy and FDI decrease air pollution, while trade openness promotes environmental degradation. The results in these and other findings lead to a conclusion that exploring and shifting to environment-friendly energy generating projects and exploiting sources like water, wind, solar, nuclear and hydrogen-based energy, natural gas exploration and other low-carbon generating sources of energy, and raising the productivity of the energy input, should be the target to achieve sustainable economic development (Jebli et al., 2020 p. 409).
The goal of this study is to contribute to this line of scholarly research by exploring the effect that renewable energy production and the agriculture sector have on CO2 emissions in a particular region, namely, middle-income countries, during the period of 2000–2015, which captures the pre- and post-global financial crisis years. One of the reasons to consider the role of agriculture in the renewables–environmental quality nexus is its rising importance over the past decade. Ongoing negative impacts of climate change will have significant negative implication for food security and human wellbeing (Lake et al., 2012). Therefore, understanding how various economic sectors such as agriculture and energy can adapt to climate change and mitigate CO2 emissions to improve quality of life has significant policy implications (Di Falco et al., 2011). The FAO (2009) forecasts suggest that the global demand for food may plummet to 70% in the next 3 decades. As a result, the contribution of agriculture to global GDP is projects to increase in some countries. Consequently, it is essential to explore the nature of relationship between agriculture and CO2 emissions in middle-income countries. Middle income countries are associated with higher rates of population and economic growth compared to other regions such as OECD, EU or high-income countries. Therefore, these economic and demographic transitions exert additional pressure on agriculture sector among the middle-income countries (Figure 2).
[image: Figure 2]FIGURE 2 | GDP growth and population growth in selected regions, 2000–2015. Source: World Bank.
Moreover, while a number of studies explore the link between agriculture and CO2 emissions, the results are at best mixed. Jebli and Youssef (2017) examine five North African countries over the period 1980–2011 and find a bidirectional causality between CO2 and agriculture in both the short and long run. The authors conclude that policymakers in this region should promote the adoption of renewable energy technologies as it enhances the agriculture production and serves as a tool to curb global climate change. Mahmood H. et al. (2019) use symmetrical and asymmetrical analyses to explore the effect of agriculture on CO2 emissions in Saudi Arabia, and they report that agriculture reduces CO2 emissions once its share in GDP exceeds 3.22%. Sarkodie et al. (2019) demonstrate that an increase in the agriculture value added decreases CO2 emissions in a sample of 14 African countries over the period 1990–2013. In a more recent study, Ikram et al. (2020) investigate this effect for South Asian Association for Regional Cooperation (SAARC) countries using grey relational analysis (GRA) models and confirm the negative effect. Moreover, the single country results show that the effect is largest for Pakistan and smallest for Bhutan. In contrast, Doğan (2018) studied China over the period 1971–2010 using cointegration and autoregressive distributed lag (ARDL) methods and demonstrates that agriculture escalates carbon emissions in the long run. The author concludes, “Government should promote projects such as organic farming through using new environmentally friendly technologies, reasonable use of pesticides and chemical fertilizers to reduce the country’s pollution level and CO2 emissions.” Ali et al. (2019) have also reported positive effect of agriculture value added on the CO2 emissions in Pakistan using data covering 1961–2014 and utilizing autoregressive distributed lag (ARDL) model and pairwise Granger causality test. Considering mixed evidence suggested by nascent research our study attempts to further shed some light on the agriculture and CO2 emissions nexus.
Our study contributes to the related empirical environmental research in a number of ways. First, it provides empirical evidence on the effect of renewable energy and agriculture on CO2 emissions in middle-income countries. By focusing on this group of economies, we attempt to reduce the role and influence that GDP per capita has in energy- CO2 emissions nexus. Second, we also use two-step GMM regression to account for the problems of heteroskedasticity, autocorrelation and endogeneity.
DATA AND METHODS
A panel data of 94 middle-income countries for the years 2000–2015 is used in our empirical analysis2. The nations were chosen based on the criteria of the World Bank’s income level classification methodology. The final set of countries in our study is dictated by the availability of relevant data points for the main variables of interest. We use panel data as it captures both time series and cross-section dimensions of the data. As a result, the panel data should offer us more credible and reliable results.
One of the conventional theoretical models to assess the link between development and CO2 emissions is the EKC framework. This model posits quadratic relationship between GDP and environmental degradation:
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We extend EKC framework by additionally incorporating agriculture and renewable energy sectors and a set of controls suggested by empirical research. The empirical model in its generalized form is expressed below, and the subscripts i and t represent country and year, accordingly.
[image: image]
where CO2 is carbon emissions per capita; AG is agriculture as a percentage of GDP; RE is renewable electricity output as a percentage of total electricity; GDP is GDP per capita; ΔGDP is GDP growth; TO is trade as a percentage of GDP; FDI is foreign direct investment as a percentage of GDP; EF represents economic freedom index.
In our study, the dependent variable is carbon dioxide (CO2) emissions. CO2 emissions data is obtained from the Global Carbon Atlas dataset (http://www.globalcarbonatlas.org/en/CO2-emissions). CO2 emissions are measured as territorial emissions in tCO₂ per capita.
The main independent variables in this study are renewable energy and agriculture. Renewable energy is measured as renewable electricity output as a percentage of total electricity output. Renewable electricity is the share of electricity generated by renewable power plants in total electricity generated by all types of plants. Agriculture is measured by agriculture, forestry, and fishing, value added as a percentage of GDP. The data for these variables is obtained from World Bank Indicators.
As discussed above, we extend the EKC framework by including variables that are linked to CO2 emissions in cross-country research. First, we control for the GDP growth as economic activity is interlinked with carbon emissions (Cai et al., 2018). The economic growth is measured by the annual rate of GDP growth (%). The data comes from the World Bank. In addition, we control for trade openness and FDI (Haug and Ucal, 2019). Both trade and FDI are measured as % of GDP and obtained from the World Bank. In order to capture the role that economic institutions play in predicting CO2 emissions, we include the economic freedom index (EFI) from Heritage Foundation in our analysis. A number of studies explore the effect of economic freedom on CO2 emissions in Africa (Adesina and Mwamba, 2019) and EU (Rapsikevicius et al., 2021). The descriptive statistics are reported in Table 1. The correlation matrix reported in Table 2 shows the absence of multicollinearity in our data.
TABLE 1 | Descriptive statistics.
[image: Table 1]TABLE 2 | Correlation matrix.
[image: Table 2]In our study, the econometric results may suffer from the issue of reverse causality and simultaneity. For example, empirical research shows that renewable energy may have bi-directional causality to economic growth (Omri, 2014). Furthermore, our model may suffer from omitted variable bias. Studies show that human capital is linked to CO2 emissions (Mahmood N. et al., 2019) and renewable energy consumption (Khan et al., 2020). Therefore, following Asongu et al. (2018), we use a two-step GMM estimator to take into account the problem of endogeneity in cross-country studies. The technical discussion of the two-step GMM estimator can be found in Arellano and Bover (1995). Moreover, considering that panel data suffers from heteroskedasticity and autocorrelation, Blundell and Bond (1998) show that the two-step GMM estimator efficiently resolves these two problems. Moreover, GMM estimator is used by extant research to understand the drivers of CO2 emissions (Abid, 2016; Nuber and Velte, 2021; Mentel et al., 2022). The two-step GMM estimator is particularly used when 1) the number of nations in the study is greater than the time period; 2) there is a high correlation between CO2 emissions and its lagged value; 3) there is a need to address the existing problems of endogeneity and simultaneity in the model. Our case satisfies all the above-mentioned conditions. We use the following specifications in level 3) and first difference 4) forms:
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where σ0 constant; σ and δ are parameters to be estimated; W is a set of control variables; τ denotes the parameter of auto-regression; v is the disturbance term.
EMPIRICAL RESULTS
The two-step GMM results are reported in Table 3. Column 1 presents the reduced specification of Eq 1 where apart from renewable energy and agriculture we include only GDP per capita and trade openness to capture the role of Environmental Kuznets curve. First, we find that GDP per capita has inverted U-shaped relationship with CO2 emissions confirming the existence of EKC. In particular the turning point is approximately 15,000 constant international dollars. In turn other studies show that turning points for selected countries and regions are $4,700 for Malaysia (Saboori et al., 2012), $625 for Pakistan (Nasir and Rehman, 2011) and between $18,955 and $89,540 for OECD states (Churchill et al., 2018).
TABLE 3 | Baseline results.
[image: Table 3]Turning to our main variables of interest, agriculture and renewable energy has negative effect on CO2 emissions. For example, one percentage point increase in renewable electricity output leads to 0.18% decrease in CO2 emissions. In comparison, Mert et al. (2019) shows that 1% rise in renewable energy use leads to 0.005–0.008% decrease in CO2 emissions. In turn, the coefficient for agriculture suggests 1% increase in this sector leads to 0.9% decrease in CO2 emissions. These results are nearly identical to Jebli and Youssef (2017).
It is important to note that this model also includes lagged dependent variable to account for the inertia in CO2 emissions. The high absolute value of lagged CO2 emissions is closer to 1, suggesting there is significant effect of past emissions on future levels of environmental degradation. These results are similar to the ones obtained by Asongu et al. (2018).
Next, in column 2 we add remaining control variables: economic freedom index, FDI and GDP growth. Of these variables, GDP growth and FDI are positively related to CO2 emissions. In this sense, a one percentage point increase in FDI leads to 0.45% increase in carbon emissions. The positive effect of FDI on CO2 emissions, so-called ‘pollution haven’ hypothesis has been documented for Turkey (Gökmenoğlu and Taspinar, 2016) and Pakistan (Bukhari et al., 2014) which are also part of our sample. Agriculture and renewable energy remain negative and significant, at the 1% level. Finally, we introduce interaction term of agriculture and renewable to assess whether these variables may be complementary in reducing CO2 emissions. However, the interaction term is not statistically significant suggesting that these variables are not substitutes or complements.
In Table 4 we check the robustness of our main results by including additional control variables. In column 1, we control for the urbanization rate from the World Bank to capture the role that demographic transitions play in CO2 emissions. While urbanization rate is not significant, the effect of agriculture and renewables remains robust. Following Le and Nguyen (2021), we control for tourism receipts per capita from the World Bank to account for the role of tourism industry in environmental sustainability. Our results suggest, tourism is negatively related to CO2 emissions. In columns 3 and 4, we control for internet users as % of population and domestic credit to private sector as % of GDP from world bank to control for the ICT and financial development. Of these two variables only, financial development has positive effect on CO2 emission. For example, 1% increase in financial development leads to a 0.16% increase in CO2 emissions. The effect of agriculture and renewable energy remains robust across all specifications.
TABLE 4 | Additional controls.
[image: Table 4]CONCLUSION AND POLICY IMPLICATIONS
The issue of curbing greenhouse gas emissions has been on the agenda of international organizations and policymakers in developing and developed countries. This has been particularly important in the middle-income countries group where per capita CO2 emission levels have been rising rapidly over the past decades. Numerous studies attempted to identify the potential drivers and remedies for CO2 emissions across countries. In this paper, we attempt to make a contribution to this research strand from several perspectives. First, we focus particularly on middle-income nations, thus, reducing the effect of GDP per capita, a catch-all variable. Second, in our study, to account for the problems of heteroskedasticity, autocorrelation and endogeneity, we use the two-step GMM estimator. Third, we focus on the effects of renewable energy and agriculture on CO2 emissions controlling for other macroeconomic indicators.
The results in this study can be summarized as follows: 1) renewable energy and agriculture value added are negatively related to CO2 emission; 2) accounting for the problems of simultaneity and endogeneity, we confirm the negative effect of renewables and agriculture sector on carbon emissions; 3) GDP growth and FDI increase CO2 emissions, validating for the “pollution haven” hypothesis in the middle-income countries. While our results confirm the negative effect of renewables on CO2 emissions, the extant research on the relationship between renewable energy and air pollution is mixed. For example, Jebli et al. (2020) finds that renewable energy does not decrease CO2 emissions in lower middle-income countries. Nguyen and Kakinaka (2019) report that renewable energy is positively linked to CO2 emissions in low-income countries and positively in high-income countries. In a similar vein, CO2 emissions decrease with the adoption of renewable energy technologies in high-income countries.
Considering that renewable energy is instrumental in curbing carbon emissions, it is vital for middle-income countries to switch from its dependence on traditional sources of energy towards renewables. In addition, the positive effect of FDI on CO2 emissions could be reduced by channeling foreign investment flows in the renewable energy industry. Moreover, it is possible to foster renewable energy penetration in the upcoming decade as the deployment costs are decreasing. For example, solar PV energy production decreased by 56% over the period 2010–2015 (Balakrishnan et al., 2020).
Turning to the agriculture sector, the introduction of efficient irrigation systems, the adoption of energy efficient technologies and shifting to the production of higher value-added products could contribute to the decrease in CO2 emissions (Zornoza et al., 2016). As suggested by Sarkodie et al. (2019) (p. 149), “Agricultural sector reforms …. need to focus on climate-smart and sustainable agricultural production [which] ... can help increase productivity and income, adapt to climate change sensitivity and reduce greenhouse gas emissions.“. For example, Guo et al. (2021), using hybrid computable general equilibrium model, shows that renewable energy subsidies were important policy instrument to foster renewable energy consumption in China to achieve national 2030 targets.
Our study has a number of limitations. First, due to the lack of robust and reliable data for all countries in our sample for longer time frame, we limited our study only to cover the years from 2000 to 2015. As a result, we did not use other methods such as cointegration or vector error correction models to assess the cointegrating relationship among the variables. Second, the existing data provided by World Bank does not allow us to explore the effect of various types of renewable energy (wind, solar etc.) on CO2 emissions. Third, our approach does not take into account heterogeneity in the agriculture sector (productivity, quality of land etc) among middle-income countries. Taking into account all these aspects would require reliable and sufficient data for all countries in our sample. Finally, our study shows only the relationship between renewable energy, agriculture and CO2 emissions. At the same time, a number of studies report that environmental policies (Shahzad, 2020; Shahzad et al., 2021), environmental taxes (Ghazouani et al., 2021), economic reforms (Shahzad et al., 2021) are linked to renewable energy and CO2 emissions. This, we leave the inclusion of these variables as avenue for future research.
Prospective studies can explore this research study in a number of ways. First, it is important to assess the relationship between agriculture, renewable energy sector and CO2 emissions across other income groups and geographical regions (Salahodjaev and Isaeva, 2021). For example, Sarkodie et al. (2019) find that agriculture value added and renewable energy reduced CO2 emissions in 14 African countries over the period 1990–2013. In addition, future studies can explore the non-linear relationship between the renewable energy sector and CO2 emissions to test whether the “critical mass” hypothesis exists in this area of environmental research. Moreover, the use of alternative data period and estimation methods such as cointegration or Geodector model can offer novel evidence on the link between renewables and CO2 emissions in middle-income countries. Finally, following Obydenkova and Salahodjaev (2016), prospective studies should explore the role that institutions, real estate market, female empowerment and human capital play along with the renewable energy sector in explaining cross-national differences in CO2 emissions (Eshchanov et al., 2021; Mirziyoyeva and Salahodjaev, 2021).
DATA AVAILABILITY STATEMENT
Publicly available datasets were analyzed in this study. This data can be found here: World Bank.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
FUNDING
The project is financed within the framework of the program of the Minister of Science and Higher Education under the name “Regional Excellence Initiative” for the years 2019–2022, project number 001/RID/2018/19, the amount of financing: PLN 10,684,000.00. The project is financed by the research grant for Fundamental research of the program of the Ministry of Innovative Development of the Republic of Uzbekistan allocated for ERGO Analytics for the years 2021–2023.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
FOOTNOTES
1https://minenergy.uz/ru/news/view/1856.
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Due to the impact of COVID-19 and other factors, SMEs are increasingly facing the contradiction of financing constraints. In order to explore feasible ways to ease the financing constraints of SMEs, we further incorporate digital inclusive finance into the analytical framework of financing constraints of SMEs, and test the causal relationship between them by using models such as two-way fixed effects model and moderated intermediary effect model. We find that digital inclusive finance can effectively alleviate financing constraints of SMEs, and this phenomenon is particularly significant in private enterprises and family enterprises. In addition, the mitigation effect of digital financial inclusion is more like icing on the cake, and it cannot provide practical assistance to small and medium-sized enterprises with poor business conditions. Further research also finds that commercial credit seems to be an effective channel for digital financial inclusion to alleviate financing constraints of SMEs, but corporate leverage also plays an important role in this process, playing a negative moderating role. In general, our study strengthens the effectiveness of digital inclusive finance in alleviating financing constraints of SMEs, at the same time, confirming the existence of commercial credit channels and the moderating effect of enterprises’ lever ratio and providing a feasible direction for alleviating financing constraints of enterprises.
Keywords: digital inclusive finance, financing constraints, firm heterogeneity, moderated intermediation effect, sustainable development of SMEs
1 INTRODUCTION
The Central Economic Work Conference of China in December 2020 emphasized the need to continuously stimulate the vitality of market players, improve policies to reduce fees and taxes, strengthen inclusive financial services, make greater efforts to promote reform and innovation, and increase the vitality of market players, especially small and medium-sized enterprises and individual entrepreneurs. According to data from the Ministry of Industry and Information Technology, by the end of 2018, the number of SMEs in China exceeded 30 million, a huge base contributes more than half of China’s tax revenue and gross product accounts for more than 60% of the annual GDP, while the life cycle of most SMEs is only 3 years, and less than 7% can exceed 5 years. The financing constraint faced by SMEs, however, is an important reason for their short life cycle, which greatly limits the sustainability of their contribution to our economic development.
As the integration of digital technology and the financial industry continues to deepen, the trend of digitalization of financial inclusion is also coming to the fore (Nuanmeesri, 2021; Park and Kim, 2022). A report by Peking University’s Digital Inclusive Finance Index shows that China’s digital inclusive finance business has made substantial progress from 2011 to 2018. The median value of the Digital Inclusion Index for each province in China was only 33.6 in 2011, but grew to 294.3 in 2018, with an average annual increase of 36.4% in the index (Li et al., 2020; Chen and Zhang, 2021). Digital inclusive finance has become the mainstream of the current development of inclusive finance because of its characteristics such as extending the service boundary of inclusive finance (Buchak et al., 2018; Lee and Shin, 2018; Bollaert et al., 2021). What is the role of digital inclusion when SMEs, which are typically weak economy individuals, face financing constraints? If digital inclusion works for SMEs, is there any significant difference in the results? What is the path of action?
Most studies show that digital inclusive finance can significantly alleviate the degree of information asymmetry between the supply and demand of funds, provide diversified financial services, improve the financial accessibility and convenience of real enterprises and effectively alleviate the financing constraints faced by SMEs (Demertzis et al., 2018; Yin et al., 2019; Chen and Yoon, 2021). Nevertheless, the effect of digital inclusive finance on alleviating the financing constraints of enterprises shows significant inconsistency across different enterprises. In terms of its transmission path, digital inclusive finance may achieve the effect of alleviating corporate financing constraints by reducing corporate information asymmetry and enhancing corporate transparency (Heiskanen, 2017). Through the review of the existing literature, it is not difficult to find that although the “black box” of digital inclusive finance on corporate financing constraints has been widely concerned by scholars, most of the existing studies focus on a single channel, without in-depth analysis on whether its intermediary mechanism is regulated by other factors. In order to further explain the influence mechanism of digital inclusive finance and corporate financing constraints, we tentatively include business credit into the analysis framework of digital inclusive finance and corporate financing constraints, and further investigate whether this path will be adjusted by corporate leverage level, hoping to fully analyze the channels of digital inclusive finance on corporate financing constraints.
We have made efforts to explore the mechanism of digital inclusive finance on the financing constraints of small and medium-sized enterprises. However, due to the availability of data, our research samples are mostly limited to listed small and medium-sized enterprises, and we have not conducted in-depth excavation for smaller micro enterprises. But one flaw cannot obscure the splendor of the jade, compared with the existing literature, we may have the following marginal contributions: first, on the basis of analyzing the static impact of digital inclusive finance on the financing constraints of SMEs from multiple perspectives, we further analyze its dynamic characteristics and clarify the characteristics of the impact of digital inclusive finance on the financing constraints of SMEs in the time dimension; second, we explore the heterogeneity of digital inclusive finance on the financing constraints of SMEs through multiple channels. Based on sub-sample regression and quantile regression models, we explore the heterogeneity of digital inclusive finance to alleviate corporate financing constraints under different enterprise property rights nature and different levels of financing constraints, broadening the heterogeneity of the inhibiting effect of digital inclusive finance on financing constraints of SMEs; third, we further identify the mechanism of the effect of digital inclusive finance on the financing constraints of SMEs, and adopt a model with moderating mediating effects to confirm the survival of the commercial credit channel and the moderating path of corporate leverage on the commercial credit channel, which has certain implications for subsequent studies.
2 LITERATURE REVIEW AND THEORETICAL ANALYSIS
Although the theory of MM, proposed by Professors Modigliani and Miller, argues that the value of a company is independent of its capital structure. However, in reality, due to the changes in the value of risk during external financing, investors will lower their expectations on the solvency of the enterprise and refuse to inject funds, thus resulting in financing constraints.
The financing constraints of SMEs in China have been a long-standing problem and the formal introduction of the concept of digital inclusive finance can be traced back to the G20 Summit held in 2016. Since the introduction of digital inclusive finance, its effect on the financing constraints of SMEs has received wide attention. Generally speaking, digital inclusive finance may affect the financing constraints of SMEs through the following ways. First, improving enterprise credit evaluation information. The root cause of the financing constraints of SMEs is the information asymmetry between borrowers and lenders, and the development of digital inclusive finance will effectively promote the combination of digital technology and financial institutions to help financial institutions fully grasp the current business situation and credit level of enterprises and make scientific decisions (Chun and Cho, 2022; Lee, 2022). Second, improving the efficiency of enterprise financing. Unlike traditional inclusive finance, digital inclusive finance based on the Internet platform will extend to a wider group of SMEs, and the online peer-to-peer business model will optimize interactivity and reduce the operational aspects of the enterprise financing process, thus improving the efficiency of enterprise financing. Existing literature has demonstrated that digital inclusive finance has a significant mitigating effect on financing constraints of SMEs through cash-cash flow sensitivity models, two-way fixed effects models and Eulerian investment equation models (Zhang et al., 2020). However, they are more focused on analyzing the static impact mechanism of digital inclusive finance on financing constraints of SMEs, while relatively little research has been conducted on its dynamic mechanism. In fact, we can not only discuss the lagged effect of digital inclusion to some extent, but also more effectively mitigate the endogeneity problem caused by two-way causality by including first-order lags of digital inclusion indicators in the benchmark study (Li et al., 2021a). Although much of the correlation between digital inclusive finance and the financing constraints of SMEs can be attributed to the inhibiting effect of digital inclusive finance on the financing constraints of SMEs, the driving effect of the financing constraints of SMEs on the development of digital inclusive finance cannot be ignored. When SMEs face greater financing constraints, they will be more motivated to develop digital inclusive finance in order to optimize their information disclosure capabilities and enhance their operational capabilities. The use of first-order lags can observe the lagged effect of digital inclusive finance, but it is difficult to study its dynamic long-term mechanism. The widespread nature of digital financial inclusion radiation leads to a more complex action path, and therefore its action results may reflect a time lag effect and show a longer dynamic characteristic in the time dimension.
Based on the above analysis, we propose the hypothesis1 that digital inclusive finance has a suppressive effect on the financing constraints of SMEs and is characterized by a long-term mechanism.
Despite the continuous development of digital inclusive finance, it can be found from the report of Peking University Digital Inclusive Finance Index (2011-2020) that the development of digital inclusive finance in different regions of China is obviously uncoordinated, and the development degree of digital inclusive finance in the eastern region is significantly higher than that in the central and western regions. The problem of heterogeneity is often prevalent in the study of digital inclusive finance constraints on SMEs due to various factors. The results of the study on the financing constraints of SMEs under different levels of economic development of inclusive finance show that the development of inclusive finance will improve the financing constraints of SMEs in regions with higher levels of economic development, but the mitigation effect is not significant for the more economically backward regions, which can hardly afford the costs necessary for financial development on their own and are less attractive to external funds, while the result cannot be shown in the overall regression. In addition, the impact of digital inclusive finance on corporate financing constraints will also differ under different property rights subjects. On the one hand, compared with private enterprises that lack high-quality collateral assets, state-owned enterprises tend to have stronger financial strength and abundant high-quality assets, which make them more likely to obtain financial support from financial institutions, and the implicit guarantee unique to state-owned enterprises also makes them more likely to be favored by financial institutions, and the function of digital finance to improve information evaluation will be greatly discounted to state-owned enterprises under this condition, causing the difference in the impact of digital inclusive finance on SMEs between state-owned enterprises and private enterprises (Acharya et al., 2016). Therefore, it is necessary to consider the differences in financing constraint mitigation due to the heterogeneity problem of corporate subjects. On the other hand, in the known studies on heterogeneity, most scholars have studied the heterogeneity of different types of firms, regions, etc. from the perspective of explanatory variables, i.e., by adding interaction terms or group regressions to the model, but there is relatively little literature that considers heterogeneity from the perspective of explanatory variables. In fact, the financing constraints faced by SMEs largely reflect the evaluation of financial institutions on their own operating conditions and credit levels, and the two often show a tendency to move in the same direction. Digital financial inclusion dividends enjoyed by enterprises with different degrees of financing constraints will vary in this condition. In the case of extreme financing constraints, SMEs may have multiple default records and high business risks, facing bankruptcy crises, so the role of digital inclusive finance in helping them will be minimal; while in the case of lighter financing constraints, the optimized channels of digital inclusive finance will work directly for SMEs, effectively alleviating the financing constraints faced by them. Previous studies have shown that quantile regression can effectively identify the influence of independent variables on dependent variables under different conditional distributions (Maiti, 2021). In view of this, for the subject of this paper, different enterprises face great differences in financing constraints, which cannot be reflected in the least square estimation based on mean regression.
Based on the above analysis, we propose the hypothesis2 that the inhibitory effect of digital inclusive finance on SMEs’ financing constraints is heterogeneous under different property right subjects and different financing constraints.
Digital inclusive finance can significantly reduce the information asymmetry between financiers and investors through the combination of scenarios and data. In the case of complete information, the substitution of external financing and internal financing will be strengthened, and the problem of corporate financing constraints will be alleviated, but the actual mechanism of action is still not systematically clear. With the development of digital inclusive finance, the transparency of corporate information will improve, the market will get more information about the business status of enterprises (Demertzis et al., 2018), and the commissioned accounting firms will give reasonable audit opinions based on public data, at which time the business reports of listed SMEs will be more authentic, and better performing enterprises will get better commercial credit in their own industry chain, releasing positive credit signals to the market, reducing their own credit risk, increasing creditors’ expectations of their debt repayment, and lowering debt financing costs, thus alleviating corporate financing constraints (Lin et al., 2011; Duchin et al., 2017). It is not difficult to find that digital inclusive finance can alleviate the financing constraints of enterprises in a wide range of ways. Although scholars have conducted in-depth studies on the ways of digital inclusive finance to alleviate the financing constraints of enterprises, most of them focus on a single mediating effect or moderating effect, and few scholars have analyzed the mechanism of this effect by considering the moderating mediating effect. As a matter of fact, the relationship between digital inclusive finance and financing constraints of SMEs is complex, and it is often biased to analyze the mechanism of digital inclusive finance on financing constraints of SMEs from a single perspective, while the moderated mediated effects model can clarify the complex relationship between them to a certain extent. It has been shown that the improvement of corporate business credit will significantly alleviate the financing constraint of enterprises, but the way in which digital inclusive finance acts on business credit has not been further analyzed (Biais and Gollier, 1997). In most cases, corporate leverage will also affect the business credit of firms and thus play a moderating role. The operating leverage ratio of a company can visually reflect the ratio of assets and liabilities of the company and its own operating risks. When a company’s leverage ratio is higher than the generally acceptable level in the industry, the related upstream and downstream enterprises will question its solvency, which will reduce its commercial credit.
Based on the above analysis, we propose the hypothesis3 that the development of digital inclusive finance will have a significant inhibitory effect on corporate financing constraints, and this mechanism of action will be achieved in part by increasing commercial credit and moderated by corporate leverage.
3 STUDY DESIGN
3.1 Data Sources
This paper makes an empirical analysis based on the data from 2011 to 2018 of Chinese listed companies in the former small and medium-sized enterprises board which merged with the main board of Shenzhen Stock Exchange in April 2021. The SMEs financial data is obtained from the CSMAR database as well as the RESSET database. In order to improve the robustness of the regression results, we processed the data as follows: first, We apply a 1% bilateral tailing to the main variables in the model to eliminate regression bias due to outliers; second, ST and *ST enterprises are considered to be excluded due to their poor business performance, low credibility of data values, high abnormality rate, and risk of delisting; third, considering that the financial industry is a highly indebted industry with low reference of financial indicators, therefore, financial SMEs are excluded based on the SEC 2012 edition industry classification standards.
3.2 Variable Settings
With the current status of research on the measure of financing constraint, it can be broadly divided into two categories. One is the adoption of a single financial indicator as a proxy variable for a firm’s financing constraint, e.g., Li et al. (2021b) used 30% of the sample enterprise’s asset scale as the critical point of whether the enterprise has financing constraints to describe the financing constraints of the enterprise. The second is to construct a comprehensive financing constraint index by selecting different dimensional indicators. In the existing studies, the comprehensive financing constraint index can better overcome the endogeneity problem in the model and is therefore more widely used. Although the KZ index constructed by Kaplan and Zingales (1997) using Logit regression based on the investment-cash flow sensitivity approach is able to portray to some extent the financing constraints faced by firms, there are certain shortcomings due to the measurement bias problem of Tobin’Q in China, which may lead to some measurement bias in the KZ index (Whited and Erickson, 2001). Using a similar approach, Mulier et al. (2016) added external industry characteristics to the KZ index and used it to construct the WW index, but in terms of the research subjects in this paper, there are shortcomings such as size constraints and imperfect statistics of the financial sector in SMEs, so the financial indicators used in the construction of the WW index may have statistical errors. In contrast, the SA index constructed by Hadlock and Pierce (2010) by selecting firm asset size and firm age is able to better portray the financing constraints faced by firms while being more exogenous. Considering the endogeneity of the regression results, the SA index with stronger exogeneity characteristics is finally selected as a measure of the financing constraints of enterprises for analysis.
The core explanatory variable of this paper is the digital inclusive finance index. In view of the existing literature, the widely used Peking University Digital Inclusive Finance Index is selected to measure the index, which provides a more comprehensive picture of the current development of digital inclusive finance in China. In the course of the study, an analytical path from high-dimensional to low-dimensional and micro to macro is adopted to test the model results. We scaled the digital financial inclusion and its sub-indexes by 100 times to facilitate the analysis of the results.
The main variables incorporated in the baseline model are shown in Table 1. Among them, return on assets, return on invested capital, net profit rate of total assets, operating profit rate and so on mainly reflect the operating capacity of enterprises. Return on assets is expressed using total profit divided by total assets; return on invested capital is defined as (net profit + finance costs)/(total assets − current liabilities). Due to the measurement bias problem of Tobin’Q, the growth rate of main business is selected to measure the growth ability of the company. In addition, the dividend distribution rate was chosen to measure the payout capacity because it can reflect the operating condition within the company to some extent. Considering the main impact of corporate liquidity on corporate financing constraints, we selected the cash recovery rate to control for it, which can be expressed as the net cash flow generated from corporate operating activities divided by total assets at the end of the period. In this paper, we refer to Lannelongue et al. by including the firm’s capital intensity in the model to control for differences in financing constraints due to different types of firms, (Lannelongue et al., 2017). Referring to Tsipouridou and Spathis (2014), a dichotomous variable of the audit opinion of the auditor firm is included, which is taken as 0 when the auditor issues a standard unqualified opinion and one for the others. In addition, time dummy variables for time effects and industry dummy variables for industry effects are included in the model to control those factors that vary over time and individually and to reduce the correlation between the disturbance terms and the core explanatory variables.
TABLE 1 | Meaning of main variables and other covariates.
[image: Table 1]The statistics in the model are described as shown in Table 2. As can be seen from the results in Table 2, there is a significant difference between the maximum and minimum values with respect to |SA|, indicating a large variation in the internal financing constraints of SMEs, thus reflecting the need for heterogeneity analysis at different degrees of financing constraints, i.e., at different quartiles of |SA|. In addition, the standard deviation of the Digital Inclusion Index shows that the degree of fluctuation of digital inclusion in China is large across geographic regions and years, and it can be found that the difference between the minimum and maximum values of digital inclusive finance index in each city is close to 300 by observing the city digital inclusive finance index Cia. By looking at the other financial indicators in Table 2, it is found that the level of operation varies significantly among different companies, and this finding also reflects to some extent the need for heterogeneity analysis by sub-sample regression.
TABLE 2 | Description of statistical quantities.
[image: Table 2]3.3 Indicator Measurement and Model Design
This paper refers to the method of Fernandes and Ferreira (2021) to construct SA index. Its formula is shown in Eq. 1.
[image: image]
SA denotes the financing constraint index, [image: image] in Eq. 1, Age is the age of the firm, i.e., the year of the observation period minus the year of the firm’s registration. Since the SA indices calculated by this formula are all negative, the SA indices are treated as absolute values for the purpose of subsequent analysis, and the absolute values of SA indices are positively correlated with the degree of financing constraints suffered by the firms.
Based on the SA index obtained in Eq. 1, the following benchmark model is considered using the LSDV method:
[image: image]
Where [image: image] indicates the degree of financing constraints faced by enterprises, and the larger the [image: image], the stronger the degree of financing constraints faced by enterprises. [image: image] indicates the total index of digital financial inclusion with prefecture-level cities and municipalities directly under the central government as the statistical caliber.
In addition, due to the specificity of the financing constraints faced by SMEs, i.e., SMEs themselves face two types of financing constraints—difficulty in raising funds and failure to raise funds. We treat |SA| based on this perspective, considering that groups with larger |SA| indices are themselves in poor operating conditions, unable to gain a competitive advantage in their industries, and that information transmission leads to negative external expectations, and therefore are unable to obtain internal and external financing. Therefore, the |SA| index above the 90% quantile is assigned to the |SA| index at the 90% quantile as a way to portray the situation where a firm is unable to raise capital. At this point, the model faces right-censored loss, and to solve the selective bias problem, the panel Tobit model is used for re-estimation, and the equations are constructed as shown in Eq. 3.
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Based on the baseline regression, this paper replaces the digital inclusive finance index with the lagged term of the core explanatory variables to re-regress, on the one hand, to corroborate the robustness of the regression results, and on the other hand, to analyze the time lag effect of the digital inclusive finance index in alleviating financing of SMEs and its long-term mechanism. Based on this analysis, Eq. 4 is constructed.
[image: image]
In Eq. 4, the [image: image] denotes the lagged term of the digital inclusive finance index, and n denotes its lag order. The significance level of [image: image] directly captures the impact of digital financial inclusion indices with different lag orders on firms’ financing constraints. We will use lagged 1st–5th order digital inclusion indices respectively in order to analyze their dynamic effects.
In the heterogeneity analysis, we will approach it from two perspectives. First, from the perspective of explanatory variables, corporate subjects are analyzed according to the nature of enterprises into state-owned and private, family and non-family; second, from the perspective of explanatory variables, the heterogeneity of the coefficients of regression results of core explanatory variables at different degrees of explanatory variables is explored, i.e., the heterogeneity of the inhibitory effect of digital inclusive finance on SMEs’ financing constraints at different financing constraints quantile points is considered. We model the quantile regression for this purpose as shown in Eq. 5.
[image: image]
In the Eq. 5, the [image: image] denotes the degree of financing constraints at different quantile levels and τ denotes the quantile point. To portray in detail the heterogeneous effects of digital inclusion under different degrees of financing constraints, this paper discusses them at intervals from 0.1 to 0.9 quantile.
4 EMPIRICAL ANALYSIS
4.1 Baseline Regression Analysis
We use the Least Squares Dummy Variable method (LSDV) to fix the effects of time and industry effects on the model analysis. And based on this, we analyze the effect of digital financial inclusion index Cia on the explanatory variable financing constraints |SA|. The results of the baseline regression are shown in Table 3.
TABLE 3 | Baseline regression results.
[image: Table 3]Firstly, the regression analysis of the benchmark Eq. 2 is performed on the basis of fixed time and industry effects and the addition of control variables; Secondly, considering the characteristic facts of the development of digital inclusive finance, the digital inclusive finance index is downscaled to analyze the impact of the breadth of coverage and depth of use of the digital inclusive finance index on the financing constraints of SMEs; finally, considering the specificity of the financing constraints faced by SMEs, the |SA| index is censored and a mixed panel Tobit model is used for the analysis. In addition, to alleviate the problem of invalid t-statistics caused by heteroskedasticity, the regression results are corrected by robust standard errors with industry as clusters.
The results in Table 3 show that there is a negative correlation between the digital inclusive finance index and |SA|. Which means that a larger digital inclusive finance index will lead to a smaller |SA| and the financing constraint faced by enterprises can be alleviated, i.e., the development of digital inclusive finance has a significant contribution to improving the financing constraint of SMEs. In addition, M(2) and M(3) in Table 3 illustrate that there is also a negative and significant relationship between the breadth of coverage and depth of use of digital inclusive finance and the |SA| index at the 1% level of significance, which further supports the results of M(1). According to the empirical results in Table 3, it can be concluded that the development of digital inclusive finance has a significant inhibitory effect on the financing constraints of SMEs, and this inhibitory effect remains robust to its sub-index.
Based on the benchmark regression, the direction of the role of digital financial inclusion index on corporate financing constraints in the case of deletion is further analyzed. The regression results are shown in Table 4.
TABLE 4 | Tobit regression results.
[image: Table 4]In Table 4, it can be found that the LR tests all strongly reject the original hypothesis that a mixed Tobit model should be used, therefore, it is reasonable to use a random effects panel Tobit model. On this basis, as listed in the Table 4, observing the coefficients of the total index and each digital financial inclusion dimension index, both the total digital financial inclusion index and its sub-indexes show a significant negative correlation with the corporate financing constraints index [image: image] and all of them are significant at the 10% level. This result is generally consistent with the baseline regression findings in Table 3.
The above analysis only considers the impact of digital inclusive finance index on SMEs’ financing constraints from a static perspective. To further analyze the dynamic impact mechanism of digital inclusive finance on SMEs’ financing constraints, we replace the total index lagged term of the digital inclusive finance index with the original model’s digital inclusive finance index for analysis and the regression results are shown in Table 5.
TABLE 5 | Dynamic regression results.
[image: Table 5]In the Table 5, the first-order lagged coefficient of the core explanatory variable Cia is −0.012 and significant at the 1% significance level. This lagged coefficient not only verifies the robustness of the effect of digital inclusive finance on the alleviation of corporate financing constraints under the condition of considering reverse causality, but also indicates that there is a time lag characteristic of the inhibitory effect of digital financial inclusion index on the financing constraints of SMEs. This feature may be mainly caused by a combination of both internal and external time lag pathways. On the one hand, the development of digital inclusive finance is a gradual process, and its alleviation of enterprise financing constraints needs to act on the external environment, such as access to credit information and business status through the Internet and other means, so as to alleviate the asymmetry of external information and reduce the possibility of adverse selection and moral hazard. This process then manifests itself as an external time lag. On the other hand, digital financial inclusion acts on the internal aspects of the company, mainly in the reduction of finance costs and optimization of decision-making processes, and these improvements do not manifest themselves in a short period of time, thus creating an internal time lag. It also partly explains the fact that the coefficients of the first-order lagged and second-order lagged digital inclusion indices are larger than those of the current period digital inclusion index. In the long run, the dynamic characteristics of the digital financial inclusion index on corporate financing constraints exhibit a trend that rises and then falls, and the trend peaks at first-order lags and second-order lags. Table 5 indicates that there is a long-term mechanism for the alleviation effect of digital inclusive finance on enterprise financing constraints, and the strength of this long-term mechanism shows a lagged distribution feature. Comprehensive analysis of this part of the empirical results shows that the development of digital inclusive finance can alleviate the financing constraints faced by enterprises, and there is a dynamic lagged distribution feature, and this conclusion can prove the hypothesis1 of this paper is valid.
4.2 Robustness Test and Endogeneity Treatment
We conduct the following robustness tests. First, the regression is re-run using KZ index instead of SA index for robustness testing. KZ index is constructed to measure operating cash flow, cash payout level, cash holdings, degree of indebtedness, and growth, respectively, referring to the method of Castro et al. (2015). Among them, operating cash flow is expressed using net cash flow from operating activities divided by total assets at the beginning of the period; cash payout level is expressed using cash dividends divided by total assets at the beginning of the period; cash holdings are expressed using cash and cash equivalents divided by total assets at the beginning of the period, and the degree of debt is expressed using gearing ratio; and growth is measured by Tobin’s Q. They are divided into binary dummy variables by their means in turn, and logistic regressions are re-run with each variable through a logit regression model, and the fitted values of the regression results are considered as KZ indices. According to the definition of KZ index, KZ index shows a positive correlation with the degree of corporate financing constraints. Second, the general characteristics of the digital financial inclusion index to alleviate the financing constraints of enterprises are tested by replacing the digital financial inclusion index with a province-based one by up-dimensioning the core explanatory variables. Third, in order to exclude the bias of the model estimation by firms with a short establishment period, the sample of SMEs with an establishment period of not more than 3 years within the sample period is excluded for re-testing. Fourth, the control variables in this paper are mostly micro variables selected to measure the internal characteristics of firms, while the macroeconomic environment may be missed to have an impact on the profitability of SMEs, which in turn affects the credit assessment of SMEs by financial institutions. Therefore, we expect that macroeconomic development may have a positive impact on corporate financing constraints and select GDP per capita for testing. The results of the robustness test with various regressions are shown in the Table 6.
TABLE 6 | Robustness test.
[image: Table 6]It is observed from the regression results M(12) in Table 6 that the coefficient of Cia is still significantly negative when the KZ index is adopted to replace the explanatory variables, indicating that there is a significant inhibitory effect of digital financial inclusion on corporate financing constraints, thus further confirming the results of the benchmark model. In the regression results from M(13) to M(15), the coefficients of the explanatory variables after the dimensional upgrade are still consistent with the baseline regression results, which indicates that the inhibitory effect of digital inclusion remains obvious even when the scope is expanded to the provincial level, reflecting to some extent the characteristics of inclusion in digital inclusion. The estimated results after excluding samples with shorter establishment time are shown in M(16), and the coefficients of the core explanatory variables do not show a fundamental shift. M(17) shows the estimation results after adding the regional economic development GDP per capita variable, and it can be found that the coefficient of the regional economic development variable Pgdp is not statistically significant. Therefore, it can be concluded that regional economic development has no significant effect on local SMEs’ financing constraints, negating the previous expectation. Taken together, the conclusion that digital financial inclusion has a significant inhibitory effect on SMEs’ financing constraints in the benchmark regression can be considered robust.
Considering that the model may have endogeneity problems caused by observable omitted variables, we intend to adopt the instrumental variable method for endogeneity testing. Referring to the method used by Luo et al. (2022) to construct the FinTech index, the text mining method was used to dig out the frequency of words about digital inclusive finance appearing in the Baidu search engine in each province each year and take the logarithmic value as an instrumental variable. The instrumental variable constructed by the text mining method can better reflect the characteristics of digital inclusive finance and meet the requirements related to digital inclusive finance. After controlling for enterprise micro variables, year effects and industry effects, there is no direct correlation between the constructed digital inclusive finance index and micro enterprises, so the word frequencies constructed by using text mining to measure digital inclusive finance can be used as a valid instrumental variable. In the regression process, the instrumental variable is first added to the model to derive the fitted value of the core explanatory variable, and then the fitted value of this core explanatory variable is brought into the model for a two-stage regression. Considering the possible endogeneity problem of the censored data, a two-stage least squares regression was performed in the endogeneity test by replacing the explanatory variables with the censored |SA|. The regression results are shown in Table 7.
TABLE 7 | Endogeneity test.
[image: Table 7]Step2 in the Table 7 shows the results of the two-stage regression, and it can be found that the results obtained after using the digital financial inclusion index constructed by the text mining method as an instrumental variable do not change substantially in direction from the baseline regression results. Considering that instrumental variables may have weak instrumental variables and unidentifiable problems, weak instrumental variable test and unidentifiable test are conducted in this paper in turn, and the test results all indicate that the selected instrumental variables are valid. Among them, the p-value of Kleibergen-Paap rk LM statistic indicates that the original hypothesis of unidentifiability is strongly rejected and the instrumental variables are considered to be identifiable, i.e., the instrumental variables are correlated with the endogenous explanatory variables; the F-value of Cragg-Donald Wald indicates that the original hypothesis of validity of the instrumental variables is accepted, i.e., there is no problem of weak instrumental variables. Based on the above endogeneity test analysis, it can be concluded that the conclusion that the development of digital inclusive finance helps to alleviate the financing constraints of SMEs is robust and further supports the rationality of the hypothesis1.
4.3 Heterogeneity Analysis
4.3.1 Heterogeneity Test Based on Property Subjects
Research has found that SMEs themselves are the main bearers of the resource mismatch problem, and that the financing mismatch faced by SMEs is more pronounced than that faced by large enterprises. However, there is still a large heterogeneity in the internal financing constraints of SMEs even in this context. In view of this, we divided the SMEs subjects into state-owned enterprises as well as private enterprises, family enterprises and non-family enterprises for heterogeneity analysis, respectively. Among them, multi-person family enterprises, i.e., in addition to the actual controller, at least one related family member holding, managing or controlling a listed company is regarded as family enterprises; a single natural person entrepreneur enterprise as well as multiple natural person entrepreneur enterprises are regarded as non-family enterprises. The results of the regression of heterogeneity in the classification of business subjects are shown in Table 8.
TABLE 8 | Heterogeneity analysis of enterprise subject classification.
[image: Table 8]As can be found from Table 8, the seemingly uncorrelated difference test of the digital financial inclusion index indicates that its inhibitory effect on financing constraints of SMEs is significantly different between state-owned and private, family and non-family. Digital inclusive finance has a significant inhibitory effect on the financing constraints of private SMEs, but it does not significantly alleviate the financing constraints of state-owned SMEs. This could be due to the fact that private SMEs may be subject to credit bias in the credit process compared to state-owned SMEs, resulting in the greater financing constraints they face. Therefore, when digital inclusive finance mitigates adverse selection and moral hazard, it can effectively soothe the financing constraints faced by private SMEs. The degree of financing constraints faced by state-owned SMEs is relatively low due to the nature of their state-owned property rights and the implicit government guarantee, so the degree to which digital inclusive finance can alleviate the financing constraints of state-owned SMEs is not obvious. In the heterogeneity analysis between family and non-family firms, digital inclusive finance alleviates the financing constraints of family firms to a significantly greater extent than non-family firms. It could be due to the fact that family firms have their own management system deficiencies and poor information transparency, which leads to their generally greater financing constraints than non-family firms. The continuous development of digital inclusive finance can effectively optimize the internal decision-making mechanism of family firms and improve the efficiency of internal and external information transfer, thus alleviating their financing constraints to a greater extent than non-family firms.
4.3.2 Test for Heterogeneity of Differential Financing Constraints
In the above discussion of heterogeneity, it can be found that there are differences in the degree of alleviation of financing constraints among different enterprise subjects, but there are also intersections of financing constraints among different enterprise subjects, and there may be some private SMEs with weaker financing constraints than some state-owned SMEs and some family enterprises with weaker financing constraints than some non-family enterprises, while this situation is often prevalent in reality. We consider using quantile regressions to analyze the impact of digital inclusion on financing constraints of SMEs at different quantile levels in order to analyze such financing constraints to further capture the problem of heterogeneity caused by differences in financing constraints. In addition, 2,000 times of bootstrap self-sampling were used to estimate its parameters to improve the robustness of the estimation results (Janekova et al., 2019; Janekova et al., 2021). In this paper, regression analyses are conducted from 0.1 to 0.9 quartiles respectively. And for space constraints, the regression results are presented in 0.2 quartile intervals as shown in Table 9.
TABLE 9 | Quantile heterogeneity analysis.
[image: Table 9]Table 9 shows some of the regression results from 0.1 to 0.9 quartiles respectively. To test the variability of the estimation results, the regression coefficients of the digital finance index at different quantile levels are subjected to the Wald test with the estimated coefficients at the 0.5 quantile level. The results show that the estimates are significantly different from those at the 0.5 quantile at the extreme quantile represented by 0.9, confirming the existence of the heterogeneity problem caused by differences in financing constraints. By observing the coefficient of Cia, the total index of digital financial inclusion, it can be found that although the coefficient at 0.2 quantile cannot be significant on the 95% confidence interval, as for the overall trend, the inhibitory effect of digital financial inclusion is weaker with the increase of financing constraint degree of enterprises. In particular, the mitigating effect of the digital financial inclusion index is significantly weaker and at a lower level of significance when the financing constraints are extreme, e.g., at the 0.9 quartile, which may be due to the fact that SMEs under this financing constraint have their own poor business conditions and lack the necessary sources of profitability and core competitiveness to continue to sustain in the market. The role of digital financial inclusion, however, is more mainly reflected in reducing the degree of information asymmetry between the two parties, thus enabling those customers who are unable to lend but have good credit and repayment ability to obtain financing. Therefore, market exit mechanisms should be improved as soon as possible for enterprises in this financing constraint segment and enterprises with poor operating conditions should be encouraged to undergo bankruptcy and restructuring to enhance market vitality. This finding also further confirms the reasonableness of taking 90% for the |SA| index above as the threshold for its existence of difficulty and inaccessibility to financing. Figure 1 portrays the coefficient line graph of the digital inclusion index Cia at each quantile level in order to show more visually the change in the strength of the inhibitory effect of the digital inclusion index, with the shaded area representing the 95% confidence interval.
[image: Figure 1]FIGURE 1 | Coefficient of digital inclusion index under quantile regression.
The above results show that the heterogeneity of the inhibitory effect of digital inclusive finance on corporate financing constraints is not only reflected in the differences of corporate subjects but also in the differences of financing constraints, which supports the validity of hypothesis2 in this paper.
4.4 Analysis of Transmission Mechanism
In the above pages, it has been concluded through empirical studies that the development of digital inclusive finance will be effective in curbing the degree of financing constraints of SMEs, but its mechanism of action is still unclear. Most studies have confirmed that digital inclusive finance will achieve the effect of alleviating corporate financing constraints by reducing corporate financing costs, improving corporate transparency, and reducing corporate leverage, but will this path of action be moderated by other paths? Based on the moderated mediating effect model of Cheung and To (2021), we explore the impact mechanism of digital inclusive finance index on financing constraints of SMEs from the perspective of business credit. In the quantification of business credit, the accounts payable minus accounts receivable of the firm divided by total assets is used as a variable to measure business credit with reference to Choi and Kim (2005). A firm’s net business credit can be understood as the difference between accounts payable and accounts receivable, and the larger this difference is, the better the firm’s business credit is. However, this business credit may be influenced by the firm’s own leverage ratio. When the leverage of a company is high, the business risks are higher and business affiliates will lower the credit expectations of that company, resulting in a decline in the business credit of that company. Based on the above analysis, it is necessary for this section to explore whether the way of digital inclusive finance to alleviate financing constraints by improving business credit is moderated by the leverage ratio of enterprises.
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[image: image] in the model denotes the business credit of the firm and [image: image] denotes the leverage of the firm. The testing steps of the model can be performed in two steps. First, the coefficients [image: image] and [image: image] in regression Eq. 6 are tested for significance. This test is mainly to judge whether the model is directly moderated by the enterprise lever rate when mediating effects are not considered. Second, Second, we test whether the mediating effect ([image: image] Leverage) ([image: image] Leverage) is significantly associated with the moderating variable Leverage. In this test, if one of the conditions [image: image] and [image: image], [image: image] and [image: image] or [image: image] and [image: image] holds, it indicates the presence of moderating mediating effects. The model regression results are shown in Table 10.
TABLE 10 | Tests for mediating effects with moderation.
[image: Table 10]By observing M(18) in Table 10, it can be found that the interaction term of Cia and Leverage is significant and has a significantly positive sign at the 5% level of significance, which implies that the effect of digital inclusion finance in alleviating corporate financing constraints will be moderated by total corporate leverage, and the increase in total corporate leverage will reduce the inhibitory effect of digital inclusion finance, which also reflects the importance of corporate deleveraging. In addition, the interaction term between Cia and Leverage is significantly negative at the 10% confidence interval as shown by M(19), suggesting that the contribution of digital inclusion to corporate business credit will diminish as corporate leverage increases. Finally, it can be found that the digital inclusion index still has a significant inhibitory effect on corporate financing constraints in the regression results of M(20), which indicates that the path of digital inclusion index to alleviate financing constraints consists from at least two routes. One is that the development of digital inclusive finance index will directly alleviate the financing constraint of enterprises, and the other is that the development of digital inclusive finance will improve the business credit of enterprises, thus indirectly alleviating the financing constraint of enterprises. In addition, the coefficient of Pay is negative, but the interaction of Leverage and Pay is significantly positive, which implies that the improvement of firms’ business credit can also alleviate firms’ financing constraints to some extent, but the effect diminishes with the increase of firms’ total leverage. Overall, corporate leverage will cut the extent to which digital inclusion inhibits corporate financing constraints by moderating the direct path and the first half of the intermediation effect path. Based on the above regression, the value of this intermediation effect can be calculated as (0.0443 − 0.00063 * Leverage) (-0.00297 + 0.00116 * Leverage), however, since the coefficient [image: image] of Pay in the above regression M(19) is not significant, the original hypothesis of [image: image] is accepted in the calculation of the mediating effect, which is then (0.0443 − 0.00063 * Leverage) (0.00116 * Leverage). Since the mediating effect still contains the moderating variable Leverage after the sequential tests, it can be argued that the pathway of the effect of digital inclusive finance in alleviating the financing constraints of SMEs by improving their business credit is moderated by the leverage of firms. The mediating effect is −0.00000391 when the total leverage is at the mean value. Based on the above analysis, the mechanism is shown in Figure 2. The tests above illustrate that the intermediation effect receives moderation, suggesting that a single intermediation or moderation effect does not accurately reflect the path of the effect of digital inclusion finance on corporate financing constraints. Hypothesis3 can be proved to be valid in view of the above analysis.
[image: Figure 2]FIGURE 2 | Mechanism roadmap.
5 CONCLUSION AND INSIGHT
We analyze the heterogeneous impact of digital inclusion on corporate financing constraints and explore its transmission mechanism based on the 2011-2018 data set of listed SMEs and the Peking University Digital Inclusion Index, and conclude the following.
First, our analysis reveals that digital inclusive finance will significantly alleviate the degree of financing constraints of SMEs by building a two-way fixed effects model and a panel Tobit model. The study finds that digital inclusive finance will have a positive shock with a significant dampening effect on financing constraints of SMEs conditional on the imposition of control variables. In addition, the results of dynamic analysis in the time dimension show that there is a long-lasting mechanism and hesitation in the inhibitory effect of digital inclusive finance on corporate financing constraints, which is most significant at the first-order lag or second-order lag. Second, there is significant heterogeneity in the alleviation of SMEs’ financing constraints by digital inclusive finance under the analysis of multiple perspectives. In terms of differences in corporate entities, the development of digital inclusive finance will significantly alleviate the financing constraints of private SMEs, while the alleviation effect on state-owned SMEs is not significant. In addition, the analysis of family firms and non-family firms reveals that digital inclusive finance has a more significant inhibitory effect on the financing constraints of family firms. In terms of differences in firm financing constraints, the quantile regression finds that the inhibitory effect of digital inclusion finance on financing constraints of SMEs decreases with the increase of SMEs’ financing constraints, which is significantly heterogeneous. Third, in the analysis of the paths of digital inclusion finance to alleviate financing constraints, we analyze the paths of action of digital inclusion finance based on a moderated mediating effects model and find that digital inclusion finance will have an impact on corporate financing constraints through at least two types of paths. The development of digital inclusive finance will directly alleviate the financing constraints of enterprises, and this dampening effect will be reduced by the positive regulation of corporate leverage. In addition, the development of digital inclusive finance will significantly improve the business credit of SMEs, thus indirectly alleviating the financing constraint of enterprises, and it is also moderated by the total corporate leverage in raising corporate business credit. The higher the total corporate leverage, the lower the magnitude of raising corporate business credit.
Based on the above findings, we put forward the following policy recommendations. First, on the basis of clarifying the inhibiting effect of digital inclusive finance on the financing constraints of SMEs, we promote the combination of digitalization and inclusive finance, bring into play the driving role of digital inclusive finance, further extend the reach of inclusive finance, reduce the cost of inclusive finance, and help the development of the real economy. Second, it should be fully aware of the heterogeneous characteristics of the inhibiting effect of digital inclusive finance on the financing constraints of SMEs. Reasonable deployment of financial resources and differentiated allocation should be implemented. Specifically, the differences of enterprise subjects should be fully grasped, financial resources should be injected precisely, the focus should be on supporting high-quality private SMEs and family enterprises in China. Furthermore, it is also necessary to use digital means to accurately identify business conditions, especially unsustainable business groups, improving the market exit mechanism and stimulating the market vigor. Third, our findings suggest that corporate leverage will negatively moderate the digital inclusive finance to alleviate corporate financing constraints. Although the deleveraging process in China has achieved remarkable results in recent years, the corporate leverage ratio has shown an upward trend again due to the impact of the epidemic, so the corporate leverage operation should be controlled within a reasonable range to prevent and mitigate systemic risks. In addition, we should also pay attention to the important role of commercial credit in digital finance in restraining the expansion of corporate financing constraints, further improve the commercial credit evaluation system, and open the commercial credit evaluation rules.
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By setting up an evaluation indicator system (EIS) containing bad outcomes for green full-factor productivity (GFFP), this work utilizes the super epsilon-based measure (Super EBM) model to assess the GFFPs of 11 regional-level administrative regions (regions) in the Changjiang Economic Area (CEA) from 2005 to 2019, and goes on to analyze the regional difference and spatial correlation between the regional GFFPs. On this basis, spatial measurement models were adopted to analyze how GFFP is affected by foreign direct investment (FDI), industrial structure optimization (ISO), and their cross term. The results show that: During the sample period, the GFFPs in the CEA exhibited large regional differences. Shanghai’s GFFP fell on the efficient frontier. This state was not achieved by any other region in the CEA, leaving a room for improvement. In general, most regions in the lower basin of the CEA had satisfactory GFFPs, while those in the middle and upper basin had general GFFPs. Besides, the GFFP trends were similar in the upper, middle, and lower basin of the CEA. Before 2010, the GFFPs in all three regions did not change significantly. After that year, the GFFPs in the three regions began to decline. During the sample period, the Global Moran’s I values of CEA GFFPs remained positive, and went through the test of significance in most years. Thus, the GFFPs were clustered prominently in space. Considering the results of spatial measurement models, the CEA GFFPs were significantly inhibited by FDI, and promoted by ISO; the cross term between FDI and ISO positively affected GFFP. Among the control parameters, economic growth and environment regulation clearly promote GFFP, urbanization level strongly inhibits GFFP, and energy structure does not significantly affect GFFP. The research results disclose the internal correlations between FDI and ISO in the transformation to green development: the benign interaction between FDI and regional ISO paves the way to green development for the CEA.
Keywords: foreign direct investment, industrial structure optimization, green fullfactor productivity, super epsilon-based measure, changjiang economic area
INTRODUCTION
The opening-up strategy has spurred the economic development in China. The economic aggregate of China is now only smaller than that of the United States (US). Behind the fast economic growth lay soaring resource consumption, and serious environmental damages. According to the US Energy Information Administration (EIA), China is heavily dependent on energy, and has overtaken the US as the largest energy consumer. The environmental quality in China is far from satisfactory. The country ranked low in the 2018 Global Environment Performance Indicator, an authoritative ranking of environmental quality. Against this backdrop, China has fully realized the importance of changing the model of economic growth, and pledged to develop the economy with a high quality. The full-factor productivity (TFP) is crucial to the quality of economic development. Under the dual constraints of resources and environment, improving the green TFP (GFFP) is the necessary path toward economic growth and eco-environmental protection (Ahmed, 2012).
The key to improving GFFP is the proper handling of the relationship between economic development and ecological protection. To speed up economic growth, developing countries tend to attract more foreign capital faster at the cost of local environment, in the early phase of economic development. Then, the pollution haven hypothesis of Walter and Ugelow (1979) will apply. If the government regulation is weak, China will face a severe pollution of the eco-environment: The entry of foreign-funded industries, which feature high consumption and high pollution, will stimulate economic development in China, a resource-rich country, at the expense of ecological environment. The regional industrial structure is closely related to the influence of foreign direct investment (FDI) over GFFP. If the region has a backward industrial structure, the entry of foreign capital will energize the resource-intensive industries, which seriously pollute the eco-environment. If the region has an advanced industrial structure, the entry of foreign capital will lead to the expansion of tertiary industries like high-tech or service industries, which improves the local environment and thus the GFFP. Thus, this paper intends to test the important impact of FDI on GFFP, and discusses whether ISO significantly affects GFFP, and whether FDI interacts well with ISO to boost GFFP. The previous studies mainly focus on the country level, and rarely tackles the Changjiang Economic Area (CEA) in China. Further research is needed to verify if the relevant results apply to the CEA.
As an economic engine of China, the Changjiang Economic Area (CEA) accounts 40% of the country’s population and gross domestic product (GDP), with only 21.4% of the country’s landmass. The population and economic densities of the CEA are greater than those in any other region of China. As a result, the CEA’s economic development faces tremendous pressures from resources and environment. The pressures are even greater, as China is poised to pilot the construction of ecological civilization in the CEA. Thus, the CEA must embark on a new road towards ecologic and green development. In this context, improving GFFP becomes the inevitable choice for the CEA to realize sustainable development.
To accelerate development, the CEA has been introducing a huge sum of foreign capital, and vigorously promoting ISO. The industrial structure of the region is constantly optimized. In 2019, the ratios between the three industries in the CEA changed from 8.1: 40.6: 51.1 to 7.8: 38.8: 53.5. The proportions of the first and second industries in the region further declined, while the proportion of the tertiary industry rose by 2.4% compared to the previous year. However, the CEA ISO still has an obvious provincial difference. Whether the difference greatly affects GFFP is worthy of further research.
How to improve GFFP has always been the focus of the academia. Many researchers have noticed the importance of foreign direct investment (FDI) to GFFP. In general, FDI has two different effects on the eco-environment of the host country: the pollution haven and pollution halo hypotheses. The former suggests that foreign investment brings high pollution industries, which directly or indirectly undermine local environmental quality (List and Co, 2000; Keller and Levinson, 2002). The latter argues that the FDI in the host country has a good technology spillover effect, which improves the governance of local environment (He, 2006).
Given the two different environmental effects of the FDI, different researchers draw different results on how the FDI affects GFFP. For example, Liu et al. (2016) studied the effect of the FDI on GFFP growth, using the data on 1,328 Chinese firms in 2003–2008, and discovered that FDI significantly promotes GFFP growth. Peng (2020) analyzed the panel data of 274 prefectures of China in 2005–2015, and concluded that the FDI has a prominent positive effect on GFFP. Focusing on 285 cities in China during 2003–2017, Yu et al. (2021) relied on the spatial Durbin model (SDM) to examine the clustering of the FDI, as well as its influence on urban GFFP. The results show that the FDI promotes the GFFP in cities falling in the high-high and high-low quadrants. Facing all regions in China, Luo et al. (2022) carried out quantile regression on the panel data, and found that the FDI negatively affects the green productivity. This finding supports the pollution haven hypothesis.
Some scholar also noted the relationship between industrial structure and GFFP. For instance, Wang et al. (2021) characterized industrial structure by the outcome of the secondary industry as a percentage of gross regional product (GRP), and revealed the significantly positive effect of industrial structure on GFFP. Xie et al. (2021) investigated the samples of 283 Chinese cities on the prefectural-level and above in 2003–2018, and also observed the significantly positive effect of industrial structure on urban GFFP. Lu et al. (2020) found that China’s GFFP could be promoted by rationalizing and optimizing the industrial structure. Overall, the existing studies mostly measure industrial structure with the proportion of secondary (tertiary) industry outcome in GDP, before exploring its relationship with the GFFP. Relatively few have directly probed into the influence of industrial structure optimization (ISO) on GFFP.
Besides, the capital and technical advantages of the FDI will cause technology spillover in the host country, which in turn promotes the ISO in that country (Grossman and Helpman, 2002). For example, Kippenberg (2005) discovered that the FDI promotes the industrial structure adjustment in Czech. However, there is no report on whether the interaction between FDI and ISO would affect GFFP.
To sum up, extensive studies have been conducted on GFFP, especially on the influence of FDI on GFFP, and the relationship between industrial structure and GFFP. The previous studies provide valuable experience about the measurement, influencing factors, and promoting paths of GFFP.
To address the problems of the previous studies, this paper makes two breakthroughs: Firstly, the existing studies on the effect of the FDI on GFFP mainly focus on the country level or the city level, but rarely tackle large regions like the CEA. Secondly, the literature either examines the relationship between the FDI and GFFP, or deals with the correlation between industrial structure and GFFP. But there is no report on whether the FDI interacts well with industrial structure, and whether the interaction significantly affects the GFFP. Thus, this work utilizes the super epsilon-based measure (Super EBM) model to measure the GFFPs in the CEA, and adopts spatial measurement models to examine the relationship between FDI, ISO, and GFFP. This work fills in the gaps of the relevant research fields.
METHODOLOGY
Super-EBM
Unlike stochastic frontier analysis (SFA), the commonly used tool of data envelopment analysis (DEA) adopts linear programming to determine the production frontier. DEA can process multi-intake and multi-outcome problems in efficiency evaluation, without needing to set up a production function. Therefore, this approach is highly flexible and applicable. That is why DEA becomes the mainstream approach of efficiency evaluation. In this paper, GFFP is treated as an efficiency evaluation problem. The index reflects the internal correlations between multiple intakes and outcomes. The accurate evaluation of GFFP calls for a suitable method. This paper aims to compare the GFFPs of multiple regions in the CEA. Therefore, the measured GFFPs must be a comparable relative efficiency. As a measuring tool for relative efficiency, DEA is precisely what is needed for GFFP measurement.
Since its nascence, DEA has been continuously evolving. The early DEA models are mostly radial ones, such as the model proposed by Banker et al. (BCC), and that proposed by Charnes et al. (CCR). These radial models can evaluate efficiency with multiple outcomes, provided that the outcomes could be maximized. However, neither BCC nor CCR could be directly adopted for efficiency assessment, when bad outcomes (e.g., pollutants) are present. It is necessary to process the bad outcomes before applying the radial models. The common practice is to take the bad outcomes as intakes, or take the log of the bad outcomes. But the processing of bad outcomes does not obey the realistic production law, resulting in a bias in efficiency evaluation (Zeng and Wei, 2021).
To deal with bad outcomes, Tone (2001) proposed the slack-based measure (SBM) model. Unlike the BCC and CCR models, the SBM model fully considers the slackness of intakes and outcomes, and includes it to the objective function, providing an effective solution to the efficiency evaluation with bad outcomes. As a non-angular, non-radial model, the SBM can prevent the bias arising from the selection of radial direction and angle.
Despite its popularity, the SBM faces a major defect: the inability to ensure the compatibility between radial and non-radial intakes and outcomes. The relationship between intakes and bad outcomes is radial. However, the intakes could be separated from good outcomes. The relationship between these two kinds of factors is non-radial. If an evaluation indicator system (EIS) contains both bad and good outcomes, the SBM cannot differentiate radial relationship from non-radial relationship, resulting in a deviation in the evaluated efficiency.
To ensure the compatibility between radial intakes and outcomes and non-radial ones, Tone and Tsutsui (2010) improved SBM into EBM. This hybrid model fully considers the radial relationship between intakes and outcomes, as well as the non-radial relationship between them. Nonetheless, when EBM measures efficiency, multiple decision-making units (DMUs) often have an efficiency of 1. Then, it is impossible to rank the DMUs by efficiency. The Super-EBM was soon developed to solve the problem. As the combination between EBM and super efficiency model, the Super-EBM overcomes the upper bound of 1 for DMU efficiency, and further improves the accuracy of efficiency measurement.
In the target problem, there is a production system with n DMUs. Each DMU is assumed to contain m intakes, u good outcomes, and v bad outcomes: [image: image], [image: image], and [image: image]. Then, thee matrices could be defined as: [image: image], [image: image], and [image: image]. Based on the actual situation of intakes and outcomes, it is hypothesized that X > 0, [image: image], and [image: image]. Let DMUj denote the jth DMU to be evaluated. Then, the Super-EBM with bad outcomes could be established as:
[image: image]
where, [image: image] is the GFFP; [image: image] is the linear combination factor, i.e., the relative importance of the jth DMU; [image: image], [image: image], and [image: image] are the ith intake, hth good outcome, and lth bad outcome of the jth DMU, separately; [image: image], [image: image], and [image: image] are the weights of the ith intake, hth good outcome, and lth bad outcome, separately; [image: image], and [image: image] are radial programming parameters; [image: image], [image: image], and [image: image] are the non-radial weights of intakes, good outcomes, and bad outcomes, separately (all of them fall in [0, 1]); [image: image], [image: image], and [image: image] are the slack terms of intakes, good outcomes, and bad outcomes, separately.
Spatial Correlation Analysis
This work intends to verify whether the regional GFFPs on the vast land of the CEA have significant spatial correlations. Also known as spatial dependence, spatial correlation refers to the possible correlations between the observation data on the research parameters in space, under the effects of spatial interaction and spatial diffusion. In general, spatial correlation could be measured by Global Moran’s I (Moran, 1948):
[image: image]
where, n is the number of regional-level administrative regions (regions) in the CEA; xi and xj are the observation values of the ith and jth regions, separately; Wij is the spatial weight matrix.
The Global Moran’s I falls between -1 and 1. If the indicator belongs to (0, 1] and goes through the test of significance on a certain level, then the two regions being examined have a significant positive correlation in space; if the indicator belongs to [−1, 0) and goes through the test of significance on a certain level, then the two regions have a significant negative correlation in space; only if the indicator equals 0, the two regions are independent, without any spatial correlation.
For simplicity, the spatial weight matrix Wij was expressed a Rook’s adjacency matrix of spatial weights:
[image: image]
Spatial Measurement Models
The traditional measurement models, namely, ordinary least squares (OLS), fail to take account of the possible spatial dependence between parameters, and thus may make biased estimations. The emergence of spatial measurement models provides an effective solution to the potential spatial correlation between parameters in model regression. The current spatial measurement models could be roughly divided into spatial autoregressive model (SAR) and spatial error model (SEM) (Fan et al., 2021). The SAR could be represented by:
[image: image]
where, y is the dependent parameter; X is the matrix endogenous independent parameters; [image: image] is the spatial regression factor, representing the spatial dependence of sample observations; [image: image] is a factor representing the degree of influence of an independent parameter over the dependent parameter; W is an n×n-dimensional spatial weight matrix; Wy is the spatial lagged independent parameter; [image: image] is the vector of a stochastic error.
The SEM could be represented by:
[image: image]
where, [image: image] is the vector of a stochastic error; [image: image] is the spatial error factor, representing the spatial dependence of sample observations; [image: image] is a stochastic error vector obeying normal distribution.
EIS
Traditionally, the TFP only considers intakes like capital and labor, and good outcomes like GDP, without taking account of energy intake or bad outcomes like environmental pollution. With the rise of energy consumption and environmental pollution, the traditional TFP, which does not consider the constraints of resources and environment, cannot measure the level of economic development comprehensively. Some scholars pointed out that resources and environment are not merely endogenous parameters in economic development, but conditional constraints on economic growth. Based on the traditional TFP, it is necessary to incorporate relevant environmental factors (e.g., energy intake, and environmental outcomes) into the measurement framework, and formulate the GFFP, providing a guide to sustainable development. Referring to Lin B. and Chen G. (2018), this paper defines GFFP as the maximum good outcome and the minimum bad outcome obtained from a fixed quantity of intakes, such as labor, capital, and energy. The measured value is positively proportional to the quality of GFFP. The best GFFP should be greater than or equal to 1.
In this way, the authors established an EIS for GFFP (Table 1), which covers both intakes and outcomes. The intakes include labor, capital, and energy. The outcomes include a good outcome (real GDP), and two bad outcomes (pollutants). The indicators are dependent as follows:
TABLE 1 | Statistics on intakes and outcomes.
[image: Table 1]Labor
Considering data availability, and inspired by Liu and Xin (2019), this work characterizes labor with the year-end number of employees in each region of the CEA.
Capital
The capital was substituted by the capital stock of each region of the CEA, which was derived by the permanent inventory method: [image: image], where [image: image] and Ki, t-1 are the capital stocks of the ith region in the tth year and in the t-1-th year, separately; [image: image] is the fixed capital formation of the ith region in the tth year; [image: image] of the depreciation rate. To eliminate the price effect, this work uses the fixed asset price indicator to deflate the nominal capital stock of each region in the CEA to the actual capital stock with 2005 as the base year.
Energy
Inspired by Song et al. (2018), energy was characterized by the total annual energy consumption of each region in the CEA (unit: 10,000 tons of standard coal).
Good Outcome
In general, GDP is the final outcome of the production in a country or region within a year. Thus, it is a core indicator of national economic accounting. Thus, GDP was taken as the good outcome of the GFFP EIS. To prevent the data from being distorted by the price factor, this work uses the GDP indicator to deflate the nominal GDP of each region in the CEA to the actual GDP with 2005 as the base year.
Bad Outcomes
The bad outcomes refer to the various pollutants produced during economic growth. Out of the many pollutants, SO2 and chemical oxygen demand (COD) were chosen as the bad outcomes, for China’s environmental pollution monitoring primarily focuses on water pollution and air pollution.
Influencing Factors
This work mainly studies whether the FDI, ISO, and their cross term significantly affect GFFP. Before further analysis, it is necessary to sort out the mechanism of FDI and ISO acting on GFFP. Apart from the two core parameters (FDI and ISO), it is necessary to consider a series of control parameters (Table 2).
TABLE 2 | Statistics on the factors affecting GFFP.
[image: Table 2]FDI
Considering data availability, this work converts the US dollar into RMB by the mean exchange rate, and then characterizes the FDI level with the ratio of the actual FDI to the GDP. The previous research suggests that the FDI affects the TFP via five paths: scale effect, demonstration effect, competitive effect, labor spillover effect and industrial-related effect (Khachoo et al., 2018; Wu et al., 2020).
Scale Effect
The continuously utilization of foreign capital expands the production scale of the host country, which increases energy consumption, and releases lots of pollutants. Due to the huge cost of pollution control, some pollutants are difficult to treat effectively, and directly discharged to nature, without any treatment. As a result, the environmental quality of the host country enters a downward spiral.
Demonstration Effect
The massive entry of foreign-funded firms brings many advanced technologies of clean production to the host country. These technologies could be transferred and spread via the demonstration effect of the FDI, thus stimulating the technological innovation of the local firms. Then, the local firms will be motivated to improve their clean technologies and energy utilization efficiency (Kumar and Sinha, 2014).
Competitive Effect
The massive entry of foreign-funded firms also exerts a large impact to the local firms, making the market in the host country more competitive. To maintain competitiveness, local firms must introduce many talents, improve the internal management, and enhance the learning ability of clean technologies. These moves help the host country to increase the TFP.
Labor Spillover Effect
During the development in the host country, foreign-funded firms need to employ and train many local staff, which improve the quality level of regional labor. When the trained employees return to local firms, the development of these firms will be greatly promoted.
Industry-Related Effect
During trade circulation and exchange, foreign-funded firms would invest in the equipment and plants of upstream firms, and provide downstream firms with intermediate products with high added value and production technology. This will lead to technology spillover and transfer.
In summary, the influence of the FDI over GFFP remains uncertain. The specific influence needs to be determined according to the actual FDI situation of each region.
ISO
Here, the ISO is characterized by the ratio of the added value of tertiary industry to that of secondary industry. This factor reflects the shift from labor- and fund-intensive model to technology- and knowledge-intensive model. The traditional industries are gradually phased out by emerging industries with low energy consumption, low pollution, and high added value. This ongoing improvement of industrial structure is bound to affect the TFP (Lin B. and Chen Z., 2018). According to the structural bonus hypothesis, the productivity will increase if the production factors is transferred from the sectors with a low productivity level to those with a high productivity level (Peneder, 2003).
In short, the continuous advancement of the ISO, on the one hand, reduces the overall energy demand of industrial development, and on the other hand, spurs industrial transformation via technological upgrading. Hence, the ISO could promote the shift from high pollution industries to low pollution industries, downgrade pollutant emissions, and thus benefit the improvement of TFP.
Cross Term Between FDI and ISO
There is a close relationship between FDI and ISO. The FDI has a major impact on the ISO through capital accumulation, technology spillover, and job creation. As a large amount of foreign investment enters the host country, the fund shortage would be alleviated, and the industrial restructuring would pick up speed in the host country. In addition, the foreign capital can improve the quality of funds in the host country, and change the backward production and management model of the host country through mergers and acquisitions. What is more, the entry of foreign capital brings advanced technologies, resulting in technology transfer and spillover. The local firms can learn advanced production technologies and management methods from foreign-funded firms, and improve their own research and development (R&D) ability and management level, thereby enhancing their production efficiency. Finally, the foreign-funded firms create new jobs, contributing to the employment of the host country, and train many talents in management, R&D, and technology, exerting a positive effect on the ISO. In summary, the FDI and ISO can interact well with each other. The benign interaction could promote GFFP.
Other Control Parameters
The GFFP is not only affected by FDI, ISO, and their cross term, but also influenced by several other factors. Studies have shown that, GFFP may be significantly affected by economic growth (EG) (Lin B. and Chen G., 2018), urbanization level (UL) (Li and Lin, 2017), energy structure (ES) (Yan et al., 2020), and environmental regulation (ER) (Wang et al., 2019). These factors were treated as control parameters in our research. Specifically, economic growth was measured by the natural log of per-capita GDP in each region of the CEA in each year; urbanization level was measured by the year-end urban population as a percentage of total population in each region of the CEA in each year; energy structure was measured by the coal consumption as a percentage of the total energy consumption in each region of the CEA in each year; environmental regulation was measured by the investment in industrial environmental pollution control as a percentage of industrial added value in each region of the CEA in each year.
Data Sources
To ensure the completeness and availability of the data sources for the indicators of the Super-EBM and the spatial measurement models, this work decides to study the 11 regions in the CEA from 2005 to 2019. The original data on all indicators above were obtained from national and local statistical yearbooks in the sample period. These yearbooks are about the general statistics, energy, population, employment, and environment. Specifically, the original data were collected from China Statistical Yearbooks (2006–2020) (NBSC, 2006–2020a), China Energy Statistical Yearbooks (2006–2020) (NBSC, 2006–2020b), China Population and Employment Statistics Yearbooks (2006–2020) (NBSC, 2006–2020c), and China Statistics Yearbooks on Environment (2006–2020) (NBSC and MEE, 2006–2020), and the local statistical yearbooks of CEA regions. The missing original data of a few parameters in the panel data were supplemented through interpolation. Note that this paper only uses the data published before the end of 2019. The data published in 2020 were not used, because the data on some variables (e.g., energy, labor, SO2, and COD) some regions are not complete in 2020. For the completeness and reliability of data, the span of sample data was determined as 2005–2019.
RESULTS
Measurement Results on GFFP
With the aid of the GFFP EIS, this work collects the data on parameters like labor, capital, energy, GDP, SO2, and COD, processes the data, and imports all into MaxDEA. Then, the GFFPs of the CEA regions in 2005–2019 were measured by the Super-EBM.
According to the results in Table 3, the GFFPs in the CEA exhibited large regional differences. During the sample period, Shanghai was the only region with its mean GFFP (1.0823) falling on the efficient frontier. All the other regions failed to achieve this state. Zhejiang realized a quite satisfactory result (mean GFFP: 0.9199), with a certain potential for improvement. For most regions in the CEA, namely, as Jiangsu, Anhui, Jiangxi, Hubei, Hunan, and Sichuan, the mean GFFP fell between 0.7 and 0.9. These regions performed generally in terms of GFFP, leaving a large room for improvement. In addition, Chongqing, Guizhou, and Yunnan performed poorly in GFFP. During the sample period, their mean GFFPs were below 0.7. These three regions ranked at the bottom in the CEA by GFFP, and should be the focus of environmental protection in future.
TABLE 3 | Regional GFFPs in the CEA.
[image: Table 3]In general, most regions in the lower basin of the CEA had satisfactory GFFPs, while those in the middle and upper basin had general GFFPs. The heterogeneity of the CEA regions in green development must be considered by the government during the formulation of relevant environmental policies.
According to the Guiding Opinions of the State Council on Promoting the Development of the CEA Relying on the Golden Waterway (2014), the CEA could be divided into three major regions: the lower basin (Shanghai, Zhejiang, Jiangsu, and Anhui), the middle basin (Hubei, Hunan, and Jiangxi), and the upper basin (Chongqing, Sichuan, Guizhou, and Yunnan). Figure 1 shows the mean GFFP trends of the CEA, and the three regions.
[image: Figure 1]FIGURE 1 | Mean GFFP trends of the CEA, the lower basin, the middle basin, and the upper basin.
As shown in Figure 1, the GFFP trends were similar in the upper, middle, and lower basin of the CEA, and could be split into two stages. During 2005–2010, the mean GFFPs of the CEA and the three regions remained stable, with little oscillations. During 2011–2019, the mean GFFPs of the CEA and the three regions declined slowly.
The mean GFFPs of the lower basin, the middle basin, and the upper basin were 0.9062, 0.7808, and 0.6894, separately. Spatially speaking, the GFFPs in the CEA gradually decreased from the lower basin, to the middle basin, and then to the upper basin. This law supports the environmental Kuznets curve: economic development has an inverted U-shaped linear relationship with environmental pollution. The environmental quality of the economically developed lower basin was much better than that of the less developed middle and upper basin.
Spatial Correlations of GFFP
By formulas (2)-(3), this work computes the Global Moran’s I values of the GFFPs in each year of the CEA on GeoDa, and carries out a p-value test. The specific calculation results are displayed in Table 4.
TABLE 4 | Global Moran’s I values of the CEA GFFPs.
[image: Table 4]As can be seen from Table 4 that, through the sample period, the Global Moran’s I values of the GFFPs were all positive in the CEA. Except 2005, these values went through the test of significance at the level of 10% or 1% in the sample period. Thus, the GFFPs of the CEA were clustered prominently in space. Furthermore, it could be learned that the CEA regions with high GFFPs or those with low GFFPs were relatively clustered in space. In addition, the Global Moran’s I values first increased and then declined in the sample period, suggesting that the spatial clustering of the CEA GFFPs first strengthens and then weakens. Overall, the spatial clustering of the CEA GFFPs is objective. If this feature is ignored, the empirical results may have serious deviations.
Empirical Results of Spatial Measurement Models
The suitability of spatial measurement models needs further testing. Whether a spatial measurement model is applicable could be measured by two statistics, namely, LM-sar and LM-err. If both statistics are significant, and LM-sar is more significant than LM-err, then the SAR is the suitable spatial measurement model. Otherwise, the SEM is the suitable model (Anselin and Florax, 1995).
By combining different fixed effects with the general model, it is possible to obtain four types of models: non-, spatial, time, and two-way fixed effects models, respectively. The models with four different fixed effects should be compared to find the one with the strongest independent power. With the aid of MATLAB, this work computes the LM-sar and LM-err of the four different fixed effects models, and compares the LM-sar, LM-error, and their significance of different models, aiming to determine the best model for analyzing the correlations between FDI, ISO, and GFFP.
The empirical results in Table 5 were analyzed below. For the non-fixed effects model, the LM-sar and LM-err were 70.8738 and 15.3022, separately, and both went through the test of significance at the level of 1%. For the spatial fixed effects model and the time fixed effects model, the LM-sar values were 3.3233 and 11.7243, separately; the former went through the test of significance at the level of 10%, and the latter went through the test of significance at the level of 1%. However, the LM-err values of the two models were not significant. For the two-way fixed effects model, the LM-sar and LM-err both went through the test of significance at the level of 1%.
TABLE 5 | Lagrange multiplier (LM) statistics under different fixed effects.
[image: Table 5]The above results indicate that the residuals of ordinary model have significant spatial correlations, making it reasonable to adopt spatial measurement models. For the models with four different fixed effects, the LM-sar was always greater than LM-err. Hence, the SAR is superior to the SEM, whichever the fixed effects.
Through the above analysis, it could be learned that ordinary models cannot solve the spatial correlations between residuals. Hence, the ordinary models were simulated again by formulas (4) and (5), and the panel SAR and panel SEM of each fixed effects model were obtained (Table 6). The relevant results show that the [image: image] and [image: image] values were all significant, except the [image: image] values of the spatial fixed effects model and time fixed effects model of panel SEM did not pass any test of significance. This again indicates the reasonability of using spatial measurement models.
TABLE 6 | Estimation results of spatial measurement models.
[image: Table 6]As for the factor of determination (R2) for goodness-of-fit, the two-way fixed effects model of panel SAR had an R2 of 0.9576, while that of panel SEM had an R2 of 0.9490. Both are greater than the R2 values of the other three models. Likewise, the log likelihood values of the two-way fixed effects model of panel SAR and that of panel SEM were 335.2100 and 335.3929, separately, which are the best among the four models. The two-way fixed effects model always achieved the best statistics, regardless of panel SAR or panel SEM. Since the two-way fixed effects model of panel SAR had a greater log likelihood than the two-way fixed effects model of panel SEM, the former model achieves better performance than the latter. Hence, the fixed effects model of panel SAR was selected to analyze the meaning of the factors of the parameters.
The estimation factor of the FDI was −2.4050, going through the test of significance at the level of 1%. Thus, a greater proportion of the FDI in GDP actually suppresses GFFP in the CEA. The possible reason is as follows: The significantly negative factor of the FDI testifies the apparent pollution haven effect of the FDI in the CEA. The continuous entry of FDI produces significant negative technology spillover, capital effect, and environmental effect in the CEA. As a developing country, China implements a weaker environmental regulation than developed countries. To evade the high environmental cost, development countries often choose to divert the FDI to pollution-intense firms in China. The CEA is an inland river economic belt with national and even global significance. There are many heavy pollution firms along the Yangtze River, including chemical firms, petrochemical firms, and nonferrous metal metallurgy firms. These heavy pollution firms are very attractive to foreign investors. Rafindadi et al. (2018) suggested that, most developing countries treat economic growth as the top priority, paying little attention to environmental governance. Hence, developed countries tend to transfer high pollution industries to development countries, which cause serious environmental pollution to the host countries. This is not conducive to the improvement of GFFP.
The ISO had a significant positive effect on GFFP at the level of 10%. The result validates the previous hypothesis: the sustained economic growth of the CEA is accompanied by the improvement of the industrial structure. In recent years, the tertiary industry develops rapidly in the CEA, taking up a growing portion in the national economy. By contrast, the proportion of the secondary industry in the national economy steadily decreases: Since China decided to pilot the construction of ecological civilization in the CEA, the study area has stepped up the regulation of high pollution industries, most of which belong to the secondary industry. From 2005 to 2019, the value added of the tertiary industry to that of the secondary industry increased from 0.8318 to 1.3429 in the CEA. It could be said that the ISO not only promotes the continued growth of the economy, but also advances regional green development. These effects undoubtedly promote the growth of GFFP.
The estimation factor of the cross term between FDI and ISO was positive, going through the test of significance at the level of 5%. Therefore, the benign interaction between FDI and ISO positively affects GFFP. As China raises the environmental threshold for the FDI, it is increasingly difficult for high pollution and high energy foreign-funded industries to enter the Chinese market. Instead, many high-tech, low pollution foreign industries flood in China, which promote the ISO of the CEA. As stated by Blomström et al. (1994), the positive technology spillover of the FDI increases with the economic level in the host country; the more advanced the economy, the stronger the positive technology spillover, and the better the ISO in the host country. Taking Canada and Australia as example, Caves (1974) investigated the technology spillover effect of FDI on manufacturing, and discovered that the FDI promotes the industrial structure adjustment in these countries.
The influence of the other control parameters on GFFP was analyzed as follows:
Economic growth (EG) had a positive effect on GFFP at the level of 1%. This means the CEA has already arrived at a high level of economic development. The focus of economic growth gradually shifts from quantity to quality. Under the premise of ensuring fast growth, more attention is paid to environmental quality. This shift obviously promotes GFFP.
There was a significant negative correlation between urbanization level (UL) and GFFP. This correlation is closely associated with the urbanization pattern in the region, which features high pollution, high consumption, and high investment. To solve the problem, it is necessary to blaze a new trail towards urbanization: minimizing the damages from urbanization to the natural environment by building environmentally friendly, resource-saving cities.
Energy structure (ES) exerted a negative impact on GFFP, which failed the test of significance. It is generally agreed in the academia that: the coal-dominated energy structure suppresses the environmental productivity of each sector (Shen et al., 2019). China attaches importance to the eco-environmental construction in the CEA. The region has been switching to clean energies, and gradually reducing the proportion of coal in the energy structure. In 2005, coal accounted for 77.04% of the total energy consumed in the CEA. In 2019, the proportion dropped to 65.58%, falling by 11.46% over 15 years.
Environmental regulation (ER) significantly promoted GFFP. In recent years, the CEA forcefully implemented energy saving and emission reduction, and ramped up the intensity of environment regulation, especially the investment in industrial pollution control. These efforts curb pollutant discharge by firms, mitigate the environmental damages of pollutants, and greatly improve the environmental quality in the CEA.
CONCLUSION
Improving GFFP is the fundamental path for China to realize sustainable development goals (Wang et al., 2021). Taking the whole country as the study area, Wang et al. (2021) discovered that GFFP declined from eastern China, central China, to western China. Our research draws similar conclusions, with the CEA as the study area. Targeting the countries along the Belt and Road, Wu et al. (2020) verified that China’s outward direct investment (ODI) significantly affects GFFP, and that China’s ODI is constrained by the institutional quality of the host country. Similarly, this paper confirms the important effect of CEA FDI on GFFP. In addition, the authors tested whether the interaction between FDI and ISO greatly affects GFFP. Since spatial econometric model is widely used in various research domains (Sun et al., 2014), it is necessary to explore GFFP through spatial econometrics, making the research more practical and scientific.
Targeting the panel data of 11 CEA regions in 2005–2019, this work establishes a GFFP EIS containing bad outcomes, measures the GTEPs in the CEA with the Super-EBM, computes the Global Moran’s I values of the CEA GFFPs. In addition, SAR and SEM were employed to analyze the influence of FDI, ISO, and their cross term over GFFP. The main conclusions are as follows:
1) During the sample period, the GFFPs in the CEA exhibited large regional differences. Shanghai’s GFFP fell on the efficient frontier. This state was not achieved by any other region in the CEA, leaving a room for improvement. Zhejiang realized a quite satisfactory result, with a certain potential for improvement. Jiangsu, Anhui, Jiangxi, Hubei, Hunan, and Sichuan performed generally in terms of GFFP, leaving a large room for improvement. Chongqing, Guizhou, and Yunnan performed poorly in GFFP. In general, most regions in the lower basin of the CEA had high GFFPs, while those in the middle and upper basin had low GFFPs.
2) During the sample period, the GFFP trends were similar in the upper, middle, and lower basin of the CEA. From 2005 to 2010, the mean GFFPs of the CEA and the three regions remained stable. From 2011 to 2019, the mean GFFPs of the CEA and the three regions declined slowly. The three regions differed significantly in GFFP, and could be ranked in descending order of GFFP as lower basin > middle basin > upper basin.
3) During the sample period, the Global Moran’s I values of CEA GFFPs were always positive, and went through the test of significance in most years. Further, the CEA GFFPs were clustered prominently in space, rather than stochastically distributed.
4) According to the results of spatial measurement models, the CEA GFFPs were significantly suppressed by FDI, and promoted by ISO; the good interaction between FDI and ISO positively affected GFFP. Among the control parameters, economic growth and environment regulation clearly promote GFFP, urbanization level strongly inhibits GFFP, and energy structure does not significantly affect GFFP.
There are several limitations of this research. Firstly, only two pollutants, namely, SO2 and COD, were selected as bad outcomes, for the completeness of data sources of the variables. This clearly limits the comprehensiveness of our analysis. Secondly, the sample data were all published before 2019 to ensure data availability. The short cycle hinders the long-span analysis and the selection of influencing factors. In future, the research will be deepened by including more environmental pollutants as bad outcomes, and expanding the data channels (e.g., finding data on relevant websites in addition to statistical yearbooks), thus extending the time span of samples.
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Innovation is the first development force; thus, it is necessary to study the factors to enhance innovation ability. What type of venture capital strategy is more conducive to promoting enterprise innovation? We use the companies listed on the Growth Enterprise Market from 2009 to 2017 as samples and employ the Poisson regression method to empirically test the impact of venture capital investment timing and rounds of venture capital on entrepreneurial innovation performance. The results indicate that 1) venture capital can significantly improve firms’ innovation performance; however, compared with the early stage investment, the late-stage investment can significantly improve the firm’s innovation performance. With the increase in investment rounds, the innovation performance of enterprises is significantly improved. 2) Investment timing has a significant negative moderating effect on the relationship between investment rounds and firm innovation, that is, late-stage investment will significantly weaken the positive impact of investment rounds on firm innovation.
Keywords: venture capital, investment timing, investment rounds, innovation performance, venture capital strategy
INTRODUCTION
Innovation is the driving force of enterprise sustainable development. Because of its high uncertainty, spillover, and long-term characteristics, enterprise innovation needs a lot of financial support. Banks and other financial institutions have credit discrimination against start-ups, which makes venture investors an important source of capital to help enterprises develop. But venture capitalists are not “philanthropists” and tend to seek high returns rather than promote corporate innovation. However, the high return pursued by venture capital often depends on the high growth of start-ups and the professionalism of investment (Dang et al., 2014; Huang et al., 2016). In theory, professional venture capitalists can earn high returns by choosing investment strategies to promote enterprise growth. Timing and rounds are the investment strategy often adopted by venture capital. However, there are many factors affecting the return of venture capital in the capital market; it is possible for venture capital to obtain a high return without encouraging enterprise innovation. Therefore, based on the current situation of China’s market development, this article discusses whether the venture capital timing and round strategy choice will affect enterprise innovation performance1 so as to determine whether the venture capital use strategy choice affects enterprise innovation.
Scholars have long debated how the timing of venture capital investment affects the innovation performance of start-ups. Some scholars believe that early venture capital intervention can provide value-added services, reduce the degree of information asymmetry, and promote enterprise innovation. Based on market efficiency, some scholars suggest that venture capital tends to intervene in the later stage to obtain high returns more quickly and reliably. In fact, venture capital institutions have different investment objectives, risk preferences, and investment strategies; thus, the timing of entering start-up enterprises will naturally be different. Start-ups face many difficulties in the early stage, so when venture capital institutions intervene in the early stage of enterprises, they provide value-added services, such as financial support and industry experience, which is more conducive to helping enterprises improve their growth speed and lay a solid foundation for development through innovation. Due to the late start of China’s GEM market and relatively high threshold, some venture capital institutions tend to grandstand, which are more inclined to investing in the late-stage of start-up enterprises (within 3 years before IPO). Therefore, venture capital institutions invest different amounts of time and energy due to different investment timings, which results in different impacts on entrepreneurial innovation performance.
Once the venture capital invests the money, it may be “held up” by a start-up. Therefore, venture capital usually chooses the phased investment strategy to reduce the risk of being held up. At present, there are many researches regarding the phased investment strategy, but the influence on the number of investment rounds in the phased investment process is insufficient. In the GEM market, with the increase in investment rounds, venture capital has a great binding force on enterprises, which may result in two different consequences. One is to monitor the start-up enterprises to make them work harder, thus promoting innovation; the other is to hinder R&D investment due to the risk of capital shortage, thus inhibiting enterprise innovation. Furthermore, the risk of venture capital entrapment at different times is not the same. In the early stage, the information asymmetry between venture capital and entrepreneurs is high, and the risk of being caught is also high. The influence of multi-round investment may be greater than that of late-stage investment.
In the current GEM market, does the multi-round investment of venture capital have an impact on innovation performance? And how does the investment timing affect the relationship between multi-round investment and entrepreneurial innovation performance? Based on these problems, this article uses the enterprises listed on GEM from 2009 to 2017 as samples and combines the data collected from the Wind and CSMAR databases as well as the State Intellectual Property Office (SIPO) and prospectuses to conduct research. Using the Poisson regression and PSM methods, the research found that venture capital intervention can significantly improve enterprise innovation performance. The impact of venture capital investment timing and rounds on enterprise innovation performance is significant, which can be shown as follows: compared with early stage investment, late-stage investment can promote enterprise innovation performance more. The more investment rounds, the stronger the promotion effect on enterprise innovation activities. Further analysis revealed that investment timing has a moderating effect on the relationship between investment rounds and entrepreneurial innovation performance (see Figure 1).
[image: Figure 1]FIGURE 1 | The path and result of venture capital influencing enterprise innovation.
The innovation of this paper mainly lies in that, based on the innovation-driven strategy and the characteristics of GEM market in China and also based on the theories of locking-up risk, monitoring cost, signal transmission, learning effect, short-term return, and convenience of long-term value acquisition, the influence of venture capital timing and multi-round selection strategy on enterprise innovation is inferred. Through the empirical test, it is proven that investment timing and cycles have a significant impact on enterprise innovation performance. By studying the common relationship between the two strategies, we found that different from early stage investment, venture capital late intervention could suppress rounds to promote enterprise innovation performance; the main reason is that the late intervention of venture capital institution and start-ups will weaken the trust relationship by increasing investment rounds. Thus, they are more willing to get what they need and seek development through successful listing.
This article can provide not only reference for in-depth research on the mechanism of venture capital influencing innovation but also guidance for the application of venture capital strategy. Furthermore, it can help relevant departments to understand the relationship between venture capital strategy and innovation performance so as to formulate more targeted incentive policies.
In addition to the introduction, this article also includes five parts: literature review, theoretical analysis and research hypothesis, research samples and variables, empirical analysis, and conclusion.
LITERATURE REVIEW
Timing of Venture Investment and Enterprise Innovation
At present, the positive impact of venture capital on enterprise innovation performance has been increasingly recognized, but what heterogeneity of venture capital affects innovation still needs to be studied. There are many researches on the timing of venture capital investment, which also confirms the significant effect of the investment timing strategy on enterprise performance; however, the direction of impact is different.
In the initial stage of enterprises, it is difficult for new technologies to be recognized and for external financing to be obtained. Venture capital is an important financing channel for start-ups (Huang et al., 2020). Most studies believe that the early time and large amount of venture capital intervention can enhance the ability of the invested enterprises to bear the risk of R&D failure. In addition, a longer investment period is more conducive to the value growth of enterprise innovation. For example, Gou and Dong (2013), based on the theories of “filter,” “guidance,” and “cycle,” proposed that the earlier the venture capital enters the enterprise, the more positive it is to the technological innovation of the enterprise; among them, the “cycle theory” holds that venture capital is involved in early time, and the relative investment time is long (but the paper does not discuss the holding time of venture capital). Hu (2018) demonstrated that venture capital institutions have a long expected investment period for enterprises in the early stage, pay more attention to enterprise innovation, help enterprises join technology alliances, and increase R&D investment. Cheng and Zou (2019) found that venture capital involved in the early stage of enterprise can help start-ups improve innovation performance through certification and supervision functions. Chu et al. (2021) showed that the greater the uncertainty the enterprise faces, the more the venture capital can improve the innovation level of the enterprise. On the contrary, Lin et al. (2020) pointed out that venture capital involved in the later stage of enterprise is more focused on marketing and commercial activities, as well as innovation output expansion, so it is not conducive to encouraging innovation. Cheng and Zou (2020) conducted an analysis from three aspects: the wealth effect of listing greater than the value-added effect, high agency cost, and insufficient attention to intellectual property rights in China. They found that although venture capital tends to intervene in the late-stage of enterprise, venture capital entering in the late-stage of enterprise has no value-added effect and cannot promote enterprise innovation.
Some scholars have also found that venture capital is more willing to intervene in the late-stage to support enterprise innovation. Faria and Barbosa (2014) focused on the study of whether venture capital supports innovation or venture capitalists respond to innovation performance signals of enterprises. They found that venture capitalists are more willing to support enterprise innovation after enterprises have passed the initial stage or even longer uncertain stage. From the perspective of the invested enterprises, in the later stage of development, the bargaining power of the enterprises will be improved, and they will no longer worry about financing difficulties, which will affect the best investment opportunity (Antill, 2017). Therefore, in the later stage, they are more willing to accept venture capital institutions that can help them innovate and grow.
Through the above literature review, it was found that there is no unified conclusion on which period intervention can improve the innovation performance of enterprises. Is it early intervention that makes venture capital institutions hold shares for a long time and play a large value-added and supervisory role? Or is it that in the later stage, enterprises have more choices and prefer to choose venture capital institutions that can support their innovation? To answer these questions, further research is needed.
Investment Rounds and Enterprise Innovation
Because the information asymmetry and failure risk of new enterprises are high, venture capital institutions choose to invest in stages to overcome the problem of information asymmetry (Cornelli et al., 2003); deal with market uncertainty (Panda et al., 2020); enhance the monitoring of entrepreneurs (Gompers, 1995); effectively reduce the cost of supervision (Tian, 2011; Chemmanur 2010); and better investigate, constrain, and encourage enterprises, which are conducive to venture capital to avoid the hold up hypothesis and adverse selection problem (Huang et al., 2014). Shen et al. (2014) found that by gradually integrating entrepreneurs’ human capital with physical capital, phased investment can alleviate the problem of entrepreneurs’ locking-up, play the role of supervision and guidance, and improve investment performance at the project level.
From the perspective of venture capital institutions, before investing, the internal staff of the enterprise knows more about its R&D activities. After investment, it is difficult to observe the efforts exerted by entrepreneurs on R&D activities. As one of the strongest mechanisms to overcome information asymmetry, phased investment (Sharma et al., 2016) can help venture capital institutions better understand enterprise R&D activities and establish learning hypothesis. Therefore, while providing funds for enterprises, phased investment integrates human resources with real objects, reduces the risk of brain drain, and provides guarantee for enterprises to perform innovative activities. Venture capitalists supervise the achievements of each stage of a project by stage investment and establish the monitor hypothesis. When venture capitalists find that the development prospect of a project is not optimistic, they stop injecting capital and stop losses in time, thus stimulating innovators (Pan and Sun, 2019). Staged investment can also reduce the uncertainty of technological innovation and improve the risk preference of enterprises, thus encouraging entrepreneurs to participate more in technological innovation activities (Zhang et al., 2016; Zhang et al., 2019). To obtain a higher valuation premium in the next round of financing, entrepreneurs will maintain long-term innovation activities (Chen and Luo, 2018). However, some studies have demonstrated that the staged investment strategy does not necessarily improve performance and will vary with the locking risk (Shen and Hu, 2014).
Furthermore, the stage depends on the number of rounds of influence. There is also uncertainty about how many rounds will lead to an increase in innovation. A high number of rounds of venture capital may increase the cost of negotiation and contract of venture capital institutions, which may lead to poor investment performance (Wang and Wang, 2013); enterprises with poor performance tend to be stingy in spending on innovation. Venture capital institutions invest in multiple rounds, which may also cause entrepreneurs to focus on short-term success rather than long-term value creation, a term known as Window Dressing. To ensure the next round of capital injection, entrepreneurs will not focus on innovation activities (Tian, 2011; Yung, 2018). Between rounds of investment, VCs also increase their understanding of start-ups through learning (Bergemann and Hege, 1998; Fluck 2005, Garrison, and Myers, 2007), and these are mainly based on the external hard information of the enterprise rather than the soft information (intrinsic quality) (Tian, 2011). Therefore, such learning does not allow venture capital to truly understand the innovation capability of the enterprise. However, if the supervision and agency costs of venture capital caused by multiple rounds increase to reduce investment risk and improve investment performance, then increasing investment rounds may also make entrepreneurs more focused on long-term value creation, that is, to perform innovative activities. Therefore, whether the number of rounds of phased investment stimulates innovation mainly depends on the trade-off between costs and benefits.
Through this literature review, it was found that no convincing conclusions have been drawn on whether the timing and rotation selection of venture capital investment affect enterprise innovation. In this article, two investment strategies that affect the incentive effect of venture capital on innovation, namely, timing and rounds, are put together to explore how these two strategies affect innovation. On the one hand, it intends to demonstrate how the timing and rounds of the current GEM stroke investment affect enterprise innovation; on the other hand, it aims to explore how the timing and rounds jointly affect enterprise innovation.
THEORETICAL ANALYSIS AND HYPOTHESIS DEVELOPMENT
Studies have found that venture capital in different periods has different impacts on enterprise innovation (Xu, 2015). Venture capital can provide capital for start-ups, alleviate financing constraints (Wu et al., 2012), and provide value-added services (Yin et al., 2020). By using investment experience (Chen et al., 2017), venture capital can help start-ups choose their development direction and reduce financial risks. However, China’s GEM market is still in the process of reform and development. When venture capital enters the early stage of enterprise development, investors and entrepreneurs face high technological and market uncertainties (Gou and Dong, 2013). Although venture capital firms intervene after maturity, there is a “free ride” and speculative incentive to push companies to go public (Cheng and Zou, 2020). However, from the perspective of entrepreneurial enterprises, in the later stage of development, information uncertainty is reduced and financing channels increased (Li et al., 2014). In addition, it is easier for enterprises to reach agreements with venture capital institutions that can guide their innovative growth. From the perspective of venture capital institutions, when venture capital invests in start-ups before IPO, they are more willing to promote enterprises to increase innovation investment and achievements by helping them apply for patents, so that enterprises can meet the listing conditions as soon as possible and venture capital institutions can quickly realize the goal of increasing returns from IPO withdrawal. After all, this timing strategy is easier to “achieve effect instantly” than waiting for an early stage investment. Therefore, our primary hypothesis is as follows:
Hypothesis 1: Compared with early stage investment, venture capital is more inclined to investing in late-stage to improve enterprise innovation performance.
In China’s entrepreneurial market, financing difficulties and risks are the biggest dilemmas faced by entrepreneurial enterprises when financing. Venture capital chooses the multi-round investment strategy, which is more important to reduce investment risk and failure rate. First, selecting multi-round investment strategy can solve the following problems: First, frequent interaction between venture capital and enterprises can reduce enterprise uncertainty (Dong et al., 2014). Second, multi-round investment can help enterprises solve financing problems (Hu and Zhou, 2018; Ma et al., 2018), so that enterprises have enough capital to invest in innovation. Thirdly, multi-round investment can gradually integrate the human capital of entrepreneurs with the physical capital of enterprises, alleviating the problem of entrepreneurs’ holding on to venture capitalists (Shen and Hu, 2014). Finally, multi-round investment can better play the supervision role of venture capital (Lin, 2020) and constrain entrepreneurs to focus on long-term value creation rather than “rent-seeking” activities. Venture capital can play a better supervisory role (Lin, 2020), which constrains entrepreneurs to focus on long-term value creation rather than rent-seeking activities. Second, the learning effect established through multiple rounds of investment is conducive to venture capital institutions using their professional knowledge to provide value-added services for enterprises, which is more conducive to the innovation and growth of enterprises. Third, based on the signal transfer theory, the more investment rounds, the more favorable it is for an enterprise to establish an image with innovative strength and growth potential, and the more favorable it is for the entrepreneurial enterprise to obtain more external financing (Xia and Dan, 2020), thus facilitating more capital investments in innovation. Fourth, with the increase in investment rounds, venture capital institutions will invest more, thus incurring higher cost, which encourages venture capital institutions to be patient and motivated to achieve higher long-term returns through innovation. To sum up, our second hypothesis is stated as follows:
Hypothesis 2: The more rounds of venture capital investment, the more significant the promotion effect on enterprise innovation.
There are differences in the effects of multiple rounds of investment by venture capital institutions involved at different times: When venture capital invests in start-up enterprises in the early stage, it faces a large operational uncertainty but a strong bargaining power. Due to the small scale, simple structure, and small number of employees in the early stage of start-up, the monitoring cost is relatively low, and the enterprises that pass the screening often possess strong innovation potential and growth space. For all these reasons, in the early development of the enterprise strong dependence of venture capital (Yan et al., 2018), and there is no investment in venture capital rounds greatly dilution problem, can better protect the executive decision-making (Dong and Meng, 2016); even if there is dilution, it is relatively mild and easier to reach cooperative agreements. Continuous investment is also more conducive to mitigating the risk of innovation failure caused by insufficient R&D investment. If venture capital chooses to intervene in the later stage of enterprise development, enterprise hopes to expand their scale with the help of venture capital and, at the same time, convey the signal of its good operation to the outside world. However, a single venture capital may not be able to meet the target of expanding the scale and occupying a broader market (Chen and Zhou, 2019). However, for venture capital institutions, the prospect of successful exit is clearer, and the uncertainty of innovation activities is weakened. If venture capital institutions still closely monitor enterprises, conflicts between venture capital institutions and enterprise management may occur (Liu Du et al., 2017). First, strict supervision will create an atmosphere of low tolerance for failure (Fu Leiming et al., 2013), so that managers tend to invest in projects with low risks. Second, it affects the trust of managers (Adams, 2010), which is not conducive to the information exchange between venture capital institutions and enterprises, leading to the failure of venture capital to play an effective value-added role. Therefore, the multi-round investment strategy of venture capital institutions will have a negative impact and even lead to the tendency of entrepreneurial enterprises to whitewash their performance and quickly achieve IPO. On the one hand, they expand their development space; on the other hand, they get rid of the restriction of venture capital institutions. Therefore, the multi-round investment in the later stage cannot effectively stimulate innovation. These suppositions lead to our third hypothesis as follows:
Hypothesis 3: Compared with early stage investment, the late-stage intervention strategy of venture capital will weaken the promotion effect of increasing rounds on enterprise innovation.
SAMPLES SELECTION AND RESEARCH DESIGN
Sample Selection
Considering the long-term nature of innovation performance, we selected the companies listed on China’s GEM from 2009 to 2017 as the research samples. The data used in this study are divided into three parts: venture capital data, corporate innovation performance indicators, and related financial information of listed companies. First, we looked in the company’s prospectus to see if there were any venture capital institutions holding shares. This study used the studies conducted by Chen (2017) and Xu (2015) as references to determine whether an enterprise has venture capital involvement: First, we identified the names of the top ten shareholders of gem companies to determine whether they are venture capital institutions. If there are words such as “venture capital,” “science and technology investment,” and “venture capital investment” in the name of the shareholder, the shareholder is identified as a venture capital institution. Second, if there is no word of appeal in the name of the shareholder, please refer to the Directory of China Venture Capital Institutions in the appendix of the 2016 Edition of China Venture Capital Development Report compiled by the Chinese Academy of Science and Technology Development Strategy. If the name of the shareholder is included in the directory, the shareholder will be considered as a venture capital institution. Third, to ensure the comprehensiveness and accuracy of the identification of venture capital institutions, log on to the official website of the company or the Tianyan website to check the main business of the company. If its main business includes “venture capital,” it will be identified as a venture capital institution. If the shareholders are confirmed by the above methods, they are not identified as venture capital institutions, they will be classified as non-venture capital institutions. On this basis, the attribute characteristics of venture capital are divided, and the investment timing is divided according to the 3 years before listing. We call the involvement of venture capital firms in the top ten shareholders within 3 years prior to listing as late involvement (L-period), and the others are classified as early intervention. VC_rounds are defined based on the number of investment times of venture capital firms. If there are two or more venture capital institutions among the top 10 shareholders, it is a joint investment (VC_union). The holding period is defined based on whether the holding period of venture capital is longer than 3 years. Participation governance (VC_director) is defined based on whether venture capital participates in the operation and management of the invested enterprise. Second, the patent data of the listed companies were obtained from the website of the SIPO. Moreover, the financial indicators select the listed year data. To ensure the accuracy and reliability of the data, all data are selected from the CSMAR and WIND databases. Data processing involves 1) elimination of the enterprises with more missing patent data and 2) elimination of the delisted enterprises at the present stage. We ended up with 670 observations.
Define Variables
Dependent Variables
Innovation performance: Zhou et al. (2012) suggested that the number of patent applications can better reflect the innovation performance of an enterprise than the number of licenses. This study selected patent applications to measure innovation performance and used Chemmanur (2014)’s total number of patent applications from 2 years before listing to 2 years after listing as the explained variable2.
Independent Variables

1) Venture capital involvement (VC): The intervention of venture capital was measured by whether there were venture capital institutions among the top ten shareholders of enterprises listed on gem before IPO. If there are venture capital institutions among the top 10 shareholders, VC = 1; otherwise, VC = 0.
2) Venture capital intervention timing (L-period): Based on the research conducted by Cheng and Zou (2020), venture capital intervention within 3 years before listing is defined as late intervention (L-period = 1 and L-period = 0 in the early stage).
3) Venture capital rounds (VC_rounds): Referring to the study conducted by Yu et al. (2014), investment round is defined as the total number of cash investments made by venture institutions to enterprises before IPO. Each venture capital involved in different time, investment rotation superposition. 
Control Variables
Refer to Lu and Zhang et al. (2017) to select joint investment (VC_union) and investment term (time) and to Huang et al. (2014) and Yu et al. (2014) to select firm location and government background (VCG). The larger the enterprise scale, the more funds can be used for enterprise innovation activities. The higher the return on equity, the stronger the profitability of the enterprise. The more abundant the cash flow of the enterprise, the more funds can be invested in innovation activities. The faster the asset turnover, the more funds are available and can be invested in innovation activities. The larger the ratio of fixed assets to total assets, the less funds can be used for innovation. The equity ratio is used to measure the rationality of enterprise capital structure. All these indicators affect the innovation capability of enterprises. According to Zhang et al. (2016), Zhang et al. (2020), and Zou and Cheng (2017), we selected enterprise scale (size), rate of return on equity, total asset turnover (TAT), tangible asset ratio (PPEperc), equity ratio, and the first largest shareholder (Fir). See Table 1 for specific variable definitions.
TABLE 1 | Variable selection and description.
[image: Table 1]Research Design
To test the hypothesis, the number of patent applications is taken as the dependent variable, and the number of patents is a nonnegative integer, which belongs to the discrete data type. The Poisson regression model is constructed by referring to previous literatures:
First, the influence of venture capital intervention on enterprise innovation performance is tested, and model (1) is constructed:
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Second, hypothesis 1 and the influence of late intervention on enterprise innovation performance are tested; then, model (2) is constructed:
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Third, hypothesis 2 and the impact of investment rounds on enterprise innovation performance are tested; then, model (3) is constructed:
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At last, hypothesis 3 is tested. Model 4 is used to analyze the moderating effect of investment timing on investment rounds and enterprise innovation.
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X refers to all explanatory variables appearing on the right side of the equal sign, and control refers to other control variables, as defined in Table 1, which also controls the year industry fixed effect.
EMPIRICAL RESULTS
Descriptive Statistics
The descriptive statistical results in Table 2 indicate that the average number of patent applications of GEM listed companies is 66.12. However, the amount of patent application significantly varies among different enterprises, which may have the influence of extreme value. Therefore, to prevent extreme values from affecting the validity of the analysis results, winsorization of the variables with a maximum value of 1% was performed in this study before empirical analysis. The mean value of VC-backed companies was 0.523, indicating that the proportion of companies involved in venture capital was 52.3%. Further observation showed that 67.8% of start-ups have been held by venture capital for more than 3 years; 54.4% of venture capital institutions participate in corporate governance. The mean value of joint investment is 0.50, indicating that half of venture capital institutions choose joint investment in venture enterprises. About 30.8% of venture capitals is government-backed. The mean of the rounds of venture capital investment is 1.416, and the mean of the late-stage is 0.305, indicating that 30.5% of venture capital institutions are involved in the late-stage. As an indicator of enterprise innovation performance, the number of patent applications can only be a nonnegative integer, which is of a discrete distribution and a counting type. Referring to previous literatures (Liu et al., 2017), this sample is suitable for testing using the Poisson regression model.
TABLE 2 | Descriptive statistics of variables.
[image: Table 2]Correlation Analysis
Pearson’s correlation analysis was employed to test the correlation coefficients between variables. Table 3 shows that the venture capital involved and the correlation of patent applications for 0.061, late intervention and patent applications of correlation coefficient is 0.058, all are positive correlation, consistent with expectations, which suggests that venture capital involved, and the late intervention are factors of enterprise innovation performance improvement. However, the coefficient between investment rounds and patent applications is inconsistent with what was expected; thus, it needs to be further tested. The correlation coefficients between explanatory and control variables selected in this paper are mostly lower than 0.3, indicating that the correlation between variables is low and the multicollinearity problem in the test model can be ignored.
TABLE 3 | Correlation analysis.
[image: Table 3]Analysis of Regression Results
Analysis of the Impact of Venture Capital on Enterprise Innovation
Before verifying the hypothesis in this paper, we first examine the impact of venture capital involvement on firm innovation performance. As can be seen from Model 1-1 in Table 4, the coefficient of venture capital variable is 0.192 and is significant at the 1% level, indicating that venture capital intervention can significantly improve enterprise innovation performance. At the same time, the coefficient between enterprise size and TAT is positive and significant at the 1% level, indicating that the larger the enterprise size and the faster the TAT, the more beneficial it is for enterprises to apply for patents. Consistent with most existing studies, Model 1-1 proves that venture capital intervention can improve the innovation ability of enterprises.
TABLE 4 | Regression results.
[image: Table 4]Empirical Analysis of the Impact of Investment Timing on Enterprise Innovation
As can be seen from the results of Model 2-1 in Table 4, compared with the early intervention, the regression coefficient of venture capital investment in the late-stage to the number of enterprise patent applications is 0.437, which is significant at the 1% level, proving that the venture capital investment in the late-stage will significantly promote the improvement of enterprise innovation ability (indicated by a significant increase in the number of patent applications). Thus, hypothesis 1 is verified.
Compared with the early stage, the enterprise has tended to grow and mature and is in the IPO preparation stage. To gain more financing and growth opportunities, enterprises will pay more attention to value creation. On the one hand, they will increase investment in R&D activities; on the other hand, they will actively seek the transformation of scientific research achievements so as to pass the recognition of high-tech enterprises and obtain tax incentives. Furthermore, at the beginning of the IPO, the business enterprise financial system and accounting treatment of the specification will also more truly reflect its R&D. In the early stage of growth, the system design and accounting treatment of many start-up enterprises are not scientific and standardized, and there is a confusion between production expenditure and R&D expenditure. It is not rare that R&D expenditure is not recorded or even not recorded. In addition, the test also supports that venture capital participation management, government background and enterprise registration place can significantly affect the number of enterprise patent applications. The coefficients of participation management variables were significantly positive and significant at the 1% level. The results show that the participation of venture capital institutions in enterprise management plays a better role in supervision and has a positive impact on enterprise innovation. The coefficient of government-backed variable is significantly negative, indicating that government-backed venture capital institutions will inhibit enterprise innovation. This may be because these institutions focus more on cultivating entrepreneurial innovation capacity in the early stage due to the guidance of government departments; hence, their innovation performance in the later stage is relatively less positive. The coefficient of geographical location variable is positive and significant at the 1% level, indicating that the regional venture capital activity of enterprises has a positive effect on the improvement of innovation ability.
Regression Analysis of the Impact of Investment Rounds on Enterprise Innovation
As can be seen from Model 3-1 in Table 4, the regression coefficient of venture capital investment rounds to enterprise innovation capability is 0.059, which is significant at the 1% level, proving that the increase in venture capital investment rounds will significantly promote the improvement of enterprise innovation capability. This paper verifies the reasoning that venture capital institutions reduce uncertainty and play a supervisory role, establish learning mechanism and signal transmission effect, and tolerate waiting for long-term value creation through multiple rounds of investment.
At the same time, venture capital participation in governance, the number of venture capital institutions and the location of enterprise registration have significant impact on enterprises’ innovation ability, indicating that these variables are important factors influencing enterprises’ innovation ability, which participate in governance variable coefficient is 0.029, and a significant at 1% level, venture capital institutions involved in enterprise’s board of directors or the board of supervisors to better play to the supervisory function. The constraining behavior of start-ups is stronger; thus, it is helpful to improve the innovation performance of enterprises.
Regression Analysis of the Moderating Effect of Investment Timing on Enterprise Innovation
In this paper, by referring to the test method of the moderating effect of relevant scholars, the samples of venture capital are divided into the early and late intervention groups according to the intervention stage, and then the regression of investment rounds on the innovation capability of enterprises is conducted. As can be seen from Model 3-2, the coefficient of venture capital rounds is 0.082 at the early stage of intervention, which is significant at the 1% level, indicating that the increase in investment rounds can significantly promote the improvement of enterprise innovation ability. According to Model 3-3, the coefficient of venture capital rounds is −0.161 at the time of late intervention and is significant at the 1% level. This indicates that compared with early stage investment, venture capital chooses late intervention, and the promotion effect of multiple rounds of investment on enterprise innovation is weakened. Thus, hypothesis 3 is verified.
It can also be seen that the variable of venture capital institutions’ participation in governance in Model 3-2 is positive and significant at the 1% level, whereas in Model 3-3, it is negative and significant at the 1% level, indicating that supervision of venture capital will inhibit enterprise innovation performance in the later stage. This proves the reasoning of this paper to a certain extent: when venture capital institutions are involved in the later stage, it is not conducive to enterprise innovation that they still closely monitor enterprises. The coefficient of VC_rounds × L-period in Model 4-1 is −0.238, which is significant at the 1% level, indicating that venture capital investment in the late-stage will significantly weaken the promotion effect of investment rounds on enterprise innovation capability.
In conclusion, the investment timing of venture capital institutions has a significant moderating effect on the impact of multi-round selection on innovation. This proves that the venture capital institutions’ choice of multi-round strategy in the later stage will cause distrust of both investors and financiers, thus making the agency problem more prominent, and that it is easier to force both sides to choose the strategy of quick IPO to end cooperation and obtain what they need.
Endogeneity Problem
Instrumental Variable Method
In this paper, a two-stage estimation method is adopted to alleviate possible endogeneity problems by constructing instrumental variables. In particular, the driving distance between the location of venture capital institutions and the location of enterprises (logarithmic processing) is taken as the instrumental variable of venture capital late intervention. In terms of relevance, scholars have found that venture capital institutions have “local preference” when choosing projects. Zook (2002) found that venture capital institutions tend to invest in close proximity to better supervise and assist enterprises and provide non-monetary value-added services. According to the analysis of the portfolio theory, Huang et al. (2014) suggested that in order to reduce portfolio risk and increase income, venture capital institutions are more inclined to investing most of their capital in neighboring enterprises. Dong et al. (2016) found that venture capital institutions reduce transaction and agency costs incurred by increased geographical distance through joint investment strategies. It can be observed that geographical distance affects venture capital strategy. From the perspective of externality, the distance between the location of venture capital institutions and the location of enterprises has nothing to do with the innovation performance of enterprises.
First, the probit regression results in Table 5 indicate that the driving distance between venture capital institutions and enterprises is significantly correlated with late intervention at the 5% level, thus proving the correlation. In the second-stage regression, the residual of the first stage was added as the independent variable, and the number of patent applications was taken as the dependent variable. According to the results, compared with the early stage intervention, the regression coefficient of venture capital investment in the late-stage intervention on the number of patent applications was 0.383, which was significant at the 1% level. To sum up, venture capital institutions will choose enterprises with strong innovation performance to intervene in the later stage, but the latter stage intervention can promote further improvement of enterprises’ innovation performance.
TABLE 5 | The relationship between innovation performance and late involvement of venture capital.
[image: Table 5]PSM Method
There are obvious endogeneity problems in the basic regression results. Whether the enterprises with strong innovation ability attract the venture capital late-stage investment or the venture capital late-stage investment intervene to promote the enterprise innovation performance is determined. To further elucidate the relationship between late-stage venture capital investment and corporate innovation ability, the nearest-neighbor matching method is adopted to match first and then regression to eliminate the endogenous problem as much as possible. After the matching, the ATT value is significant at the 10% level.
Table 6 presents the regression results after matching and only describes the regression results of the main variables (the same is true for other stability tests). As can be seen from all the regression results in Table 6, the main conclusions of this paper are still significant after the endogeneity problem is alleviated.
TABLE 6 | Regression after matching.
[image: Table 6]Robustness Test
Change the Index of Innovation Capability
According to the patent law, invention patent refers to a new technical solution proposed for a product, method, or its improvement. Compared with utility models and appearance designs, invention patent has higher technical content and innovation value and can better reflect the innovation ability of an enterprise. Therefore, invention is selected as a new dependent variable for the robustness test. As shown in Table 7, using the number of invention patent applications as the dependent variable, the hypothesis proposed in this paper is tested again, and the results are consistent with those discussed above, indicating that the main conclusions of this paper are robust.
TABLE 7 | Regression results of the replacement innovation capability index.
[image: Table 7]Change the Measurement Method
Since the number of patent applications is a non-negative integer, Poisson model is adopted in the analysis in this paper. However, the prerequisite for the application of Poisson model is that the mean value of dependent variable is equal to variance. Therefore, in order to avoid the regression results errors caused by the data too scattered, negative binomial regression method is used to test the influence of the risk investment strategy for the enterprise innovation ability. As shown in Table 8, all the results are consistent with those discussed above, indicating that the main conclusions of this paper are robust.
TABLE 8 | Regression results of changing measurement methods.
[image: Table 8]Further Study
Extended Test of the Influence of Phased Strategies
Different from previous studies, in this paper, the phased investment strategy is defined by investment rounds rather than whether it is phased or not (dummy variable). This paper argues that the impact of phased strategy on enterprise innovation capability varies with the number of investment rounds, and the intrinsic mechanism cannot be accurately explained only from the perspective of phased strategy. To further verify the speculation, Poisson regression test is conducted in Table 9 and Table 10 based on whether the phased investment strategy is adopted.
TABLE 9 | Investment regression results by stage.
[image: Table 9]TABLE 10 | Investment regression results by stage.
[image: Table 10]Test of the Impact of Phased Strategy on Innovation
As can be seen from the second column of Table 9, the regression coefficient of phased investment indicates that it will inhibit the innovation performance of enterprises. It can also be observed that in the early stage, the coefficient of phased investment is −0.125, which is significant. In the later stage, the coefficient of phased investment is 0.156 and is also significant. The results indicate that compared with the early stage investment, the late-stage investment strategy has a stronger inhibition effect on enterprise innovation. In the fifth column, the coefficient of Stage × L-period is −0.094, which is negative and significant, proving that the phased investment strategy with late intervention has a stronger inhibiting effect on enterprise innovation.
Test of the Moderating Effect of Phased Strategy
As can be seen from the second column of Table 10, the coefficient of late-stage intervention is 0.181, which indicates that the late-stage intervention can significantly promote the improvement of enterprises’ innovation capability. In the absence of the phased investment strategy, the coefficient of late intervention is 0.458. Late intervention has a greater effect on enterprise innovation promotion. In the fourth column, the coefficient of Stage × L-period is −0.094, which is significant, proving that when enterprises do not accept phased investment, late venture capital intervention plays a stronger role in promoting enterprise innovation.
Test of the Mediating Effect of Phased Strategy
As can be seen from Table 11, according to Wen et al. (2004), we analyzed the relevant steps of the mediation effect and found that the mediation effect of phased investment is significant.
TABLE 11 | Regression results of testing the mediating effect of phased strategies.
[image: Table 11]The above analysis revealed that the previous research only focuses on the phased investment strategy without considering the impact of investment rounds, which cannot truly reveal the mechanism and effect of venture capital on firms’ innovation capability. As a matter of fact, venture capital timing and rounds both affect enterprise innovation; moreover, investment timing plays a significant moderating role.
The Impact of Venture Capital Late Intervention on Innovation Performance
As for the impact of venture investment timing on enterprise innovation performance, most scholars believe that the earlier the investment timing, the longer the holding time. They also believe that the certification and supervision functions help start-ups improve their innovation performance. The research results of this paper indicate that venture capital investment in late-stage intervention can better promote innovation performance. To obtain patent rights, enterprises need to perform R&D activities first, and the R&D investment intensity can reflect the enterprise’s emphasis on innovation performance and investment. Innovation is one of the important means for enterprises to develop, strengthen their core competitiveness, and increase their profits. The improvement of enterprise innovation performance contributes to the increase in enterprise profitability. Therefore, from the perspective of enterprise R&D investment intensity, profit, value, and other aspects, this paper determines the reasons for the improvement of enterprise innovation performance, whether it comes from the late-stage investment strategy of venture capital or the “data” made by the enterprise for listing (to highlight the enterprise’s technology, asset strength, and development prospects, increase the number of patents in various ways).
R&D investment intensity (RDS) is represented by the average of the ratio of R&D investment to sales revenue in the 3 years before listing. As can be seen from Table 12, the coefficient of R&D investment intensity in the late-stage of venture capital investment selection is 0.014, which is significant at the 10% level. The empirical results indicate that late intervention can indeed promote enterprises to increase R&D investment. In Table 13, t-test is conducted on the profitability, development capacity, and value of enterprises involved in different times 2 years after the IPO listing, and the results indicate that the profitability, development capacity, and value of enterprises involved in the early stage of venture capital are better than those involved in the late-stage of venture capital. To sum up, the possibility of “whitewashing” patents for listing cannot be ruled out, and the promotion effect of late venture capital intervention on innovation cannot be denied.
TABLE 12 | Regression results of late intervention on R&D investment intensity.
[image: Table 12]TABLE 13 | Comparison of enterprise capability of venture capital institutions after the late and early intervention.
[image: Table 13]Regression Test of Investment Stage
Enterprise characteristics are important control variables for the results of this study, considering the close relationship between the investment stage and the research in this paper. We divided the timing of venture capital intervention according to the life cycle of enterprises, so we used the Zdatabase “China’s most authoritative venture capital and private equity investment database” for reference to divide the enterprise stages. When dividing the development stage of an enterprise, the establishment period is divided into the following: less than 1 year, seed stage; 1–3 years, initial stage; 3–10 years, expansion stage; and more than 10 years, mature stage. In this paper, the classification method is used for reference, and the seed, start-up, growth, and maturity stages are assigned 1–4, respectively. The higher the stage value, the closer the enterprise to the later stage when the venture capital invests. It can be seen from Table 14 that the coefficient of venture capital investment on the number of patent applications is 0.088, which is significant at the 1% level. Empirical evidence shows that the closer the venture capital investment stage to the later stage, the more it can promote enterprise innovation. It can also be seen from Table 13 that the coefficient of stage and investment rounds is 0.002 and is not significant, so it cannot explain the positive relationship between venture capital intervention in the late-stage and the inhibition of investment rounds and innovation performance. By combining the aforementioned empirical results, it was found that venture capital intervention 3 years before IPO will inhibit the promotion effect of investment rounds on enterprise innovation capability; however, when divided according to the life cycle, the timing of venture capital intervention has no inhibition effect.
TABLE 14 | Regression results by stage.
[image: Table 14]RESEARCH CONCLUSIONS AND IMPLICATIONS
Taking GEM companies listed from 2009 to 2017 as samples, the research results on the impact of venture capital timing and round selection on enterprise innovation prove that venture capital intervention significantly enhances enterprise innovation capacity. Compared with early stage venture capital, the late-stage intervention strategy significantly promotes firm innovation. The more rounds of venture capital, the more innovation can be promoted. In addition, investment timing has a negative moderating effect on the relationship between investment rounds and firm innovation, that is, the increase in investment rounds at the early stage of intervention can significantly improve firm innovation capability, whereas the increase in investment rounds at the late-stage of intervention has a significantly weakened effect on firm innovation capability. The propensity score matching (PSM) and instrumental variable method were employed to eliminate the endogeneity problem as much as possible, and the robustness tests, changing the dependent variables and measurement methods, also confirmed the above results.
The research demonstrates that in the development of GEM listed companies in China, venture capital plays a role in promoting innovation development; however, the choice of investment strategy will affect the effect. When the investment time and rounds are different, the impact of venture capital on enterprise innovation is also different. Compared with the high uncertainty of early stage investment timing, late-stage venture capital is more willing to help enterprises apply for patents and promote the transformation of research results to achieve a quick decision; thus, the effect of promoting innovation is more obvious. Overall, with the increase of investment rounds, the degree of information asymmetry between venture capital institutions and enterprises gradually decreases, and the risk of holding up is effectively alleviated. The monitoring cost of venture capital institutions also decreases with the increase of investment rounds. Learning effect and signal transmission make venture capital institutions more willing to encourage enterprises to achieve long-term value improvement through innovation. And as the size of their investments and ownership increases, venture capital firms become more patient to achieve high long-term returns. Therefore, the increase in investment cycles significantly improves the innovation performance of start-ups.
Considering that investment timing and rotation selection are usually combined strategies of venture capital, the relationship between the two strategies is further investigated. The results indicate that investment timing has a negative moderating effect on the relationship between investment rounds and entrepreneurial innovation performance. Venture capital institutions involved in the early stage of enterprise development choose multiple rounds of investment, which can not only solve the problem of excessive dilution of equity of venture enterprises but also alleviate the problem of insufficient R&D investment hindering innovation. Late start-ups have clear plans and choose a mature development strategy. This type of multi-round monitoring easily leads to the loss of trust foundation and the increase in agency contradictions; hence, both sides are willing to achieve the IPO goal as soon as possible. Venture enterprises can quickly get rid of the involvement of venture capital, and venture capital institutions can quickly get returns and exit. The result of the game between start-ups and venture capital institutions in the later stage is not to promote business innovation, but to spread good news outwards, a phenomenon known as the Windows Dressing. Therefore, compared with the late-stage investment strategy, the increase in venture capital rounds is more likely to promote the innovation and development of enterprises when the investment timing is early.
Current research focuses more on the impact of investment timing and phased investment on entrepreneurial performance. This paper extends phased investment to investment rounds to study the impact of investment rounds on enterprise innovation capability. In addition, this paper explores how investment timing affects the relationship between investment rounds and firm innovation impact, which is more helpful to reveal the mechanism of venture capital’s impact on firm innovation. Based on the characteristics of GEM in China, we analyzed the motivation, purpose, and characteristics of innovation of venture capital institutions and entrepreneurial enterprises and provided a reasonable explanation from the theoretical perspectives of locking-up risk, monitoring cost, signal transmission, and convenience of short-term return and long-term value acquisition.
Based on China’s innovation-driven strategy and GEM market, this paper investigates the impact of venture capital timing and round selection on entrepreneurial innovation. On the one hand, it provides reference for in-depth research on the mechanism of venture capital influencing innovation; on the other hand, it provides guidance for the application of venture capital strategy. Furthermore, it helps relevant departments understand the relationship between venture capital strategy and innovation performance, so as to improve the effect of policy incentives more pertinently. The drawback of this paper is that due to the time requirement of data collection and analysis, this paper is limited to the data of GEM and fails to include the data of SCIENCE and Technology Innovation Board and NEEQ in the research.
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FOOTNOTES
1In this paper, innovation capability and innovation performance represent the same meaning.
21. The number of granted patents has the problem of cancellation without timely payment of annual fees, which is difficult to disclose in time, whereas the number of patent applications is relatively stable. 2. The patented technology is likely to have an impact on business performance during the application process, with publicly disclosed patent application data more timely than patent grant data.
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This study identifies the trends in the literature related to Sustainable Finance by means of an exhaustive literature review and a bibliometric analysis of publications taken from the Web of Science database (WoS). A search in WoS for the associated terms came up with a total of 9294 entries, showing a particularly noticeable growth in scientific production in the aftermath of the Paris Agreement of 2015. The analysis of the bibliometric networks was performed using VOSviewer (VOSviewer is a software tool for constructing and visualizing bibliometric networks), from which the analysis of key words was obtained. Using this analysis five cluster groups were identified, showing the main themes of research: Climate risk and adaptation, Low carbon energy economy or Low carbon economy, Environment, finance and governance, Low carbon emission technologies, Economic model and social cost. Further research is recommended into the themes of Low carbon energy economy and Environment, social and governance, considered key issues in the future.
Keywords: sustainable finance, sustainable economy, low carbon economy, climate risk, ESG
INTRODUCTION
Sustainable development is a central concept nowadays (Roös, 2021). It is both a way of understanding the world and a method for solving global problems (Sachs and Schmidt-traub, 2015). The challenges of sustainability are becoming increasingly important, in the long-term strategy of companies, for their clients and for the external stakeholders, encompassing the increasing demand for natural resources, economic inequality and climate change (Baumann, 2009). Businesses must deal with their environmental impact without ignoring the finite resources of the planet and must contribute to a safe operating space for human development (Muñoz-Torres et al., 2019). The current environmental problems require more environmentally-friendly technology, but it is not clear if this technology alone will be enough to guarantee an environmentally sustainable future (Kemp, 1994). That will depend on public and private support for environmentally beneficial technology and the measure with which world population growth and economic production lead to a reduction in per capita emissions and a more efficient use of natural resources (Kemp, 1994). One of the main challenges is financial mitigation and adaptation to climate change and sustainability (D. Zhang et al., 2019). Finance is generally considered an obstacle to a better world (Schoenmaker and Schramade, 2019), indeed it has always been an instrument of economic decisions (Ryszawska, 2018).
Sustainable finance (SF) is defined as the process of consider the environmental and social aspects when deciding to invest (European Commission, 2019). In other words, SF refers to the practice of sustainable principles in finance and emphasizes the environmental, development and institutional aspects of investment to promote sustainable development (Cheng et al., 2019). However, it is often difficult to distinguish between green finance, climate finance (Zhang et al., 2019), carbon finance, sustainable finance and other related terms.
The literature on the subject is far from complete. Research is still struggling to find an adequate grouping of financial methods to correlate with environmental and sustainable practices (Hahn and Figge, 2011; Shah, 2011; Endrikat et al., 2014). Finance may support sustainable development on three levels: (i) the economic level, optimizing financial performance and risk compensation. This financial orientation supports the idea of maximizing organizations’ profits and the economic growth of countries (Schoenmaker and Schramade, 2019); (ii) on a social level, optimizing the impacts of commercial and financial decisions on society (Raworth, 2017; Schoenmaker, 2018; Schoenmaker and Schramade, 2019); and (iii) on an environmental level, optimizing the environmental impact (Schoenmaker and Schramade, 2019). The three levels are related; therefore, it is important to choose the right combination of financial, social and environmental aspects. The answer to dealing with the social and environmental problems is to include them in our economic models; however, these models are limited to capital and labor, without the goods and services of Nature (Schoenmaker and Schramade, 2019). The role of finance is changing from the deep-seated view of economic theory that maximizes earnings and wealth towards one that supports sustainable development, the green economy, the low-carbon economy and the adaptation and mitigation of climate change (Ryszawska, 2018).
The aim of this study is to identify the trends in SF literature and provide a better understanding of the main themes in current research, as well as identifying future research paths. These trends are identified from the literature using content analysis and the principles of the bibliometric method. Bibliometrics analyzes the development and growth of a specific field of research (Fu, Wang and Ho, 2013; van Eck and Waltman, 2014; Wang et al., 2016, 2017; Wang, Wei and Brown, 2017; Garrigos-Simon, Narangajavana-Kaosiri and Lengua-Lengua, 2018). The documents were extracted from the Web of Science (WoS) database and we used the VOSviewer software to visualize the bibliometric networks. The Web of Science (WoS) developed by Thomson Reuters, is one of the most-used databases, providing consistent results and the best graphics in the analysis of citations compared with other databases; it allows entire citation registers to be downloaded in “.txt” format, which is compatible with most literature analysis tools (Li et al., 2018). The results of this study will be useful for researchers, decision and policymakers in both the public and private sector, who need more information and academic support to understand the development of SF in different areas and sectors. For researchers it offers a concentrated view of the state of the art, trends and gaps in scientific research. It can guide the decision and policymakers in deciding upon their plan of action and assigning funds to the relevant areas. The study is also a means of researching SF theory in politics and practice, and vice versa, to obtain benefits in favor of sustainable development.
The document is organized as follows: Section 2 presents an up-to-date review of the literature referring to the specific theme of SF, showing the problems to be solved and questions to be answered. Section 3 shows the data and methods used. Section 4 shows the main results and Section 5 describes the principal conclusions and possibilities for future research.
LITERATURE REVIEW
At an early stage in the research into SF, Feitelson (1992) suggested that economic instruments could be a source of specific funds for many environmental objectives. Until then, studies have identified a series of problems which impeded their use, considering that economic instruments might have an adverse effect on many companies and sectors. At the time, it was decided that as more analyses were carried out and more data accumulated, it would be possible to calculate the general contribution that economic instruments might have as SF tools for contamination control and environmental management (Feitelson, 1992). Since 2000, researchers have analyzed the relationship between financial performance and sustainability, concluding in most cases that sustainability does not harm, but improves, financial performance (Amato and Amato, 2012; Mǎ;nescu, 2011; Margolis and Walsh, 2003; Orlitzky et al., 2003; Paine LS, 2003; Vogel, 2005; Zeidan and Spitzeck, 2015). However, it is also said that bad sustainability management can lead to a loss in company value and the majority of financial reports do not contain environmental information (Nilsson et al., 2008; Noussia, 2011; Kling et al., 2012; Zeidan and Spitzeck, 2015). It also became evident that companies that incorporated sustainability in their strategies and management structure are better in both their accounting and stock performance (Zeidan & Spitzeck, 2015).
Soppe (2004) analyses the new concept of SF and concludes that finance as a discipline requires a multifaceted approach instead of a unidimensional focus on risk and performance. The author argues that, in the SF concept, the aim of the financial policy is sustainability. In this sense, the expected sustainable performance of companies is the result of optimizing the long-term financial, social and environmental variables; however, this multi-attribute focus may further complicate the financial modelling, while simultaneously supporting long-term financial objectives which convey a credible and trustworthy image of the company (Soppe, 2004). In 2008, Soppe went further in respect of the definition of SF, entering the discussion about the optimum ownership of a company, arguing that a sustainable company is one that belongs to a portfolio of stakeholders (Soppe, 2008). In 2006, Stern (2007) introduced interesting tools, from financial theory to the valuation of environmental investments (Stern, 2007; Gollier, 2008). The originality of Stern’s report comes from the affirmation that in order to eliminate the consequences of the greenhouse effect, part of global consumption must be sacrificed (Gollier, 2008). The Stern report came in for criticism, such as from Gollier (2008), who questioned Stern’s conclusions for being based on numerical suppositions. As most of the impacts of climate change were distant, Gollier considered it more logical that the effect would show as a permanent annual reduction of 0.1% in the growth rate of the Gross Domestic Product (GDP) (Gollier, 2008).
Zeidan and Spitzeck (2015), claim that there should be a relationship between a company’s sustainable practices and its value. Using their own methodology, they suggest that integrating the scenarios and opportunities of Environmental, Social and Governance (ESG) may lead to significant changes in a company’s value; they also show that sustainability reports can generate useful information. However, the SF shows that current ESG methodology does not consider exploring the opportunities to improve future cash flows. They conclude that more research is needed to analyze in detail how the innovations of sustainability improve future cash flows by improving income, reducing operation costs or reducing capital costs, as well as encouraging the spread of evaluation methods (Zeidan and Spitzeck, 2015). According to Ziolo, Fidanoski, Simeonovski, Filipovski and Jovanovska (2017), the SF can back up sustainable economic development, funnelling investment in such a way as to put the economy on a growth curve, which can solve the problems caused by negative externalities that might block achievement of a better quality of social wellbeing. An investment that helps to achieve sustainable growth may be considered a socially responsible investment (SRI), defined by the Investment Leader Group (ILG) as an investment that creates long-term social, environmental and economic value. In this respect, SF provide the financial instruments and the market structure that will assign the capital in such a way as to maximize the social benefits, adjusted by the financial and non-financial risks (Ziolo et al., 2017). From the institutional point of view, SF can be seen as the creation of institutional arrangements that can contribute to achieving sustainable economic development (Pisano et al., 2012; Ziolo et al., 2017).
Researching into the role of SF in guaranteeing sustainable development among the members of the Organization for Economic Cooperation and Development (OECD) in the period 2008–2013, Ziolo et al. (2017) provide details of the types of policies applied in compliance with the SF, in particular environmental (Usman and Balsalobre-Lorente, 2022) or social concerns. These include: civil and labor rights, indigenous peoples, climate and energy, biodiversity, forests, extractive industries, sustainable agriculture, chemical products, transparency, report presentations and social and environmental management systems. However, it seems there is no reliable, unified, standards for measuring and evaluating the risks and performance of sustainability in comparison to the financial ones, and with little attention paid to the combined performance related to the preservation of natural capital and socioeconomic wellbeing. Their model uses variables that represent the economic, social, environmental and institutional policies (Schwartz and Carroll, 2003). The results confirm that policies aiming at stricter financial regulation, better technology and improved intensified energy production create a solid base for sustainable development. One of the limitations of the study was the lack of available data and the relatively short amount of time used for an analysis of this type (Ziolo et al., 2017).
The group of experts on SF nominated by the European Commission (EC) at the end of 2016 published their final report at the end of 2018, in which they offered a global vision of how to prepare European Union (EU) strategy. The report states that SF is based on two urgent needs: (i) to improve the contribution of finances to sustainable economic growth, and (ii) to strengthen financial stability by incorporating environmental, social and governance (ESG) operators in investment decision-making (European Commission, 2018). According to an analysis of the publication “Sustainable Finance: paradigm shift”, finance is adapting to the new economic trends with a transition to a green economy in converting the existing economic model towards new ones based on greater social and environmental responsibility, emphasizing elements such as: circular economy, low emissions, resource efficiency, clean technology, responsible consumption, social justice and equality (Ryszawska, 2018). This has led to increased public debate on taxonomy for finance: green finance (GF), climate finance (CCF), carbon finance (CF), sustainable finance (SF) (Ryszawska, 2018), the definitions of which are found in Table 1 of the SF taxonomy. All types of financing ease the transition to sustainability and give rise to the sustainable finance system (SFS), which creates, evaluates and carries out financial asset transactions, giving shape to real wealth to satisfy the long-term needs of an inclusive and environmentally sustainable economy (UNEP and Lehmann, 2013; Ryszawska, 2018). The change in the role of finance towards an approach that supports sustainable development, a low carbon green economy and the adaptation and mitigation of climate change is occurring as part of a process with multidimensional interaction between industry, technology, markets, politics, culture and civil society. Society and the economy expect finance to align itself with the transition to sustainability. Environmental transition needs money for mitigation and adaptation to climate change, protection of ecosystems and biodiversity. However, few experts work on the subject of SF (Ryszawska, 2018).
TABLE 1 | SF taxonomy.
[image: Table 1]For Dörry and Schulz (2018) SF is less focused on the basic financial activities such as the relations between the company and its creditors. They explore the different understandings of the concept and seek to define them more clearly in order to deal with and complement the policies derived with different incentives (Balsalobre-Lorente et al., 2022) and impacts for sustainable economic activities at different levels of the economy, specifically in the context of the economy of Luxembourg at three levels: the private, public and financial sectors (Dörry and Schulz, 2018). For the researchers, the widest discussion was about GF and whether it consisted of innovative green investment strategies and the use of circumstances to create new markets for environmental or climate financing, or involved alternative small-scale local financing, environmentally respectful and socially inclusive, which would allow a more equitative sharing of profits and resources among the different social groups. According to the researchers, a much deeper understanding is needed in order to evaluate correctly the current transitional processes of finance towards greener economies and societies. The specific activities launched until now are considered too marginal or recent for their impact to be evaluated (Dörry and Schulz, 2018).
Zhan and de Jong (2018) examine the financial vehicles used in the Shenzhen International Low Carbon City (ILCC), how they contribute to sustainability and the implications of the lessons learned for other ecological and low carbon cities. ILCC is a demonstration program of collaboration between China and the EU in sustainable urbanization, which aims to show China’s advances in low carbon emission technologies. The research into the practice of financing in ILCC, along with the participation of stakeholders (government) to explain the logic behind the financing of low carbon cities, contributes to the literature on the theory and practice of SF, studying whether the financial vehicles that ILCC use are sustainable in financial, social and environmental terms (Zhan and de Jong, 2018). Progress in the ILCC has up to now been due largely to the diversification of finance sources and the innovative changes in the organizational arrangements which group together a wider variety of stakeholders in the development process. The results of the study show that ILCC is environmentally sustainable, promoting low carbon transition, socially sustainable through the participation of residents and citizens, and financially sustainable by the diversification of sources of finance. However, it is considered that the concept of SF has not been fully exploited, especially in terms of social aspects (Zhan and de Jong, 2018).
Ziolo et al. (2017) explores the connection between SF and the three pillars of sustainable development. The document explains that sustainable development aims to mitigate the negative externalities and, up to now, conventional finance has offered no place for the environment and society. Therefore, SF has arisen. An attempt is made for the first time to examine the relationship between indicators of financial, economic, environmental and social development from the perspective of sustainability, with special attention to the negative externalities which must be managed. It is assumed that SF significantly undermines the negative externalities, and it is possible to assign special types of SF to the negative externalities affected (Ziolo et al., 2017). The literature still does not describe any concept for studying the links between the social, economic, environmental and financial development of the world’s countries and, therefore, there are not enough completed databases, which is the main problem associated with analysis in these areas. On a global level, a common policy is needed (Kamal et al., 2021) to help eliminate the effects of negative externalities and financial systems have a major role to play, especially in the social and environmental areas (Ziolo et al., 2017).
Since 2018 there has been an increase in scientific production regarding SF, dealing with the subject from different perspectives. Several authors mention the need to carry out projects on specific themes using SF tools (Galaz, Crona, Dauriachet al., 2018; Nadler and Nadler, 2018; Pueyo, 2018; van Brakel et al., 2018; Bohorquez, Dvarskas and Pikitch, 2019; Higgins, 2019; Negra et al., 2020). Nadler and Nadler (2018) analyze the political initiatives for sustainable investment in urban areas, such as the Joint European Support for Sustainable Investment in City Areas (JESSICA) project, which attempts to combine SF instruments with urban planning themes. There are several studies that present evidence to sustain the claim that sovereign debt is risky for the financing of public infrastructure if it exceeds certain limits; they make recommendations on the need to mobilize internal resources and innovate new financial models to promote sustainable development. They conclude that carrying out sustainable development projects by implementing unsustainable financial models will always produce unsustainable economic results (Heinemann, 2006; Minea and Villieu, 2009; Caneret al., 2010; Checherita et al., 2010; Reinhart and Rogoff, 2010). Ari and Koc (2021) reaffirm that investments in renewable energy always require a substantial amount of capital to provide accessible energy for all; finding the necessary capital is one of the biggest challenges faced by governments and private bodies (Ari and Koc, 2021). Galaz et al. (2018) analyze how the financial and capital operators play a key role in extractive economic activities all over the world, as well as current efforts to prevent climate change. They also explain how the financial actors affect the key biomes around the world. They combine the Earth system and sustainability sciences with finance (Mahendru, 2020; Sharma et al., 2021; Kaisar et al., 2022), linking the financial operators with the economic activities that alter the biomes necessary for stabilizing the Earth’s climatic system, identifying a group of international financial operators with considerable global influence and explaining how incentives and disincentives currently influence their potential to strengthen or weaken the stability of the climate system (Galaz et al., 2018). Bohorquez et al. (2019) analyze SF management in protected areas (PA). The first work claims that the financial means to sustainably manage a representative network of PA on a global level do not yet exist; in particular, investment from the private sector is very modest. One option for increasing the flow of private investment in PA is the development of a market for the PA-emitted certificates for geographical areas managed in accordance with the best social and environmental practices (Bohorquez et al., 2019). The latter work repeats that achieving the goals of PA coverage falters at the lack of sufficient financial resources, and the gap in financing is particularly generalized in marine protected areas (MPA), adding that the quality and quantity of current data limits research into SF (Bohorquez et al., 2019).
From another perspective of SF research, authors such as Schaltegger et al. (2016), Mihalovits and Tapaszti (2018), Daszynska-Zygadlo et al. (2018), y Yip and Bocken (2018) state that the different initiatives launched to internalize the risks and threats of environmental degradation and climate change, such as carbon credits (CC), green bonds (GB), climate change bonds (CCB), social impact bonds (SIB) and carbon taxes, among others. For Mihalovits and Tapaszti (2018), the aim of the GB is to internalize to some extent the environmental externalities and increase environmentally friendly investment (Mihalovits and Tapaszti, 2018). Similarly, Daszynska-Zygadlo, Marszalek and Piontek, in their analysis of trends in the GB market and the nature of emitters, draw attention to the increasing recognition of this sector as the leading instrument of sustainable development (Daszynska-Zygadlo et al., 2018). Park (2018) analyses the implications of sustainable investment for human rights, which aims to create positive social and environmental impacts as well as financial benefits (Park, 2018). Schaltegger et al. (2016) y Yip and Bocken (2018) state that the business models for sustainability are relevant for researchers, given their orientation towards themes of sustainability; they claim that financial instruments with simultaneous financial, social and environmental goals may serve as efficient institutional mechanisms to support financing of the Sustainable Development Goals (SDG) (Schaltegger et al., 2016; Yip and Bocken, 2018).
Other research focuses on the role of the operators and financial markets, and how they may become a more positive part of society (Ziolo et al., 2017; Cash, 2018; Sandberg, 2018; Yip and Bocken, 2018; Contreras et al., 2019; Fioramonti, Coscieme, and Mortensen, 2019; Muñoz-Torres et al., 2019; Siri and Zhu, 2019; Urban and Wójcik, 2019; Monasterolo and de Angelis, 2020). According to Sandberg (2018) the current financial system is unable to deal with the great challenges of sustainability in our time, such as global poverty and climate change. They study the emphasis on social responsibility and the ESG factors in financial management, although they argue that the financial operators cannot be expected to become “substitute regulators”, charged with the task of balancing financial and social obligations (Sandberg, 2018). Cash (2018) examines the recent entry of the credit rating agencies into the field of SF in the context of “rating addiction” and warns of the potentially negative effect these agencies might have on the SF sector, concluding that the credit rating agencies have shown that they are on the investor’s side, i.e., those who pay them (Cash, 2018). The development of SF favors the rating agencies as providers of ESG information and tools for measuring the contribution of businesses to sustainable development (Muñoz-Torres et al., 2019). Muñoz-Torres et al. (2019) analyze whether these agencies contribute to promoting the creation of sustainable value, generating economic, social and environmental value, and comment that the ESG rating agencies are promoting more sustainable business models that integrate ESG criteria holistically with a short to mid-term perspective (Muñoz-Torres et al., 2019). According to Urban and Wójcik (2019), the financial institutions have adopted the idea of SF as a business opportunity and have done no more than take advantage of investors’ demands. Studying how the investment banks integrate sustainability in their services, the authors comment that they do not shun those companies who have been marked for their bad ESG conduct, and neither have they stopped investing in controversial sectors such as tobacco, coal and nuclear arms; they recommend that this problem should be dealt with in future research into responsibility, financial operators and commercial services in the transition towards sustainability (Urban and Wójcik, 2019). In additional research, Ziolo et al. (2017) ratify that adaptation to the design of the three-dimensional financial systems is based on incorporating the ESG risk in the decision-making of the institutions making up the financial sector and confirm that the principal hypothesis of research assumes that incorporating ESG factors in the decision-making processes of financial institutions will make those institutions more sustainable. Briefly analyzing recent developments in SF regulation worldwide, Siri and Zhu (2019) show a more detailed view of the establishment of a common regime in the EU, with special reference to the “Financing Sustainable Growth” plan, and examine recent proposals for SF regulation, in particular the barriers to integrating risks and sustainability factors in the investors’ protection regulations. Monasterolo and de Angelis (2020) show that stock market investors have begun to consider low-carbon emission shares as an attractive investment opportunity since the Paris Agreement of 2015, but carbon intensive investments have not yet been penalized (Monasterolo and de Angelis, 2020).
The previous review of the literature has allowed coincidences in SF research to be identified: (i) the discipline and practice of finance are undergoing a paradigm shift from a unidimensional to a multifaceted focus which supports sustainable development, from only thinking of the economic benefits to rating and obtaining an environmental social benefit, defined as SF; (ii) the paradigm shift occurs on a multi-sectorial level, with interaction from the industrial and technological sectors, the markets, policies, communities, society and academia; (iii) the new approach to SF can support sustainable development by solving problems caused by negative environmental and social externalities; (iv) the development of the theory and practice of the SF concept still needs more analysis in order to evaluate the contribution of SF instruments to reducing negative environmental and social externalities; (vi) as can be seen, the main problem of research into this new area of knowledge is the lack of information, indicators, reliable and unified standards and complete data bases. A need to explore the concept and terminologies related to SF, with an exhaustive search in WoS, concentrating on the bibliometric network analysis shown in VOSviewer, has been detected in the literature. Classifying the journals by themes, and the development of a methodology that enables to measure this risk and its effect on the corporate vulnerability will intent to offer a quantitative approach which provides a better understanding of the characteristics and themes associated with SF until 2021.
Therefore, a quantitative approach based on the bibliometrics would seem advisable and would permit a more detailed analysis of the concept and the existing information about SF. Hence this article differs from the previous studies as: (i) it used a longer and broader time frame (1900–2021), (ii) it analyses more terminology associated with the study and practice of SF, and (iii) its methods and techniques are quantitative. Consequently, in this document we try to answer the following research questions: (i) how has scientific research developed regarding themes linked to SF? (ii) How are the research themes related? and (iii)What is the future of scientific research into themes related to SF and what might be the limits?
DATA AND METHODS
Source of data
Web of Science (WoS) is one of the most-used databases, providing consistent results and the best graphics in the analysis of citations compared with other databases; it allows entire citation registers to be downloaded in “.txt” format, which is compatible with most literature analysis tools (N. Li et al., 2018). According to a first search for the term SF, on 20 August 2021, only 270 publications have been included in WoS, which were reviewed in the literature analysis. To carry out a more exhaustive study, all the possible terms related to SF were identified in works contained in WoS. The search concentrated on related appellations and attributes, as shown in Figure 1, to obtain 16 terms associated with SF, which were used in the search. There was a total of 9294 results from the search, conducted in WoS on 13 August 2021, covering the period 1900–2021. The bibliographic data was downloaded as “.txt” files. In the WoS database, the bibliographic data of up to 500 publications can be downloaded at the same time. Therefore, downloading was done in batches. The result was a high number of WoS files downloaded, each one with bibliographic data for up to a maximum of 500 publications.
[image: Figure 1]FIGURE 1 | Appellations and Attributes combined to obtain terms associated with SF. Source: Own elaboration.
Performance and citation reports in WoS
Bibliometric indicators were used as an analysis method for carrying out the study, as they are considered suitable for analyzing and representing data (Zhang et al., 2019). The most popular and accepted indicators in accordance with this methodology were used (Zhang et al., 2019), such as the total number of articles to measure productivity, the total number of citations to represent the incidence of an article and/or author, the h-index to indicate the quality of a series of documents and the impact factor to quantify the journal’s spread of influence. According to information from WoS, the h-index is based on a list of publications classified in descending order according to the number of times they have been cited. The value of h is equal to the number of articles (N) in the list which has N or more citations. The impact factor (IF) is defined as the citations of a journal in the current year and of articles published in the previous 2 years, divided by the total number of academic articles published in that journal in the previous 2 years.
Bibliometric networks in VOSviewer
The method used in this document is a bibliometric analysis. This was used for the first time by Pritchard (1969) and has attained great popularity in helping the quantitative analysis to understand the literature (Zhang et al., 2019). This analysis focuses on the network of keyword frequency of the articles found in the search for the 16 terms associated with SF in WoS. The analysis of keyword frequency is a useful and effective method for analyzing content, a common approach in which important words or expressions that indicate the relevant content in the literature are taken as the object of research (Gao, Chen, Liu and Guo, 2015; Franceschini et al., 2016; Wang et al., 2016; Wang et al., 2017). Consequently, the represented keywords and clusters reflect the distribution of certain themes within the different fields of research.
VOSviewer is the tool used to view and analyze the bibliometric network resulting from the search. A bibliometric network is composed of nodes and lines. In a bibliometric network represented by VOSviewer the nodes are grouped in a bidimensional space in such a way that nodes with a strong relationship are grouped close together, while those with weak connections are farther from each other. By default, the tool assigns the nodes to colored clusters. A cluster is a group of closely related nodes. Each node in a network is assigned to a cluster, with the size of the node indicating its relevance (van Eck and Waltman, 2014).
RESULTS
The results described in this article are based on five analyses. First of all, the development of the literature and the geographic origin of the publications dealing with SF are analyzed, according to the number of publications per year and the authors’ countries of affiliation. In second place, the impact of the leading journals that publish the articles, according to the IF and the h-index. In the third case the total number of citations is analyzed and the articles with most citations are presented. The analysis of the co-occurrence of keywords is examined in the fourth section. Finally, the fifth section presents the principal research subjects according to prior analysis of the co-occurrence of keywords.
Development and geographic origin of the literature relating to sustainable finance
The annual number of publications from 1998 to 2021 is shown in Figure 2. The documents published in this period were analyzed emphatically as the data from before 1998, less than 10 registered per year (N. Li et al., 2018), was considered insufficient and less convincing. The values shown for 2021 and 2022 correspond to the estimated future value based on the existing (historic) values, calculated on the date of the WoS data extraction. To see the growth trends of the publications, two important events were taken as references: the Kyoto Protocol in 1997 and the Paris Agreement of 2015. Using the same 16 terms, three searches were made for the periods from 1900 to 1997, 1998 to 2015 and 2016 to 2021. The numbers of publications found, respectively, were 57, 3594 and 5643. The number of publications has risen almost 60% in the last 5 years, which shows an important increase in academic interest since the Paris Agreement of 2015.
[image: Figure 2]FIGURE 2 | Annual publications in Web of Science (WoS) related to SF research. The value displayed for the years 2021 and 2022 corresponds to the estimated future value based on historical values, calculated on the date of data extraction in August 2021. Source: Own elaboration based on data from WoS 2021.
Analyzing the country of origin of the publications, according to the country of affiliation of the authors registered in WoS, it can be seen that the themes relating to SF were studied mainly in China (2094 publications), the United States (956 publications) and England (665 publications), representing 28.67%, 13.09% and 9.01% respectively of all the publications related to SF. They are followed by Germany (438 publications) and Australia (341 publications), representing 5.92% and 4.62% respectively.
Impact of the journals
The 9294 articles have been published in more than 500 journals, of which 120 have published 10 or more articles, which corresponds to 37% of the total. Analyzing the IF quartile in journals with more than 10 publications, 54% are found in the first quartile (Q1), 22% in the second (Q2) and 9% in the third (Q3), according to the information in the Journal Citation Report (JCR). The journals are classified according to the number of articles published. The 10 most productive journals are shown in Table 2. The three journals with the highest number of publications are: Sustainability in first place, with 188 publications (2.55%), an h-index of 68 and IF of 2.576; in second place Journal of cleaner production, with 159 publications (2.15%), an h-index of 173 and IF of 7.246, and Advanced materials research in third place with 156 publications (2.11%), an h-index of 33 and IF of 0.39.
TABLE 2 | Top 10 productive journals on SF topics. ESc: Environmental science; ESt: Environmental studies; GScT: Green and sustainable science and Technology; EE: Environmental engineering; Eng: Engineering; Che: Chemical engineering; Ec: Economics; EF: Energy and fuels; PA: Public administration; Eco: Ecology; MASc: Meteorology and atmospheric sciences; DS: Development studies. Source: Own elaboration based on data from WoS 2021 and JCR 2021.
[image: Table 2]Citation analysis
With regard to analysis of the citation report from WoS, the 9294 publications have registered a total of 65,086 citations. The average number of citations per document published is 8.83. Figure 3 shows the evolution of the number of citations per year. The number shown for 2021 corresponds to the estimated future value based on historic values, calculated on the day of extraction from the WoS database. The articles with most citations are Naik (Naik et al., 2010) with 1456, Huber & Corma (Huber and Corma, 2007) with 949 and Binnemans (Binnemans et al., 2013) with 941. The 10 articles with most citations are shown in Table 3.
[image: Figure 3]FIGURE 3 | Evolution of the number of citations per year of publications related to SF resulting from the Web of Science search. The value displayed for the years 2021 and 2022 corresponds to the estimated future value based on historical values, calculated on the date of extraction of the WoS data in August 2021. Source: Own elaboration based on WoS 2021 data.
TABLE 3 | The 10 most cited publications related to SF terminology according to WoS search results. Source: Own elaboration.
[image: Table 3]Keyword analysis
The analysis of the co-occurrence of keywords or phrases is a technique for analyzing the coincidence of terms, as well as identifying relationships and interactions between the themes researched and the emerging research trends (Molinillo, Ekinci, Whyatt et al., 2016). The keywords can be taken from the title and summary of a publication (van Eck and Waltman, 2014). VOSviewer was used to analyze the bibliometric network of keywords from publications relating to SF and identified 2728 keywords. Figure 4 shows the bibliometric network of the principal keywords represented by the nodes; the size of the node indicates the relevance of the term, i.e., the amount of documents it appears in (van Eck and Waltman, 2014). The tool calculates a score according to the relevance of each word. According to this score, the most relevant words are chosen and reflected in the network (van Eck and Waltman, 2014). The default option for VOSviewer chooses 60% of the most relevant terms for a total of 1637 keywords.
[image: Figure 4]FIGURE 4 | Co-occurrence network of author keywords for SF. Includes the 1637 keywords with the most frequent occurrences. Keywords are grouped into five clusters. The most common keywords for each cluster are: (i) Blue cluster: climate risk, adaptation, agriculture, community, vulnerability; (ii) Green cluster: low carbon economy, carbon emission, economic development, energy consumption, construction; (iii) Red cluster: governance, climate finance, climate policy, green growth, green finance. (iv) Yellow cluster: water, fossil fuel, waste, biomass, plant; and (v) Purple cluster: climate economy model, climate economy, carbon price, social cost, integrated assessment model. Source: Own elaboration.
The words or terms that co-occur most often are located close to each other and VOSviewer has grouped them into five color-coded clusters. The most common keywords in each cluster are: (i) Blue cluster: climate risk, adaptation, agriculture, community, vulnerability; (ii) Green cluster: low carbon economy, carbon emission, economic development, energy consumption, construction; (iii) Red cluster: governance, climate finance, climate policy, green growth, green finance; (iv) Yellow cluster: water, fossil fuel, waste, biomass, plant; and (v) Purple cluster: climate economy model, climate economy, carbon price, social cost, integrated assessment model. Table 4 shows the principal keywords, their occurrence (frequency), relevance, the number of links (co-occurrences) and the cluster they belong to.
TABLE 4 | Main keywords of publications related to SF according to co-occurrence analysis. Source: Own elaboration.
[image: Table 4]Principal themes of research
Several topics, trends and agendas relating to the study of SF were detected in the bibliometric analysis from the most commonly related keywords, which has led to five lines of research being suggested, described in table 5.
TABLE 5 | Suggested lines of research in SF. Source: Own elaboration.
[image: Table 5]The first line of research suggested is identified as Climate risk and adaptation (blue cluster). Research has shown that the emission of greenhouse gases from human activity is already changing the Earth’s climate. As a result, attention has increasingly been focused on how to combat climate change and give adaptation a more central role in the international response to his threat (van Aalst et al., 2008). The case for committing more financial and technical resources is gaining ground (Wilby and Dessai, 2010). Adaptation means being able to maintain current lifestyles in the face of the expected changes in climate trends and the intensity and frequency of major events that could affect people’s living conditions. Adaptation to climate change has been receiving more attention, especially in the United Nations Framework Convention on Climate Change (UNFCCC) and among specialists in development and disasters. Many have noted the important role of disaster risk reduction in the adaptation to climate change (van Aalst et al., 2008). The challenges in researching vulnerability to climate change are to develop robust and reliable methods, to incorporate diverse methods that include perceptions of risk and vulnerability and to incorporate governance research about the mechanisms that measure vulnerability and promote adaptive actions and resilience (Adger, 2006). These evaluations, instead of using scenarios of future global models, should examine the vulnerability to variability and current climatic extremes as well as the strategies, policies and current methods of adaptation, based on real-life experience at different levels. Therefore, the initial step in the analysis is not theoretical and oriented to the future, but empirical and based on the real observation of the current climatic risks and how communities face them (van Aalst et al., 2008; Wilby and Dessai, 2010).
The second line of research is identified as Low carbon energy economy (green cluster), or Low carbon economy. Currently more than 80% of world energy consumption comes from non-renewable fossil fuels such as coal, petrol and natural gas. Burning these fuels leads to CO2 emissions, the principal cause of climate change and other serious environmental effects (Jacobsson and Lauber, 2006; W. Li et al., 2016). One of the pillars of a low carbon economy would be a greater dependence on sources of renewable, environmentally friendly energy. In the coming decades the transition to a low carbon energy economy will continue to be the basis of national energy policies in those countries committed to the agreement on climate change (Guler, Çelebi and Nathwani, 2018). Although many governments claim to support the spread of renewable energy, the real diffusion rate of new technologies in the energy system varies considerably from one country to another (Jacobsson and Lauber, 2006). Enormous progress is being made in developing advanced technologies to face these challenges (Usman et al., 2021; Ramzan et al., 2022), although greater improvements in performance and efficiency will be needed to produce these technologies profitably on a large scale (W. Li et al., 2016). Equally, ensuring the availability and accessibility of energy services in a carbon-restricted world would mean developing new methods of producing, living and working with energy (Bridge et al., 2013).
The third line of research is identified as Environment, social and governance (red cluster). Companies should deal with their environmental impact while respecting the planet’s limited resources and must contribute to a safe operating space for human development (Henriques and Sadorsky, 2010; Sachs and Schmidt-traub, 2015). In this context, the need arises for greater understanding of the business impact on global sustainability to help companies to create more sustainable value (Henriques and Sadorsky, 2010). The financial services sector is positioned to provide most of the financing for a green economic transition (Sharma et al., 2022). Long-term institutional investors are becoming aware of the increasing potential of minimizing environmental, social and governance risks (ESG) through the creation of “green” portfolios (Jain et al., 2019; Dutta et al., 2021), a measure that can be supported by defining a regulatory framework that promotes long-term investment, as well as integrated, sustainable, reports on progress in applying the ESG criteria (Kudinova et al., 2012).
The fourth line of research is identified as Low carbon emission technologies (yellow cluster). From the various options for reducing the environmental load, the technology is widely considered the most attractive (Kemp, 1994). Technology will be crucial for the low carbon future. Evidently, this scenario will require not only the transformation of the energy system to fulfil global emission reduction targets, but also a rethink of household temperature regulation systems, transport systems, the use of more environmentally friendly materials, the manufacture of goods and waste disposal (Kemp, 1994; Sachs, 2016). Achieving the decarbonization of the different current systems requires new and better technologies. Researchers, scientists, engineers and technical experts play a crucial role in designing ways to decarbonize specific sectors, especially those of energy, heavy extraction and raw material transformation industries, transport and construction (Sachs, 2016).
The fifth line of research is identified as Economic model and social cost (purple cluster). The environmental impacts of current economic activity, intentional or not, are not visible on the market and therefore their cost is not evident. These costs are known as externalities or external costs. When externalities are generated the balance of the market is not socially efficient, i.e., a social cost is generated, equivalent to the cost of production plus the external cost (Pere Riera; Bengt Kriström, 2005). Existing policies and market incentives have contributed to this problem because they allow companies to incur negative social and environmental externalities, mostly unaccounted and uncontrolled. “Unregulated markets are not aimed at solving social problems”, and so better public policies are needed, including price regulation, to change the perverse incentives of the market that ignore social and environmental externalities (Kudinova et al., 2012).
DISCUSSION AND CONCLUSION
This article has analyzed the positioning of the concept and terminology relating to SF, mainly by means of a review of the literature according to the search in WoS and concentrating on the bibliometric network analysis shown in VOSviewer. The bibliometric method offers a quantitative approach which provides a better understanding of the characteristics associated with the body of literature relating to the research (Y. Wang et al., 2016), in this case, of SF. Although the literature does not contain a large amount of SF-specific publications (only 270 publications are found in WoS), the related literature has increased, especially since the signing in 2015 of international treaties such as the Paris Agreement and the 2030 Agenda for Sustainable Development.
Bibliometric methods were used to examine the characteristics of the literature and the development of scientific research into SF related themes from 1900 to 2021, based on the WoS database and using 16 terms associated with those used in the search. Two important events were also considered, the signings of the Kyoto Protocol in 1997 and the Paris Agreement in 2015. It was noted that the number of publications has risen considerably, especially in the 5 years since the Paris Agreement was signed.
We have identified the regions or countries where most of the research into SF has been carried out. The results show that China is a major contributor to SF-related literature, with the highest number of publications (2094), followed by the United States (956) and England (665). Regarding research quality and impact, we can see that most of the articles have been published in Q1 journals. The journals with most publications are Sustainability (188), Journal of Cleaner Production (159) and Advanced Materials Research (156). The three most-cited articles in SF research are Naik et al. (2010), Huber and Corma (2007) and Binnemans et al. (2013).
There was a noticeable trend towards classifying journals according to their themes: (i) journals related to cleaner production, including renewable energy; (ii) journals related to sustainability, also including energy and renewable energy; (iii) journals specialized in climate change and environmental policy; (iv) journals related to ecology and the environment; and (v) journals dealing with finance, business, strategy and their relationship with the environment.
The bibliometric analysis of keywords has allowed some research themes to be detected from the SF-related literature. The results of our study will be helpful for researchers as well as for decision-makers and policy planners in understanding developments, trends and interests in this field. We propose five lines of further research into: (i) Climate risk and adaptation; (ii) Low carbon energy economy; (iii) environment, social and governance (ESG); (vi) low carbon emission technologies and (v) Economic model and social cost. Future research into these themes could be considered a way of putting theoretical SF research into policy and practice and vice versa, with the objective being to obtain the maximum benefits for society and promote sustainable development.
What is more, our study help to draw significance conclusions with meaningful implications. An effective climate risk management involves the development of a methodology that enables to measure this risk and its effect on the corporate vulnerability, which results in the need of improving and creating corporate and institutional policies aimed in that way. However, the increasing attention of climate change and the role of SF, the actual implantation rate of these new technologies varies largely among countries, together with the necessity of improving it for an efficient diffusion. As a consequence, it is necessary to keep investing for a greater efficiency and its diffusion, which involves to develop institutional programs to foster and promote the improvement in the efficiency, scaling-up it accessibility and availability in a more equal way worldwide (Usman et al., 2021). Nevertheless, it is also important to address financial concerns (Lusardi, 2019) for investors and stockholders. In this vein, the presence of legislative regulation that fosters and takes into account their interest and concerns, in addition to standards that help to provide insight about the risk taken and sustainable value added by them, would encourage this type of investment, especially in the long-term (Yang et al., 2021). However, it also important to include in the transition household implementation (Jain et al., 2019. For that, it is compelling to develop a set of technologies, materials and mechanisms aimed to a real implementation of the climate transition. Financial support (Khan and Usman, 2021) from public institutions would accelerate the diffusion rate (Sharma et al., 2021), together with informative programs designed to increase the awareness of the citizenship (Bansal et al., 2022). Our last inference involves changes in the current policies and market incentives (Sharma et al., 2021) that allow to generate externalities which costs are not reporting. Regulations addressing this harmful incentive would incentive corporations and financial markets to consider these externalities.
As a consequence, our inferences enable us to propose future lines of research. First, understanding and testing how the methodologies designed to measure the risk associated to sustainable policies and the stockholders’ value generation may affect the decision-making process would help to improve them and develop more efficient methodologies, and as result, would promote sustainable issues in financial decisions and the normalization of sustainable transition. Additionally, as for financial markets the capacity of cash-flow generation is important, a deeper research on sustainable decisions and its effect in this corporate capability would encourage investors. Second, it is important to know whether the institutional policies aimed to scale-up the diffusion of sustainable technologies are really effective. In this vein, analyzing the co-existence of public policies with specific corporate governance mechanism would shed light on the necessity of coordinated efforts from public and private sectors. Third, to know to what extent the different attempts of sustainable externalizations regulations are effective, and its effect of market response would shed light on the right regulation to bring market and sustainable consequences together. In this line, a better understanding of which standards provide a more accurate sustainable and financial information would help investors and public institutions to be aware of the cause-effect relationship of their decisions and programs.
The analysis also shows the importance of the theme of energy in modern economic systems. More than 80% of the energy consumed worldwide comes from non-renewable fossil fuels such as coal, oil and natural gas. Burning these fuels leads to the emission of CO2, the main cause of climate change and other serious environmental effects (Jacobsson and Lauber, 2006; W. Li et al., 2016). To stop climate change, the transition to a low carbon economy must not be delayed (Jacobsson and Lauber, 2006; Khalid et al., 2021). The solutions involve decarbonizing the energy system, which means energy production and consumption systems that emit far less CO2 than now (Sachs and Schmidt-traub, 2015). This accords with two of the research lines identified: Low carbon energy economy and Environment, social and governance. The synergy between these two lines is important. It is considered that integrating the environmental, social and governance aspects is crucial and should be a priority in investment in technological innovation for the transition to a low carbon energy economy. (Stern, 2007; UNEP, 2011; Binnemans et al., 2013; Bridge et al., 2013; Sachs, 2016). Further analysis and deeper research is recommended into the themes of Low carbon energy economy and Environment, social and governance, considered key issues in the future.
Despite the advances in research and recognition of the study of SF as an important theme for the economic paradigm shift towards one seeking social and environmental benefits and a reduction of negative externalities, there are as yet no totally reliable indicators or standards for comparing the financial profits with environmental and social sustainability. Researchers emphasize the lack of available data, standards and indicators for performing this type of analysis, which they consider a limitation on research. A major challenge off of this research will be including other databases such as Scopus database, highlighting the major contributions to guide future researchers in this field and fill in any possible gaps.
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In order to better exploit the role of commercial insurance in preventing and mitigating household financial risks and improving social security, this paper explores the influence mechanism of household human capital, a special endowment resource that has potential influence on households’ cognitive and behavioral decisions on commercial insurance, by constructing a structural equation model based on data from the 2017 China Household Finance Survey (CHFS) and introducing its influence on households’ commercial insurance holding behavior. The results show that human capital has a significant positive effect on household commercial insurance holding behavior; financial market participation and risk preference play a part in mediating the relationship between human capital and household commercial insurance holding behavior, with financial market participation playing a greater role. According to the findings of this paper, the government and relevant institutions should increase financial literacy efforts, enhance residents’ correct understanding of commercial insurance and shape a healthy insurance market, so as to promote effective household participation in commercial insurance and the healthy development of China’s commercial insurance market.
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1 INTRODUCTION
With the rapid development of the economy, the living standard of Chinese residents is increasing and the accumulation of wealth has led to a more diversified allocation of household assets; at the same time many social issues have gradually come to the fore, such as the increasing ageing, lower birth rate and increasingly high maintenance costs, which put families at great risk of income and expenditure, and the broad coverage and low level of social insurance can no longer meet the increasing risk protection needs of families (Zhou and Xia, 2020). The China Financial Stability Report 2019 points out that household financial risk is a leading indicator of economic development and financial stability, and an important component in preventing and resolving financial risks in China. Savings have long been the main financial tool for households in China to cope with risks, but they are not sufficient to deal with all household risks, and commercial insurance gives residents more protection for their lives and property. Commercial insurance is a useful supplement to traditional social insurance, which can meet the diversified needs of different families for insurance products and improve the overall level of social protection. At the same time, as an important investment and financial management tool, commercial insurance also enriches household asset allocation, improves the financial market system and promotes stable economic development (Qin et al., 2016; Zhou and Xia, 2020). In 2020, the China Banking and Insurance Regulatory Commission proposed in its “Opinions on Promoting the Development of Commercial Insurance in Social Services” to expand the supply of commercial insurance, improve the insurance market system, establish commercial insurance as an important pillar of the social security system, and give full play to the important role of commercial insurance in protecting people’s livelihoods, which shows that the status of using commercial insurance as the third pillar of social security has been recognized at the national level. In recent years, China’s insurance industry has developed very rapidly and jumped to become the second largest insurance market in the world, but from the micro data, the level of commercial insurance holdings among Chinese households is not high, with data from the 2017 China Household Finance Survey (CHFS) showing that only 7.72% of residents nationwide have purchased commercial insurance, indicating that Chinese residents still maintain a cautious attitude towards purchasing commercial insurance (He and Li, 2009). In-depth analysis of the influencing factors of households holding commercial insurance and finding the reasons for the low participation rate in commercial insurance are of great significance in promoting the healthy development of the commercial insurance market, strengthening overall social protection and maintaining social stability.
Studies have been conducted on the factors influencing household commercial insurance holding behavior mainly in terms of demographic characteristics factors, subjective attitudes of residents, household economic status, and economic characteristics of the place of residence, but less from the perspective of human capital. Human capital is an important attribute to study the household as a micro-individual and has the unique characteristics given by the household. According to Schultz’s human capital theory (Schultz, 1961), human capital is the accumulation of people’s investment in themselves, including formal education, job training and health care, and refers to the combination of knowledge, skills, abilities, and health factors that have economic value (Yang et al., 2006), which is ultimately embodied in the person as the sum of health, knowledge and skills (Mushkin, 1962; Becker, 1994). Some scholars have found that comprehensive cognitive ability in human capital can significantly enhance household commercial insurance participation intentions and level of participation, with word ability having the greatest facilitative effect (Tz et al., 2022); financial literacy, as a form of human capital, can play a facilitating role in household commercial insurance participation decision-making behavior (Wei et al., 2019). Although existing studies confirm the association between human capital and household commercial insurance holding behavior, the specific mechanisms at play are not yet clear.
Financial market participation is also an important predictor of household commercial insurance holding behavior (Wang, 2017). Household financial market participation refers to micro financial activities in which the household is the core unit, i.e., for the holding of financial assets such as stocks, debts and insurance. Classical rational investment theory has encountered limitations in explaining household financial market participation, therefore, scholars have turned to alternative approaches to study the relationship between human capital and financial market participation (Campbell, 2006), such as the impact of investors’ IQ level and health status on market participation (Wang, 2008). Scholars have also found that households with financial assets are more likely to hold commercial insurance (Wang, 2017). Then, how human capital and financial market participation affect household commercial insurance holding behavior needs to be further clarified. Related studies have shown that different households’ risk attitudes towards commercial insurance can also have an impact on household commercial insurance holding behavior (Tian et al., 2018). The results of a study by Zhang et al. (2020) and Friedman and Savage, 1948 showed that risk averse households were more likely to purchase commercial insurance to reduce risk, but Qin et al. (2016) found a significant positive relationship between risk preferences and household commercial insurance holding behavior. Zhou and Xia (2020) point out that financial literacy can promote household business insurance holding behavior by increasing risk appetite. It can be seen that the relationship between risk preference and household commercial insurance holding behavior is still controversial, which may be related to the different research subjects and perspectives of scholars. Therefore, how risk preference affects household commercial insurance holding behavior, and what are the mechanisms of influence between human capital, risk preference and household commercial insurance holding behavior need to be further explored.
Based on the above analysis, this paper analyses the impact of household human capital on household commercial insurance holding behavior based on the 2017 China Household Finance Survey (CHFS) data from a human capital perspective, introducing financial market participation and risk preference as mediating variables to explore the mechanism of human capital’s impact on commercial insurance holding behavior. The marginal contribution of this paper is that it enriches the research exploring commercial insurance holding behavior from a micro perspective and clarifies the mechanism of human capital’s effect on commercial insurance holding behavior. The marginal contribution of this paper is to explore the proposed mechanism of the role of household human capital on commercial insurance holding behavior, to clarify the effects and paths of different household human capital on their commercial insurance holding behavior, to help gain insight into the reasons affecting the limited participation in the Chinese commercial insurance market, and to provide reference for policy formulation by relevant authorities.
2 LITERATURE REVIEW AND RESEARCH HYPOTHESES
2.1 Human capital and household commercial insurance holding behavior
Household human capital is the sum of capital embodied in the family members (Li et al., 2015). Existing studies have focused on the impact of human capital on household commercial insurance holding behavior in terms of both education level and financial literacy. Some scholars have found that the higher the level of education of residents, the easier it is for them to quickly obtain and process information about various products to participate in insurance, and thus the greater the chance of purchasing commercial insurance (Lan, 2021); the increase in financial literacy in human capital has a significant positive impact on the likelihood and level of holding commercial insurance by households (Zhou and Xia, 2020); the increase in financial literacy helps residents to understand the provisions of insurance contracts and improves households’ level of trust in commercial insurance (Wei et al., 2019), which in turn increases the likelihood of households purchasing commercial insurance and the level of holding commercial insurance (Awel and Azomahou, 2015), i.e. the higher the level of financial literacy, the greater the premium expenditure (Qin et al., 2016). Health, as an important dimension of human capital, has been relatively little studied in terms of its impact on household commercial insurance holding behavior. Existing studies have only analyzed the impact of health in terms of asset portfolio decisions, i.e., residents with better health hold fewer productive assets, more financial assets and riskier assets (Lei and Zou, 2010), Yu et al. (2021) found that commercial insurance companies tend to refuse to cover individuals in poor health, which is the main reason why residents in poor health are less likely to buy commercial insurance. However, the impact of physical health status on household commercial insurance holding behavior is not yet clear, and this paper argues that the impact of human capital on household commercial insurance holding behavior needs to be captured comprehensively. Taking the above analysis together, the following assumption is made in this paper:
H1. There is a significant positive effect of human capital, as measured by years of education, physical health status and financial literacy, on household commercial insurance holding behavior.
2.2 The mediating role of financial market participation
Household financial market participation refers to micro financial activities in which the household is the core unit, i.e., for the holding of financial assets such as stocks, debts and insurance (Hu and Zang, 2016). Scholars have studied the impact of human capital on household financial market participation from different perspectives. Empirical results from the established literature suggest that the relative paucity of financial literacy is an important constraint on households’ financial behavioral decisions (Cui et al., 2019), and that financial education can enhance households’ financial market participation by improving their financial literacy acquisition (Balloch et al., 2014), people with greater financial literacy are more likely to participate in formal financial markets (Korniotis and Kumar, 2010; Hsiao and Tsai, 2018), optimize household asset allocation (Bianchi, 2017), and make reasonable financial planning (Wu et al., 2017); Fisch and Seligman (2021) found that the relationship between financial literacy and financial market participation was U-shaped, with growth in financial literacy being associated first with decreases in participation and then with increases in participation. In terms of physical health status, when social security is inadequate, poor health of household members has a significant negative impact on households’ current and future financial asset choices (He and Wang, 2021). Households in poor health tend to hold savings assets and productive assets with higher security (Lei and Zou, 2010), and they are less likely to invest in financial assets and hold a lower proportion of them compared to households in good health (Wu et al., 2011). At the same time, education is very helpful for individuals to improve their cognitive ability and judgement, and a person’s level of education directly affects their level of analysis and mastery of information on complex and diverse financial products, and also determines their household financial market participation (Pellicer, 2005; Cui and Liu, 2021). People with high levels of education are correspondingly more likely to have access to well-paying jobs, providing a solid material basis for participation in financial markets (Lu and Yin, 2021). Based on the above analysis, this paper proposes the following research hypothesis:
H2. Human capital, as measured by years of education, physical health status and financial literacy, has a significant positive effect on household financial market participation.Commercial insurance holding decisions are part of financial asset decisions, and household financial market participation behavior determines to some extent the consumption demand for commercial insurance (Headen and Lee, 1976; Meyer and Ormiston, 1995; Drugdová, 2016). Modern commercial insurance products increasingly have the investment attributes of financial products (Wei and Yang, 2007), households holding financial assets such as stocks and funds have a higher demand for commercial insurance purchases, and households with financial assets are much more likely to hold commercial insurance than those without (Wang, 2017), household risky financial asset allocation increases the likelihood of household participation in commercial insurance through wealth and risk effects (Qiao and Zhang, 2022). Combining the above analysis, this paper proposes that:
H3. Financial market participation has a significant positive effect on household commercial insurance holding behavior.Combining Hypotheses H2, H3, this paper proposes that:
H4. Financial market participation mediates the relationship between human capital and household commercial insurance holding behavior.
2.3 The mediating role of risk preference
Regarding the impact of human capital on residents’ attitudes towards risk, Zhang and Yin (2016) found that increasing residents’ financial literacy effectively reduces their aversion to risk and thus their rejection of financial products, meanwhile Li et al. (2020) corroborated this view, stating that there is a significant positive relationship between the level of financial literacy in human capital and residents’ confidence in participating in financial activities correlation, with the higher the level of financial literacy, the stronger their preference for risk. In terms of educational attainment, Brown and Taylor (2006) found that investors with higher education prefer risk and that investors’ risk aversion decreases with higher educational attainment (Riley and Victor, 1992); however, some scholars argue that it is an individual’s stochastic decision-making process that is correlated with educational attainment, rather than the level of risk preference, and that the two correlation is a pseudo-correlation due to individual behavioral noise (Andersson et al., 2016). This paper argues that highly educated groups are able to continuously learn new knowledge, have more open eyes and a more rational mindset, are better able to accurately identify and process complex information in the market, have a more scientific understanding of risky assets and can effectively hedge against risks, and their ability to take and control high risks is stronger. In terms of physical health status, Cho, 2016, Crainich et al. (2017) found that when investors’ health deteriorates, the gradually increasing medical burden will make investors’ risk attitudes conservative and place more importance on the safety of their investments, and households suffering from health shocks prefer to hold less risky assets (Fu et al., 2020); in other words, households in good health are less burdened with health care and other issues, invest with more focus on returns, and have a higher level of risk preferences. Taken together, this paper proposes the following hypothesis:
H5. Human capital, as measured by years of education, physical health status and financial literacy, has a significant positive effect on residents’ risk preferences.Based on modern asset portfolio theory, a rational investor’s asset portfolio is similar, consisting of a certain proportion of a market portfolio composed entirely of risky assets and a certain proportion of risk-free assets, with the higher the level of risk preference, the higher the proportion of the market portfolio held and the lower the proportion of risk-free assets held at the same time (Markowitz, 1952). Commercial insurance as a financial instrument carries a certain level of risk, and when exploring the factors influencing household commercial insurance holding behavior, many scholars also focus on the important variable of residents’ risk attitudes, but existing studies have reached different conclusions on this issue. The findings of Zhang et al. (2020) suggest that the more risk averse households are, the more likely they are to purchase commercial insurance to reduce risk; while Sun and Xiong (2019) find that households with an appetite for risk are more likely to purchase commercial insurance; the results of Hu and Zang (2016) show that when households prefer risk, they are more likely to purchase high-risk, high-yield financial assets such as stocks and reduce their allocation to commercial insurance accordingly. Combined with modern asset portfolio theory, this paper argues that commercial insurance, as a kind of insurance with both investment and protection functions and no compulsory purchase, may be more popular among risk-prefer people. Based on the above analysis, this paper proposes the following hypothesis:
H6. Risk preference has a significant positive effect on household commercial insurance holding behavior.Combining Hypotheses H5, H6, this paper proposes that:
H7. Risk preference mediate the relationship between human capital and household commercial insurance holding behavior.Combining the above analysis, the mechanism of the role of human capital on household commercial insurance holding behavior constructed in this paper is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Mechanistic model of the role of human capital on household commercial insurance holding behavior.
3 STUDY DESIGN
3.1 Data sources
The data sample for this paper is drawn from the China Household Finance Survey (CHFS) Project conducted by Southwest University of Finance and Economics in 2017. The survey used a three-stage stratified sampling method, and the sample covered 29 provinces, 37,289 households and 133,183 individuals across China, covering micro household financial data on household demographic characteristics, assets and liabilities, insurance coverage, and income and expenditure. The China Household Finance Survey has a low rejection rate, and the demographic characteristics of the data are very close to those published by the National Bureau of Statistics (Gan et al., 2013), so the sample data is representative of the overall national situation. By eliminating vacant values as well as outliers, a total of 9,009 household data were selected as the sample for the empirical study in this paper. Among these 9,009 households, 75.6% of the household heads are male and 24.4% are female; the age of the household heads is mostly concentrated in the age group of 31–60 years old, accounting for 56% of the total number; and the average annual household income is RMB110,183.6.
3.2 Description of variables
3.2.1 Explained variables
This paper refers to Wei et al. (2019) and select two variables, commercial insurance holdings and level of commercial insurance holdings, to represent the explained variable of this paper—commercial insurance holding behavior. For the measure of commercial insurance holdings, any member of the household who is enrolled in any kind of commercial insurance takes the value of 1, while none takes the value of 0. The level of commercial insurance holdings is measured by the premium expenditure on commercial insurance, specifically the total amount of commercial insurance purchased by the household in the past year, and is logarithmically treated.
3.2.2 Explanatory variables
The explanatory variable in this paper is human capital, which includes three dimensions: years of education, physical health status and financial literacy. Years of education is illustrated by the average number of years of education in the household, which is transformed accordingly according to the education level in the questionnaire; physical health status is measured according to the respondents’ responses, with very good, good and average healthy taking the value of 1 and bad and very bad taking the value of 0 (Qin et al., 2016); in terms of financial literacy, this paper uses two questions in the questionnaire about interest rate calculation and inflation understanding to measure respondents’ financial literacy, following Wu et al. (2018), using the number of correct answers to the financial knowledge questions to measure their financial literacy, with values ranging from 0 to 2.
3.2.3 Mediating variables
In this paper, financial market participation and risk preference are used as mediating variables respectively. Financial market participation is measured by whether residents own financial assets such as stocks, funds and debentures, with a value of 1 for holding financial assets and 0 otherwise; residents’ risk preference is measured by the answer to the question in the CHFS, “If you had a sum of money to invest, which investment item would you be most willing to choose?” The answer to this question is measured by assigning a value of 1 to the options “high-risk, high-return project” and “slightly high-risk, slightly high-return project” and 0 to the other options (Qin et al., 2016). Specific variable descriptions and descriptive statistics are shown in Table 1.
TABLE 1 | Description of variables and descriptive statistics.
[image: Table 1]3.3 Descriptive statistics
As can be seen from Table 1, only 12% of the households in the sample selected for this paper are covered by commercial insurance, and the average amount of expenditure on commercial insurance purchased by the insured households in the past year is also relatively small, indicating that the holding rate of commercial insurance among Chinese residents is low and the level of holdings is not high. The mean value of households’ financial literacy is only 0.05 and the mean value of risk preference is only 0.12, indicating that the financial literacy of Chinese residents is not satisfactory and their aversion to risk is relatively high. The average number of years of education for residents is 10.36, which is at an intermediate level, and the mean value for physical health is 0.86, indicating that residents are in good physical health.
3.4 Correlation analysis
This paper conducted a correlation analysis of the data through SPSS 26.0, as shown in Table 2. Years of education, physical health status, financial literacy and commercial insurance holdings, and level of commercial insurance holdings were significantly and positively correlated. Also, years of education, physical health status with financial market participation and risk preference were significantly positively correlated, and financial market participation and risk preference were significantly positively correlated with commercial insurance holdings and level of commercial insurance holdings. The results of the correlation analysis provided support for the subsequent data analysis.
TABLE 2 | Correlation analysis.
[image: Table 2]3.5 Data analysis methods
This paper used a structural equation modeling approach to test the research hypotheses. Compared to path-by-path analysis using cascade regression, structural equation modeling allows the analysis of a pooled regression model with all latent and measured variables at once, which controls and reduces the errors caused by measured variables, avoids overestimating direct effects and underestimates the magnitude of mediating effects, and results in more accurate and unbiased estimates (Cheung and Lau, 2008). The bias-corrected bootstrap method is used to test the significance of the mediating effects, which can effectively reduce the probability of discard errors that can occur with methods such as the sobel test, and the confidence interval of the mediating effect is estimated more precisely and robustly, and thus will have higher statistical validity.
This paper builds on the mediation effect validation and estimation procedure proposed by Baron and Kenny (1986) and follows the procedural approach suggested by MacKinnon et al. (2004) and Preacher and Hayes (2008) to validate the mediating effects and assess the magnitude of the mediating effect significance. In the first step, the model of the direct effect of the explanatory and explained variables is validated and the model will show significant path coefficients supporting the direct effect; in the second step, all direct and indirect effects are added to the model at once and the significance of the path coefficients between the variables is estimated using structural equation modeling; in the third step, the significance of the mediating effect is tested using the bootstrap resampling technique by Mplus software and assess the size of their confidence intervals (Lau and Cheung, 2012; Muthe’n and Muthe’n, 2017).
4 HYPOTHESIS TESTING
4.1 Structural equation modeling analysis and hypothesis testing results
In order to clarify the relationship between human capital and household commercial insurance holding behavior, this paper uses Mplus software to test the research hypotheses using structural analysis of covariance on a structural equation ensemble model. Table 3 presents the aggregate effects of each of the three dimensions of human capital on household commercial insurance holding behavior: years of education, physical health status and financial literacy all have significant positive effects on household commercial insurance holdings (β = 0.366, p < 0.001, model 1; β = 2.237, p < 0.001, model 2; β = 0.934, p < 0.05, model 3), and there were significant positive effects of years of education, physical health status and financial literacy on the level of household commercial insurance holdings (β = 0.353, p < 0.001, model 4; β = 2.051, p < 0.001, model 5; β = 1.014, p < 0.001, model 6), therefore, Hypothesis H1 was tested.
TABLE 3 | Results of the total effects analysis.
[image: Table 3]This paper introduces two mediating variables, financial market participation and risk preference, respectively. Figure 2—Figure 4 present the direct and indirect effects of human capital on household commercial insurance holding behavior, with standard errors in brackets. As can be seen from the figures, the results for each path are significant, thus Hypotheses H2, H3, H5, H6 are supported.
[image: Figure 2]FIGURE 2 | Results of the path analysis of years of education and household commercial insurance holding behavior.
[image: Figure 3]FIGURE 3 | Results of the path analysis of physical health status and household commercial insurance holding behavior.
[image: Figure 4]FIGURE 4 | Results of the path analysis of financial literacy and household commercial insurance holding behavior.
Next, the paper uses the procedural approach proposed by Baron and Kenny to verify the mediating role of financial market participation and risk preference: first, the explanatory variables must be significantly correlated with the explained variables; secondly, the explanatory variables must be significantly correlated with the mediating variables; thirdly, the mediating variables must be significantly correlated with the explained variables; and fourth, when the mediating variable is added, the effect of the explanatory variable on the explained variable is significantly reduced. The first three steps have been verified in the above study. In the fourth step, after the introduction of the mediating variables financial market participation and risk preference, the effect of the explanatory variables on the explained variables is significantly reduced (e.g., the effect of years of education on household commercial insurance holdings is reduced from β = 0.366, p < 0.001 to β = 0.093, p < 0.001), thus, the effect of financial market participation and risk preference on human capital play a partially mediating role in the relationship between human capital and household commercial insurance holding behavior, respectively, and Hypotheses H4, H7 are supported.
4.2 Results of the bootstrap test for the significance of the mediating role
To further test the mediating role in the model, this paper uses the basic bootstrap resampling technique to test the significance of the mediating role of financial market participation and risk preferences. In this paper, 5,000 bootstrap resampling analyses were conducted on a sample of 9,009 household data and the test results obtained are shown in Table 4.
TABLE 4 | Results of the Bootstrap test analysis for the significance of mediation.
[image: Table 4]As can be seen from the 95% confidence interval column in Table 4, none of the 95% confidence intervals for the mediating effect of financial market participation contain 0, indicating that the mediating effect of financial market participation is significant. Similarly, the 95% confidence interval for the mediating effect of risk preference also does not contain 0, indicating that the mediating effect of risk preference is significant. Thus, the mediating effects of financial market participation and risk preference on the relationship between human capital and household commercial insurance holding behavior are again validated.
Also, Table 4 gives the results of comparing the two mediating effects of financial market participation and risk preference, which can be used to determine whether the two mediating effect sizes are statistically significant based on whether the indirect effect comparison results contain 0 at the 95% confidence interval. The results show that in the case of the effects of years of education and physical health status on household commercial insurance holding behavior, the indirect effect comparison results do not contain 0 at the 95% confidence interval, indicating that the mediating effect of financial market participation is significantly larger than that of risk preference, while in the effects of financial literacy on commercial insurance holding behavior, the indirect effect comparison results contain 0 at the 95% confidence interval, indicating that the two mediating effect sizes are not significantly different. Overall, human capital has an indirect effect on household commercial insurance holding behavior more through the mediating variable of financial market participation.
4.3 Discussion
Based on data from the 2017 China Household Finance Survey (CHFS), this paper explores the mechanism of human capital’s influence on households’ commercial insurance holding behavior by combing existing literature to clarify the effects and paths of different households’ human capital on their commercial insurance holding behavior, and finds that:
There is a significant positive effect of human capital, as measured by years of education, physical health status and financial literacy, on household commercial insurance holding behavior, with the higher the level of human capital of a household, the more likely it is to purchase commercial insurance and spend more on commercial insurance, which is in line with the findings of scholars such as Qin et al., 2016, Zhou and Xia (2020) and Lan (2021). The level of education reflects, to a certain extent, the ability to understand and translate external information, and is more likely to make a more comprehensive understanding of commercial insurance without the interference of complex information when making asset allocations (Hou et al., 2022), and thus make more reasonable choices. Financial literacy helps to optimize the allocation of family assets and promote the increase of family wealth. Commercial insurance also has certain transaction costs, and the continuous appreciation of family assets provides a favorable support point for the purchase of commercial insurance. In contrast to Edwards’ (2008) findings that health status among household members is negatively associated with participation in insurance products, the findings of this paper suggest that good health status reduces the pressure on individuals to save and has more surplus funds to invest in higher-returning risk assets, resulting in higher rates of commercial insurance purchases. From the data sample in this paper, nearly 40% of the heads of households with commercial insurance are between 45 and 59 years old, they have certain social experience and have a stronger sense of risk protection than the younger generation; at the same time, as middle-aged people, they are burdened with the pressure of providing for their parents and children, most of their parents are very old, whose physical functions are declining, medical expenses are increasing, and basic social security can no longer meet the existing needs of the family. They need to purchase commercial medical insurance, commercial critical illness insurance and other commercial insurance to relieve the family financial pressure.
Financial market participation and risk preference mediate the relationship between human capital and household commercial insurance holding behavior, i.e., human capital positively influences household commercial insurance holding behavior through financial market participation and risk preference respectively. Specifically, higher levels of human capital in households imply a deeper understanding of financial knowledge and greater confidence in participating in financial markets when allocating household assets; at the same time, households with high levels of human capital tend to have more opportunities and resources to enrich their lives, as well as more stable social relationships and social support (Wu et al., 2022) and individuals experience greater happiness from family relationships, and this positive, happy emotional experience helps strengthen family members’ confidence in resisting risk, and their tolerance for financial risk is correspondingly higher; families with high levels of happiness are more concerned about long-term utility (Sang, 2019), and considering the risks they may take in the future, will make decisions in advance that are conducive to increasing long-term utility, and commercial insurance, which has both investment and protection functions commercial insurance is an apt choice.
By comparing the magnitude of the mediating effects of financial market participation and risk preference, it is found that human capital has more of an indirect effect on household commercial insurance holding behavior through the mediating variable of financial market participation. This may be due to the fact that financial market participation is more closely associated with households’ commercial insurance holding behavior decisions than risk preferences. The decision to hold commercial insurance is inherently part of the financial asset decision, and the purchase of commercial insurance reflects the household’s active participation in financial markets, which also determines to some extent the consumption demand for commercial insurance (Headen and Lee, 1976; Meyer and Ormiston, 1995). Households that participate in the financial market tend to have higher financial literacy and stronger investment and financial awareness than those that do not, and insurance products have the attributes of financial investment products, so households that participate in the financial market are more aware of the functions of commercial insurance and are more likely to choose the right commercial insurance for themselves.
5 CONCLUSION AND PROSPECTS
5.1 Conclusion
Based on the 2017 China Household Finance Survey (CHFS) data, this paper explores the mechanism of human capital on household commercial insurance holding behavior by introducing two mediating variables, financial market participation and risk preference, from the perspective of household human capital, and constructs and empirically tests the research hypothesis model. The study finds that: firstly, among the three dimensions of human capital, there are significant direct positive effects of years of education, physical health status and financial literacy on household commercial insurance holding behavior, i.e., households with higher levels of human capital are more inclined to purchase commercial insurance and spend more on commercial insurance premiums, which is consistent with the findings of existing studies. Secondly, in addition to the direct effect, years of education, physical health status and financial literacy also have an indirect positive effect on household commercial insurance holding behavior through two mediating variables: financial market participation and risk preference, which partially mediate the relationship between human capital and household commercial insurance holding behavior respectively. Thirdly, by comparing the magnitude of the two mediating effects, it is found that years of education, physical health status and financial literacy influence household commercial insurance holding behavior more indirectly through financial market participation.
Based on the above findings, this paper puts forward the following research implications. First, increase financial knowledge popularization. Having certain financial knowledge is the basis for participating in commercial insurance. In order to improve the financial market system and promote the development of the economy, financial institutions should take the initiative to carry out free financial knowledge education, develop different programmes according to different levels of financial knowledge and different risk attitudes, and carry out different forms of educational methods to enhance the popularisation of financial knowledge and reduce information asymmetry. Secondly, to enhance residents’ correct understanding of commercial insurance and scientific approach to risk issues. The government should make use of the Internet to rally the propaganda efforts of all parties to reasonably promote commercial insurance, explain clearly to residents the use of various types of commercial insurance, the rules of use and the terms of the contract, help residents understand the essence and original intent of insurance, change their one-sided perception of insurance products, enable them to establish a correct awareness of risk prevention, and promote the healthy development of commercial insurance. Thirdly, shaping a healthy insurance market. The government should continue to improve laws, regulations and systems, regulate the signing and execution of commercial insurance contracts, and increase supervision of the insurance market; continuously improve the risk prevention and control capabilities of insurance institutions, improve the mechanism and enhance the efficiency of protecting the rights and interests of commercial insurance consumers.
5.2 Research limitations and perspectives
The limitations of this paper are reflected in the following three aspects: first, there is a positive effect of residents’ risk preferences on household commercial insurance holding behavior, and the findings of existing studies addressing this issue are inconsistent. It may be because the impact of residents’ risk preferences varies for different types of commercial insurance, and for this reason, a more detailed analysis based on the specific type of commercial insurance is needed in the future. Secondly, there are differences in the commercial insurance holding behavior decisions of families or individuals with different family structures, income levels and occupational backgrounds, and more in-depth analysis can be conducted on these dimensions in the future. Thirdly, this paper is limited by the sample data, and the household commercial insurance holding behavior is only measured in terms of whether the household holds commercial insurance and the premium expenditure on commercial insurance, but the ratio of the premium expenditure to the household investment amount and the duration of the household holding commercial insurance are important indicators to describe the household commercial insurance holding behavior, which are to be improved in the future research.
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Based on the VAR model, the two-way FDI data of the Yangtze River Economic Zone from 2005 to 2019 were used as the specimen. The correlation of the two-way FDI was observed using the VAR impulse effect through ADF root test and lag structure laboratory testing. The original study results demonstrated that there have been disparities in the spatial and temporal evolution of FDI and OFDI coordination levels between the eastern, central, and western city groups in the Yangtze River Economic Belt region from 2005 to 2019. The unequal expansion of FDI and OFDI is the phenomena that results in the gap between eastern and western cities. The development of the coupling coordination level between the east and west areas has been unequal due to variances in the natural environment, trade value, corporate expansion, and other variables. Contrarily, the Yangtze River Economic Belt’s western urban agglomerations have a lower level of coupling and coordination development than the region’s eastern urban agglomerations, with an overall declining phenomena from east to west. The coupling and coordinated development of two-way FDI within the economic belt, which has a significant impact on the rationalization of regional resource allocation, industrial structure optimization, and technology iteration with civilization construction, can be greatly facilitated, in our opinion, by strengthening uncoordinated regional development infrastructure and deepening regional economic-industrial links.
Keywords: two-way FDI, environment economy, foreign investment (inward and outward FDI), Yangtze River economic belt, financial and trade globalization
INTRODUCTION
The sixth meeting of China’s Central Finance and Economics Commission in 2020 pointed out that it would promote the construction of the Yangtze River Economic Belt and build the Yangtze River Basin Economic Circle to promote the construction of “One Belt, One Road”, the development of the Yangtze River Economic Belt and the strategic development of the western region in the new era. Since the reform and opening-up, China’s economy has continued to grow steadily, and from the reform and opening up to the “One Belt, One Road” initiative, all of them indicate China’s determination to open up to the outside world. “Through the step-by-step implementation of these two strategies, China has been opening up more and more to the outside world. Generally speaking, the academic community has adopted “Inward Foreign Direct Investment” and “Outward Foreign Direct Investment” as the two strategies of “bringing in” and “going out” respectively. The Yangtze River basin introduces more IFDI, and at the same time, it should export OFDI that matches its imported IFDI, which is not only conducive to the higher investment return of the excess domestic capital, but also the harmonious development of China’s foreign relations. And less IFDI is introduced in the central and western regions. The Yangtze River Basin Economic Belt consists of the following 11 provinces and municipalities, namely Guizhou, Sichuan, Yunnan, Chongqing, Hubei, Hunan, Jiangxi, Anhui, Jiangsu, Zhejiang, and Shanghai. Further research on the economic development and economic cooperation between the east and west of the Yangtze River Basin and international can be carried out by measuring the coordinated development level of two-way FDI, therefore, the construct of measuring the coordinated development level of two-way FDI can effectively The development of international economic trade in the Yangtze River Economic Zone can be observed.
The Yangtze River basin flows through important major economic zones in China and is an important representative of China’s economy (Zhu et al., 2021). The rapid growth of IFDI and OFDI in the 11 provinces and municipalities in the Yangtze River Economic Zone is historically set against the backdrop of the global popularity of China’s “One Belt, One Road” initiative and the rise of the Asian Infrastructure Investment Bank as an emerging force in infrastructure investment (Huang et al., 2018; Zhao et al., 2022). In this context, to study the interaction between the coordinated development of two-way FDI and economic growth in the Yangtze River Economic Belt, the data of two-way FDI in 11 provinces and regions in the Yangtze River Basin from 2009 to 2019 are selected as samples, which not only provide supporting empirical tests for the rationality of national macro policies at the application level but also further expand the new economic geography research framework at the theoretical level (Li, 2021; Xu and Zhou, 2021). Therefore, this study is of great practical significance and theoretical value. Measuring the coordinated development level of two-way FDI for the whole Yangtze River Economic Belt from 2010 to 2020 and analyzing its influencing factors, as well as proposing targeted policy recommendations, can help promote the development of foreign trade and investment and financing in the Yangtze River Economic Belt to integrate faster and better into the journey of building a modernist power in China (Liang, 2021; Yang, 2021).
The marginal contributions and original features of this study are mainly reflected in the following aspects. First, the historical background of the rapid growth of IFDI and OFDI in 11 provinces and cities in the Yangtze River Economic Belt is particularly important, and is closely related to China’s “One Belt, One Road” initiative and the global environmental economy and investment trade. The matching effect mechanism of IFDI and OFDI will provide a reference for many countries and regions. Secondly, studying the coordinated development mechanism of two-way FDI among cities in Yangtze River basin will not only benefit the host country’s surplus capital to obtain higher investment returns, but also contribute to the harmonious development of China’s foreign relations. In this case, the interaction between the coordinated development of two-way FDI and the economic growth of the Yangtze River economic belt will have an important impact on the environmental economy and regional development. The originality of this paper is reflected in the use of VAR model for unit root test and impulse effect analysis, which reveals a consistent cycle of two-way FDI development between regions, and provides a basis for the analysis of the synergy of two-way FDI using coupled coordination degree model in the later paper changes. Finally, the coordinated development level of two-way FDI in the whole Yangtze River Economic Zone from 2005 to 2019 is measured, and the entropy value method, coupling degree and coupling coordination degree are used to analyze its influencing factors, and the coupling coordination degree level of two-way FDI is found to be related to regional economic development, and policy suggestions are proposed to enhance two-way FDI synergy and promote economic development in targeted regions, which can help promote foreign trade and investment financing in the Yangtze River Economic Zone It can not only provide supporting conclusions for the rationality of macro policies formulated by different countries and regions at the application level, but also further expand the research framework of the new economic geography. The research framework of geography, this paper includes the following parts, the second part is the literature review, the third part includes research methodology, data sources, theoretical framework, and coupling coordination model, the fifth part is experiment preparation, including data description, ADF root test, and impulse effect analysis, the sixth part is conclusion and policy implications.
LITERATURE REVIEW
Research on FDI and OFDI
Research on IFDI and OFDI has been the focus of research in the field of international direct investment, and the issue of international spillover of IFDI and OFDI has been discussed more in academic circles (Tuan and Ng, 2004). Among them, there are different views on the technology spillover effect of FDI on host countries, some scholars believe that there is a significant positive spillover effect of IFDI on host countries (Zhang, 2012; Xu, 2021), while some scholars believe that technological innovation in IFDI host countries is not significant or even has a suppressive effect (Ritchie, 2009; Ren et al., 2014; Baprios et al., 2016); and it is quite controversial on whether the reverse technology spillover of OFDI to the home country is significant (Liang, 2014; Shahbaz et al., 2015); the discussion on the technology spillover effect of two-way FDI is less covered in the related literature. Richard et al. (2011) included both IFDI and OFDI in the IDP development theory proposed in the unified analytical framework, arguing that IFDI has technology spillover effects, which in turn will promote OFDI. Since then, many scholars have enriched the research framework from both theoretical and empirical aspects, such as Liang (2021) and Naqeed (2016), and other kinds of literature have studied and analyzed the evolution of two-way FDI. Among the studies on the mechanism of the role of two-way FDI on development between countries and regions, the main focus is on the novel development trends of two-way FDI - industrial iteration, economic development, capital accumulation and market technology development (Massand, 2021; Outreville, 2021; Bashir, 2022). On the one hand, IFDI brings additional channels and market resources for the acquisition of intangible capital such as knowledge, technology and management of host country enterprises, which promotes the accumulation of capital in a broad sense and the embedding of host country market advantages, forming a transitional transformation process from capital inflow to capital stock and improving inter-regional economic competitiveness (Anwar and Iwasaki, 2022; Bouchoucha, 2022). In this process, the production and landing of IFDI industrial projects enhance the localization and integration of foreign enterprises by means of backward and forward linkage of industrial chains, generating economic benefits for the local economy while promoting the iteration of industrial comparative advantages, forming a process of efficiency transformation to quality improvement (Bournakis et al., 2022; Bretas et al., 2022; Broers, et al., 2022. On the other hand, OFDI creates the basis for international cooperation and overseas roots of host country enterprises through resource seeking, market expansion, personnel exchanges and strategic asset acquisitions, forming the process of OFDI flow growth to stock expansion. On the other hand, OFDI creates the foundation for international cooperation and overseas roots of host country enterprises through resource seeking, market expansion, personnel exchanges and strategic asset acquisitions, forming the process of OFDI flow growth to stock expansion; with the adaptive technological changes and rising costs of production factors in host countries, the outward transfer of some industries realizes the divestment of non-adaptive production links and global production and factor resource re-matching, forming the process of transformation of low value-added production capacity to high quality (Febbraio, et al., 2022); through overseas core asset acquisitions and industrial cooperation, the return of knowledge, technology, process and other elements to the core of the industrial chain and the reshaping of production capacity, strengthening the locational centripetal force for higher quality IFDI, and forming a feed-back process from international external resources to the internal industrial system (Pollock and Biggar, 2020; Konewka et al., 2021). The cycle of the above-mentioned process realizes the spiral of IFDI subsystem and OFDI subsystem from the mutual promotion of scale to the complementary benefits, thus achieving the benign integration at the high quality level and building the bridge between the inter-regional and international cycles at the high quality and high level.
Two-way FDI quality coordination
For how to measure the development level and measurement of two-way FDI quality coordination, there are mainly two ways for now: one is to measure the coordination relationship between each other by introducing the interaction term of IFDI and OFDI quality (Stoian, 2013; Gong; Wang et al., 2021); the other method is to measure the coordination relationship of two-way FDI by drawing on the capacity-coupled system model in physics, such as Jiang and Meng, (2021) and Liang and Luo. (2019) measured the level of interactive development of two-way FDI in China’s manufacturing industry based on testing the existence of an interactive relationship between IFDI and OFDI quality using Chinese manufacturing industry segmentation data. For the study on the influencing factors of coordinated development of two-way FDI, the study of Rens et al. (2014) concluded that the factors of simultaneous development of IFDI and OFDI quality in developing countries differ significantly, and the level of economic development and technology gap significantly affect IFDI quality development, but do not have the same impact on OFDI development; Haizhen and Haizhen (2016) used a dynamic threshold regression model The study finds that the single threshold phenomenon of intellectual property protection exists in the technology spillover pathway of China’s two-way FDI quality to introduce foreign investment at a higher level and higher quality, further improve the depth and level of China’s outward investment, adhere to the “import” and “go out”. The representative studies mentioned above mainly answer the coordinated mechanism of IFDI contributing to OFDI, and in addition, the rapid development of OFDI will further feed into IFDI. Bouchoucha (2022) investigates the influence mechanism of OFDI on IFDI in less developed regions using different research samples. He argues that there is a structural transmission mechanism between OFDI and IFDI, and the former study concludes that OFDI forms a structural transmission mechanism through industrial technology heightening, labor force structure heightening and output value structure heightening to promote the quality level of IFDI; Da Silva-Oliveira et al. (2021) use a model to test the industrial structure mechanism bond of OFDI Huang et al. (2018) studied the exchange rate transmission mechanism and structural transmission mechanism of China’s OFDI affecting IFDI from a global macro perspective, and his findings showed that the dual transmission mechanism not only has a significant positive impact on both IFDI scale and quality, but also has a significant positive impact on IFDI quality in resource-rich, technologically advanced high-income countries. The results show that this dual transmission mechanism not only has a significant positive impact on the size and quality of IFDI, but also has a more significant effect on the quality of IFDI in resource-rich and technologically advanced high-income countries. It is an important measure for China to achieve a higher level of opening up, and is an inevitable requirement to cope with the new changes in the international environment and to cultivate new advantages for China to participate in international cooperation and competition under the new situation (Leonard et al., 2016; Luosha, 2014; Lutao et al., 2018; Michael, 2018).
The above-mentioned studies have provided many constructive references on the two-way FDI quality in the relevant countries or regions (Baek, 2016; Jian et al., 2016; Sapkota and Bastola, 2017). However, there are shortcomings in the existing ones: (1) the relationship between IFDI and OFDI as two variables to study them and economic growth respectively, although they can reflect the relationship between IFDI or OFDI scale coordination independently, they cannot reflect the degree of coordinated development of IFDI and OFDI over some time and the mutual influence of their coordinated development degree and two-way FDI quality; (2) Previously, we focused more on the scale of FDI introduction and OFDI going out, but now we emphasize the quality of FDI and OFDI, and the coordinated development of both, which is a new perspective in measuring the coordinated development level of the quality of both; (3) Few scholars have combined the historical background and main findings of the “double-cycle”, especially from a certain economic belt (Yangtze River Economic Basin). Few scholars have combined the historical background of the “double-cycle” with the main findings, especially from a certain economic zone (Yangtze River Economic Basin), to give policy inspirations that are more relevant for regional development.
RESEARCH METHODOLOGY
Data sources
This article uses a variety of data collection means, such as Python, Octopus crawler system, etc., to collect a large number of literature related to this topic, through the collation and analysis of this literature, to provide theoretical support for the study; data, the data sources are mainly China’s national economy and China’s social development statistics bulletin, the study of the Yangtze River Basin 11 subject areas of statistics The data sources are China National Economic and China Social Development Statistical Bulletin, China Statistical Yearbook, China Economic Yearbook, China Industrial Economic Data Website, and China Industrial Economic Data Statistics, etc. In addition, due to the existence of time and space constraints, some data in 2020 could not be collected, so the data of each provincial and urban area from 2005-to 2019 are selected, which are the data of IFDI and OFDI of the 11 provinces and urban areas in the Yangtze River Economic Belt for the past 15 years, respectively.
Theoretical framework
Coupling, originally from physics, was first proposed by Larry Constantine and generally refers to the coefficient of coupling, i.e., the process of coordinated development between two or more systems formed by the interaction of their internal mechanisms. In the classification of coupling, it can be divided from low to high into loosely coupled, tightly coupled, etc. Also, according to the characteristics of the degree of coupling between subsystems, it can be further classified as shared coupling, feature coupling, control coupling, data coupling, etc. In studying the coordinated development level of two-way FDI, the development trend of both is studied by introducing the coupling degree theory.
Based on the coupling degree, we can analyze the degree of mutual influence of two-way FDI (foreign direct investment and foreign direct investment) between Yangtze River basin regions, but it is not sufficient to reflect the level of coordinated development and common development between them, so we introduce the coupling coordination degree to evaluate the level of coordinated development between systems. The coupling coordination degree refers to the comprehensive and holistic characteristics of the subsystem under the satisfaction of data coupling and feature coupling, and the ability of the subsystem to achieve the coordinated development between systems under the advantageous driving and related conditions. The coupling coordination degree index compares the inter-system development capability horizontally and vertically from the comprehensive aspect and classifies the level of comprehensive and coordinated development of sub-systems into levels based on this, which is more comprehensive compared with the coupling degree.
Coupling coordination model
In this paper, drawing on the coordinated evaluation system method of Yang (2021), we set the FDI system S1 and OFDI system S2 of the 11 provinces and regions in the Yangtze River basin with the comprehensive evaluation functions of development levels as F1(X) and F2(y), respectively, where x and y are the eigenvectors of S1 and S2, respectively, and calculate the respective comprehensive development levels of the FDI and OFDI systems with the following equations.
[image: image]
In formula (1), Wj is the weight of the indicator, and Uj is dimensionless of the evaluation index.
The determination of indicator weights Wj is based on the entropy value objective assignment method, which determines the weights of indicators by analyzing the degree of correlation between indicators and the amount of information provided by each indicator based on the original information of the objective environment, thus avoiding the bias brought by subjective factors to a certain extent [15].
Let Xij denote the value of the jth indicator of sample i, i = 1,2,...,n;j = 1,2,...,p, where n and p are the number of samples and the number of indicators, respectively. The specific steps are as follows.
Step 1. data standardization: Since different indicators have different scale units, data standardization is required to ensure the comparability of indicators, and the article selects the extreme value method of the dimensionless linear method to process the data.μij uses the dimensionless method to dimensionless each evaluation index, and its calculation formula is.
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In Eq. 2, Uij takes the value range of [0,1], Max Xj, and Min Xj are the maximum and minimum values of the jth index respectively.After data standardization, the entropy values hj, weights Wj, and Sij denote the data of the ith region of the jth index as a proportion of the index, and n denotes the total number of samples by the entropy value method, respectively, for the FDI and OFDI levels in the 11 provinces and cities in the Yangtze River basin.
Step 2. counterweight transformation of indicators.
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Step 3. calculate the entropy value of the indicator Uij.
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Step 4. calculate the weights of the indicators.
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Step 5. calculate the comprehensive evaluation: after the indicators are obtained from the specific indicator weights of the subsystem, the comprehensive evaluation is calculated to measure the degree of contribution of the subsystem to the total system, and the calculation formula is as (5).The coupling degree of FDI and OFDI is the total strength of the interaction, interdependence, and mutual influence between FDI and OFDI and each element, and the quantitative measurement of the coupling degree of these two subsystems can reflect the coupling and coordination development of FDI and OFDI OFDI. The article will refer to the model established by Liang (2021) for calculation, and the calculation process is as follows.Define the coupling degree of regional FDI and OFDI system as C.
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C represents the coupling degree between FDI and OFDI systems, and the value range of C is [0,1], when the value of C tends to 1, it indicates that the two-way FDI tends to orderliness, the greater the correlation is, which means that the resonance coupling between the indicators is reached; but when the value of C tends to 0, it proves that the orderliness is none, and at the same time the correlation is smaller, which indicates that the development of FDI cannot make the rapid OFDI development and the development of FDI cannot act on the improvement of OFDI development level [9]. F1(x) and F2(y) are the comprehensive evaluation indices of FDI and OFDI OFDI, respectively.Given that the coupling degree can reflect the coupling degree of FDI and OFDI systems, it is difficult to fully reflect the synergistic effect and overall effect of FDI and OFDI. Therefore, the article uses the coordination degree to synthesize the coupling status of the FDI and OFDI system and the level they are at, and then derive the overall synergy status between them. Thus the introduction of the coordination degree formula gives a very clear picture of the degree of coupling and coordination between the two systerm [11].Define the reconciliation index of FDI and OFDI as M.
[image: image]
Define the degree of coordination between FDI and OFDI as D.
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M is the comprehensive coordination index, which reflects the contribution of the overall development level of FDIand OFDIto the coordination degree, α and β are coefficients to be determined, and the study regards FDI and OFDI systems as equally important, so both α and β take the value of 0.5, when F1(x) and F2(y) both take low and close values, that is, the two subsystems are calculated coupling degree is high, but the development level of both is low. Therefore, the coupling coordination degree model is introduced to measure the level of interaction and coordination of two-way FDI, and further construct the model of coupling coordination degree. D is the coupling coordination degree, a quantitative nature indicator to measure the level of C. The value range of d is in [0,1], and the more the value of d tends to 1, the greater the coordination degree of FDI and OFDI systems, and vice versa, the smaller the coordination degree. If F1(x) > F2(y), it is OFDI development lagging type; if F1(x) < F2(y), it is IFDI development lagging type and evaluated based on coupling degree interval type division, as in Table 1 and coupling coordination degree level, interval and type division, as in Table 2.
TABLE 1 | Classification of coupling degree interval types.
[image: Table 1]TABLE 2 | Classification criteria of coupling coordination level.
[image: Table 2]Impulse response function
In view of the multiple drawbacks of the traditional test methods, this paper proposes to use the impulse effect function in the vector autoregressive (VAR) system to test the synergistic effect of two-way FDI in the Yangtze River Economic Zone. All the variables included in the VAR system are regarded as endogenous variables, which avoids the complicated problems of dividing endogenous and exogenous variables and identifying models, thus solving the endogeneity of research methods based on regression analysis The impulse response analysis in VAR is not based on parameter estimation, so it can avoid the problems of omitted variables, endogenous variables and heteroskedasticity in the traditional parameter estimation-based test methods. It is because the VAR model has the above advantages and functions that it is well suited for the synergistic effect of two-way FDI.
Consider a P-order vector autoregressive (VAR) model.
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Where Yt is a k-dimensional vector of endogenous variables, Ai is the coefficient matrix, and B is a constant vector. εt is a k-dimensional error vector with covariance matrix Ω. If Eq. 10 is invertible, it can be expressed as a vector moving average model (VMA) as follows.
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Where Ψs is the coefficient matrix and C is the constant vector, which can be derived from Ai and B in Eq. 10, it can be seen that the elements of the i-th row and j-th column of the coefficient matrix Ψs represent, the S-period lagged reflection of variable i to the unit shock generated by variable j, i.e., the S-period impulse response of variable i to variable j in the VAR system. An assumption is implied here that the components of the error vector εt are not correlated with each other. However, the above assumption does not hold in general, which means that the vector εt is not a standard vector white noise and Ω is not a diagonal array. For this reason, the following transformation is often made: since the covariance matrix Ω of the error vector is positive definite, there exists a non-singular array P such that PP’ = Ω, so that Eq. 11 can be expressed as
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After the transformation, the original error vector εt becomes the standard vector white noise ωt. At this point, the i-th row and j-th column elements of the coefficient matrix ΨsP represent, the S-period impulse response of the orthogonalized shock of variable i to one standard error of variable j in the system.
EXPERIMENT PREPARATION: DESCRIPTION AND TEST
Data description
In this paper, when studying the coordinated level of the development scale of two-way FDI in the 11 provinces of the Yangtze River basin in the last 15 years, the OFDI and FDI of foreign direct investment in the 11 provinces of the Yangtze River basin (Guizhou, Yunnan, Sichuan, Chongqing, Hubei, Hunan, Jiangxi, Anhui, Jiangsu, Zhejiang, and Shanghai) are selected for analysis. From the development trend described in the previous section, there are obvious differences in the level of interactive development of two-way FDI in the 11 provinces, with a large fluctuation level in the early years, and the two-way FDI in each region began to gradually show an upward trend since 2009 and reached the top of this year in 2015. Foreign direct investment IFDI is used to evaluate the scale level of foreign direct investment received by the 11 provinces and cities in the Yangtze River Basin region, and OFDI is used to evaluate the scale level of foreign direct investment in the 11 provinces and cities in the Yangtze River Basin region.
According to the “China Statistical Yearbook” and “China Economic Data”, the IFDI data of the eastern Yangtze River Economic Belt are shown in Figure 1 below, which shows that the overall level of IFDI from the eastern Yangtze River Economic Belt to foreign direct investment is higher than the development level of the central and western parts of the Yangtze River, and the FDI of the three regions of Anhui, Zhejiang, and Shanghai in the eastern Yangtze River has been in a one-way upward trend in the past 15 years, and in 2018 and 20199 reached the peak of the last 15 years, more than 10 billion U.S. dollars, while for Jiangsu, the FDI IFDI in the last 15 years is in a fluctuating trend, reached the peak of the last 15 years in 2012, at 357.6 billion U.S. dollars, higher than the other three provinces and cities in the eastern region with the level, from 2013 onwards in a downward trend, and briefly rebounded in the last 5 years.
[image: Figure 1]FIGURE 1 | Scale of FDI in Yangtze River basin, 2005–2019.
The current situation of IFDI development of foreign direct investment in seven provinces and urban areas in the Yangtze River Central and Western Economic Belt is shown in Figure 1. In the early years (2005–2007), IFDI in seven provinces and urban areas grew slowly, all below the range of 5 billion USD, and since 2008, IFDI in foreign direct investment in three regions, mainly Hunan, Jiangsu, and Hubei, was in a high-speed development trend, and in 2019 reached the peak of nearly 15 years, among which, Hunan Province’s FDI approached USD 20 billion in 2019 and has converged to Shanghai’s IDI level, while Sichuan Province’s IFDI transformed from a flat development to a sharp decline in 2019, low to below USD 5 billion, and the other 3 regions’ IFDI has changed less in trend in the past 15 years.
The level of OFDI scale in the eastern Yangtze River region is shown in Figure 2 below, the development level of OFDI in the four regions was in a flat development trend from 2005 to 2013, and the overall difference was not big, maintaining between USD 5 billion, since 2014–2015, the scale of OFDI mainly in Shanghai began to rise massively, and was close to USD 25 billion U.S. dollars, but in 2017 began to be in a downward trend. Anhui, Jiangsu, and Zhejiang provinces and regions have had an upward trend since 2015, among which, OFDI in Jiangsu and Zhejiang provinces has changed more and increased massively compared with the previous 2014, and OFDI in Zhejiang began to exceed USD 10 billion in 2016, much higher than the 2 regions of Jiangsu and Anhui.
[image: Figure 2]FIGURE 2 | Scale of OFDI in Yangtze River basin, 2005–2019.
The OFDI development level of 7 provinces and urban areas within 2008 began to be in a fluctuating upward trend, among which, the OFDI development level of Chongqing City reached the top of 7 provinces and urban areas in 2017, which is 5 billion U.S. dollars, and the other 6 provinces and regions with Hunan, Sichuan, Yunnan and Hubei as The rising fluctuation of OFDI development level represented by Hunan, Sichuan, Yunnan and Hubei ranks after Chongqing, while Guizhou Province is in the most lagging region of OFDI development level among the 7 provinces and urban areas in the middle and western reaches of Yangtze River, and the OFDI level of Guizhou Province is only USD 157 million in 2019, which is much lower than the development level of other 10 provinces and urban areas in the Yangtze River basin.
ADF root test
Before measuring the interaction effect of coordinated development of two-way FDI, this paper compares and analyzes the characteristics of various panel unit root test methods, and the ADF test is selected to examine the smoothness of the main variables. And the ADF test was conducted using SPSS22.0, and the results are shown in Table 3 below, it can be seen that for the variable IFDI, the t-statistic of the ADF test for this time-series data is -0.434, the p-value is 0.986, and the 1%, 5%, and 10% critical values are -4.668, -3.731, and -3.309, respectively. p = 0.986 > 0.1, which cannot reject The original hypothesis, the series is not smooth. The series was subjected to first-order difference and then an ADF test. The results of the ADF test on the data after first-order difference show that p = 0.800 > 0.1, the original hypothesis cannot be rejected and the series is not smooth, so the series is subjected to second-order difference and then the ADF test. The result of the ADF test after second-order differencing shows that p = 0.023 < 0.05, there is more than 95% certainty to reject the original hypothesis, and the series is smooth at this time.
TABLE 3 | ADF test results.
[image: Table 3]For the test variable OFDI, the t-statistic of the ADF test for this time-series data is 7.481, the p-value is 1.000, and the 1%, 5%, and 10% critical values are −5.118, −3.918, and −3.411, respectively. p = 1.000 > 0.1, the original hypothesis cannot be rejected and the series is not smooth. The series was subjected to first-order difference and then an ADF test. The result of the ADF test on the data after first-order difference shows that p = 1.000 > 0.1, the original hypothesis cannot be rejected and the series is not smooth, and the series is subjected to second-order difference and then the ADF test. The ADF test result of the data after the second-order difference shows that p = 0.000 < 0.01, there is more than 99% certainty to reject the original hypothesis, and the series is smooth at this time.
Impulse effect analysis
After concluding that the series of two-way FDI is smooth after conducting the ADF test, this paper draws on Huang et al. (2018) to introduce the impulse effect function to verify the impulse interaction between the two-way FDI. Before the inversion of the impulse function, this paper used Eviews 12 to conduct a vector autoregressive analysis of the two-way FDI using the FPE criterion, LogL, red pool information quantity (AIC), HQ criterion, and SC criterion to select the lag phase respectively, from which and the best lag phase was selected as shown in Table 4 below, which shows that the best lag phase is 4.
TABLE 4 | Results of lag phase number selection.
[image: Table 4]For a VAR model, a VAR model is stable if the reciprocal of all root modes of the VAR model is less than 1, i.e., if it lies within the unit circle. If the model is unstable, some results are not valid, such as the standard deviation of the impulse response function. As a result of this test, Table 5 and Figure 3 show that the VAR model is stable and can be subjected to impulse response analysis.
[image: Figure 3]FIGURE 3 | VAR model characteristic polynomial roots reciprocal.
TABLE 5 | Lag structure test of VAR model.
[image: Table 5]Where the endogeneity, individual, and time effects of the variables are taken into account, the parameters are estimated using the generalized moments of the system, and the fixed effects are eliminated in the estimation process using the forward differential Hermlet transform. The impulse response functions of IFDI and OFDI are obtained using 999 Monte Carlo simulations. The results are obtained a Since the impulse response functions need to separate the orthogonal part from the perturbation terms, and the results of the Chorisky decomposition are sensitive to the order of the variables, the order of the variables is adjusted in this paper to verify the robustness of the results, resulting in Figure 4 below.
[image: Figure 4]FIGURE 4 | Results of lag phase number selection.
The results of the two-way FDI impulse response function are thus obtained. Where the horizontal coordinate on the way indicates the number of lags (years) of the effect of the shock and the vertical coordinate indicates the dynamics of the explanatory variables, it can be found that an exogenous shock of one standard deviation of foreign direct investment IFDI leads to a huge positive fluctuation of OFDI in the second period, and similarly, when OFDI is subjected to an external when the standard deviation of the shock, it is also subjected to a significant positive fluctuation impact. Therefore, by the choice of impulse function, it can be found that FDI and OFDI will have a mutually reinforcing effect.
EMPIRICAL RESULT AND DISCUSSION
This study takes data on the scale of foreign direct investment IFDI and outward direct investment OFDI in 11 provinces and municipalities in the east and west of China’s Yangtze River basin from 2005 to 2019 as the research sample, and takes the coordinated development effect of two-way FDI as the research object, on the one hand, combing the evolutionary effects of two-way FDI in the central and western parts of China and the east in the past 15 years, and modeling the coupling degree and coupling coordination degree. The coordination mechanism of the two-way FDI scale is empirically studied. Firstly, the coordination level of two-way FDI in 11 provinces and municipalities in the Yangtze River basin of China was obtained by assigning data weights according to the entropy method after dimensionless standardization of data and scoring to test the two-system development level of two-way FDI in the past 15 years. Finally, the following Tables 6, 7 are obtained by using the trend analysis method.
TABLE 6 | The coupling of two-way FDI in central and western yangtze river economic belt.
[image: Table 6]TABLE 7 | The coupling of two-way FDI in eastern yangtze river economic belt.
[image: Table 7]As shown in Table 6, Table 7, and Figure 5, the regional coupling degree evolution in the middle and western reaches of the Yangtze River Basin has a decentralized layout, among which, two-way FDI in Guizhou Province has been in a dysfunctional state in the past 15 years, due to its economic factors limited by geographical factors and policy factors, the amount of OFDI is lower compared with other provinces and regions, and the coupling coordination level of two-way FDI is at the bottom of seven provinces and regions in the middle and western reaches. The two-way FDI in Sichuan and Chongqing, led by the Sichuan-Chongqing Economic Circle, is at the front end of the seven provinces and regions, and the coupling degree exceeds 0.7 in more than half of the years in the last 15 years, which is a medium and high coupling situation. The two-way FDI coordination level in the middle reaches of the Yangtze River Economic Zone and Yunnan and Jiangxi are lower compared with that in Sichuan and Chongqing, and the trend of change is larger. The two-way FDI coupling coordination level of four provinces and municipalities in the east stream of the Yangtze River is in a high position relative to the central and western regions, and the coupling degree of Anhui has shown a decreasing trend in the past 5 years, especially a rapid decrease in 2013–2014, with a large extreme difference from the other three regions. The two-way FDI in Zhejiang, Shanghai, and Jiangsu regions has been at a high level, and in most cases in the last 15 years is greater than 0.6, which is a moderate and highly coupled and coordinated situation, which is inseparable from the long-term economic development foundation, foreign investment situation and international trade transactions in Jiangsu, Zhejiang and Shanghai regions. The highly coupled situation brings a high level of coordinated development of two-way FDI in the Jiangsu, Zhejiang, and Shanghai regions at the same time, which is inseparable from the promotion effect of economic development and trade activities.
[image: Figure 5]FIGURE 5 | Evolution of two-way FDI coupling in the Yangtze River Basin, 2005–2019.
Taking every 5 years as a cycle - 2019, 2014 and 2009, for example, it can be seen in Table 7 that the 5-years progression trends of the coupling and coordination levels of the 11 provinces and urban areas in the Yangtze River Economic Belt are as follows, and it can be found that the coupling levels of some provincial and municipal areas have changed significantly, and the foreign direct investment IFDI and OFDI. The coordination level D of OFDI has also changed significantly, and the specific situation of each provincial and urban area in Table 8 is as follows, Guizhou Province in the western part of the Yangtze River Basin, the change of two-way FDI coupling in Guizhou Province has not changed much in 2009, 2014, and 2019, which are all “Ⅰ coupling is 0”, and the coupling coordination in 2009, 2014, and 2019 The coupling coordination levels in 2009, 2014, and 2019 are “extremely out of balance”, “severely out of balance” and “extremely out of balance”, indicating that the two-way FDI in Guizhou Province has not changed much in the past 10 years in the three comparisons. For Yunnan Province, the changes in two-way FDI coupling have experienced “Ⅲ antagonistic coupling”, “Ⅴ high coupling”, “Ⅳ abrasive coupling”, “Ⅲ antagonistic coupling”, "Ⅲ antagonistic coupling”, "Ⅲ antagonistic coupling” and “Ⅲ antagonistic coupling” in 2009, 2014 and 2019. “In general, the coupling coordination level in 2009, 2014, and 2019 is “severely dysfunctional”, and the situation is better compared with Guizhou Province; the two-way FDI coupling in Sichuan Province of Sichuan and Chongqing Region This indicates that the two-way FDI in Sichuan Province is highly coupled in the five-year comparison, and the coupling of two-way FDI is better, and its coupling coordination level in 2009, 2014, and 2019 has experienced The coupling coordination level in 2009, 2014, and 2019 has gone through the level of “severe dissonance” to “moderate dissonance”, with a tendency to increase in general; Chongqing City and Sichuan Province are in a similar situation, and the two-way FDI coupling changes in 2009, 2014 and, 2019 have gone through the level of "Ⅲ antagonistic coupling”, "Ⅴ high coupling”, and the level of coupling coordination in 2009, 2014, and 2019 is similar to that of Sichuan Province, experiencing “severe dissonance “ to “moderate disorder”, and generally in an upward trend.
TABLE 8 | Five-year evolution of coupling and coordination among 11 provinces and cities.
[image: Table 8]The coupling of two-way FDI in the central provinces of Yangtze River is a little bit behind compared with the western provinces, because the OFDI in Sichuan and Chongqing has a big gap compared with the central part of Yangtze River Basin, taking the “wo lakes region” provinces as an example, the change of two-way FDI coupling in Hubei Province in 2009, 2014, and 2019 experienced In 2009, 2014, and 2019, Hubei Province experienced two stages of “Ⅲ antagonistic coupling” and “abrasive coupling”, and its coupling grew more slowly compared with that of Sichuan and Chongqing, and its coupling coordination level in 2009, 2014 and 2019 experienced “serious Its coupling coordination level in 2009, 2014, and 2019 has experienced the transition from “severe dissonance” to “moderate dissonance”, and is generally in an upward trend; while the coordination situation in Hunan Province is better than that in Hubei Province, thanks to the larger foreign direct investment in Hunan Province, its two-way FDI coupling situation is better, and the change of two-way FDI coupling degree in 2009, 2014 and 2019 has experienced the change of “severe dissonance” and “moderate dissonance”. The change of two-way FDI coupling in 2009, 2014, and 2019 has gone through two stages of "Ⅲ antagonistic coupling” and “abrasive coupling”, and its coupling coordination level in 2009, 2014, and 2019 has gone through “mild dissonance " to “moderate dissonance” stage, generally within the range of the decline, which is due to the economic downturn and the impact of the Internet industry in the past 5 years, for Hunan’s local television programs of foreign direct investment has slightly decreased; Jiangxi Province’s two-way FDI coordination fluctuates more, two-way FDI The change of coupling degree in 2009, 2014 and 2019 experienced three stages of "Ⅰ coupling degree is 0”, “V highly sexual coupling” and “grinding coupling”. In general, the two-way FDI coupling has increased significantly in the past 5 years, and the coupling coordination level in 2009, 2014, and 2019 have gradually transitioned from “extremely dysfunctional” to “severely dysfunctional” and “moderately dysfunctional”. The coupling and coordination level of two-way FDI in Anhui Province is better, and the change of its two-way FDI coupling is “III antagonistic coupling” in 2009, 2014, and 2019, and the change is not significant, but the coupling in Anhui Province in 2009, 2014 and 2019 is “III antagonistic coupling”. However, the coupling coordination level of Anhui Province in 2009, 2014, and 2019 has gradually transitioned from “severe dissonance” to “mild dissonance”.
The two-way FDI coordination and coordination level of the delta provinces and municipalities in the eastern part of the Yangtze River are among the highest in the Yangtze River basin, and the change of two-way FDI coupling in Jiangsu Province is “V highly coupled” in 2009, 2014, and 2019, which is far ahead of the other 10 regions. The coupling coordination level in 2009, 2014, and 2019 gradually changed from “on the verge of dissonance” to “mildly dissonant”, which shows that the two-way FDI coordination in Jiangsu Province is better and FDI and OFDI can form a positive interaction. Zhejiang Province is similar to Jiangsu Province, the two-way FDI coupling changes in 2009, 2014, and 2019 are “V highly coupled”, and the coupling coordination level in 2009, 2014, and 2019 also experienced “moderate dissonance “The coordination level of two-way FDI is at a stable increasing level; lastly, Shanghai is located at the mouth of the Yangtze River basin and attracts a large amount of foreign direct investment. Lastly, Shanghai is located at the mouth of the Yangtze River basin and attracts a large amount of FDI. The coupling of two-way FDI in Shanghai has changed from “IV abrasive coupling” to “V high coupling” in 2009, 2014, and 2019, and its coupling of two-way FDI is at an increasing level. And the coupling coordination level in 2009, 2014, and 2019 also experienced a decline from “moderate dissonance” to “extreme dissonance” and then rebounded to “moderate dissonance”. The coordination level of FDI and OFDI is in a good trend.
As China’s economy enters a phase of “high level development” since 2015, China should leverage global investment resources and international trade markets, including the “Made in China” and “Created in China” linkages. Instead of focusing only on domestic capital, technology and talent, China should leverage global investment resources and international trade markets, including the linkages between “Made in China” and “Created in China. The three provinces and municipalities in the eastern part of the Yangtze River basin with - Shanghai, Jiangsu and Zhejiang - have the largest total size of FDI and OFDI, their two-way FDI coupling is better and the level of coordination is relatively high. Specific countermeasures are suggested as follows, first of all, we must make full use of global resources and markets, including the important factor of two-way FDI international investment. In order to take the road of “high-quality development”, China’s manufacturing industry must pay full attention to the coordinated development of two-way FDI for the innovation-driven role of industrial progress, and insist on “bringing in” and “going out “The second thing is that we should make policy formulation and policy development in various aspects. Secondly, policy formulation and resource allocation should be carried out in various aspects. On the one hand, enterprises should be encouraged to actively invest abroad, especially in developed economies and technology-intensive manufacturing industries, in order to take advantage of the technology spillover effect and learn from the advanced experience and excellent models of other countries. On the other hand, we should introduce preferential policies to attract more foreign investment, strengthen the investment and training of research talents, improve the intellectual property protection system, strengthen the supervision of downstream investment and the use of government resources, reduce “false innovation” and “innovation erosion”, and improve the efficiency of the transformation of research results into production.
1) The three provinces and cities in the eastern Yangtze River basin should also strengthen their risk control capabilities for foreign direct investment and outward direct investment, and economically developed regions should encourage qualified companies capable of conducting insurance business abroad to actively provide insurance-related services. For overseas partners in Jiangsu, Zhejiang and Shanghai, we should promote credit assessment, evaluate the international risks of the host country of investment, and actively strengthen the multi-dimensional risk prevention and control of overseas investment cooperation. The establishment of a scientific and effective risk response mechanism and a flexible and operable emergency response mechanism is important for Jiangsu, Zhejiang and Shanghai to avoid increasing trade barriers, intensifying trade frictions, investment protectionism and responding to foreign investment emergencies in foreign direct investment. Therefore, all bulk foreign-invested enterprises in Jiangsu, Zhejiang and Shanghai need to be urged to make equal contributions to prevent potential conflicts and conflict escalation at home and abroad, actively create investment channels for other domestic markets, strengthen the economic, capacity and technology spillover effects of FDI and OFDI, and further enhance the economic vitality and social capital activation in the eastern Yangtze River Basin region.
2) The two-way FDI coupling in Hunan and Hubei provinces in the central Yangtze River basin is more coordinated than that in Anhui and Jiangxi provinces, which can complement and optimize related policies. Through the establishment of “legal and technical registration system”, Hunan and Hubei provinces actively respond to the relevant national laws and regulations to encourage enterprises to “go out”, through the “going out” of foreign direct investment “The government should strongly support the enterprises in Hunan and Hubei provinces to go out and reduce the risks faced by enterprises in the process of foreign investment from the national level. As for Anhui and Jiangxi provinces, it is the overall key to establish a service support system and build a general framework for outbound investment by financial institutions with policy banks and joint-stock commercial banks as branches. In addition, Anhui and Jiangxi provinces benefit from their high speed and sustainable development space, but there is also a lack of experience due to advanced technology and management models, for which a FDI data integration platform led by government departments and widely participated by multinational companies and intermediaries should be established to fully support and protect enterprise data, introduce technical support and high-tech capacity of FDI and foreign enterprises, while further enhance the capacity growth of two-way FDI and improve the ability of representative enterprises in Jiangxi and Anhui provinces to judge international and domestic policies, international investment environment, international investment environment and international risks, so as to improve the international competitiveness of enterprises in the two provinces.
3) Since the two-way FDI coordination levels in the western region of the Yangtze River basin-Sichuan, Chongqing, Yunnan and Guizhou-differ greatly, especially Guizhou’s two-way FDI coordination and coordination level ranking in the bottom of the development situations, should be discussed by situation. Guizhou Province should take advantage of strategies such as the “Free Trade Pilot Zone” and the “One Belt, One Road” initiative in the central and western regions to strengthen infrastructure development, optimize the domestic business environment, actively participate in international cooperation, promote the healthy and coordinated development of two-way FDI, and promote the implementation of productivity strategy. In view of the complexity of the current prevention and control of the new crown epidemic and the new situation of the world economic and social development, Sichuan, Chongqing and Yunnan regions can rely on the virtuous synergistic development of two-way FDI to promote the improvement of the innovation capacity of traditional primary, secondary and tertiary industries, and to align foreign investment with the world. We should make efforts to break the bottleneck between two-way FDI synergistic development and industrial structure upgrading, and improve the linkage between two-way FDI synergistic development and industrial structure upgrading and innovation capacity. While actively creating an environment for FDI, the effectiveness and strength of investment in infrastructure reduction and convenience facilities in remote areas of Sichuan, Chongqing and Yunnan Province can be enhanced, so that FDI and outward FDI in the western Yangtze River Basin can gradually shift from “severe dislocation” to “moderate dislocation” or “mild dislocation”. “The investment environment and investment efficiency in the western part of the Yangtze River Basin will be improved, and the market will be opened up to Southeast Asian countries for excellent capital investment. The provinces and municipalities in the western Yangtze River Basin and also pay attention to the government’s awareness of FDI and OFDI services, enhance the government’s escort role and service nature for two-way FDI, and create opportunities for provincial and municipal enterprises and projects in the western Yangtze River Basin to attract FDI projects along the “Belt and Road”. At this stage, it is also possible to further expand FDI in the central and western Yangtze River basin to urban public works construction through government-enterprise cooperation, with the aim of strengthening the development of service industries and service projects in the central and western Yangtze River basin through FDI.
CONCLUSION AND POLICY IMPLICATIONS
With the deepening of China’s economic reform and opening-up process, the development of two-way direct investment (two-way FDI) in the Yangtze River Economic Zone has also experienced a typical gradual trajectory, gradually changing to a two-wheel drive of introducing foreign investment (IFDI) and outward investment (OFDI) at the same time. The research paper incorporates the two-way FDI development in China into a unified analytical framework, elaborates the intrinsic mechanism and synergistic development benefits of the two-way FDI synergistic development at the theoretical level, and examines the spatial impulse effect relationship, regional evolution pattern, and the evolution level of coupling coordination degree of the two-way FDI quantitative synergy through empirical analysis. Under the impulse effect analysis of VAR, it is found that the two-way FDI development in the Yangtze River Economic Zone is changing gradually, and the interaction influence curve of two-way FDI gradually converges with the advancement of reform and opening up in recent years, showing a high degree of mutual influence. Under the perspective of coupling and coordination, the two-way FDI synergistic development pattern of Yangtze River Economic Zone has experienced a leading transformation from “serious imbalance” to “slight imbalance” and is in a well-coordinated development stage. At the regional level, the results of the coupling and synergy level of the Yangtze River Economic Belt show that the synergistic development of two-way FDI has an obvious east-west gradient effect and a multi-polar dynamic evolution within the region, especially the differentiation level among the eastern, central and western parts of the Yangtze River Economic Belt is very significant.
Based on the above conclusions, for the development of two-way FDI at national and regional levels, it is necessary to pay full attention to the promotion effect of two-way FDI innovation-driven development process on trade and industry in each region. It is necessary to urgently improve the policy shortcomings of OFDI, ease the approval process of domestic enterprises and funds for foreign excellent project investment, strengthen the efficiency and effectiveness of OFDI for foreign investment, and thus enhance the trust base of domestic for FDI. In fully implementing the economic development strategy of “going out”, it is necessary to make a good overall consideration at the national and regional levels, specifically, it can be divided into two aspects: on the one hand, it is necessary to seize the effective combination of quality “going out” and “coming in” investment, and promote the effective combination of quality “going out” and “coming in” investment. “effective combination of investment, promote the synergistic development of China’s IFDI and OFDI, and give full play to the effects of two-way FDI such as technology diffusion, information dissemination, trade activation and optimal allocation of resources to promote industrial structure. On the other hand, we should do a good job of high-level planning by consolidating and strengthening the joint effect of advantageous traditional industries and foreign trade, planning and developing strategic emerging industries, etc., improving the labor efficiency and capital utilization rate of labor-intensive and capital-intensive manufacturing industries, promoting the factor concentration of technology-intensive manufacturing industries, and accelerating the development of manufacturing industries. The transformation and modernization of green, intelligent, informative and service-oriented manufacturing industries will eventually help improve the innovation capacity and efficiency of international trade and traditional manufacturing industries in the country or local region.
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In the carbon neutrality strategy, understanding the effects of green finance on green technology innovation is conductive to promoting the green transformation of the economy. Based on the micro-level and provincial panel data of Shanghai and Shenzhen A-share listed companies from 2012 to 2019, this study explored the impact of green financial development on the enterprises’ green technology innovation. Both mediating effect and moderating effect models were employed to determine the impact of green finance on green technological innovation. It was found that green finance significantly improved the enterprises’ green technology innovation, despite sufficient incentives for “quantity” and relatively insufficient motivation for “quality”. The mechanistic tests demonstrated that the green finance could encourage enterprises to improve green technology innovation by alleviating corporate financing constraints. The green innovation effect of green finance was gradually increased when the regional intellectual property protection was improved. The heterogeneity test indicated that the incentive effect of green financial development on green technology innovation was more evident in state-owned enterprises, enterprises with good internal control quality, and enterprises in the growth period. If only enterprises in the recession stage received green financial support, a “green innovation bubble” might occur. The research conclusions enrich the theories on the driving factors of enterprise green innovation and provide empirical evidence for enhancing the competitiveness of enterprise green innovation and achieving carbon neutrality.
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INTRODUCTION
As the world’s largest developing country, China is in an industrial upswing and has inevitably become a major emitter of total carbon emissions (Jahanger et al., 2021; Jahanger et al., 2022b). According to the World Resources Institute, China has led the world in annual carbon dioxide emissions since 2005 (Yang et al., 2021; Jahanger et al., 2022a; Jiang et al., 2022). In 2020, the carbon dioxide emission in China accounted for 98.94 billion tons, still ranking first in the world. Environmental degradation caused by high carbon emissions poses a serious threat to China’s economic development and carbon neutrality goals (Yang et al., 2020; Usman and Jahanger, 2021; Ke et al., 2022). Technological innovation is generally considered an effective reason for the reduction of carbon dioxide emissions, as it improves energy efficiency and contributes to cleaner production (Usman et al., 2021; Balsalobre-Lorente et al., 2022). In this context, green technology innovation is expected to be an effective tool to deal with the environmental crisis (Kamal et al., 2021; Usman and Hammar, 2021). Technological innovation, especially green technology innovation, is of great significance to achieve a win-win situation for economic development and environmental protection.
Green innovation refers to technological innovation that can reduce pollution, avoid energy consumption and improve the ecological environment (Braun and Wield, 1994). Compared with the conventional technology innovation, green technology innovation is characterized by long cycle time, slow return, difficult evaluation and high risk. Those characteristics makes it difficult for endogenous financing to support enterprises in a range of green innovation activities, which lead enterprise turn to external financing methods such as equity financing and debt financing. However, due to the high cost of external financing, many external investors and bank credit hold a cautious and conservative investment attitude towards green innovation in the imperfect capital market, resulting in a high external financing constraint for green innovation activities. Previous studies support that financial development can broaden financing channels, reduce information asymmetry between investment and financing agents, and ultimately alleviate financing constraints (Disatnik and Steinhart, 2015). Financial development can help enterprises finance green projects by promoting green enterprises to enhance scale effect, structure effect and technology effect. A favorable financial environment can provide loans to environmental enterprises at very low prices (Usman and Balsalobre-Lorente, 2022; Usman et al., 2022), thus guiding capital into green and low-carbon industries and promoting green technological progress. In addition, the existing literature shows that traditional financial institutions choose investment projects based on profitability criteria alone and ignore resource and environmental factors, which makes it difficult to support corporate green projects. Traditional financial institutions, represented by banks, mostly take profit and risk control as their guidelines, leading to the phenomenon of favoring the rich over the poor and financial exclusion time to time (Qian et al., 2020). Traditional financial institutions may have some drawbacks in supporting enterprises’ green technology innovation activities. In addition, the existing literature so far also confirms the driving role of environmental regulations (Jia et al., 2022; Ma et al., 2022; Qu et al., 2022), firm characteristics (Li et al., 2017), and government subsidies (Hu D. et al., 2021) on corporate green innovation. However, the green finance perspective is rarely covered. This study attempts to address these gaps by exploring the relationship between green finance and corporate green innovation. Therefore, the purpose of this study is to empirically test the role and mechanism of green finance in green technology innovation.
The enterprises listed on Shanghai Stock Exchange and Shenzhen Stock Exchange are selected as samples. The sampling period is 2011–2019. This paper adopts the panel data fixed-effects model for empirical analysis. The results show that: firstly, green finance has a significant driving effect on corporate green technological innovation; secondly, green finance enhances corporate green technological innovation by alleviating corporate financing constraints; thirdly, the driving effect of green finance on corporate green technological innovation is stronger in regions with strong intellectual property protection. Fourthly, the driving effect of green finance on green innovation is more significant in the sample of state-owned enterprises, the sample of enterprises with high-quality internal control, and the sample of enterprises in the growth stage. The positive effect of green finance on green innovation quality does not appear in the sample group of private enterprises.
The contribution of this research is reflected in the following four aspects. Firstly, this paper provides empirical evidence that green finance can promote green technology innovation in Chinese companies. Most of the existing literature focuses only on the relationship between green finance and economic development (Yin and Xu, 2022) or green finance and environmental quality (Zhou X. G. et al., 2020), but the research about the impact of green finance on corporate green technology innovation is relatively scarce. Green technology innovation is an effective tool to achieve a win-win situation for both economic development and environmental protection. Thus, it is significant to explore the impact of green finance and corporate green technology innovation. Secondly, the coupling coordination degree of regional environmental regulation and financial development is used to construct green finance development indicators. In previous studies, most measures of green finance were based on the capital supply side (Li and Hu, 2014) or the measured development level of green finance using a single green financial instrument (Zhang et al., 2022). Due to technical factors (e.g., statistical caliber) and institutional factors (e.g., incentive distortion), the above measures are difficult to accurately measure the development level of green finance. Starting from the essence of green finance, the coupling coordination degree model is used to construct the development index of green finance, in order to accurately describe the economic consequences of green finance. Thirdly, this paper incorporates green finance, financing constraints and green technological innovation into a unified analytical framework. It is found that green finance enhances corporate green technological innovation by alleviating financing constraints. Another study also found that intellectual property protection positively moderates the relationship between green finance and green technology innovation. It is deconstructed the inner logic of green finance and green innovation. Fourthly, there is a lack of in-depth research on the heterogeneous effects of green finance and corporate green innovation. This paper clarifies that the impact varies across enterprises with different attributes in the nature of ownership, internal controls and corporate life cycle. It is found that the innovation-driving effect of green finance is stronger in state-owned enterprises, enterprises with high-quality internal controls, and enterprises in the growth stage. This is a useful supplement to the theory of how green finance affects the activities of green technology innovation.
The rest of the paper is arranged as follows. Literature and Research Hypotheses Section reviews the related literature and puts forward the research hypotheses. Research Design Section presents the research design. The next two Results and Discussions Sections describe and analyze the empirical results, respectively. Conclusions and Policy Implications Section provides the conclusion and policy implications.
LITERATURE AND RESEARCH HYPOTHESES
Literature review
Most of the studies have assessed whether green finance can lead to green technology innovation in enterprises stays at the level of theoretical analysis. For example, Wang L. et al. (2021) analyzed the mechanism of green finance that promotes enterprises’ innovation from both internal and external aspects. They found that green finance can realize the exchange of capital or information among green economic subjects through external and internal incentives and ability to promote enterprises’ innovation. Ma et al. (2020) believed that financing problem is the main factor restricting green technology innovation through theoretical analysis. They proposed a financial service system to build effective green technology innovation from the perspective of financial institutions and governments. In addition, some scholars used the green finance reform pilot area policy in China as a quasi-natural experiment, and studied its impacts on enterprises’ green innovation (Li and Liu, 2021). They found that green finance promotes green innovation by increasing corporate long-term borrowing and improving corporate debt structure. Several studies analyzed the impact of implementing the green credit policy on enterprises’ green technology innovation. They found that green credit guidelines can promote corporate green technology innovation on the whole. Green credit guidelines mainly limited green technology innovation through the reduction of debt financing, rather than financing constraints. (Hu G. et al., 2021; Hong et al., 2021).
As the development of global green finance has shown a new trend, more and more countries are committed to carbon neutrality. Green development has become the inherent demand for high-quality economic development and modernization. Green technological innovation plays a crucial role in tackling resource and environmental issues, transforming economic development mode, and realizing high-quality economic development. Most existing studies focus on the driving factors of green innovation from the environmental regulations, government, market and micro-enterprise perspectives. Firstly, from the perspective of environmental regulations, the “Porter hypothesis” is the main base for environmental regulations. Porter pointed out that appropriate environmental regulations can promote the technological innovation of enterprises (Porter, 1991), as confirmed by many researchers. They found that appropriate environmental regulations improve green innovation. With the improvement of market mechanisms, and particularly by increasing the environmental awareness of companies and public, voluntary environmental regulations have the most noticeable incentive linear effect on green innovation (Shao et al., 2020; Zhang et al., 2020). Secondly, the perspective of government mainly analyzed government subsidies and local government quality. Some studies have provided evidence that government subsidies can effectively reduce the capital risks in the process of technological innovation activities and improve the green technological innovation abilities of enterprises (Tian and Liu, 2021). Local government can stimulate the enterprises’ enthusiasm for green technology innovation by providing direct funding and tax incentives (Guo et al., 2018). The third one is the market perspective, mainly focusing on the market demand. Some studies have indicated that both public’s environmental awareness and consumers’ green concept can affect the green innovation of enterprises (Doran and Ryan, 2012). The forth one is the micro-enterprise perspective, Li et al. (2017) pointed out that the enterprises’ profitability positively affects the innovation level of green products. Companies with higher profitability maintain sufficient liquid resources to support green product innovation. Liu and Wang (2021) found that corporate executives with military experience have more vital policy perceptions and respond more actively to national policies. When facing environmental policy pressure, they will take the initiative to cultivate enterprises’ green innovation ability and improve their green image. Yuan and Cao (2022) analyzed the impact of corporate social responsibility fulfillment on green innovation, and confirmed its positive role in obtaining specific social capital and promoting green innovation.
Based on the literature review, the research on the relationship between enterprises’ green finance and technological innovation is still in its infancy. Technological progress, especially green technological progress, plays a decisive role in green growth. Currently, whether green finance can leverage enterprises to achieve green technological innovation and complete economic transformation and upgrading remains an important issue.
Research hypotheses
The new Schumpeter growth model clearly states that financial development promotes technological progress and economic growth in the long-run. The developed financial system promotes the enterprises’ technological innovation by reducing the evaluation agency’s cost, providing flexible capital sources, and spreading the risks of innovation activities (Xing et al., 2020). Enterprises’ green technology innovation activities need continuous and stable financial support, and internal financing is generally difficult to meet the financial needs of green innovation activities. Financial institutions have become a key factor affecting enterprises’ innovation activities as a key external financing channel. “Greening” is the most prominent feature that distinguishes green finance from traditional finance. Green finance considers the potential environmental effects (potential returns, risks and costs related to the environment) in the investment and financing decision-making process. Therefore, the green technology innovation projects that are difficult to obtain financing under the traditional financial system can receive financial support from the green financial system and improve the possibility of enterprises to carry out green technology innovation activities (Wang and Wang, 2021). In addition, green finance is a financial service that provides financial support for energy conservation and environmental protection projects. Through financial guidance, it leverages social capital to flow to green industrial projects, stimulate enterprise vitality and promote enterprises to actively carry out green innovation projects. Green finance is the foundation of green technology innovation and the blood of green technology innovation system. Hence, the first hypothesis is as follows.
H1: The development of green finance can improve green technology innovation in enterprises.
The R&D innovation of enterprises needs to continuously introduce new technologies, new equipment and high-quality human resources. For most enterprises, internal financing is difficult to meet the capital needs of R&D activities, and external financing is needed to ensure the smooth progress of R&D projects. A large number of studies confirmed that external financing constraints seriously restrict the technological innovation of enterprises (Guariglia and Liu, 2014). The high cost, long cycle and high uncertainty of green technology innovation make it particularly affected by external financing constraints (Yu et al., 2021).
From the perspective of the effect and path of green finance, green finance alleviates the financing constraints of enterprises by playing two functions, namely, resource allocation and risk control, so as to improve the level of green technology innovation of enterprises. Resource allocation mainly includes the following two scenarios. Firstly, green finance directly provides preferential loans for innovation projects of environment-friendly enterprises (Xing et al., 2020). Green finance alleviates the financing constraints in the process of enterprise green innovation to encourage enterprises’ green innovation activities and improve the level of enterprise green technology innovation. Secondly, green finance policies limit the financing needs of “High-Pollution, High-Energy-Consumption” enterprises. Enterprises actively involve green innovation activities to ease the financial barriers in the production process (Yu et al., 2021). For risk control, due to the large initial investment of green technology innovation, high investment risk, and long investment term. Traditional financial institutions with liquidity preference have low investment willingness. Through long-term risk-sharing financial system, green finance effectively reduces liquidity risk, alleviates financing constraints faced by green technology innovation, and then improves the level of green technology innovation of enterprises. In addition, green finance helps the capital market to select high-quality projects, thereby effectively reducing transaction costs, and reasonably avoiding the risks of green technology innovation projects. These effects not only improve the market’s willingness to invest, but also mobilize more savings to participate in enterprises’ green technology innovation projects, and promote green technology progress (Soundarrajan and Vivek, 2016). Then, the second hypothesis is proposed as follows.
H2: The development of green finance promotes enterprises’ green technology innovation by relieving financing constraints.
Green innovation needs strong intellectual property protection. In recent years, the competition among enterprises has gradually become fierce due to the rapid development of the green industry. It has become a sharp weapon for enterprises to seize the market by attacking competitors through intellectual property litigation. Encouraging enterprises to perform green technological innovation and green industries development need a sound intellectual property rights protection system to protect innovation achievements from the source. The Guidelines on Building a Market-oriented Green Technology Innovation System, issued in January 2019, clearly states that the intellectual property protection system should be improved. Intellectual property protection should be strengthened in all links of green technology development, demonstration, promotion, application, and industrialization. Regarding intellectual property protection, Chinese President Xi Jinping expresses that “innovation is the primary driving force for development, and protecting intellectual property is protecting innovation”. In addition, previous studies confirm the incentive effect of intellectual property protection on enterprises’ technological innovation. Adequate intellectual property protection motivates enterprises to increase R&D and innovation investments (Hsu et al., 2013; Fang et al., 2017). Therefore, the third hypothesis is as follows.
H3: In regions with strong intellectual property protection, green finance has a strong positive effect on green technology innovation of enterprises.
RESEARCH DESIGN
Sample and data
The enterprises listed on Shanghai Stock Exchange and Shenzhen Stock Exchange are selected as samples. The sampling period is 2011–2019. The selection process was in accordance with three principles. First, companies in finance and insurance were excluded. Second, companies with missing data were eliminated to ensure data reliability. Third, companies with ST, *ST, and PT were excluded. The enterprise characteristic data and enterprise patent data were obtained from the China Research Data Service Platform (CNRDS). The World Intellectual Property Organization (WIPO) issued the green patent standard for the enterprise green invention patent. Data on the development of green finance come from the National Bureau of Statistics, China Finance Yearbook, and China Environmental Statistics Yearbook. All the continuous variable data were processed with winsorization at 1 and 99% quantiles to avoid the influence of extreme outliers.
Model specification
Based on H1, the Model 1) was constructed to assess the impact of green finance on enterprises’ green technology innovation.
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In Model (1), The subscript i represents the enterprise, j represents the province and t represents the year. Variable INNO represents the green technology innovation level of enterprise, measured by the number of green patent applications of the enterprise. Specifically, the total number of green patent applications INNO1 was used to measure the number of green technology innovations of enterprises, and the number of green invention patent applications INNO2 was used as a comparative indicator to measure the quality of green technology innovation of enterprises. Variable GF refers to the green finance development level of province, measured by combining the degrees of environmental regulation and financial development. Variable Control was a set of control variables, including enterprise size (Size), asset-liability ratio (Lev), enterprise age (Age), growth rate of operating income (Growth), return on total assets (ROA), ownership concentration (First), board size (Board), proportion of independent directors (Indb), cash ratio (Cash), and regional economic development level (Fz). eit denotes the random error term. The fixed effects of the time, individual firm, and province (the firm location) are controlled to make the regression result robust, ß1 shows the impact of green finance development on enterprise green technology innovation. According to the above assumptions, the prediction coefficient of this paper ß1 is significantly positive.
Variable constructions
Green technology innovation
There are two popular indicators to measure green innovation: one is the number of green patent applications, and the other is the number of green patents granted (Chen et al., 2022; Zhao and Wang, 2022). Compared with the patent grant data, the patent applications data is more reliable, timely, and stable. Patent application data perform better than granted patent data in reflecting a firm’s innovation output level (Ernst, 2001). By using Xie’s research method (Xie et al., 2022), the total number of green patent applications and green invention patent applications are proxy variables for the number of green technology innovations (INNO1) and the quality of green technology innovation (INNO2), respectively.
Green finance
The current measurement of green finance development starts from quantitative and qualitative perspectives. Quantitative analyses have two categories. The first category is the comprehensive index method, which combines green credit, green bond, green insurance, carbon finance, and other indicators into a comprehensive index to measure the development level of regional green finance through principal component analysis or entropy weight method (Zhou X. et al., 2020; Lee and Lee, 2022). The second category involves the green bond issuance or green credit ratio as a proxy variable to measure the regional green finance development (Zhu et al., 2021). The qualitative analysis discusses the impact of green financial policies on economic growth, and the resource allocation effect of green credit (Song et al., 2021; Yao et al., 2021). However, the incremental data of green finance has some limitations, such as fuzzy flow direction (Corfee-Morlot et al., 2016). In addition, China’s green bond and insurance markets started late, the issuance scale of green bonds is relatively low, and the supply of green insurance products is insufficient. As a result, the relevant statistical data of regions are missing to some extent, and the above measurement methods are inaccurate for regional green finance development.
Green finance was initially referred to as environmental finance, essentially credit rationing based on environmental constraints (Zeng et al., 2022). The “comprehensive report of the G20” in 2016 explains that “green finance refers to investment and financing activities that generate environmental benefits to support sustainable development”. Hence, green finance is an Innovative Financial System Combining Market with Policy. Regarding this analysis and following Xie (2021) approach and Wang S. et al. (2021) coupling coordination degree model, this paper considered the coupling coordination degree of regional environmental regulation and financial development as a proxy variable for regional green finance development level. The provincial-level data were used in this study due to the data availability. The specific methods are as follows.
1) The first step determines the environmental regulation and financial development indicators to obtain their sequence values u1 and u2 after standardized processing. Environmental regulation is measured by the ratio of a completed investment in industrial pollution control to regional GDP, and financial development is measured by the deposit-loan ratio of each region. (2) The second step uses the coupling coordination degree model to determine the development level of green finance. The greater the D value of coupling coordination degree, the higher the regional green finance development. The specific model is as follows:
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where [image: image] represents the weight, which is 0.5 in this research.
Control variables
Other essential factors affecting green technology innovation need to be controlled. The choice of control variables is reflected in the relevant research (Cai et al., 2021; Qu et al., 2022), as follows: 1) Enterprise size (Size): The natural logarithm of one plus the total assets amount of the enterprise was used to represent the enterprise size (Chen et al., 2021). When the enterprise is large, the asset size is large, and the financing constraint is small. Moreover, large-scale enterprises choose to participate more in innovation activities (Lv et al., 2021); 2) Enterprise age (Age): Enterprise age is the natural logarithm of the company’s years since its establishment; 3) Asset-liability ratio (Lev): Asset-liability ratio is measured by the ratio of total liability to total assets. Moderate debt management allows firms to have more capital for R&D innovation; 4) Enterprise growth (Growth): Enterprise growth (Growth) is the rate of operating revenue; 5) Return on total assets (ROA): Return on total assets represents the profitability of enterprises. The company with higher profitability has stronger innovation willingness and innovation ability (Huang et al., 2021); 6) Board size (Board): Board size is the natural logarithm of board members; 7) Proportion of independent directors (Indb): The proportion of independent directors (Indb) is the number of independent directors to the number of directors. Independent board of directors can perform advisory and supervisory duties due to reputation effect (Tang et al., 2013); 8) Ownership concentration (First): Ownership concentration is the proportion of the largest shareholder; 9) Cash ratio (Cash): The cash ratio (Cash) is ratio of cash and cash equivalents to current liabilities. As innovation needs sufficient financial support, this index is chosen to measure the cash level of enterprises; 10) Regional economic development level (Fz): Regional economic development level is usually measured by the natural logarithm of GDP per capita. Regions with high levels of economic development have a sound institutional environment, which has a positive impact on enterprise innovation (Zhang et al., 2017).
Descriptive statistics
Table 1 shows the basic statistical characteristics of major variables. The results demonstrated that the logarithmic mean values of green innovations quantity (INNO1) and green innovation quality (INNO2) were 0.319 and 0.227, respectively. The median number of green patent applications was 0. According to Table 1, the overall innovation of enterprises was low, and apparently, most enterprises did not apply for green patents, leading to a lack of green innovation. The maximum and minimum values of green finance development (GF) were 0.6 and 0.234, respectively, showing remarkable differences in the green finance development among regions.
TABLE 1 | Descriptive statistical results of each variable.
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Correlation analysis
Table 2 presents the Pearson correlation coefficients of the variables. The results showed that the explained variable (GF) was correlated with all the control variables, indicating that the choice of control variables is plausible. Furthermore, as the correlation coefficients of all variables were less than 0.8, severe multicollinearity did not exist in our regression analyses.
TABLE 2 | Correlation coefficient analysis of major variables.
[image: Table 2]Baseline results
Table 3 shows the estimated fixed effects of regional green finance development on enterprise green technology innovation. Columns 1) and 2) of Table 3 show the regression result after controlling the enterprise, time, and region, as well as excluding other relevant control variables. According to Columns 1) and 2) of Table 3, all the coefficients of the explanatory variable GF were positive and statistically significant at 1% level, indicating that regional green finance development improves the enterprises’ green technology innovation. After including relevant control variables, the green finance development had a stable positive effect on the quantity and quality of enterprises’ green technology innovation. This positive effect implies that green finance development can improve both quantity and quality of the enterprises’ green technology innovation. Hence, hypothesis H1 is verified. In addition, Columns 3) and 4) of Table 3 show that the regression coefficient of GF are positive and statistically significant at 1% level. The GF coefficient in Column 3) was greater than that in Column 4) (0.403 > 0.282), indicating that the development of regional green finance has sufficient incentive for “quantity” and relatively insufficient incentive for “quality” during the process of enterprise green technology innovation.
TABLE 3 | Analysis of the benchmark model results.
[image: Table 3]Regarding the regression results of the control variables, the coefficients of SIZE in Columns 3) and 4) were positive and statistically significant at 1% level. This result indicates that large enterprises have strong green innovation capacity and promote enterprises’ sustainable development through green technology innovation and other ways. The coefficient of ownership concentration (First) was negative and statistically significant, indicating that the higher the ownership concentration is, the more unfavorable it is for enterprises to carry out green technology innovation. According to column (4), the coefficient of regional economic development (Fz) was positive and statistically significant at 10% level. This positive effect indicates that the economically developed areas have intense market competition, the awareness of environmental protection and environmental regulation is strong, and the loan standard of “differential treatment” of green finance is prominent. Companies focus more on “substantive innovation” and quality improvement of green technology innovation to reduce pollution control costs and avoid falling into financing difficulties or even elimination.
Robustness test
Replacement model
Considering the left-truncation feature of patent data, the dual Tobit model was used to further verify the impact of green finance development on the level of green technology innovation of enterprises. In addition, a virtual variable was constructed according to whether the number of green patent applications was 0, and Logit model and Probit models were used for robustness test. Table 4 represents the results of the three regression models. The regression results were basically consistent with Table 3 after regressing different models.
TABLE 4 | Robustness test: alternative regression method.
[image: Table 4]Replace the measures of green finance and enterprise green innovation
In the development process of green finance, green credit is more complete than other green financial products and has become the main component of green finance. According to the China Banking and Insurance Regulatory Commission data, the balance of green credit in both local and foreign currencies reached 15.9 trillion Yuan by the end of 2021. Following Dong and Nian (2020), this paper took the development of green credit (GC) in each province as the measurable indicator of green finance development. Green credit was measured by the ratio of the interest expenditure of the top six high energy-consuming industries in the region to the interest expenditure of industrial industry. The lower the ratio, the higher the development level of green finance in the region. The estimation results are shown in Columns 1) and 2) of Table 5, respectively. It was found that the impact of the green credit (GC) on green technology innovation of enterprises was still significantly positive at the 1% level. In addition, considering the high risk of the innovation and the long period of time, there may be reverse causality between green financial development and enterprise green technology innovation. Referring to the research of He and Tian (2013), the number of green patent applications in “T + 1” and “T + 2” is selected as the proxy variables of green technology innovation level. The results are shown from Columns 3) to 6) of Table 5. It was observed that the coefficient of GF and the significance of GF were basically consistent with the regression results in Table 3.
TABLE 5 | Robustness test: Change the measurement method of variables.
[image: Table 5]Sample excluding the data of 2017
Since the statistical standard of patent application was changed in 2017, this research re-estimates the regression without the data of 2017. Table 6 shows the regression results. It was found that the explanatory (green finance GF) had a significant impact on the explained variable (green technology innovation INNO), and the magnitude and the direction of impact were, by and large, consistent with the Model (1), Therefore, it is demonstrated that the selection of variables is reasonable, and the regression results of the models are robust and reliable.
TABLE 6 | Robustness test: Sample excluding the data of 2017.
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The aforementioned robustness test Sample Excluding the Data of 2017 Section treated the explained variables in periods of “T +1” and “T +2” to eliminate the endogeneity problem caused by the reverse causality of “where the level of green technology innovation is higher, the development of green finance is better” as much as possible. There are still endogeneity biases such as omitted variables. This paper uses instrumental variables to weaken the endogenous problem. Following Chong et al. (2013), this study manually sorts out the data of bordering provinces of all provinces, and uses the mean level of the green finance development of all bordering provinces in the same year as the green finance’ instrumental variable. On the one hand, the economic development level of bordering provinces is similar, so the development level of green finance in these provinces is similar. On the other hand, the development level of green finance in bordering provinces is difficult to affect the green innovation of local enterprises through financing channels (Li et al., 2020). Therefore, the instrumental variable satisfies the two constraints of correlation and exogeneity. Table 7 shows the regression results of instrumental variables. The coefficient of green finance development (GF) was positive even after considering the possible endogenous problems between regional green finance development and enterprise green technology innovation. This result indicates that regional green finance development significantly improves the level of enterprise green technology innovation, which is consistent with the previous results. The results of the robustness tests and the treatment of endogenous problems indicate that the core conclusion of this paper is robust.
TABLE 7 | Regression results of instrumental variables.
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Stepwise regression test proposed by Baron and Kenny (1986) is commonly used to test mediating effect. To test H2, Models 3) and 4) were constructed on the basis of Model (1).
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In Model (3), the explained variable WW was financing constraint. This study follows Whited and Wu (2006) used the WW index as the proxy variable of financing constraint. The higher the WW index, the higher the degree of financing constraint. According to the regression idea of mediating effect, if the coefficient of ß1 in Eq. 3 is significantly negative, then regression of Eq. 4 can be carried out. If a1 in Eq. 4 is not significant and a2 is significant, it indicates that the financing constraint is a complete intermediary variable between green financial development and enterprise green technology innovation. If both a1 and a2 are significantly not 0, it indicates that financing constraints are partial intermediary variables between green financial development and enterprise green technology innovation. Table 8 shows the regression results. According to Column 1) of Table 8, the ß1 in Eq. 3 was negative and statistically significant at 1% level, it indicates that the development of green finance alleviates financing constraints. Based on Columns 2) and 3) in Table 8, a1 and a2 in Eq. 4 are positive and negative, respectively, and statistically significant at 1% level. This result indicates that financing constraints play a partial intermediary effect in the incentive process of green finance development and enterprises’ green technological innovation. Thus, the development of green finance helps enterprises obtain more available funds by alleviating the enterprises’ financing constraints, and then increasing the quantity and quality of enterprises’ green technology innovation. Hypothesis H2 is verified.
TABLE 8 | Regression results of green finance development, financing constraints, and enterprise green technology innovation level.
[image: Table 8]Due to the limitation of length of an article, the robustness test of this part is omitted. If necessary, it can be obtained from the author.
Moderating effect
From the perspective of external intellectual property protection, this paper examines the different effects of green finance on enterprise green technology innovation under different intellectual property protection environments. To test H3, a panel data regression model 5) was constructed. The specific model is as follows:
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where IPP is the level of intellectual property protection in each province. This study follows Zhang and Lu (2012) to use the intellectual property protection index disclosed in China Provincial Marketization Index Report as a proxy for the intellectual property protection in each province. The moderating effect of intellectual property protection on the relationship between green finance and enterprises’ green technology innovation is shown in Table 9. From Table 9, it can be observed that intellectual property protection positively regulates the relationship between green finance and enterprises’ green technology innovation, indicating that when the level of intellectual property protection in each province is higher, the relationship between the two is more obvious. Hence, hypothesis H3 is verified.
TABLE 9 | Regression results of the green finance development, intellectual property protection, and enterprise green technology innovation level.
[image: Table 9]Due to the limitation of length of an article, the robustness test of this part is omitted. If necessary, it can be obtained from the author.
Heterogeneous effects
The above empirical results verify the role of regional green finance development in promoting green technology innovation and its mechanism. At present, numerous studies show that the firm’s characteristics also affect the firm’s innovation behavior. Therefore, this paper selects variables that may affect enterprise innovation behavior via the internal characteristics of enterprises, such as the nature of equity and internal control. Additionally, this paper considers the differences in innovation activities in different life cycle stages of enterprises to analyze the heterogeneity from the perspective of the enterprise life cycle.
The estimation results of each group are shown in Table 10. According to the nature of property rights, enterprises are divided into state-owned enterprises (SOE) and non-state-owned enterprises (NSE). The parameter estimation results are shown in Columns 1) and 2) of Table 10. The promotion effect of green finance development on the quantity and quality of enterprises’ green technology innovation is more significant in the sample group of state-owned enterprises. However, the promotion effect of substantive green innovation is difficult to be reflected in the sample group of private enterprises.
TABLE 10 | Heterogeneity analysis results.
[image: Table 10]Internal control is an internal governance process in which all staff, including senior management, participate in achieving the business and financial goals of the enterprise. This kind of control is an important governance mechanism for the company. The quality of internal control relates to the enterprises’ operation and risk management. A large number of studies show that a high-quality internal control creates a good innovation environment, improves management’s innovation consciousness, reduces agency cost, alleviates information asymmetry, promotes enterprises to strengthen corporate social responsibility (CSR) performance and improves an enterprise’s innovation performance (Ntim and Soobaroyen, 2013; Wang et al., 2022). This research evaluated the green innovation-driven effect of green finance by dividing the samples into two groups according to whether the internal control of enterprises was greater than the median of the sample. The internal control index of DIB listed enterprises was adopted as the indicator to evaluate the effectiveness of internal control of enterprises (Li, 2020), and DIB internal control index was used to take the logarithmic measure. The greater the index value, the higher the quality of internal control. Columns 3) and 4) of Table 10 represent the regression results. The coefficient of the explanatory variable GF was positive and statistically significant in the group with high-quality internal control, while it was insignificant in the organization with low-quality internal control. The results showed that green finance could only affect green innovation in high-quality internal control enterprises rather than low-quality internal control enterprises.
Change in the enterprises’ life cycle affects the internal characteristics and external market environment. The change in internal characteristics and external market environment is embodied in the differences in strategic choice, governance capacity, financial needs, and competitive environment, which leads to the heterogeneity of innovation activities in different life cycle stages. Therefore, this study follows Dickinson to use the cash flow combination method (Dickinson, 2011). The enterprise life cycle has three stages of “growth-mature-regression” to examine the difference between green finance development’s driving with enterprise green innovation during the enterprise life cycle. The regression results are presented in Table 10. The GF coefficient was positive in Columns 5)–(7), and this value and its significance level in Column 5) were greater than in Column (6). These results confirm the enterprises’ stronger green innovation ability in the growth stage. In comparison, the GF coefficient in Column 7) was close to 10% statistical significance level, and the coefficient of green innovation quality (Inno2) was statistically insignificant. This finding suggests that the innovation-driven effect of green finance development is the most obvious in the growing enterprises, followed by the mature ones. Green finance can only produce a “green innovation bubble” in the regression enterprises.
DISCUSSIONS
The direct effect of green finance is one of our interests in this paper. The baseline results suggest that green finance can significantly promote green technology innovation. However, the development of regional green finance has sufficient incentive for “quantity” and relatively insufficient incentive for “quality” during the process of enterprise’ green technology innovation. This is consistent with the finding of Wang and Wang (2021).These different effects have the following reasons: 1) green innovation started in China lately and the green innovation ability is low; 2) the green invention patents are usually breakthrough innovations with more incredible difficulty, more investment and long investment cycle; 3) To obtain economic benefits such as subsidies or loan concessions provided by policies, enterprises often carry out “strategic innovation”, that is, short-term pursuit of green technology innovation quantity and ignore the quality of green innovation.
Furthermore, it is observed that the green finance can improve enterprises’ green technology innovation through relieving enterprise financing constraint paths. Compared with other technological innovation, green technology innovation needs more investment in R&D funds, resulting in higher external financing constraints for green innovation activities. Financial institutions create more green credit, green bonds, green insurance and other green financial products. It can guide social capital to invest in green industry, so as to alleviate the capital bottleneck and insufficient financing during the process of green innovation. This can stimulate enterprise vitality, increase R&D investment, and promote the improvement of green technology innovation level (Han, 2020). Goetz (2019) also confirmed that green credit can reduce the long-term debt financing cost of enterprises based on the data of American enterprises, thus promoting the green technology research and development of enterprises.
In addition, the research results show that local intellectual property protection positively moderates the relationship between green finance and green technological innovation of enterprises. Enterprise’s innovation activities have externalities. When the non-exclusive characteristics of enterprise’s innovation results are highlighted, enterprises will be pessimistic about the future innovation income, which leads to a decline in enterprises’ innovation motivation. From the perspective of externality theory, strengthening intellectual property protection not only ensures the exclusiveness of enterprise innovation achievements, but also reduces the risk of technology spillover and effectively promotes enterprises to increase R&D investment and improve innovation output (Yu and Wang, 2021).
Finally, the heterogeneity analysis shows that the green innovation driving effect of green finance is more prominent in the sample group of state-owned enterprises. The promoting effect of green finance on the quality of green innovation is not obvious in the sample group of private enterprises. These effects have many reasons. Firstly, green finance is still in the stage of development, and the information disclosure mechanism is not mature enough (Zhang et al., 2011). State-owned enterprises with relatively sound information, and green finance plays a more significant role in supporting green innovation. Secondly, as the pillar of the national economy, state-owned enterprises are more affected by policies than private enterprises and face more tremendous pressure from public opinion and government regulation. “Green bleaching” and “green washing” behavior of state-owned enterprises would be under control, and more substantial innovation would be carried out. State-owned enterprises have non-precipitation redundant resources and provide diversified promotion paths to managers, which improves the enterprises’ willingness and ability to improve green innovation. Thirdly, compared with state-owned enterprises, private enterprises have more prominent financing constraints. To attract “support”, they prefer strategic innovation to substantive innovation, making it difficult to improve the quality of innovation in the short-term.
In the group with high-quality internal control, the positive effect of green finance on green innovation quantity and green innovation quality passed the significance test for the studied period, while this effect did not appear in the group with low-quality internal control. This result implies that good internal control quality effectively plays a supervisory role, thus alleviating agency problems. This finding helps corporate executives to establish a sense of social responsibility for long-term development and improve their awareness of green innovation to enhance the enterprises’ green technology innovation.
The results in Columns 5)–7) of Table 9 suggest that the innovation-driven effect of green finance is the most obvious in the growing enterprises, followed by the mature ones. Green finance can only produce a “green innovation bubble” in the regression enterprises. This is consistent with the findings of Yu et al. (2018).Generally, the enterprises’ cash inflow continues to increase in the growth stage, their financing ability improves, and managers have a strong risk-taking spirit and risk tolerance. Additionally, their main goal is to develop new technologies and products to increase their market share, achieve rapid expansion, and improve profit levels. In the mature stage, the profit level is relatively stable, and the operational and financial risks reduce significantly. The managers’ main goal is to “prioritize stability while pursuing progress”. In addition, managers are prone to the innovation inertia of “meet comfortable with the status quo”, and the enterprises’ resilience and innovation vitality are no longer the past. During the recession stage, their economic benefits decrease significantly, their cash flow continues to shrink, and they cannot provide a large amount of funds for substantive innovation in the short-term. Instead, only strategic innovations compensate for environmental production costs, leading to the apparent shortage of green innovation, especially in terms of quality.
CONCLUSIONS AND POLICY IMPLICATIONS
Developing green industry and promoting green technology innovation are the keyways to realize the decoupling between economic development, environmental pollution and resource consumption. The enterprises listed on Shanghai Stock Exchange and Shenzhen Stock Exchange are selected as samples, this paper uses panel econometric data to explore the impact of regional green finance development on the level of green technology innovation of enterprises, and further discusses the mechanism and path of action. The following conclusions are drawn.
First, the green finance can significantly improve enterprises’ green technology innovation, but there is sufficient incentive for the quantity of green technology innovation, despite poor motivation to the quality of green technology. Second, the test results of mechanism analysis show that green finance can improve enterprises’ green technology innovation through relieving enterprise financing constraints paths. The protection of local intellectual property positively moderates the relationship between green finance and enterprises’ green technology innovation. This is consistent with the conclusion of Bao et al. (2020). Third, heterogeneity analysis shows that the improvement effect of green finance on the enterprises’ green technology innovation is more significant in the sample group of state-owned enterprises. The positive effect of green finance on green innovation quality did not appeared in the sample group of private enterprises. In the group with high-quality internal control, the positive effect of green finance on green innovation quantity and green innovation quality passed the significance test for the studied period, while this effect did not appear in the group with low-quality internal control. The enterprises’ life cycle has three stages: growth-maturation-recession. According to the results, the innovation-driven effect of green finance was the most obvious in the growing enterprises, followed by the mature ones. Green finance could only produce a “green innovation bubble” in the regression enterprises.
According to the findings, this paper represents the following policy implications.
From the perspective of constructing a green financial system, the government should develop an appropriate incentive and restraint mechanism, foster the relationship of the banking department with the finance and taxation department, and establish a long-term mechanism for green finance development. In this way, the government can noticeably improve and rapidly construct a green financial service system. In addition, decision makers should encourage the financial institutions to carry out financial innovation around prolonging the term and revitalizing assets. They also should formulate some policies to develop and improve green financial products, which meet the needs of green technology innovation. Moreover, they should actively attract private capital, leverage it to invest in green projects, make up the funding gap with green finance, and fulfill the needs of enterprises and projects with green financing.
From the perspective of green technology innovation, it is necessary to establish a unified evaluation system and identification standards for green technology projects. This action ensures the fairness, scientific, and feasibility of green technology enterprise evaluation, eliminates “greenwashing” and other green fraud projects of enterprises, and promotes the sustainable development of green technology innovation. In addition, the government should formulate a patent protection mechanism for green technology innovation, strengthen law enforcement against infringement, protect the legitimate rights and interests of innovators, and build solid intellectual property protection for green innovation.
Furthermore, governments and regulators should customize incentive policies based on firm heterogeneity and the nature of green innovation projects. On the one hand, government should increase investment in research and development (R&D) and improve the utilization rate of funds, tax incentives and tax reductions should be used to encourage pollution control enterprises to carry out green technology innovation. It is worth noting that incentive policies should be consistent with the difficulty, depth, and potential environmental effects of green innovation projects. Our findings show that the promotion effect of green finance development on enterprise green technology innovation is more significant in the sample group of state-owned enterprises. The innovation driving effect of green finance development is the strongest in the growth period, followed by the maturation stage, and the weakest in the recession stage. Therefore, state-owned enterprises and enterprises in the growth stage should make full use of the green finance driving effect and acquire diversified financing channels via resource allocation and risk control functions of green finance to ensure the continuous development of green technology innovation activities. Private and mature enterprises should face up to their lack of innovation, formulate reasonable incentive policies or organize related training courses to mobilize the green innovation consciousness of enterprise managers. The employees’ green innovation vitality initiatives need stimulation and improvement. From the perspective of the financing constraints faced by private enterprises, the problem is more serious. The government should provide some guidance and incentive such as incubation, guarantee and discount government loans to reduce the financing cost and risk premium of green technology enterprises, and open the channel of financing cost of green finance to promote green innovation. For enterprises in the recession period, the government should set up a special fund for green finance or give corresponding innovation subsidies to encourage enterprises in transformation and upgrading through green technology innovation.
From the perspective of enterprises, they should raise the awareness of intellectual property protection and actively declare green innovation achievements. In addition, enterprises should issue internal rules and regulations, clarify the responsibilities of each main department in the system of green technology innovation, and establish a standardized and long-term internal control and constraint mechanism.
Finally, providing an information-sharing platform ensures a benign interaction among the government, enterprises, and financial institutions, through joint efforts of various parties. Forming a complementary and win-win development pattern of green finance and technological innovation gives full play to the driving effect of green innovation, so as to realize green development, social green transformation, and sustainable economic development.
This research has several limitations that suggest future research opportunities. First, we did not classify green technology innovation. Future consideration will be given to divide green technology innovation into 1) technological innovation in fossil fuels and 2) technological innovation in renewables. On this basis, we conduct more in-depth and detailed research, so as to produce more and more valuable results. Second, the mediating effect of green finance on green innovation takes fewer variables into account, and the channels of green finance on green innovation are rich. We can also explore the mediating effect of debt structure. The above aspects should be considered in the directions to be explored in the future research.
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Taking China’s A-share listed companies from 2014 to 2021 as the research sample, this article verifies the differential impact of executive equity incentive and employee stock ownership plan on enterprise performance and examines the economic consequences of their implementation under the influence of environmental uncertainty, the nature of property rights, and the quality of external audit. The results show that 1) there are significant differences between executive equity incentive and employee stock ownership plan on enterprise performance. 2) The effect of executive equity incentive is more significant when the environmental uncertainty is low, while the effect of employee stock ownership plan is more significant when the environmental uncertainty is high. 3) The equity incentive of state-owned listed companies cannot significantly improve enterprise performance when the environmental uncertainty is high. 4) High-quality external audit can significantly improve the effect of equity incentive on enterprise performance, and the effect is more obvious when the environmental uncertainty is high. The research conclusion confirms the necessity of reasonably selecting equity incentive objects under the influence of environmental uncertainty and also provides a useful reference for optimizing the reform of equity incentive system of state-owned enterprises and perfecting the external audit system.
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1 INTRODUCTION
Equity incentive has always been favored by enterprises. From the perspective of incentive object, equity incentive can be divided into two types: incentive to senior managers and incentive to lower managers and employees (Zhang et al., 2017). Among them, employee stock ownership plan (Esop) is an important form of income sharing plan. As a common incentive measure in modern enterprises, Esop, together with executive equity incentive, can alleviate the cash flow pressure of enterprises, fully mobilize the enthusiasm of all parties, and promote the rapid development of enterprises under the mechanism of “benefit sharing and risk sharing.” In recent years, relevant equity incentive policies have been issued. On 20 June 2014, the CSRC issued the “Guiding Opinions on the Implementation of the Pilot Employee Stock Ownership Plan by Listed Companies,” which further made clear requirements for enterprises to implement Esop. On 27 April 2020, the 13th meeting of the Central Comprehensive Deepening Reform Committee reviewed and approved the “General Implementation Plan for the Reform of the Growth Enterprise Market and the Pilot Registration System.” The plan once again took the reform of equity incentive system as one of the key points, hoping to provide reference for the comprehensive optimization of equity incentive system. The continuous introduction of relevant policies ensures the effective implementation of enterprise equity incentive, but it should also be noted that there are still a large number of cases of equity incentive failure due to the imprecision of incentive objects. The equity incentive plans of well-known enterprises such as Jiu Yang shares, Mei Hao group. and Zoomlion ended in failure because the relevant performance indicators did not meet the exercise standards. According to the statistics of Hejun equity incentive research center, more than 100 A-share listed companies terminated the equity incentive plan in 2021. It can be seen that there is still room for improvement in the application of equity incentive in China.
Properly implementing the equity incentive can achieve the incentive effect, and clarifying the incentive object is an important link. Executive equity incentive and employee stock ownership plan, which belong to the same category of equity incentive, have different system norms, policy positioning, and applicable objects, which cannot be generalized. Due to the heterogeneity of the incentive objects, giving incentive objects with equity as the target will lead to certain differences in their perception and behavior, and the results of this difference will eventually be reflected in enterprise performance. In addition, the interference of external factors on the implementation effect of equity incentive plan is also one of the necessary factors that cannot be ignored. Not only has the continuous spread of external challenges such as COVID-19 led to global economic instability, but also the external business environment of Chinese enterprises has become increasingly volatile. It is more urgent and necessary to explore the impact of environmental uncertainty on the effect of equity incentive in Chinese enterprises than ever before. So, will the uncertain environment have an impact on the economic consequences of equity incentive? In the face of different degrees of environmental uncertainty, what kind of equity incentive should enterprises implement to achieve the best effect? The above issues need to be discussed in depth, based on China’s background. Therefore, taking China’s A-share listed companies as a sample, this article discusses the difference between the impact of executive equity incentive and employee stock ownership plan on enterprise performance, introduces environmental uncertainty variables, and further tests the economic consequences of the two when considering environmental uncertainty, in order to provide reference for enterprises to clarify the incentive object, accurately implement the equity incentive plan, and ensure the realization of incentive objectives. At the same time, from the closed-loop perspective of internal and external factors that may affect the equity incentive effect of listed companies, this article takes the property right nature of the research sample and the quality of external audit as grouping variables for further investigation.
Contributions of this article include the following: 1) It verifies the different effects of executive equity incentives and employee stock ownership plans on corporate performance in listed companies in China and affirms the important position of clear incentive objects in the implementation of equity incentives. Compared with the research on the economic consequences of executive equity incentives, due to the difficulty of statistical work on the number of employee stock ownership, there are relatively few quantitative studies on the impact of employee stock ownership plans on corporate performance. At present, scholars mostly use the 0–1 variable to test the economic consequences of the implementation of equity incentive plans, but ignore the impact of the strength of employee stock ownership. In addition, there is still a big controversy on whether the two types of equity incentive plans can achieve the established goals of the enterprise. With the development of the economy and society and the continuous improvement of related systems, the object of equity incentives only focuses on the incentives of senior managers and gradually focuses on the incentives of lower-level managers and employees. However, there are few comparative studies on the economic consequences of the improvement of relevant systems and the transformation of equity incentive objects on enterprises. 2) This article incorporates environmental uncertainty into the consideration of listed companies’ implementation of equity incentives and provides a reference for Chinese listed companies to accurately implement equity incentive plans in combination with their own external business environment. Due to the individual differences in equity incentive objects, there must be differences in the perception and behavioral consequences of different incentive objects caused by the fluctuation of the external environment. Some scholars believe that considering the environmental uncertainty, equity incentives will enable managers and employees to fully play the role of stewards so that enterprises can gain advantages in future market competition. However, the existing literature has not conducted an in-depth comparative analysis for senior managers and ordinary employees on what kind of incentive objects companies should give equity to under what environmental uncertainty. 3) This article examines the different effects of the nature of property rights and the quality of external audit on the equity incentive effect of Chinese listed companies and provides new empirical evidence for the reform of the equity incentive system of Chinese state-owned enterprises and the optimization of external audit quality for listed companies.
2 LITERATURE REVIEW
2.1 Research on the impact of executive equity incentive on enterprise performance
Most of the existing studies believe that equity incentive will make the interests of executives and shareholders tend to be consistent and then improve enterprise performance (Jensen and Meckling, 1979; Holmstrom and Costa, 1986; Smith and Watts, 1992; Bizjak et al., 1993; Carpenter and Sanders, 2002; Morck and Yeung, 2005).The research of Yao and Wu (2014) showed that there is a positive correlation between enterprise performance and executive shareholding ratio. Wang (2015) found that equity incentive stimulated the growth of corporate profits, and the longer the validity period of equity incentive, the more conducive the realization of incentive effect. Wang and Huang (2020) believed that executive equity incentives can improve corporate performance by reducing agency costs. Fan and Liu (2020) believed that executive equity incentives can improve corporate performance, especially for state-owned manufacturing enterprises. Some scholars also came to the opposite conclusion that equity incentives are not always for incentive purposes, and they cannot promote enterprise performance and even damage corporate value (DeFusco et al., 1991; Lie, 2005; Heron and Lie, 2007). Xiao et al. (2012) examined the impact of equity concentration and equity incentives on enterprise performance from an endogenous perspective and found that there is no significant relationship among the three. Qiu et al. (2017) also found that executive equity incentives have a poor effect on enterprise performance. Xiao and Wang (2022) took academic spin-offs as a research sample and believed that executive equity incentives cannot significantly improve corporate performance. Li (2017) believed that equity incentives are a “double-edged sword”, and improper use may be harmful to companies.
2.2 Research on the impact of employee stock ownership plan on enterprise performance
Foreign research on the impact of employee stock ownership plans on enterprise performance was mainly reflected in changes in the capital market (Gordon and Pound, 1990; Chang and Mayers, 1992), corporate operating efficiency and productivity (Rosen and Quarrey, 1987; Pugh et al., 2000; Kim and Ouimet, 2014), and related information disclosure (Bova et al., 2015). Some scholars also found that after the implementation of the employee stock ownership plan, employees will pay more attention to the long-term development of the company and are willing to make more efforts for the company’s performance growth (Kumbhakar and Dunbar, 1993; Jones and Kato, 1995; Mauldin, 1999; Pugh et al., 2000; Kramer, 2010; Kim and Ouimet, 2014; Paterson and Welbourne, 2020). However, most domestic scholars only discussed from the qualitative perspective of whether the company implements employee stock ownership plans (Shen et al., 2018). For example, based on the background of the 2014 employee stock ownership system reform, it was found from a qualitative perspective that there was a significant positive correlation between the implementation of employee stock ownership plans and company performance, while few scholars analyzed the impact of employee stock ownership on enterprise performance from a quantitative perspective (Liu et al., 2019). Fang (2021) believed that the effective implementation of employee stock ownership plans can significantly enhance corporate value. On the contrary, some scholars believed that the relationship between employee stock ownership plans and enterprise performance is not significant or effective only in the short term and will encourage employees to “free ride” behavior. Giving employee shares does not necessarily motivate employees. Instead, they believed that is paying for major shareholders to reduce their holdings (Conte and Tannenbaum, 1978; Weitzman and Kruse, 1990).
2.3 Research on the impact of environmental uncertainty on the economic consequences of equity incentives
Williamson (1975) believed that appropriate equity incentives can relieve employees’ anxiety and confusion caused by environmental uncertainty and enable them to strengthen their beliefs and work hard. Ezzamel (1990) believed that when environmental uncertainty increases, companies should pay more attention to the initiative of employees. Lewis (1990) believed that, with the increase of environmental uncertainty, the demand for flexible management of enterprises also increases. Since employees are closest to the changing environment, they need to be given greater incentives to deal with environmental uncertainty in a timely and effective manner. Fisher and Govindarajan (1992) believed that the uncertainty of the environment increases the degree of information asymmetry between managers and employees and makes the principal–agent problem within the enterprise more serious. In order to reduce agency costs, companies should pay more attention to the performance of employees, make their efforts consistent with the environment in which the company is located, and give employees certain equity incentives to improve enterprises performance. Domestic research on the impact of environmental uncertainty on equity incentives mainly focused on investment efficiency, accounting information governance effects, inefficient investment, and corporate innovation activities. Most scholars believed that taking into account environmental uncertainties, equity incentives will enable managers and employees to give full play to the role of stewardship, thereby gaining an advantage in future market competition (Shen et al., 2012; Shen and Wu 2012; Zhu, 2019). Gao (2021) believed that equity incentives can promote corporate innovation performance, but environmental uncertainty can inhibit this positive relationship. Li and Duan (2022) took heavily polluting enterprises as samples and believed that environmental uncertainty can inhibit technological innovation of enterprises and equity incentives can alleviate this negative relationship.
2.4 Literature review
In summary, the research on the impact of executive equity incentives and employee stock ownership plans on enterprises performance is becoming more abundant, but the perspectives and conclusions are not consistent. As early as 1993–1998, China introduced measures related to employee stock ownership plans, but the plan eventually died due to other unfavorable factors. With the development of the economy and society and the continuous improvement of related systems, the object of equity incentives has shifted from focusing only on the incentives for senior managers, and tends to pay equal attention to the incentives for lower-level managers and employees. On 20 June 2014, the China Securities Regulatory Commission issued the “Guiding Opinions on the Pilot Implementation of Employee Stock Ownership Plans by Listed Companies,” which made clear requirements for the implementation of employee stock ownership plans. On 13 July 2016, the commission reviewed and approved the “Administrative Measures for Equity Incentives of Listed Companies,” which further clarified that the objects of equity incentives can include directors, senior management personnel, core technical personnel or core business personnel of listed companies, and other employees who have a direct impact on the company’s operating performance and future development. On 27 April 2020, the 13th meeting of the Central Committee for Comprehensively Deepening Reform reviewed and approved the “General Implementation Plan for the Reform of the Growth Enterprise Market and the Pilot Registration System,” which once again focused on the reform of the equity incentive system. The promulgation of the above policy bills not only shows the increasing importance of equity incentives in Chinese listed companies, but also provides a clearer basis for Chinese listed companies to formulate equity incentive plans and urges Chinese listed companies to continuously establish more scientific and reasonable equity incentive system. This not only proves that the research of this paper has important practical significance, but also provides a good research background and research opportunity for it.
In addition, compared with studies on the economic consequences of executive equity incentives, there are relatively few studies on the impact of employee stock ownership plans on enterprise performance in China, and they are still at a relatively early stage. Current scholars mostly study whether the company implements equity incentive plans as a 0–1 variable to test the economic consequences after implementation, ignoring the impact of shareholding intensity on enterprise performance. At the same time, whether executive equity incentives and employee stock ownership plans can improve enterprise performance is still a big controversy, and there are few obvious comparisons between the two based on the differences in equity incentive targets. Further, considering the environmental uncertainties, there are even fewer studies examining the impact of executive equity incentives and employee stock ownership plans on enterprise performance. According to the contingency theory, in the context of the ever-changing and turbulent external environment of today’s society, will environmental uncertainties have an impact on the economic consequences of equity incentives? In the context of different environmental uncertainties, will the economic consequences of equity incentives differ due to different incentive targets? Solving the above problems is of great significance to the successful implementation of equity incentive plan in Chinese enterprises.
3 THEORETICAL ANALYSIS AND RESEARCH HYPOTHESIS
3.1 The influence of different incentive objects on the economic consequences of equity incentive
The separation of ownership and management rights in modern enterprises leads to the information asymmetry between owners and managers, which makes managers to have the motivation to make decisions for their own goals, thus damaging the interests of owners. Equity incentive can change the role of managers into owners to a certain extent, let them make the best decision according to the maximization of shareholders’ interests, and promote the improvement of the overall performance of enterprises. According to the high-level echelon theory, people’s decision making is mainly affected by their psychological activities, and psychological perception will affect external behavior and lead to behavioral results. As a kind of incentive method, the mechanism of equity incentive is the process of influencing the individual’s psychological perception and ultimately affecting its external performance through external stimulus to people. However, it should also be noted that the executives and employees in the enterprise are different individuals in different positions on the functional chain. The same external stimulus will cause different psychological perception due to individual differences and eventually lead to different behavior results, and the different individual behavior results will eventually reflect the difference of enterprise performance. The motivator–hygiene theory also believes that hygiene factors and motivational factors are not completely separate and that the two are closely related and may be transformed into each other. Generally, in the environment of general shareholding of management, executives often regard equity incentives as part of their remuneration, representing the working environment and status, and most of them are hygiene factors. For ordinary employees at the bottom of the functional chain, Esop can better solve the more comprehensive problem of operator moral hazard by giving employees equity to motivate them in a wider range (Wang et al., 2019). At the same time, it also makes their work challenging and then stimulates employees’ sense of responsibility and achievement, which are mostly motivational factors. Only motivational factors can achieve the incentive purpose, and the satisfaction of hygiene factors can only eliminate people’s dissatisfaction and will not achieve the incentive effect. Therefore, the economic consequences of executive equity incentive and employee stock ownership plan are often different.
In addition, there are also differences between executive equity incentives and employee stock ownership plans in terms of functional positioning, stock sources, and funding channels. The implementation of the former focuses on executives and more on motivational attributes. It generally holds shares in the form of self-raised funds through channels, such as company grants and primary market issuance, so that the interests of senior management and shareholders are aligned, thereby reducing agency costs and improving enterprise performance. The latter is to expand the scope of equity incentive downward, including ordinary employees and senior executives. The employee stock ownership plan focuses more on benefit sharing. Generally, it holds shares in the form of self-financing or leveraged financing through channels, such as secondary market purchase and free gifts from major shareholders, which is part of the income sharing plan.
According to the above differences, this article uses the shareholding ratio of executives and ordinary employees as a measure of equity incentives, explores the differences in their economic consequences, and proposes hypothesis 1:
H1: There are significant differences between executive equity incentive and employee stock ownership plan on enterprise performance.
3.2 The impact of environmental uncertainty on the economic consequences of equity incentive
According to contingency theory, external environment is the most important contingency variable (Chenhall, 2003). It has a potential impact on the whole enterprise and a part of the enterprise. Furthermore, environmental uncertainty (EU) is an important performance characteristic of the external environment. Organizational theory believes that when the external environment is highly uncertain, it is the only reasonable goal of an enterprise to improve its own learning ability to adapt to the complex and changing environment (March, 1991). At this time, the enterprise is bound to decentralize and give employees certain incentives to give full play to its initiative, so as to enhance the effectiveness of business operations. The resource dependence theory also believes that the higher the environmental uncertainty, the more enterprises will strive to deal with the uncertainty. If the degree of environmental uncertainty expected by enterprises increases, enterprises will create a more open and decentralized atmosphere for themselves (Pfeffer and salancik, 1978). According to the above theories, environmental uncertainty will affect not only the centralization or decentralization of power and the behavior of the organization, but also the selection of equity incentive objects and their economic consequences. Therefore, in the increasingly turbulent external environment, there is no universally applicable equity incentive plan. Enterprises should consider the uncertain factors of their environment and select appropriate personnel as the object of equity incentive, so as to optimize their economic consequences. In conclusion, it can be inferred that when the degree of environmental uncertainty is low, enterprises can adopt a more centralized way and pay attention to the equity incentive for executives. When the degree of environmental uncertainty is high, enterprises should adopt a more decentralized way and pay attention to equity incentive for employees. Considering environmental uncertainty, the difference between executive equity incentive (EI) and employee stock ownership plan (ESOP) on enterprise performance is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Impact of environmental uncertainty on economic consequences of equity incentive.
The horizontal axis of Figure 1 represents the level of environmental uncertainty, the vertical axis represents the level of corporate performance, and the two curves represent the implementation of executive equity incentives and employee stock ownership plans. It can be seen from Figure 1 that environmental uncertainty can have a differential impact on the relationship between executive equity incentives, employee stock ownership plans, and corporate performance. In other words, as the degree of environmental uncertainty increases, the impact of executive equity incentives on corporate performance will be weakened, while the impact of employee stock ownership plans on corporate performance will be enhanced. In summary, this article uses environmental uncertainty (EU) as an adjustment variable to verify its impact on the economic consequences of executive equity incentives and employee stock ownership plans and proposes hypothesis 2:
H2(a): In the case of low environmental uncertainty, the positive impact of executive equity incentives on enterprise performance is more significant.
H2(b): In the case of high environmental uncertainty, the positive impact of employee stock ownership plans on enterprise performance is more significant.
4 RESEARCH DESIGN
4.1 Sample selection and data source
In order to reduce the impact of the 2014 “Guiding Opinions on the Implementation of the Pilot Employee Stock Ownership Plan by Listed Companies” on this research, this article selects China’s A-share listed companies from 2014 to 2021 as the research sample and makes the following treatments: 1) Due to the lack of relevant data, those sample enterprises whose announcement date of the employee stock ownership plan is not in the same year as the implementation completion date are regarded, as the employee stock ownership plan is not implemented in the current year. 2) The shareholding ratio of the employee stock ownership plan in the renewal period is manually sorted out according to the contents of its announcement. Among them, the employee shareholding ratio is calculated after excluding the subscription part of the senior executives. 3) When calculating environmental uncertainty, this article needs 5 years of operating income, so the sample enterprises with operating income data less than 5 years are excluded. 4) Exclude the samples with changes in the nature of equity during this period. 5) Exclude ST, financial industry, and samples with missing data. In addition, in order to alleviate the influence of outliers, all continuous variables were reduced by 1%, and 8,384 sample observations from 1,048 enterprises were obtained. ESOP and related financial data are from WIND and CSMAR databases, respectively.
4.2 Related variables and model design
4.2.1 The explained variable
Referring to the research of existing scholars, Roa is selected as the explained variable to measure the enterprise performance.
4.2.2 The explanatory variables
Equity incentives mainly give managers and employees part of the shareholders’ rights and interests, so that they have a sense of ownership, so as to form a community of interests with the enterprise, promote the growth of the enterprise with them, and help the enterprise achieve the goal of stable development. According to China’s “Company Law,” the total capital of a listed company is divided into equal shares, each of which has a voting right, and shareholders enjoy rights and assume obligations with the shares they subscribe for. Therefore, the amount of company shares held by the incentive object represents the degree of equity incentives it receives. In order to make the equity incentives of each sample enterprise comparable, this article uses the ratio of the number of shares held by executives to the total number of shares, to measure the strength of executive equity incentives (EI); and the ratio of the number of employee stocks to the total number of stocks to measure the strength of the employee stock ownership plan (Esop).
4.2.3 The adjustment variable
Environmental uncertainty (EU_d) is selected as the adjustment variable. For the measurement of environmental uncertainty, the existing literature mainly adopts two indicators. One is the subjective index, which is obtained through the questionnaire method. It is more subjective and suitable for small sample research and the research conclusions are less universal. The other is objective indicators, including operating income and EBIT. Environmental uncertainty comes from the external environment, the change of the external environment will eventually lead to the fluctuation of the enterprise’s operating income (Dess and Beard, 1984; Bergh and Lawless, 1998), and the operating income is not easily affected by accounting policies and human manipulation. Therefore, environmental uncertainty is measured by its fluctuation degree (Tosi et al., 1973; Cheng and Kesner, 1997). Referring to the existing methods, this article uses the data of the past 5 years, taking operating income as the explained variable and taking the year as the explanatory variable to construct model (1) (Ghosh and Olsen, 2009; Shen et al., 2012; Shen and Wu 2012; Zhu, 2019). The standard deviation of the residual of model (1) divided by the mean value of the operating income in the past 5 years is used as an indicator of environmental uncertainty. At the same time, in order to avoid the influence of different industry characteristics, the above results are divided by the median of their sub-industry to eliminate the interference of industry characteristics, and the final results are sorted by small and large. If it is less than the median, the degree of environmental uncertainty is considered to be low and assigned a value of 0. If it is greater than or equal to the median, the degree of environmental uncertainty is considered to be high and assigned a value of 1.
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4.2.4 The control variables
Drawing on the research of existing scholars (Shen and Wu, 2012; Li, 2017), this article controls the following variables: equity concentration (Top1), equity checks and balances (Gqzh), board size (Board), the proportion of independent directors (Outdir), combination of the two positions of chairman and general manager (Dual), total remuneration of the top three executives (Salary), company size (Size), company’s long-term growth (Grow_l), company’s short-term growth (Grow_s), debt-to-asset ratio (Lev), company age (Age), and dummy variables of industry (Ind) and year (Year). Table 1 lists the explained variables, explanatory variables, adjustment variables and control variables in detail.
TABLE 1 | Variable definition.
[image: Table 1]The following regression was established to test hypothesis 1. If β1 and β2 are significant and there is a significant difference between the two, it means that the impact of executive equity incentives and employee stock ownership plans on corporate performance is significantly different. Therefore, hypothesis 1 is proved.
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In order to test hypothesis 2, the groups are grouped according to EU_d. When EU_d = 0, it is the group with low degree of environmental uncertainty. When EU_d = 1, it is the group with high degree of environmental uncertainty. If when EU_d = 0, the β1 of models (2) and (4) are significantly positive, and when EU_d = 1, the significance disappears, then hypothesis 2(a) is proved. It means the positive impact of executive equity incentives on corporate performance is more significant in the case of low environmental uncertainty. If when EU_d = 1, β1 of model (3) and β2 of model (4) are significantly positive, and when EU_d = 0, the significance disappears, then hypothesis 2(b) is proved. It means the positive impact of Esop on enterprise performance is more significant in the case of high environmental uncertainty.
5 EMPIRICAL RESULTS AND ANALYSIS
5.1 Descriptive statistics
The descriptive statistical results of the main variables are shown in Table 2. It can be seen from Table 2 that the maximum and minimum values of Roa are 0.197 and −0.253, and their mean and median are 0.035 and 0.033, respectively. It shows that a small number of observation samples are in a state of loss, but most of the observation samples are in the state of profit. The median and mean values of Esop are less than the median and mean of EI, respectively, indicating that the employee ownership level of the sample enterprises is generally less than that of senior executives. The mean and median of environmental uncertainty are close to 0.5, indicating that the number of sample companies in the high group and low group of environmental uncertainty is roughly the same. The distribution of other variables is within a reasonable range and will not be repeated.
TABLE 2 | Descriptive statistics.
[image: Table 2]5.2 Correlation analysis
Table 3 shows the correlation coefficients between all variables. It can be seen from Table 3 that EI and Esop are significantly positively correlated with Roa, while EU_d was significantly negatively correlated. It preliminarily shows that executive equity incentive and employee stock ownership plan have a positive impact on enterprise performance, while the increase of environmental uncertainty weakens the enterprise performance. The correlation of other variables is roughly the same as that of existing studies, and there is no serious multicollinearity.
TABLE 3 | Correlation coefficient.
[image: Table 3]5.3 Regression analysis
Table 4 lists the regression results of models (2)–(4). From Table 4, it can be seen that the coefficient of executive equity incentive in model (2) is 0.025 and that in model (4) is 0.026, both of which are significant at the 10% level, indicating that executive equity incentive can improve the enterprise performance. The coefficient of employee stock ownership plan in model (3) is 0.340 and in model (4) is 0.337, both of which are significant at the 5% level, which also confirms the positive effect of employee stock ownership plan on corporate performance. Through the coefficient difference test of EI and Esop of model (4), we can see that the F-value of the test is 4.571 and the Prob > F-value is 0.033. It shows that the influence of executive equity incentive and employee stock ownership plan on corporate performance is significantly different at the level of 5%. Further from Lincom test, its joint value is 0.312 and its p-value is 0.033, indicating that at the level of 5%, the economic consequences of employee stock ownership plans are better than the economic consequences of executive equity incentives. Hypothesis 1 is proved, that is, there is a significant difference in the impact of executive equity incentives and employee stock ownership plans on corporate performance.
TABLE 4 | Regression results of models (2)–(4).
[image: Table 4]In addition, the coefficients of Top1, Salary, Size, Grow_l, and Grow_s are significantly positive. It shows that the higher the shareholding ratio of the largest shareholder of the sample company, the more the top three salary of executives, the larger the scale of the company, and the better the long-term and short-term growth, the better the performance of the sample company. The coefficients of Outdir and Lev are significantly negative, indicating that the more independent directors occupy the board of directors and the higher the company’s asset–liability ratio, the worse the company’s performance. The above results are basically consistent with existing research.
Further, in order to test the role of environmental uncertainty in the impact of executive equity incentive and employee stock ownership plan on enterprise performance, the group test is carried out according to the degree of environmental uncertainty. When EU_d = 0, the group is regarded as the group with low environmental uncertainty, and when EU_d = 1, the group is regarded as the group with high environmental uncertainty. The regression results are shown in Table 5.
TABLE 5 | Grouping test of environmental uncertainty.
[image: Table 5]It can be seen from Table 5 that when EU_d = 0, the coefficient of executive equity incentive in model (2) is 0.035 and that in model (4) is 0.036, both of which are significant at the 1% level, while when EU_d = 1, the significance of executive equity incentive coefficient disappears. The grouping of model (2) and model (4) was tested for seemingly unrelated regressions, and the chi2 values were 2.980 and 3.031, respectively, which were significant at the 10% level. The above shows that, in the case of low environmental uncertainty, the positive impact of executive equity incentives on enterprise performance is more significant. Therefore, hypothesis 2(a) is proved. When EU_d = 1, the coefficient of employee stock ownership plan in model (3) is 0.647 and that in model (4) is 0.648, both of which are significant at the 1% level, while when EU_d = 0, the significance of the employee stock ownership plan coefficient disappears. Similarly, the seemingly unrelated test is performed for the grouping of model (3) and model (4), and the chi2 values were 7.811 and 7.960, respectively, which were significant at the 1% level. The above shows that, in the case of high environmental uncertainty, the positive impact of the employee stock ownership plan on enterprise performance is more significant, and hypothesis 2(b) is proved. Other control variables are basically the same as in Table 4 and so will not be repeated here.
5.4 Further research and robustness test
5.4.1 Testing the impact of environmental uncertainty intensity on the economic consequences of equity incentive
The above analysis mainly analyzes the 0–1 grouping based on the median of environmental uncertainty to test the impact of executive equity incentives and employee stock ownership plans on enterprise performance under different environmental uncertainties. Then, what impact will the intensity of environmental uncertainty (EU) have on the economic consequences of executive equity incentives and employee stock ownership plans? In order to test this problem, model (5), model (6), and model (7) were constructed for further analysis.
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In models (5)–(7), the intensity of environmental uncertainty is measured by dividing the standard deviation of the residuals of model (1) by the mean value of operating income in the past 5 years and then dividing by the median of its sub-industry. The other variables are defined as above.
Table 6 lists the effects of EI and Esop on Roa under the influence of environmental uncertainty intensity. It can be seen from Table 6 that the coefficients of executive equity incentives in model (5) and model (7) are 0.068 and 0.071, respectively, both of which are significant at the 1% level. In the above two models, the multiplier coefficients of executive equity incentives and environmental uncertainty are −0.029 and −0.030, respectively, both of which are also significant at the 1% level. The above results mean that the more turbulent the external environment of the company, the weaker the impact of EI on Roa, which again confirms hypothesis 2(a), that is, in the case of low environmental uncertainty, executive equity incentives have a positive impact on corporate performance more significantly. The coefficients of employee stock ownership plans in model (6) and model (7) are 0.333 and 0.342, respectively, both of which are significant at the 1% level. In the above two models, the multiplier coefficients between the employee stock ownership plan and the external environment are 0.013 and 0.011, respectively, which are significant at the 5% and 10% levels, respectively, indicating that environmental uncertainty has enhanced the positive impact of Esop on Roa, which confirms hypothesis 2(b) again, that is, in the case of high environmental uncertainty, the positive impact of employee stock ownership plans on firm performance is more significant. Other control variables are basically the same as the above and will not be repeated here.
TABLE 6 | Regression results of models (5)–(7).
[image: Table 6]5.4.2 Group test of property right nature
In view of the equity incentive of state-owned enterprises, in addition to improving enterprise performance, it also undertakes a certain degree of political objectives. It is inferred that the nature of property rights (PR), as the internal characteristic of enterprises, will inevitably have a certain impact on the economic consequences of the implementation of equity incentive. Therefore, this article further classifies according to the PR of the samples. When the property right of the enterprise belongs to the country, PR = 1, otherwise it is 0. Model (4) was group tested according to the level of environmental uncertainty. As shown on the left side of Table 7, the coefficients of executive equity incentive of state-owned listed companies and private listed companies are 0.042 and 0.462, respectively, which are significant at the level of 1%, and the coefficients of employee stock ownership plan are 0.034 and 0.362, respectively, which are significant at the level of 5% and 10%. It shows that when the environmental uncertainty is low, the impact of the nature of property rights on the effect of equity incentive is not different, but the effect of executive equity incentive is still better than that of employee stock ownership plan. As can be seen from the right side of Table 5, the significance of the coefficients of the executive equity incentive and the employee stock ownership plan of state-owned listed companies disappears, while the coefficients of executive equity incentive and employee stock ownership plan of private listed companies is 0.035 and 0.324, which are significant at the level of 5% and 1%, respectively. It shows that when the environmental uncertainty is at a high level, the equity incentive of state-owned listed companies cannot significantly improve enterprise performance. This shows that the more volatile the external environment, the greater the political task undertaken by state-owned listed companies. At this time, equity incentive is not the only goal to improve enterprise performance.
TABLE 7 | Model 4) grouping test of property right nature.
[image: Table 7]5.4.3 Group test of external audit quality
As an important supplementary mechanism of internal governance, external audit will inevitably have a certain impact on enterprise behavior. According to whether the audit institutions are “Big Four,” this article divides the research samples into two categories: high external audit quality (Audit_h) and low external audit quality (Audit_l), and tests model (4) according to the level of environmental uncertainty. It can be seen from Table 8 that when the environmental uncertainty is relatively stable, the coefficient of EI of the “Big Four” samples is 1.115, which is significant at the 1% level, the coefficient of Esop is 0.542, which is significant at the 10% level, and the coefficient of EI of the “non-Big Four” samples is 0.035, which is significant at the 5% level, and the significance level of the Esop coefficient disappears. When the environmental uncertainty is turbulent, the coefficient of EI of the “Big Four” samples is 1.025, which is significant at the 1% level, and the coefficient of Esop is 0.174, which is significant at the 1% level. The significance level of the EI coefficient of the “non-Big Four” samples disappeared, and the coefficient of Esop was 0.821, which was significant at the 5% level. It can be seen that, regardless of whether the external environment of the sample companies is stable or turbulent, the significance level of the EI and Esop coefficients of the “Big Four” samples is higher than that of the “non-Big Four” samples. Therefore, it can be inferred that high-quality external audit, as an important supplement to the company’s internal governance, can significantly improve the positive effect of executive equity incentives and employee stock ownership plans on corporate performance. At the same time, it can also be noted that when the external environment is in turmoil, the coefficient of the executive equity incentives in the Audit_h sample is less significant than that in the Audit_l sample, from 1% to insignificant. This shows that higher external audit quality not only can generally improve the effect of equity incentives of listed companies, but also has a more obvious improvement effect on the equity incentives of executives for listed companies in a turbulent external environment.
TABLE 8 | Model (4) grouping test of external audit quality.
[image: Table 8]5.4.4 Robustness test
The above results show that there are significant differences in the impact of executive equity incentives and employee stock ownership plans on enterprise performance. In the case of low environmental uncertainty, the positive impact of executive equity incentives on enterprise performance is more significant; in the case of high environmental uncertainty, the positive impact of employee stock ownership plans on enterprise performance is more significant. But in order to alleviate reverse causality, for example, companies with good performance are more inclined to implement equity incentive plans. This article adopts the following methods to alleviate endogenous problems.
5.4.4.1 Instrumental variable
Based on the research methods of existing works (Hochberg and Lindsey, 2010; Chang et al., 2015; Wang et al., 2019), the mean values of EI and Esop of sample enterprises in the same province and industry are taken as the instrumental variables of EI and Esop of the sample enterprises, respectively. Due to the close geographical distance of enterprises in the same province and industry, there is an imitation behavior in equity incentive (Kedia and Rajgopal, 2009), but the performance of the company cannot directly affect the average level of executive equity incentive and employee stock ownership plan in the same province and industry. Therefore, EI_mean and Esop_mean are ideal as instrumental variables.
It can be seen from Table 9 that whether EU_d = 0 or EU_d = 1, EI_mean and EI are significantly positively correlated at the level of 1%. It shows that the implementation of equity incentives for executives in the sample enterprises will be affected by the average level of the same province and the same industry, and the F-statistics of the weak instrumental variable test are 941.676 and 735.599, respectively, which rejects the hypothesis of weak instrumental variables. Similarly, whether EU_d = 0 or EU_d = 1, Esop_mean and Esop are significantly positively correlated at the 1% level. It shows that the implementation of the employee stock ownership plan of the sample enterprises will be affected by the average level of the same province and the same industry, and the F-statistics of the weak instrumental variable test are 1,344.544 and 1,452.932, respectively, which also rejects the hypothesis of weak instrumental variables. It can be seen from the above that it is reasonable to use the mean of EI and Esop of sample enterprises in the same province and the same industry as the instrumental variables of EI and Esop of the sample enterprises. In addition, when EU_d = 0, the coefficient of EI is 0.052, which is positively correlated at the 1% level, while when EU_d = 1, the significance of the EI coefficient disappears. It shows that in the case of low environmental uncertainty, the positive impact of executive equity incentives on corporate performance is more significant. When EU_d = 1, the coefficient of Esop is 1.022, which is positively correlated at the 1% level, while when EU_d = 0, the significance of the Esop coefficient disappears. It shows that in the case of high environmental uncertainty, the positive impact of employee stock ownership plan on corporate performance is more significant. It can also be seen that there is a significant difference in the impact of executive equity incentives and employee stock ownership plans on corporate performance. This result verifies hypothesis 1 and hypothesis 2(a) and 2(b) again, indicating that the conclusions of this article are robust.
TABLE 9 | Instrumental variables of models (2)–(3) (grouping).
[image: Table 9]5.4.4.2 Fixed-effects model
This article uses a fixed-effects model to test the robustness of the research results. The fixed-effects model can control the characteristics of the sample companies, so as to exclude the possibility that the research results are reverse causality. The test results are shown in Table 10.
TABLE 10 | Fixed-effects of models (2)–(4) (grouping).
[image: Table 10]It can be seen from Table 10 that when EU_d = 0, the coefficient of EI is 0.119, which is positively correlated at the 1% level, while when EU_d = 1, the significance of the EI coefficient disappears. It shows that in the case of low environmental uncertainty, the positive impact of executive equity incentives on corporate performance is more significant. When EU_d = 1, the coefficient of Esop is 0.857, which is positively correlated at the 1% level, while when EU_d = 0, the significance of the Esop coefficient disappears. It shows that in the case of high environmental uncertainty, the positive impact of employee stock ownership plan on corporate performance is more significant. It can also be seen that there is a significant difference in the impact of executive equity incentives and employee stock ownership plans on corporate performance. This result verifies hypothesis 1 and hypothesis 2(a) and 2(b) again, indicating that the conclusions of this article are robust.
5.4.4.3 Changing the measure of the explained variable
In order to further verify the robustness of the research results, this article changes the measurement indicators of the explained variables and also the return on total assets (Roa) to Tobin-Q to measure the performance of the sample companies. Tobin-Q is measured by the market value/asset replacement cost of the sample companies. Tobin-Q reflects the company’s expected future profits, while Roa only measures the company’s past performance level. Furthermore, because a firm’s market value is affected by the variance of expected profits, Tobin-Q includes an automatic adjustment for risk. Therefore, Tobin-Q is mostly considered to be a better surrogate index for Roa, and the test results after changing the explained variables are shown in Table 11.
TABLE 11 | Tobin-Q of models (2)–(4) (grouping).
[image: Table 11]It can be seen from Table 11 that when EU_d = 0, the coefficient of EI is 1.319, which is positively correlated at the 1% level, while when EU_d = 1, the significance of the EI coefficient disappears. It shows that in the case of low environmental uncertainty, the positive impact of executive equity incentives on corporate performance is more significant. When EU_d = 1, the coefficient of Esop is 22.186, which is positively correlated at the 1% level, while when EU_d = 0, the significance of the Esop coefficient disappears. It shows that in the case of high environmental uncertainty, the positive impact of employee stock ownership plan on corporate performance is more significant. It can also be seen that there is a significant difference in the impact of executive equity incentives and employee stock ownership plans on corporate performance. This result verifies hypothesis 1 and hypothesis 2(a) and 2(b) again, indicating that the conclusions of this article are robust.
6 RESEARCH CONCLUSION
Taking China’s A-share listed companies from 2014 to 2021 as a sample, this article verifies the differential impact of executive equity incentive and employee stock ownership plan on enterprise performance and examines the economic consequences of their implementation under the consideration of environmental uncertainty. In addition, in view of the possible impact of the nature of property rights and the quality of external audit, this article makes a further grouping test on the implementation effect of equity incentive of listed companies. The results show the following. 1) There are significant differences between executive equity incentive and employee stock ownership plan on enterprise performance. 2) The effect of executive equity incentive is more significant when the environmental uncertainty is low, while the effect of employee stock ownership plan is more significant when the environmental uncertainty is high. 3) The equity incentive of state-owned listed companies cannot significantly improve enterprise performance when the environmental uncertainty is high. 4) High-quality external audit can significantly improve the effect of equity incentive on enterprise performance, and the effect is more obvious when the environmental uncertainty is high.
The research of this article affirms the positive effect of executive equity incentive and employee stock ownership plan on enterprise performance improvement, finds that the economic consequences of equity incentive are different due to different incentive objects and environmental uncertainty, and further analyzes the impact of the nature of property rights and the quality of external audit on the research results, which provides a useful reference for Chinese enterprises to accelerate the realization of the goal of equity incentive, specifically. 1) There are differences in the psychological perception of different individuals due to the same external stimulus, which will determine the consequences of individual behavior and ultimately be reflected in enterprise performance. Therefore, clarifying the equity incentive object and deeply analyzing the psychological needs of the incentive object are the premise for enterprises to successfully implement the equity incentive plan. Only by clarifying the psychological needs of equity incentive objects and meeting their needs can they fully mobilize their enthusiasm and make their best efforts to create value for the enterprise. 2) In addition to considering the internal factors of the enterprise, the turbulence level of the external environment also determines which incentive objects the enterprise should prefer to give equity incentive. Especially in today’s unpredictable external environment, there is no “universal” equity incentive plan. Enterprises should choose the appropriate incentive object in combination with the uncertainty of their own environment in order to achieve the best effect. 3) For state-owned enterprises with high environmental uncertainty, improving enterprise performance is not the only goal of equity incentive. Therefore, in order to ensure the rapid development of state-owned enterprises, we should further improve the equity incentive system and support other corresponding incentive measures, which have important enlightenment significance for accelerating the reform of equity incentive system of state-owned enterprises. 4) As an important part of corporate governance, high-quality external audit can not only supervise and restrict the enterprise management to a certain extent, but also play an important supplementary role in the successful implementation of equity incentive plan. Therefore, relevant departments should constantly improve the external audit system to provide institutional guarantee for the rapid development of enterprises.
The existing literature lacks quantitative analysis of the economic consequences of the intensity of employee stock ownership plans, comparative research on the economic consequences of the heterogeneity of equity incentive objects, and research on the impact of environmental uncertainty on the effect of equity incentives. Although the research of this article supplements the above gaps to a certain extent, due to the limitation of the author’s time and ability, this article still has certain research limitations, which need to be further improved in the follow-up research. Specifically the following need to be included: 1) The measurement of employee stock ownership plans. The announcement date of the employee stock ownership plan of a small number of listed companies is not in the same year as the completion date of its implementation. Since these sample companies lack relevant data in the database, in accordance with academic research conventions, this article treated these sample companies as having not implemented employee stock ownership plans in the year on which the announcement was made. In the future, for the missing data in the database, questionnaires can be used to obtain relevant data as supplements. 2) The measurement of environmental uncertainty. This article adopts the common practice in academia, considers the availability of relevant data, and replaces the environmental uncertainty with the fluctuation degree of the operating income of the sample enterprises. However, environmental uncertainty is a relatively complex factor, and a more accurate indicator system can be considered to measure environmental uncertainty for further in-depth research.
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First and foremost, the present study seeks to traverse the informal sector characterized by a shadow economy in the presence of financial development, economic growth, and stock market performance on environmental pollution in Nigeria from 1981 to 2019. The dynamic autoregressive distributed lag (DARDL) approach was used to measure the short- and long-run elasticities, while spectral causality is applied to categorize the causal directions. Findings from the study revealed that the structural break unit root test revealed that all variables are stationary at first difference. The ARDL bound test confirmed the existence of long-run association among the used variables. The ARDL long-run results reveal that economic growth, financial development, and stock market performance are significantly responsible for carbon emission in Nigeria, while the shadow economy significantly improves environmental quality in Nigeria. Findings from the spectral causality results show a unidirectional causal relationship between financial development, economic growth, trade, stock market performance, and shadow economy to carbon emission in Nigeria. The empirical findings of this study provide some perceptive policy recommendations to overcome the adverse effect of carbon emissions in the environment.
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1 INTRODUCTION
Motivated by the prevalence of informal economy and the role it plays in the economy in Nigeria, it has become imperative to examine its impact on the environment. Nigeria has the second-largest shadow economy (56.8% of GDP) among the sub-Saharan African nations, after only Zimbabwe (60.6% of GDP) (Medina and Schneider, 2018). In addition, Nigeria is the fourth-largest shadow economy in the world, after Georgia (64.87% of GDP), Bolivia (62.28% of GDP), and Zimbabwe (60.6% of GDP) (Medina and Schneider, 2018). Thus, Nigeria is a country of concern in the context of the shadow economy and its effects on the economy and environment, although the shadow economy size is declining with an annualized rate of −10.63% between 1991 and 2017, and this fluctuation is not significant compared to that of other African countries (Camara, 2022; Qiang et al., 2022). As a result, Nigeria's enormous shadow economy may have a considerable impact on both environmental stewardship and industrial progress, two of the biggest problems the nation is now experiencing. However, a boom in “dirty growth” has coincided with worrisome pollution levels in Nigeria (Agboola and Bekun, 2019). According to the World Bank (2021), even though Nigeria and six other nations generate 40% of global oil supply, they are also responsible for roughly two-thirds (65%) of the gas flared globally over the previous 9 years. According to Maduka et al. (2022), this ranks Nigeria as one of the top emitters in the world. As a result, pollution research is still essential for fostering green growth in Nigeria.
However, it is still questionable whether a bigger shadow economy improves or degrades the quality of the environment, especially for Nigeria, which has one of the biggest shadow economies globally. In order to meet the COP26 target of net-zero emission by 2060 and the sustainable development goals within the allotted timeframe, it is crucial to investigate the relationship between the shadow economy and environment in the context of Nigeria, and thereby policymakers can react accordingly.
Recent studies suggest a variety of macroeconomic indicators, including aggregated energy usage, economic growth, trade, financial development, and resource depletion, used to describe shadow economy and environmental sustainability (Camara 2022; dada et al., 2021; Chen et al., 2018; Bekun et al., 2019; Jahanger et al., 2022a; Yang et al., 2021b). It is impossible to overstate the impact of economic growth on environmental damage since increasing production in most nations results in more pollution; Nigeria, one of the biggest economies in Africa, is no exception (Whiting, 2019). The stock market is another significant aspect that may be tied to environmental progress (Younis et al., 2021). According to Sadorsky (2010), the stock market is very appealing to businesses since it enables entrepreneurs to raise extra capital and equity finance for business expansion. It is projected that this increased economic activity would result in a high energy demand, which might have an impact on the environment (Younis et al., 2021; Yang et al., 2020a; Usman et al., 2022a, Usman et al., 2022b, Usman et al., 2022c; Yang et al., 2021a; Qayyum et al., 2021; Bilal et al., 2021; Jahanger et al., 2022c). Another element that harms the environment is financial development. Financial development spurs economic expansion, which in turn draws more investments and necessitates greater energy use, which leads to CO2 emissions (Tamazian et al., 2009; Kamal et al., 2021). Additionally, there is debate on the relationship between trade and the environment. International trade, according to some studies, has a significant impact on pollution since it increases countries’ energy usage and CO2 emissions when they exchange technology, goods, and resources (Khaskheli et al., 2021; Jiang et al., 2022a, 2022b). Some people have proposed the fact that trade operations initially harm the environment because of lax environmental standards. However, trade operations are more likely to decrease pollution in later phases of growth with robust environmental legislation (Khaskheli et al., 2021; Ahmad et al., 2022; Jiang et al., 2022c, Jiang et al., 2022d; Wan et al., 2022; Ke et al., 2022; Yu et al., 2020, Yu et al., 2021, Yu et al., 2022).
However, the relationship between the shadow economy, stock market, and emission nexus is still unexplored, emphasizing Nigeria as a developing nation and a substantial contributor to global warming (Wang et al., 2022a; Wang et al., 2022b; Long et al., 2015, Long et al., 2017, Long et al., 2018). Considering the aforementioned circumstances, this study seeks to investigate the relationship between CO2 emission, the shadow economy, economic growth, and stock market performance in Nigeria while controlling for trade and financial depth for the first time. To that aim, the extent of the research and econometric approach used in this work makes a significant contribution to the body of knowledge. First, to the state of the art, this research is among the first to concentrate on the effects of Nigeria’s shadow economy on the environment. However, considering the magnitude of the shadow economy in this nation, research of this kind can assist policymakers in understanding the function of the shadow economy in the transition to greener development. Second, a valuable contribution to the body of extant literature is related to the focus on Nigeria’s stock market development in terms of environmental degradation, which was not taken into account in earlier studies. Third, dynamic Autoregressive Distributed Lag (DARDL) simulations, a novel method developed by Jordan and Philips (2018), are used to supplement the flexible ARDL modeling strategy, which only generates complex in-sample parameters. In essence, this approach depicts how an environmental indicator reacts to potential shocks from a certain regressor over a defined time frame.
The next sections of the study are framed in the following way: the next part reviews pertinent literature and Section 3 shows the data source, an empirical model, and an econometric procedure. The results of the econometric investigation are illustrated in Section 4 before being discussed in Section 5. The conclusion of the research with some policies and future research directions is covered in Section 6.
2 LITERATURE REVIEW
2.1 Nexus between shadow economy and CO2 emission
The corpus of research on the relationship between the shadow economy and environmental quality is expanding. However, various nations have diverse findings on this link. Imamoglu (2018) examined the correlation between the extent of the shadow economy and CO2 emissions in Turkey from 1970 to 2014. According to the report, increased production-related environmental pollution is being slowed down by the rise of the informal economy. The informality–environmental quality nexus for 22 sub-Saharan African nations between 1991 and 2005 was revisited by Nkengfack et al. (2021) using the ARDL technique. Higher shares of the shadow economy are observed to affect CO2 emissions in both short and long terms, especially in lower-middle-income nations, in accordance with the scale impact of the shadow economy.
On the contrary, several research studies have confirmed the deregulation impact of informality on the environment. According to Abid (2015), the shadow economy in Tunisia expands at the expense of the environment, as measured by carbon dioxide emissions, similar to the official sector’s work. Based on a co-integrated VECM model design, this monotonically positive connection has persisted from the years 1980 through 2009. Similarly, Chen et al. (2018) investigate how environmental laws and the scale of the shadow economy affected environmental quality in 30 Chinese regions between 1998 and 2012. The effectiveness of environmental controls is reduced by the shadow economy, which increases the environmental costs of production activities. Similar to this, Baloch et al. (2021) assessed the environmental hazards brought on by the expansion of the shadow economy. The analysis confirms that the principal sources of CO2 emissions are greatly increased by subterranean economic activity.
According to Shao et al. (2021), the shadow economy might be used as a tool to control production-related environmental concerns. The panel data threshold regressions and co-integration methods show that the shadow economy exhibits unfavorable short- and long-term relationships with gas emissions. On the other hand, Mazhar and Elgin (2013) used data from more than 100 nations between 2007 and 2010 to demonstrate the veracity of the deregulation impact at the global level. The study explains how environmental contamination occurs when there is unregulated commercial activity. In particular, the implementation of strict environmental regulations in the official sector would cause the shadow economy to grow, which in turn will increase carbon dioxide emissions. Canh et al. (2019) found the link between the shadow economy and the emission of greenhouse gases, such as N2O, CH4, and CO2, for 106 nations. The effect of the shadow economy on economic growth and CO2 emissions in ECOWAS nations was empirically explored by Camara (2022). The results show that the shadow economy reduces economic growth and CO2 emissions. The effect of the shadow economy on economic development, however, is greater and more substantial than the effect on CO2 emissions. Contrary to the findings mentioned above, there is variability in the informality–environmental quality connection even in nations with comparable levels of institutional quality, development, and income. Recent research on South Asian nations by Sahail et al. (2021) showed that the rise of the subterranean economy only lowers CO2 emissions in India.
2.2 Nexus between the stock market and CO2 emissions
Shobande and Ogbeifun (2022) examined whether stock market investments increase GHG emissions in Organization for Economic Co-operation and Development (OECD) nations using yearly data from the World Bank from 1980 to 2019. The study uses panel-standard fixed effects, as well as the Arellano–Bover and Blundell–Bond dynamic techniques, to demonstrate that stock–investor confidence is crucial for emission reduction in OECD nations. Furthermore, the findings point to a possible method through which the stock market might impact emissions in OECD nations.
Jaggi et al. (2018) conducted an empirical research study to determine the value of carbon information for investors in the Italian economy. They found that when companies disclose their carbon footprint, the market reacts favorably. In the same way, research in the United States and the United Kingdom found a link between stock investments, carbon disclosure, and emissions (Plumlee et al., 2015; Matsumura et al., 2014; Middleton, 2015; Jahanger et al., 2021a; Usman and Jahanger, 2021; Usman et al., 2021a; Jahanger et al., 2022a, Jahanger et al., 2022b; Li et al., 2022; Wang et al., 2022b). According to Lee at al., (2015), investors are skeptical of carbon disclosure since it impugns investment decisions and stock prices. Institutional investors, according to Jahanger, (2021a); Bolton and Kacperczyk, (2021); Yu and Wang, (2021); Yu and Liu, (2022), apply exclusionary screening in a few major industries based on the direct emission rate. Byrd & Cooperman, (2018); Zeng, et al., (2020), on the other hand, believe that if carbon emissions are not included in investing choices, investors and assets may be exposed to hazards. Zafar et al. (2019) investigated the influence of the stock market, banking sector development, and renewable energy on carbon emissions in the G-7 and N-11 countries using the panel-bootstrap-cointegration technique. They found that the stock market development index has a favorable impact on carbon emissions in the G-7 nations but has a negative impact in the N-11 countries.
Furthermore, Yue et al. (2019) show that the development of stock markets leads to lower energy consumption, particularly in developed stock markets, due to lower financing costs for public and private sectors, allowing for the introduction of advanced energy-saving technologies and improved energy efficiency. Razmi et al. (2019) used the ARDL method to investigate the relationship between two types of renewable energy consumption, stock market development, and economic growth in Iran. The findings show that stock market value influences renewable energy consumption in the long run.
Chnag et al. (2020) investigated whether good stock returns affect changes in CO2 emissions, or vice versa, using a financial market-based technique based on the Granger causality test to assess cause and effect or leader and follower. The empirical data clearly reveal that all statistically significant causation findings from stock market returns to CO2 emissions from coal, oil, and gas are unidirectional, but not the other way around. More crucially, the regression findings show that when stock returns increase by 1%, CO2 emissions from coal burning reduce by 9% across the nations. Furthermore, when stock returns increase by 1%, CO2 emissions from oil combustion increase by 2%. Stock market capitalization and foreign direct investment, according to Nguyen et al. (2021), may contribute to carbon emissions in G6 nations.
2.3 Nexus between financial development and CO2 emissions
Since the global economic crisis, scholars and policymakers have been paying special attention to the link between carbon emissions and financial development, and some believe that financial development may help reduce carbon emissions. Thus, Adebayo et al. (2022) used historical data from 1969 to 2019 to examine the effects of financial development on CO2 emissions in the MINT nations. These findings suggest that in the MINT countries, there exist strong feedback causal relationships between financial development and CO2 emissions in sub-sampled periods. According to the author, the Chinese economy’s financial expansion is a major generator of carbon emissions. Zaidi et al. (2019) investigated the dynamic relationship between globalization, financial development, and carbon emissions in Asian Pacific Economic Cooperation nations, and their findings revealed that financial development decreased carbon emissions in the short and long run. Tsaurai (2019) observed that financial development had a favorable impact on carbon emissions in Africa. Based on their analysis of the influence of financial development on carbon emissions in 155 established, emerging, and developing countries, Jiang and Ma (2019) concluded that financial development had a beneficial impact on carbon emissions.
Using an extended approach of moments, Acheampong et al. (2020) evaluated financial-market trends and carbon-emission intensity in 83 nations. They found that the influence of financial market growth on carbon emission intensity varied depending on the stage of financial development in each country. Shobande and Asongu (2021) investigated the causal relationship between financial development and climate change in Eastern and Southern Africa, concluding that financial growth had a negative influence on carbon emissions. Using regional panel data from 1997 to 2011, Xiong et al. (2017) demonstrated that financial development might enhance the environment. Gök, (2020) used a meta-analysis to show that financial development leads to environmental degradation. Financial development, according to Acheampong (2019), enables businesses to acquire the lower-cost financing required to deliver environmentally friendly technologies. Khan et al. (2021) revealed that financial development might assist in reducing carbon emissions for a panel of 184 nations. Using a cross-sectionally augmented, autoregressive-distributed-lag model, Shen et al. (2021) found that financial development had a favorable influence on carbon emissions in the Chinese economy. In China, Li and Wei (2021) repeatedly found a link between financial development and carbon emissions. Xu et al. (2018) investigated the role of financial development on environmental degradation in Saudi Arabia between 1971 and 2016, using a globalization and power consumption model. Financial development, according to empirical evidence, leads to CO2 emissions and lowers environmental quality.
2.4 Nexus between economic growth and CO2 emissions
In empirical studies, the link between economic growth and environmental pollution has been well-documented. A variety of studies were evaluated, encompassing many nations, variables, and methodology. Zhang et al. (2021) found that economic growth had a beneficial influence on CO2 emissions. Using data from 1971 to 2014, Adebayo and Kalmaz (2021) used ARDL, FMOLS, and DOLS methodologies to find a positive interaction of economic growth on CO2 emissions in Egypt. Adebayo (2020) discovered that economic development had a beneficial impact on CO2 emissions in Mexico. Prastiyo et al. (2020) used the ARDL approach to find favorable effects of economic growth on CO2 emissions for Indonesia from 1970 to 2015. Using annual data from 1981 to 2016, Odugbesan and Adebayo (2020) discovered the beneficial effects of economic growth on CO2 emissions in Nigeria. Nondo and Kahsai (2020) used the ARDL technique to show that economic expansion had a favorable impact on CO2 emissions in South Africa from 1970 to 2016. Kirikkaleli and Kalmaz (2020) discovered the favorable effects of economic development on CO2 emissions in Turkey from 1960 to 2016.
A number of studies have also shown that economic expansion has a favorable impact on CO2 emissions in a group of countries. Between 1980 and 2019, the study by Maâlej and Cabagnols (2020) showed the influence of economic growth on carbon emissions in a number of West African nations. Vo et al. (2019) discovered that CO2 emissions are positively related to economic growth in ASEAN. Using the data for MINT nations with temporal coverage from 1980 to 2018, Adebayo et al., (2020) discovered a positive relationship between economic growth and CO2 emissions. Wang et al. (2019) also found that economic expansion increases CO2 emissions using the DSUR approach and data from APEC nations from 1990 to 2014. Using the STIRPAT and ARDL techniques, Zmami and Ben-Salha (2020) investigated the beneficial effects of economic development on CO2 emissions in GCC nations between 1980 and 2017. According to Teng et al. (2020), economic expansion has a favorable impact on CO2 emissions in OECD nations.
3 DATA AND METHODS
3.1 Data and model
The present study tends to assess the drivers of carbon emissions in Nigeria. In doing so, we utilized a yearly dataset spanning from 1981 to 2019. The dependent variable is carbon emission CO2, which is gathered from the British Petroleum database and measured as metric tons per capita. The independent variables are GDP which is obtained from the World Bank database is and measured as GDP per capita constant 2010 USD; trade is also gathered from (World Bank 2020) database and is measured as Total export plus import (% GDP); financial depth is obtained from both the IMF and IFS databases, and it is measured as Liquid liabilities (M3 and M1) to GDP (%); stock market capitalization is obtained from the Central Bank of Nigeria database, and it is calculated as stock market capitalization; and shadow economy is obtained through author computation and is measured as the currency demand approach. Table 1 presents a summary of the variables of investigation.
TABLE 1 | Date description.
[image: Table 1]For the aforementioned selected variables, this research trailed prior empirical works by Dada, et al. (2021) by incorporating stock Market capitalization and financial depth into the model. The effect of stock market capitalization, shadow economy, economic growth, trade, and financial depth on CO2 emissions is presented in Eq. 1.
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where the intercept is depicted by [image: image], the coefficients of the independent variables are depicted by [image: image] and the error term is denoted by [image: image]. To prevent non-normality and heteroscedasticity concerns, and to compute the elasticities, all variables are incorporated in the model using log transforms, as recommended by Kirikkaleli et al. (2021) The GDP coefficient is anticipated to be positive since most developing nations such as Nigeria favor economic expansion while giving little attention to the quality of the environment. Financial depth is expected to be negative if eco-friendly and positive in not ecofriendly. Trade influence on the environment is separated into three groups: composition, technique, and scale (Adebayo et al., 2021). In summary, the scale effect shows that increased volume of trade has an influence on energy usage and production which ultimately leads to an increase in CO2 emissions. The composition stage includes the allocation of exchanged products. In terms of the technique effect, trade openness often results in a cleaner environment as a result of enhanced industrial processes as a result of technological innovation and efficient utilization of energy, both of which are commonly associated with cross-national trade. We anticipate the effect of the shadow economy on CO2 to be negative if ecofriendly and positive if not ecofriendly. Last, we expect the effect of stock market capitalization on CO2 to be negative if eco-friendly and positive if not ecofriendly.
3.2 Methodology
3.2.1 ARDL bounds testing method
The ARDL bounds testing technique was created by Pesaran et al., (2001) to examine long-run connections among variables with a mixed integration order [I(1) or I(0)] but not I(2). The dependent variable in this approach must be I(1). The preceding unconstrained error correction model is utilized to assess the cointegration of the variables after these requirements are met.
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where the difference operator is denoted by [image: image], the intercept is represented by [image: image], the selected optimal lags are denoted by a, b, c, d, e, and f, the short-run coefficients are denoted by [image: image], the long-run coefficients are illustrated by [image: image], and the regressor term is denoted by [image: image]. The alternative and null hypotheses in Case II (restricted intercept and no trend) are depicted below:
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The null hypothesis of no cointegration can be refuted if the estimated F-statistic is larger than the critical values of upper bounds determined by Pesaran et al. (2001). Otherwise, the variables do not have a long-term connection.
3.2.2 Dynamic ARDL Model
Intricate specifications, including first differences, lagged differences of variables, and various lag structures, are common in ARDL modeling. To put it in another way, determining the long- and short-run effects of regressors on the dependent variable using an ARDL model with first differences and multiple lag lengths is difficult. Jordan and Philips (2018) created dynamic ARDL (DARDL) produce, which incorporates a dynamic ECM, to reduce this burden. Predicated on the ceteris paribus idea, this approach enables the impacts of negative or positive shifts in an independent variable on the dependent variable to be quantified and visually examined (Hossain et al., 2022a, Hossain et al., 2022b, Hossain et al., 2022c; Agboola et al., 2022; Zhang et al., 2022). As a result, the DARDL framework gives a one-to-one assessment of the connection between dependent and independent variables. The following two requirements must be satisfied in order for the DARDL model to be used: the variables’ integration order must be I(1) (Jordan and Philips, 2018; Islam et al., 2022; Khan et al., 2022). Cointegration of the variables is required (Abbasi et al., 2021). The dependent variable must be I(1) in the first criterion, whereas the regressors can be I(1) and I(0) (Jordan and Philips, 2018). The DARDL model’s error correction equation is illustrated below:
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where the constant term is denoted by [image: image], the error correction term coefficient is depicted by [image: image], short-term coefficients are illustrated by [image: image], long-term coefficients are shown by [image: image], and the error term is depicted by [image: image].
3.2.3 Spectral causality
The study also used spectral causality to investigate the causal relationships among variables. Instead of just observing that they are consistent when integrated across all frequencies and the time-domain Granger causality measure, we specifically try to interpret them at each frequency in terms of causal interactions between the observed processes. The lack of a spectral representation of Granger causality using simple variables from the empirical methods suggests that the autoregressive model should be explicitly considered when interpreting spectral measurements linked to Granger causality. The innovation variables in this model are inherent and have no physical significance. This makes it impossible to solve the result at each frequency by measuring how strongly the causal interactions occur within a specific frequency band. This is not to say that the spectral measures do not help understand the dynamics resulting from the causal interactions, but one should exercise caution when utilizing them to link the causative connections to particular functionally significant rhythms.
4 EMPIRICAL FINDINGS
4.1 Results of descriptive statistics
It has become necessary to analyze the econometric and descriptive attributes of all variables used in the study before ascertaining the role played by the shadow economy, financial development, and stock market performance on environmental pollution in Nigeria. Table 1 reveals that the average content of CO2 generated yearly is 0.62 metric tons, while the minimum metric ton is 0.30, the maximum value of financial depth is 15.02, and the maximum value is 8.46. The average value of the shadow economy in Nigeria is 59.80, which represents a high value, indicating that shadow-environmental pollution represents over 59.8% on the average yearly and on a minimum 42.54% yearly. Furthermore, the mean value of GDP per capita is over $1765.416, with the median as $1573.278; this shows that the GDP per capita in Nigeria is skewed to the right. Trade in Nigeria is relatively low to GDP by 32.30% on the average yearly, while on the maximum representing 53.27% of GDP in Nigeria. The mean value of stock market performance is $5584.306, while the median value represents $472.300. This implies that stock market performance in Nigeria is skewed to the right. Additionally, the standard deviation for the various variables shows that CO2 is the most stable variable within the sample period, while GDP per capita is the most widely dispersed variable from the mean. Again, CO2 and trade from the study have a negative skewness, while others have a positive skewness; all the variables in the study have a platykurtic kurtosis, given that the value of their kurtosis is below 3. The correlation matrix in Table 2 also shows that there is no case of multicollinearity that exists among the variables.
TABLE 2 | Descriptive and correlation matrix of variables.
[image: Table 2]4.2 Results of unit root tests
Given that the choice estimation for the study is the ARDL approach, where it is required to ascertain the level of stationarity of all the used variables in the study and check if the variables are integrated at level or at first difference or integrated of a mixed order, while ARDL estimation breaks at the second difference. The summary of the unit root test is presented in Table 3. The Zivot and Andrews (1992) structural break unit root is presented in Table 4 where all the variables are stationary at the first difference and with structural break identified in 2000, 2002, and 1993 for CO2, economic growth, and shadow, respectively. Against the backdrop Pesaran et al., (2001) agree that the ARDL approach is unbiased, consistent, and the most preferred technique for empirical investigations.
TABLE 3 | ADF and PP stationarity test.
[image: Table 3]TABLE 4 | Zivot and Andrews (1992) unit root test.
[image: Table 4]4.3 Results of ARDL bounds test
It has become imperative to examine the existence of a long-run relationship; the cointegrating relationship among variables should be tested. The outcome of the ARDL bound test is presented in Table 5, which revealed that there exists a long-run relationship among the variables in the study. The H0 of No Cointegration is rejected among the variables at a 5% significant level.
TABLE 5 | ARDL bounds test outcomes.
[image: Table 5]4.4 Results of DARDL long-run estimates
As mentioned, we proceed with the analysis to inspect the dynamic effect of FD, GDP, TRD, SE, and SMCAP on CO2 emission in Nigeria. The long-run results as presented in Table 6 unearthed that economic growth has a substantial significant and positive influence on CO2 emissions. Specifically, the findings suggest that a 1% influence on economic growth will cause carbon emissions to reduce by 0.8697%. Thus, environmental pollution increases as the activities in the economy increase in Nigeria. The results validate those of previous studies (Al-Mulali et al., 2015; Meza et al., 2021; Jahanger, 2022a). This further implies the activities in various sectors of the economy do not encourage environmental quality within the economy.
TABLE 6 | DARDL long-run outcomes.
[image: Table 6]Going forward, a 1% influence in financial development could control environmental quality in Nigeria by 0.0487%. The findings agree with those of previous literature (Kamal, et al., 2021; Usman and Makhdum, 2021) and differ from those of Nasreen et al., (2017); Usman et al., (2021); Yang et al., (2022a). The findings also reveal that trade significantly hastens environmental pollution in Nigeria such that a 1% rise in trade will lead to a proportional increase in environmental pollution by 0.044% significantly. Our findings conform to those of previous studies by Destek et al., (2018); Hundie, (2018) and differ with those of Essandoh et al., (2020). The findings show that Nigeria's main imports reside in energy-related products such as gas, oil, petrol chemical, and other pollutant products, which tend to increase pollution in the environment.
Moving toward the shadow economy, the outcome indicates that the shadow economy has a statistically significant and negative correspondence with CO2 emission. More specifically, the outcome suggests that a possible change in the shadow economy will cause CO2 emissions to reduce by 0.0084% in the economy. This outcome coincides with that of Nkengfack et al. (2021). This implies that the activities of the informal sectors in the production of services and goods do not encourage environmental pollution in Nigeria. However, stock market performance in Nigeria in the long run does not significantly impact environmental pollution at all levels of significant. However, exhibiting a positive influence on CO2 implies that a 1% enhancement in stock market performance will accelerate environmental pollution by 0.0372%. This finding supports that of previous studies (Apergis et al., 2018; Meza, et al., 2021). This shows that activities in the stock market by investors encourage environmental pollution.
4.5 DARDL short-run outcomes
In order to analyze the error correction model (ECM), the ARDL technique provides the prevalence of having an order of series of 1(0) and 1(0) and a mixture of 1(0) and 1(0) where ARDL breaks in 1(2). The DARDL short-run results are presented in Table 7 where the results explore the short-run changes of carbon emission on other aforementioned variables. The ARDL short-run outcomes confirm that financial development has a positive effect on carbon emission in Nigeria such that, a 1% increase in financial development will cause carbon emissions to increase by 0.699%. In contrast, trade has a significantly negative effect on carbon emission; the outcome further revealed that a 1% influence in trade could cause carbon emission to decrease by 0.096%, which helps control the environmental pollution level in Nigeria. Moreover, the role of economic growth, shadow economy, and stock market performance is found to have an insignificant impact on carbon emission in the short run. The value of the ECM confines to theory (indicating a negative sign), with a convergence of 33.37% from the short-run to the long-run equilibrium yearly for all used variables.
TABLE 7 | DARDL short-run results.
[image: Table 7]4.6 Counterfactual graphs of the DARDL model
The DARDL model’s ability to simulate and predict counterfactual changes in the regressor and as a result of a shock to a regressor is one of its key characteristics. While holding all other factors constant, each figure reflects a 10% increase or reduction in the regressor and its effect on CO2 emission. Green dots indicate the anticipated value, while orange-red lines indicate a confidence interval at 75%, orange lines indicate a confidence interval at 90%, and maroon lines indicate a confidence interval at 95%. The graph’s first trend line highlights the short-term effects, while the horizontal line shows the long-term effects with time. The DARDL model’s counterfactual simulations are depicted in the figures below.
Figure 1 demonstrates that a 10% change in GDP per capita has a significant short-term impact on CO2 emissions. However, over time, a 10% increase in GDP per capita positively increases CO2 emissions, and a 10% decrease in GDP per capita negatively reduces CO2 emissions. The impact is greater over the long term than it is in the short term due to the marginal rate of rise from the baseline being larger. Similar to Figure 1, Figure 2 shows that a 10% upsurge or decline in financial development over time has little to no effect on CO2 emissions in the long term, while changes in financial development have an influence on CO2 emissions in the short term. However, because of the dotted line’s tendency to flatten out over time and remain close to the baseline, changes in financial development will not significantly affect CO2 emissions in the long run.
[image: Figure 1]FIGURE 1 | Economic expansion and CO2 emission.
[image: Figure 2]FIGURE 2 | Financial development and CO2 emission.
Following that, it can be deduced from Figure 3 that a 10% increment and decline in the shadow economy index has a considerable short- and long-term impact on CO2 emission. Despite the fact that both scenarios have a significant impact on CO2 emission, the environment can gain more from the increase in the shadow economy index by 10%, while the reduction of the shadow economy index would hamper the environmental quality. Figure 4 further shows that a 10% positive or negative shock in trade openness does not cause substantial changes in CO2 emission in the short and long run since the dotted line remains same over the time. Furthermore, Figure 5 illustrates the 10% positive and negative change in the stock market capitalization and its impact on CO2 emission in Nigeria. It is evident from the Figure that a 10% positive change in the stock market capitalization reduces the CO2 emissions and thereby improves the environmental quality in the long run. On the other hand, the reduction in the stock market capitalization is harmful for the environment since it increases emissions in the environment.
[image: Figure 3]FIGURE 3 | Shadow economy and CO2 emission.
[image: Figure 4]FIGURE 4 | Trade and CO2 emission.
[image: Figure 5]FIGURE 5 | Stock market capitalization and CO2 emission.
4.7 Robustness check
Table 7 also shows the summary of the ARDL diagnostic check conducted to explore the model`s efficiency, reliability, and validity. To check for the stability of the model, the cumulative sum (CUSUM) and cumulative sum of square (CUSUMsq.) test were performed to distinguish the difference in coefficients both in the short run and long run. Thus, Figure 6 sheds light on the fact that the model is well-specified as the blue line lies between the upper and lower critical bounds at a 5% level of significance. This further implies that the variables in the model are relatively stable.
[image: Figure 6]FIGURE 6 | Stability test.
4.7 Spectral causality
The findings from the spectral causality test reveal that in the long run, evidence of causality surfaced from economic growth to CO2 emissions, suggesting that the null hypothesis of “no causality” is refuted at a 10% level of significance (see Figure 7A). Furthermore, at 5% and 10% levels of significance, the null hypothesis of “no causality” is dismissed, which implies that financial development can predict CO2 emissions in the long term (see Figure 7B). On the contrary, in the short and medium term, we found support for the causality running from a shadow economy to CO2 emissions in both the short and medium term at a significance level of 10% (see Figure 7C). Moreover, in the short, medium, and long term, stock market Granger causes CO2 emissions at 5% and 10% levels of significance, suggesting that any policy in the short, medium, and long term directed toward the stock market will impact CO2 emissions (see Figure 7D). Last, evidence of causality surfaced from trade openness to CO2 emissions, suggesting that the null hypothesis of “no causality” is refuted at a 10% level of significance in all frequencies (see Figure 7E). Based on these findings, policymakers in this country should consider these variables when drafting policies regarding CO2 emissions as any shift in these variables will impact CO2 emissions.
[image: Figure 7]FIGURE 7 | (A) Spectral causality from economic growth to carbon emission. (B) Spectral causality from financial development to carbon emission. (C). Spectral causality from shadow economy to carbon emission. (D) Spectral causality from stock market performance to carbon emission. (E) Spectral causality from trade to carbon emission.
5 DISCUSSION OF FINDINGS
The empirical outcomes of the study are elucidated in this section, with a more in-depth and detailed discussion based on the practical repercussion of the findings. The study adopted the use of CO2 emission as an indicator for environmental pollution. Exploring the empirical findings in the context of economic growth, they found that there is a substantial significant and positive relationship of economic growth on environmental pollution in Nigeria. This finding is consistent with the recent studies by Abbasi and Shahbaz, (2021); Jahanger et al., (2021); Khalid et al., (2021); Usman et al., (2021). This finding further implies that the economy of Nigeria is fast growing at the cost of the environment. Again, being an oil producing country, it is expected that there will be a high level of energy consumption and large importation of fossil fuels which is used to increase economic activities within the various productive sectors, and this perceived growth in the GDP growth rate through increased economic activities tends to affect the environment upon which the resultant effect is increase in carbon emission and gross environmental pollution. Again, the effect of the shadow economy which represents the activities of the informal sectors of the economy revealed that the shadow economy has a negative and significant impact on the environment. This finding is in line with that of new studies Nkengfack et al. (2021) that based on the unrecognized activities of the informal sector by the government where this sector has exempted itself from high taxes of government, social security contributions, and heavy regulation, and it is based on this new norms that the influence of this sector to the economy with respect to environmental pollution is relatively low and negative.
Establishing the environmental influence of financial development, and stock market performance on carbon emission in Nigeria based on empirical finding is revealed to have a positive influence on environmental pollution over the long-run period. This established findings conforms to those of new studies by Ahmad et al., (2021) and differs with those of Assi et al., (2020; Usman et al., (2021). Unarguably, the Nigeria financial sector does not have a well-organized financial institution and a stock market that can motivate environmental sustainability through the employment of stringent regulations that will increase funding to the productive sectors of the economy to adopt the installation of renewable energy and green technologies in Nigeria, where this gesture will steel up advocacy through the financial system and stock market in reducing the environmental pollution in Nigeria. Moving toward the impact of trade on environmental pollution is both positive and statistically significant in Nigeria. This finding agrees with that of previous studies (Al-Mulali et al., 2015; Le, et al., 2016; Twerefou et al., 2017) where trade openness facilitates environmental damages to the economy. The Nigerian economy holds oil and fossil fuel electrical, electronic, and fuel-powered vehicles as its main imports, and the trade tends to elevate environmental pollution in Nigeria.
6 CONCLUSION, POLICY IMPLICATION, AND FURTHER SCOPE
This study examines the impression of economic growth, financial development, trade, stock market performance, and shadow economy on environmental pollution from 1981 to 2019 in Nigeria. The unit root outcomes signified that all variables follow the same integration order. The study, therefore, used the ARDL method to estimate both the long–run and dynamic short-run among all used variables in the study. The ARDL bound test confirms the existence of a long-run relationship among the concerned variables. The dynamic short-run empirical outcomes revealed that financial development and trade significantly impact environmental pollution in Nigeria, with financial development having a positive influence on carbon emission, while trade improves environmental sustainability in Nigeria in the short run. Other variables such as economic growth, shadow economy, and stock market performance do not significantly impact environmental pollution in Nigeria in the short term. The error correction model suggests the convergence of 33.3% from the short-run to the long-run equilibrium yearly. The ARDL long-run empirical results revealed that economic growth, trade, financial development, and stock market performance significantly increase environmental pollution, with a 1% impact of economic growth, trade, financial development, and stock market performance causing a substantial increase in environmental pollution by 0.867%, 0.044%, 0.048%, and 0.0372%, respectively.
Furthermore, the long-run outcomes revealed that the shadow economy significantly improves environmental sustainability and quality in Nigeria. Specifically, a 1% increase in the shadow economy will cause carbon emissions to reduce by 0.0084%. Moreover, the spectral Granger causality test revealed that there is a unidirectional causality that exists from economic growth to carbon emission, from trade to carbon emission, from trade to carbon emission, from shadow economy to carbon emission, from financial development to carbon emission, and from stock market performance to carbon emission in Nigeria.
The empirical findings of this study and its policy implications are as follows: the study found that financial development and stock market performance have a positive impact on environmental pollution issues in Nigeria. This further reveals that the activities of the financial institution and stock market in Nigeria are aimed at and worsen environmental sustainability in Nigeria. This implies that policy makers within the financial climate and stock market should bring out stringent measures that will cause a financial institution to invest in renewable and green energy. This can be carried out through loan and credit support to the productive sectors of the economy, thereby encouraging them to cultivate the use of green technologies that will curb environmental pollution in Nigeria.
Economic growth has a positive and significant effect on environmental pollution in Nigeria both in the long-run and short-run period. This implies that growth in GDP is detrimental to the environment. This implies that the government of Nigeria employs an efficient-energy scheme that can promote a green economy; this can also be carried out by encouraging renewable energy installations for energy use while encouraging local investors and manufacturers to adopt eco-friendly energy means in production as this will curb further pollution to the environment in Nigeria. Shadow economy is negative but significant to carbon emissions in Nigeria. This outcome suggests that shadow economy accelerates environmental quality in Nigeria; this finding implies that the shadow economy in Nigeria is not yet familiarized with the formal sector; this could be due to high taxes and social security contributions, among others. However, to sustain the environmental quality of the informal sector, the government should formalize green-based economy where the size of the shadow economy will be included while the government enforces environmental laws that will be effective for the informal sector, thereby promoting a sustained economy. Again, the study discovered a unidirectional causality from trade to carbon emission in Nigeria. This implies that trade is useful to environmental quality in Nigeria. This study recommends that government should promote the trade of eco-friendly products into the economy and also increase tariffs on goods that will adversely affect environmental quality in Nigeria.
Further research can supplement this study in the following ways by considering the role of energy use and utilization, shadow economy, financial development, and stock market performance on carbon emission. Again, considering the role of institutional quality and another normative antecedent of environmental pollution, future studies can adopt the ARDL quantile regression or the nonlinear autoregressive distributed lag (NARDL) technique for analysis.
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As the largest trading nation in the world, there have been substantial foreign trades (export and import) between China and other countries. Meanwhile, it is also one of the major forces for China’s emission reduction. This article applies the panel data of 30 provinces for the period 2004–2017 to investigate the effect of foreign trade on China’s green total factor energy efficiency (GTFEE). The slack-based measure (SBM) model is employed to calculate the provincial GTFEEs. Subsequently, the empirical results of the basic linear regression model revealed that both export and import promoted the region’s GTFEE, on which the import particularly has more effects than the export. Moreover, the spatial Durbin model (SDM) exhibited that the increase in import will not only present a positive influence on the GTFEE of the region, but also will improve the GTFEEs of the surrounding provinces through the spatial spillover mechanism. Although the increase in export will also exert a positive influence on the GTFEE of the local area, it will impose a significant negative impact on the GTFEEs of the surrounding regions. The results of this study provide important policy implications for the optimization of trade structure and high-quality development of the Chinese economy.
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1 INTRODUCTION
Since the reform and opening-up, China has already made substantial achievements in economic development to become the second largest economy in the world, and scholars indicate that foreign trade has turned into a powerful engine to continually drive economic growth (Hu and Tan, 2016; Kong et al., 2020). In 2001, China obtained membership in the World Trade Organization (WTO), since which its trade development has achieved remarkable results (Yu and Luo, 2018). In 2010, China became the largest country in trading goods (Jarreau and Poncet, 2012; Caporale et al., 2015). By the end of 2019, China’s values of export and import had reached 2.50 and 2.08 trillion dollars, respectively (China’s Ministry of Commerce, 2019), ranking first and second in terms of countries. With the rapid economic development, China’s environmental problems have become increasingly severe. In 2014, China had become the world’s largest CO2 emitter, whose carbon emissions accounted for about 27.5% of the global emissions (Li and Wang, 2019). According to the Paris Agreement, the intensity of carbon emissions per GDP in China will drop by 60%–65% in 2030 compared with 2005 (Ma et al., 2017; Wang K et al., 2019). Generally speaking, the export-oriented model to drive economic growth is no longer sustainable for China.
At present, how to optimize trade structure and promote the green economy has posed a challenge for China’s government. Thus, this article selects the GTFEE to reflect the emissions and economic achievements in China (Wu et al., 2020a). It will focus on studying the impact of foreign trade on China’s GTFEE, which attaches great significance to improving the trade structure and achieving the high-quality development of the economy in China.
The contributions of this study are as follows. First, most of the previous research on the export impact on economic growth without considering import separately (Mania and Rieber, 2019; Jalles and Ge, 2020). We attempt to research the impacts of foreign trade on GTFEE. Second, the empirical result of this article draws new conclusions, foreign trade has two ways of exporting and importing, which positively impact China’s GTFEE. More importantly, the impacts of import on GTFEE are greater than those of export. Finally, the generalized method of moments (GMM) is used to solve endogeneity problems between variables. The export and import have spatial effects on GTFEE, which are examined with the Spatial Durbin model (SDM).
This article endeavors to provide a better understanding of connections between foreign trade and GTFEE, which is of great significance to the transformation of trade pattern and high-quality development of economy in China.
The remainder of this article is organized as follows: Section 2 presents a literature review. Section 3 introduces the methodology. Section 4 describes the variables and data sources. Section 5 presents an empirical analysis. Section 6 concludes the paper.
2 LITERATURE REVIEW
At present, scholars mainly focus on three aspects of the foreign trade impact on GTFEE: carbon emissions, energy efficiency, and technology.
First, scholars have long been concerned with the problem of carbon emissions brought by foreign trade. The impact of foreign trade on global carbon emissions during 1995–2009 was examined by Wang and Ang (2018), whose results showed that a large amount of emissions had been generated. Based on the instrumental variables, Managi et al. (2009) suggested that the influence of foreign trade was significantly heterogeneous among different countries. From the perspective of export effects on carbon emissions, Dietzenbacher et al. (2012) found that ordinary export brought more emissions than the processing trade. Besides, from the regional and industrial perspectives, Yan et al. (2020) calculated the amount of carbon emissions produced by export in China. In summary, scholars have conducted profound studies on the impact of foreign trade on CO2 emissions and generally believed that foreign trade was one of the most important factors affecting carbon emissions.
Second, numerous scholars have also studied the impact of foreign trade on energy efficiency. Most of them focused on exports. Taking Latin America as the research object, Egger and Url (2010) found that the growth of export had become a crucial factor in the lack of energy supply in Austria. Kohler (2013) got the same conclusion when he took South Africa as the object. As for China, the significant correlation between its foreign trade and energy consumption during 1971–2011 was proved by Shahbaz et al. (2013). Besides, Farrow et al. (2018) and Zhang et al. (2017) pointed out that export structure was also an important factor affecting energy efficiency.
Third, Almodovar et al. (2014) firstly researched the effect on technological progress from foreign trade. Since then, it has been regarded as one of the most significant channels for transnational technology spillover (Parrado and De Cian, 2014; Yuan and Ya-Li, 2014; Tientao et al., 2016; Ho et al., 2018). Clerides et al. (1998) and Sharma (2018) indicated that trading enterprises could learn advanced clean technology and management experience from the developed countries through trade. Besides, participating in the fierce international competition required domestic enterprises to continuously improve technology and product quality to meet stricter demands (Revesz, 1992; Korves, 2011).
In addition, the spatial spillover effect on technology is one of the main topics that scholars focus on. By using SDM, Pan et al. (2020a) found that the Outward Foreign Direct Investment (OFDI) exerted a significant spillover effect on the Green Total Factor Productivity (GTFP) of neighboring provinces. With the application of SLM, Zhang et al. (2018) found that carbon productivity also exerted the spatial spillovers effect. Trade is an important way of cooperation, and its technology spillover effect should also attract more attention.
According to the related research above, it is not difficult to discover that many scholars have already studied the relationship between foreign trade and green development from different perspectives. However, few scholars have ever researched the impact of foreign trade on GTFEE and distinguished the heterogeneity between the export and import. Compared with the direct adoption of carbon emissions, energy consumption, and technology as variables, GTFEE could have considered more factors. Meanwhile, studying the impact of foreign trade on GTFEE is more consistent with China’s current reality of high-quality economic development. Moreover, this article studies the local and peripheral effects of reverse technology spillovers from foreign trade and whether the export and import can improve the GTFEEs of neighboring areas through a spatial spillover mechanism.
3 METHODOLOGY AND DATA
3.1 Calculating method of the GTFEE
Academia has obtained fruitful results in research on energy consumption and efficiency (Wu et al., 2020b). However, the undesired output is rarely included in the indices of energy efficiency at present (Li and Hu, 2012; Li and Lin, 2017). Chung et al. (1997) firstly considered the undesired outputs and named them the Directional Distance Function (DDF). Since then, multiple expansion models continued to be produced, such as the Banker–Charnes–Cooper (BCC) model, the Malmquist index model, and the SBM models (Banker and Cooper, 1984; Tone, 2001; Long and Xiaozhen, 2010; Wang Z et al., 2019). According to the previous research and the reality of China’s economic development, this article applies the superefficiency SBM-undesirable model to measure the GTFEEs of 30 provinces in China from 2004 to 2017.
Hypothetically, there are n number of DMUs (provinces in China) at time t, l kinds of input factors to production, M types of desirable outputs, and K types of non-desirable outputs for each DMU. The input set, desirable output set, and non-desirable output set of each DMU are expressed as [image: image], [image: image], and [image: image], respectively. Among them, l = 3 corresponds to the capital stock (K), labor (L), and energy consumption (EU). Using the “Perpetual Inventory Method” (PIM) and following the research methods of Dey-Chowdhury (2008) and Dong and Cen (2011), the capital stock is calculated from the fixed-asset investments and their price indexes of every province by the equation presented as follows:
[image: image]
where Ki,t, Ki,t-1, and Ii,t denote the capital stock (K) of province i in year t, the capital stock (K) of province i in year t-1, and the values of new capital investment of province i in year t, respectively. [image: image] is the depreciation rate, whereas the research of this article is inclined to set the capital depreciation rate of each province uniformly as 10.96% (Shan, 2008; Liu and Xin, 2019).
In addition, m = 1 corresponds to the GDP of each province, whereas k = 3 corresponds to the discharge of industrial wastewater, the discharge of industrial solid waste, and carbon emissions.
Finally, this article will be based on the superefficiency SBM-undesirable model, which incorporates undesired outputs into the efficiency study. As shown in formula 2, each province’s GTFEE is calculated individually:
[image: image]
3.2 Econometric model setting
Exploring the impact of foreign trade on GFTEE and following the research of Copeland and Taylor (2004), Chen and Golley (2014), and Li and Wu (2020), this study establishes the specific model as follows:
[image: image]
[image: image]
where export and import individually indicate the foreign trade levels, i represents every province, t represents the year, EI indicates the economic development, RD indicates the investment in Research and Development (R&D), IS indicates the industrial structure, ER indicates the environmental regulation, UR indicates the urbanization rate, and α and β are parameters, respectively. Besides, EI is expressed as the scale effect, RD is expressed as the technology effect, IS and UR are expressed as the structure effect, respectively (Feng et al., 2017; Cheng et al., 2018; Yuan and Xiang, 2018).
Based on existing research, the GTFEE may be affected at an earlier stage. According to the method proposed by Wu et al. (2020b), this study also integrates the lagging one-stage variable (GTFEEi,t-1) into the following formula:
[image: image]
3.2.1 Spatial Durbin model

1) Spatial analysis methods
As mentioned earlier, there are spatial heterogeneity and spatial correlations of foreign trade between different regions. GTFEE of a certain region will be affected not only by the level of its local trade, but also by its neighboring regions. Before performing the spatial econometric analysis, it is essential to test the spatial correlation of these variables (Pan et al., 2019a; Pan et al., 2019b).
The Moran Index (Moran’s I) is applied to identify the spatial correlation between the province samples. The calculation method of Moran’s I is shown as follows:
[image: image]
In formula 6, [image: image] ,[image: image]. GTFEE of province is represented by xi and n represents all the 30 provinces. [image: image] represents the average of GTFEEs, and the variance of GTFEE is represented by [image: image]. The range of Moran’s I is from −1 to 1. When Moran’s I > 0, it shows a positive spatial dependence. When Moran’s I < 0, it implies a negative spatial dependence. When Moran’s I = 0, it indicates no spatial autocorrelation.
2) Construction of spatial weight matrix
Constructing a spatial weight matrix is the basis for establishing a spatial econometric model. Given the geographical spaces and economic discrepancies between different provinces, there have been three spatial weight matrices to be selected, including the ones of geographic adjacency, geographic distance, and economic distance (Li K et al., 2018) as follows:
Geographic adjacency spatial weight matrix (W1).
[image: image]
In the matrix above, if province i owns a common boundary with province j, it means W1 = 1; otherwise, W1 = 0.
Geographic distance’s spatial weight matrix (W2):
[image: image]
In the matrix above, disi,j is the straight-line distance between the capitals of provinces i and j.
Economic distance’s spatial weight matrix (W3):
[image: image]
In the matrix above, yi and yj are individually represented as the per capita GDP in provinces i and j and W3 is expressed as the reciprocal of the absolute value of the gap between the economic levels of these two provinces.
3) The design of SDM
After the spatial correlation test, this article intends to apply a spatial econometric model to study the spatial effects. There have been three applicable kinds of spatial econometric models: the Spatial Lag Model (SLM), Spatial Error Model (SEM), and SDM. However, as some scholars have argued, SDM can capture the spatial correlation between dependent variables and the spatial spillover effects of independent variables more effectively than SLM and SEM. Thus, this article employs SDM to study the influence of trade on GTFEE and its spillover effects. This model is accordingly established as follows:
[image: image]
where trai,t indicates either export or import; X is a series of control variables; Wi is a spatial weight matrix; and α, ρ, and β are the parameters.
3.3 Data sources and variables selection
3.3.1 Explained variables
Green total factor energy efficiency (GTFEE) is the explained variable in our basic model and SDM model. It is calculated by formula 2 in Section3.1.
3.3.2 Explanatory variables
Foreign trade (trai,t) is the most important explanatory variable in our model, including export and import values. Export mainly refers to the flow of goods from the region to other countries, and import mainly refers to the flow of goods from other countries to the region.
3.3.3 Control variables
We added multiple control variables to the model to minimize or even avoid the estimation bias caused by missing variables. These control variables are explained as follows.
1) Economic development level (EL): the per capita GDP measures the level of provincial economic development (Josep et al., 2005; Hao et al., 2020).
2) Research and Development ((R& D) investment: R&D investment is also one of the important factors in promoting technological progress. The ratio of research investment to GDP is used to measure the R&D ((Lin and Zhao, 2016).
3) Industrial structure (IS): the share of GDP in the secondary industry is used to measure the industrial structure. The secondary industry is a large energy user. This is the original intention of adding the variables. Thus, the higher the proportion of the total secondary industry, the more the emissions and the lower the GTFEE (Liu and Bae, 2018; Wu et al., 2019; Hao et al., 2020).
4) Environmental regulation (ER): Porter and Linde (1999) put forward the Porter hypothesis, suggesting that the enterprise can achieve a win-win situation between economic growth and environmental protection through ER. Here, the ratio of environmental governance investment to GDP is used to measure the ER (Lanoie et al., 2008; Nesta et al., 2014; Wu et al., 2020a).
5) Urbanization rate (UR): according to the research of Zhang et al. (2015) and Li M et al. (2018), the share of the non-agricultural population relative to the total population is used to measure the UR.
3.3.4 Data sources
The sample data set is the panel data of China’s 30 provinces from 2004 to 2017. The main data comes from the China Statistical Yearbook, China Science and Technology Statistics Yearbook, China Energy Statistical Yearbook, China Environmental Statistics Yearbook, Wind Database, and National Bureau of Statistics. Taking into the lack of data in Tibet and the availability of data in Hong Kong, Macau, and Taiwan. The research objects are 30 provinces except for Tibet, Hong Kong, Macau, and Taiwan. In order to eliminate the impact of the price factor on the results, increase the data stability, and reduce size impact, EI, export, and import values have been represented by logarithm. Here, the descriptive statistics of the data are given in Table 1.
TABLE 1 | The descriptive statistical analysis of variables.
[image: Table 1]4 RESULTS AND DISCUSSIONS
4.1 Foreign trade in China
4.1.1 Export in China
Table 2 reveals that the proportion of exports in eastern China to the total exports is much higher than that in the central and western regions during the sample period. From 2004 to 2017, the average proportion of exports in eastern China to the total exports was 89.90%, compared with just 5.50% and 4.50% in central and western China. The top three regions of total exports are Guangdong (29.21%), Jiangsu (15.91%), and Zhejiang (11.22%), respectively, all in eastern China. By contrast, the last three ones are Hainan (0.15%), Ningxia (0.11%), and Qinghai (0. 04%), respectively, all in western China. Obviously, the eastern regions located in the coastal areas play an irreplaceable role in China’s exports.
TABLE 2 | China’s exports in 2004–2017.
[image: Table 2]4.1.2 Import in China
Table 3 shows that the average proportion of imports from eastern China in the total is 88.10%, compared with only 6.10% and 5.80% from central and western regions, respectively. More notably, the top three proportions of imports are from Guangdong (24.54%), Beijing (16.46%), and Shanghai (14.04%), all in eastern China. However, the last three proportions of imports are from Guizhou (0.09%), Ningxia (0.05%), and Qinghai (0.02%). Generally speaking, the eastern coastal regions hold a dominant position in China’s export and import, which is the main frontier for reform and opening-up. Among all these regions, the development of trade in China is very uneven, which must attract attention and solutions during the process of high-quality economic development.
TABLE 3 | China’s imports in 2004–2017.
[image: Table 3]4.2 China’s GTFEE
Based on the calculation methods of GTFEE above, this study has measured the GTFEEs of these three regions1. The results are exhibited in Figure 1. From 2004 to 2017, the results show an upward trend in China’s average GTFEE from 0.526 to 0.595. From the perspective of the region, both the central and western ones presented the GTFEEs lower than the national level. However, the GTFEE of the eastern region turned out to be higher than the national average. From 2004 to 2017, the gap between GTFEEs of eastern and central regions widened from 0.107 to 0.237, whereas the gap between GTFEEs of eastern and western regions broadened from 0.227 to 0.358. There has been an upward trend in GTFEE moving to the eastern regions from the central and western regions. Although there is a high level of coordination between economic growth and environmental performance in the eastern regions, there remain significant regional differences in China, which should be considered when making related policies.
[image: Figure 1]FIGURE 1 | Three regional static green total factor energy efficiency.
1 According to the No. 33 (2000) document of China, this study divides 30 provinces into three regions: the eastern region (including 11 provinces, i.e., Beijing, Tianjin, Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangzhou, Hainan, and Liaoning.), the central region (including eight provinces, i.e., Shanxi, Anhui, Jiangxi, Henan, Hubei, Hunan, Jilin, and Heilongjiang.), and the western region (including 11 provinces, i.e., Inner Mongolia, Guangxi, Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Qinghai, Ningxia, and Xinjiang.).
4.3 Baseline regression results and discussion
According to the methodology, this study applies the regression methods of Fixed Effect (FE) and Random Effect (RE) to estimate the formulas of (3) and (4). Meanwhile, in order to address the possible endogeneity problem between export, import, and GTFEE while improving the robustness of the results, the generalized moment method is adopted to conduct the estimation.
The empirical results are shown in Table 4 and Table 5, respectively. The selection of instrumental variables is reasonable because the Hansen test and the Auto-Regressive AR(2) estimation results present no second-order sequence correlation of the random error terms (Blundell and Bond, 1998). The specifics of the results are as follows: firstly, the coefficients of export and import are both positive and they are both significant at the 1% level. In other words, an improvement in export or import will inhibit an improvement in GTFEE. Secondly, the coefficient of export (0.003) is lower than that of import (0.009), which means that the import impacts GTFEE more significantly than the export trade does. In fact, China has strongly promoted the processing trade since the last century (Byrne et al., 1996; Ma et al., 2014). Processing trade accounts for over 50% of China’s total exports (He and Wang, 2020). Some scholars found that an excessive proportion of processing trade was one of the most important factors to lower productivity (Lu et al., 2010; Ma et al., 2014; Dai et al., 2016; Manova and Yu, 2016). Meanwhile, other scholars indicated that the enterprises can absorb advanced technology through import, which was a significant source of technological progress and a key driving force for improving GTFEE (Grossman and Helpman, 1991; Coe and Helpman, 1995; School of Earth Environment, University of Leeds, Leeds, UK, 2016). Thirdly, the sign of the EI coefficient among other variables is positive and statistically significant at the 1% level, which shows a higher level of economic development and a higher degree of GTFEE. The sign of the UR coefficients is negative and statistically significant at the 1% or 5% level. With progressive urbanization, China’s population and industries have inundated the cities and significantly increased energy consumption and environmental pollution in China (Sheng et al., 2020; Sun and Huang, 2020). The sign of R&D coefficients is also positive and statistically significant at the 1% level, which exhibits that technological innovation considerably reduces carbon emission by improving the GTFEE. The coefficients of the IS are significantly negative at the 1% or 10% level, which indicates that IS plays a significantly negative role in raising the GTFEE. The results also present that the coefficients of ER are negative, and the coefficients of square term (ER 2) are positive, which are both significant at the 1%, 5%, or 10% levels. It indicates a “U-shaped” relationship between the ER and GTFEE. Before the turning point, ER showed a “green paradox” effect and after the turning point, it showed an “emission reduction effect” (Cheng et al., 2017; Huang and Lei, 2021; Wu et al., 2020a).
TABLE 4 | Estimation results of the basic model for export.
[image: Table 4]TABLE 5 | Estimation results of the basic model for import.
[image: Table 5]4.4 Spatial results and analysis
4.4.1 Spatial autocorrelation analysis
Moran’s I is an effective tool for explaining spatial correlation. According to formula (6), Moran’s I test results of spatial correlation of GTFEE under three different matrices of weights are individually shown in Table 6. During 2004–2017, Moran’s I of the GTFEE are positive and statistically significant, which indicates that the GTFEE of China presented significant characteristics of spatial agglomeration.
TABLE 6 | Moran’s I value of GTFEE during 2004–2017.
[image: Table 6]Moreover, the degree of spatial dependence exhibits a growing uptrend.
4.4.2 Estimation of the SDM model
In order to make the estimation structure more reliable, this study applies three different matrices of spatial weight to estimate the SDM. Following the Hausmann test, this study chooses the FE model in the form of space-fixed, time-fixed, and time-space double-fixed effects. Finally, according to the likelihood function values and goodness of different fixed effects, this study reports the results of the double-fixed one. Its regression results are listed in Table 7.
TABLE 7 | Estimation of the SDM.
[image: Table 7]The coefficients of export and import are all significantly positive under W1, W2, and W3, presenting that both export and import can promote the growth of provincial GTFEEs. From another perspective, no matter what spatial matrix is adopted, the spatial lag terms of export and import are always positively significant, which also passed the significance test of the 1% or 5% level. This finding implies that the growth of provincial export or import will exert a positive effect on promoting the GTFEEs in the surrounding areas. However, this study can only make a preliminary judgment according to Table 7. On the contrary, Lesage (2008) and Yang (2019) pointed out that applying point estimation to test the spillover effects may cause model estimation errors.
4.4.3 Direct and indirect effects
Table 8 reveals that the direct estimations under three different spatial weights of export are all positive and significant, which indicates a positive influence on the region’s GTFEE growth. However, the indirect effects of export are negative and significant under three different spatial weights, and all passed the significance test of the 1% or 5% level. This proves that export in this region imposes a significant negative impact on GTFEE in surrounding areas. This occurs mainly for some reasons. China’s has obvious development differences between regions and uneven trade development structure between regions,the raw materials and intermediate products with low added-value to the regional source from the surrounding areas, which would generate much energy consumption and emissions and objectively reduce their GTFEEs. For example, China’s central and western regions have been crucial sources of energy and labor for the eastern coastal areas. Moreover, compared with competitors in regions with backward trade development, those trading enterprises in developed areas enjoy more opportunities to learn and absorb advanced technology and management experience, which play a significant role in improving their GTFEEs (Poon et al., 2006; Wang and Ang, 2018). In summary, the total effect of export is positive and composed of the most direct impacts.
TABLE 8 | Effect decomposition.
[image: Table 8]As shown in Table 8, this article can also find that the direct estimations under three different spatial weights of import are all positive and significant, indicating another positive influence on the region’s GTFEE growth. This presents that the growth of imports is conducive to improving the GTFEE. More importantly, the indirect effects of imports are positive and significant under three different spatial weights, and all passed the significance test of the 1%, 5%, or 10% level. This result indicates that the growth of imports in this region will also affect the GTFEEs in surrounding areas. The possible explanations are as follows. On the one hand, the import of capital-intensive and technology-intensive goods can facilitate the imitations and innovations by domestic enterprises, such as pollution-treatment equipment and other high-tech products, which may be called the “technology spillover effect,” thus eventually improving the GTFEE (Parrado and De Cian, 2014; Huang et al., 2017; Zhao and Lin, 2019). On the other hand, the import of consumer goods may replace domestic production and therefore reduce domestic energy consumption and emissions (Al-mulali and Sheau-Ting, 2014). Besides, during the fierce international competition, the domestic enterprises may raise their technological levels, which will bring pressure on their competitors in the surrounding regions to improve their production technology. Therefore, the GTFEEs of these adjacent regions could be improved as well.
5 CONCLUSION AND POLICY RECOMMENDATIONS
Based on the previous research, this study applied the panel data of 30 provinces from 2004 to 2017 to calculate the GTFEE with the SBM-undesirable model, based on which this study established the basic linear regression model to empirically test the influences of export and import on GTFEE. In addition, the geographic proximity matrix (W1), geographic distance weight matrix (W2), and economic, geographic distance weight matrix (W3) were introduced, respectively, into this study. The SDM was applied to test the direct and indirect spatial effects of export and import on GTFEE. The conclusions are as follows. Firstly, the inter-provincial GTFEE in China showed a ladder-like distribution pattern of eastern-central-western. Secondly, both export and import improved the regional GTFEEs, but import exhibited more effect than export on the enhancement of GTFEE. Thirdly, in terms of spatial effect, the increase in import would not only exert a positive effect on the GTFEE of the local regions, but also raise the GTFEE of surrounding provinces through the spatial spillover mechanism. Although the increase in export would have a positive influence on the GTFEE of the local regions, it would impose a significant negative impact on the GTFEE of surrounding areas. Based on the above empirical analysis, this study put forward several policy recommendations as follows:
1) The government should focus more on regionally coordinated development and keep narrowing the development gaps between regions, especially between the eastern and central-western regions. Significantly, the old path of “treatment after pollution” concentrated in the central and western regions should be avoided. The road to sustainable development requires drawing lessons from the development experience of the eastern regions. The policy needs to optimize the regional coordination of technologies and innovations and finally improve the GTFEEs in the central and western regions. For example, the government could encourage more investments in universities and scientific research institutions in the central and western provinces.
2) Moreover, the government should greatly enhance the role of imports in improving the quality of economic development, especially the imports of capital goods and high-tech products. Honestly speaking, China has been over-relying on export for numerous years. However, now, the international environment for cooperation has undergone profound changes. Therefore, as the important driving force of economic development, the import should be emphasized more than before, which will optimize the trade structure and promote the GTFEEs.
3) Additionally, the government should also promote the optimization of industrial distributions and encourage the high-tech enterprises and talents to transfer from the eastern regions to the central and western ones. The western and central provinces could fully use the late-comer advantages in trade and strengthen the cooperation with eastern provinces by introducing advanced technology and management experience. Especially for western regions, it is essential to transform their resource advantages into industrial ones, thus effectively promoting their local GTFEEs.
Though this study quantitatively investigated the relationships between export, import, and GTFEE, there remain some limitations, which could become the possible directions of future research. Firstly, the inter-provincial data applied in this study is not adequate and may easily cause some sample bias. Thus, future researchers should gather city-level or firm-level data to conduct precise investigations. Moreover, this study mainly applied total export and import to measure the level of trade. Consequently, the heterogeneity of trading partner countries may be overlooked. Therefore, future research will need to explore deeper into these fields.
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In order to accelerate the development of new energy industry and social economy, this paper presents an empirical analysis of the role of new energy transformation in promoting China’s economy. On the basis of analyzing the concept and types of new energy, the necessity of transformation and upgrading of new energy industry is discussed. The new energy consumption data from 2010 to 2020 and China’s GDP data are selected as the basic data, and the MS-VAR model is used as the base model for the empirical analysis. The model combines the Markov zone transition model and the autoregressive model, which is suitable for analyzing non-linear problems. The results of the empirical analysis show that the new energy transition is an important way to promote new energy consumption, and it plays a role in promoting the balanced development of China’s economic growth. Combining the results of the empirical analysis, this paper gives suggestions related to the new energy transition from the institutional, economic and technological perspectives.
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INTRODUCTION
China’s energy industry is facing the defects of low energy utilization rate and poor energy structure, and the optimization of energy industry structure is urgent (Li et al., 2020). The vigorous development of new energy and the improvement of China’s economy through new energy transformation are of great significance to promote China’s economic development (Bai et al., 2020). The new energy industry is characterized by long capital recovery period and large investment scale, and vigorous development of new energy industry and promotion of new energy transformation require the support of government and financial related policies. The government can encourage the development of new energy industry by means of tax exemptions and other means. The development of new energy is inseparable from the support of science and technology, the development and use of new energy by the world’s research scholars, many countries for the development of new energy technology, the formulation of relevant policies, so that the scale of new energy production is increasing, expanding the use of new energy.
The development of new energy industry is facing a rare opportunity. New energy can not only improve the ecological environment for human survival in China, but also play an important role in promoting the sustainable development of China’s economy (Fang et al., 2021). The new energy industry has an obvious driving effect on China’s employment environment (Zeng, 2021). At present, many countries have significantly increased their support for the new energy industry, which has largely promoted the further development of the new energy industry.
Based on the above analysis, this paper analyzes the role of new energy transition in promoting China’s economy.
LITERATURE REVIEW
The current stage of China’s economic development emphasizes the irreversibility as well as the long-term nature of economic development. Under the pace of the new economic normal development, China’s economic changes are gradually stabilizing. The government has developed relevant macro-control instruments for China’s economic development. At the stage of development of the new economic normal, China’s energy industry is severely impacted and there are profound changes in the development of energy industry (Chen and Zhang, 2021). In order to establish a reasonable energy industry structure in a short period of time, the adjustment strategy of energy industry structure should be actively developed for economic development (Wang and Sun, 2021).
At present, many researchers and scholars have studied the relationship between new energy technologies and economic development. For example, Zhang et al. studied the relationship between new energy sources and the environment and the economy (Zhang and Liang, 2021) and found that: the development of new energy sources plays an important role in protecting the ecological environment and promoting economic development; Suo et al.(2020) studied the impact of China’s economic development on the transition of clean energy production under different conditions and found that: economic development can promote the transition of clean energy production.
The above traditional studies have verified that there is a significant correlation between new energy development and the Chinese economy, but they have not used new energy transition as the object to analyze its role in promoting the economy, and lack of non-linear analysis of the data. Therefore, in order to further explore the relationship between new energy and China’s economy, this study verifies the promotion effect of new energy transition on China’s economy through the results of empirical analysis, and provides an effective theoretical basis for China’s new energy transition and promoting China’s economic development.
METHOD DESIGN
New energy concept and classification
New energy refers to renewable and clean energy, new energy uses renewable energy to improve the pollution of the environment from traditional energy sources. Renewable energy is characterized by sustainable development, as well as the protection of the ecological environment. Compared to traditional energy sources, new energy sources mainly include the following characteristics.
(1) New energy sources are extremely abundant in different kinds of resources, and new energy sources have renewable characteristics and can be used continuously by human beings with a high degree of sustainability.
(2) New energy sources have lower energy density and need to utilize a larger spatial area.
(3) New energy sources are extremely widely distributed and can be developed and utilized in a decentralized manner (Sherman et al., 2020).
(4) New energy sources are less destructive to the ecological environment.
(5) New energy sources are influenced by time and environment, and their functions are fluctuating and intermittent (Erreygers et al., 2020), so they cannot be used continuously.
The specific classification of new energy is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Classification of new energy.
As can be seen in Figure 1, new energy sources mainly include hydro, solar and wind, biomass, geothermal, hydrogen and fusion energy. New energy sources differ in the material resources they contain at different levels of technology and at different times. Along with the continuous development and utilization of new energy technology, new energy technology has gradually matured and the development of new energy industry has been gradually improved (Liu et al., 2021).
China has abundant new energy reserves and huge market potential for new energy development.
(1) Water energy
China has abundant hydro energy resources, and the south-central and southwestern regions of China contain abundant hydro energy. The use of hydro energy resources as power generation resources has become an important trend in the development of new energy sources (Lin et al., 2021). China ranks among the leading countries in the world in terms of hydroelectric power generation capacity. China’s hydro energy resources still contain a large potential.
(2) Solar energy
Solar energy is an important new energy source that uses the energy of solar radiation as an energy source (Cui et al., 2022). Solar energy is a clean and renewable energy source and is the most abundant resource. The high content of solar energy resources has exceeded all the renewable energy sources currently available to humans. The sustainability of solar energy is poor, and solar energy is less stable as the energy magnitude changes significantly with time and location. China’s solar energy development and utilization is relatively short, but China’s solar energy technology is developing rapidly, and currently China’s solar energy technology has a wide development space and good development prospects.
(3) Wind energy
Wind energy is an important clean energy source available to human beings, and offshore wind energy is the main source of wind energy development in China, which has abundant offshore wind energy. China’s wind energy technology is developing rapidly, and wind energy has huge room for development in the new energy market.
(4) Biomass energy
Biomass is the energy provided by living plants in nature, which use biomass as a medium to store solar energy and is a renewable energy source. It is calculated that the energy stored in biomass is two times larger than the total world energy consumption. The first energy sources used in human history were biomass, and before the second half of the 19th century, the energy sources used by humans were mainly fuelwood.
The current more effective use of biomass energy are: ① biogas production. Mainly the use of urban and rural organic waste, straw, water, human and animal manure, through anaerobic digestion to produce combustible gas methane for living and production; ② use of biomass to make alcohol. In the current world energy structure, the proportion of biomass energy is insignificant.
(5) Geothermal energy
Geothermal energy is the natural heat extracted from the Earth’s crust. This energy comes from molten rock in the Earth’s interior and exists in the form of heat, which is the energy that causes volcanic eruptions and earthquakes.
The temperature of the Earth’s interior can reach 7,000°C, but at a depth of 80–100 metric miles, the temperature drops from 650 to 1,200°C. The heat is transferred closer to the surface through the flow of groundwater and the influx of lava to the crust 1–5 km above the surface. The hot lava heats up the nearby groundwater, which eventually seeps out of the ground. The easiest and most cost-effective way to use geothermal energy is to tap directly into these heat sources and extract their energy.
(6) Hydrogen energy
Hydrogen, which is found mainly in its chemical form on Earth, is the most widely distributed substance in the universe, and it constitutes 75% of the mass of the universe and is a secondary energy source. Hydrogen energy has the potential to become a pivotal energy source on the world energy stage in the 21st century, and the technology of hydrogen production, storage, transportation, and application will become a focus of much attention in the 21st century. The product of hydrogen combustion is water, which is the cleanest energy source in the world. It is resource-rich and sustainable.
(7) Nuclear fusion energy
Nuclear fusion is a form of nuclear reaction in which nuclei of small masses, mainly deuterium or tritium, fuse with each other at ultra-high temperatures and pressures to produce new, heavier nuclei, accompanied by a huge release of energy. The nuclei of atoms contain enormous amounts of energy, and changes in the nuclei of atoms (from one type of nucleus to another) are often accompanied by a release of energy.
Nuclear energy is divided into fission energy, which has been used by mankind to generate electricity, and fission reactors, which have very limited reserves of nuclear fuel and not only produce powerful radiation that can harm humans, but the disposal of radioactive nuclear waste has also been one of the main challenges.
Analysis of the development status of the new energy industry
With the adjustment of industrial structure and the increasingly strict demand for energy, the low-carbon economic development model will gradually replace the traditional high-pollution development model, and the new energy industry will be a strategic industry to drive economic growth, optimize industrial structure and break the energy bottleneck constraints in the future. However, the development of new energy industry requires high research and development costs, and has a certain scientific and technological content, and from experiments to actual production will face many constraints.
Among them, wind power, as the most widely used and fastest growing new energy generation technology, has achieved large-scale development and application worldwide. Currently, in China, wind power accounts for 13% of the country’s total power supply capacity, and for more than a decade wind power has played an increasing role in the country’s power supply. At present, China’s installed wind power grid capacity surpassed 300 million megawatts, and for 12 consecutive years ranked first in the world.
As countries continue to develop new technologies and develop new materials, reduce the cost of solar power generation, its quality continues to improve, especially in terms of conversion efficiency performance is particularly outstanding. Solar photovoltaic power generation system in China due to the late start, especially in the development, production of solar cells is still lagging behind the international level, the overall performance of low yield, the application is not wide, the product range is not rich and diverse, the level of technology is not developed at this stage. But after years of development, solar thermal technology is becoming more and more perfect, the application field is becoming more and more extensive, solar energy applications are most common and one of the most rapid development of the industry is solar collector.
China has many rivers and is relatively rich in hydro energy resources compared to other resources. However, by the end of 2013, China’s installed hydropower capacity was only 290 million kilowatts, with a power generation capacity of 180 million kilowatts, accounting for 29.6% of the total technically exploitable capacity of China’s entire hydropower resources. It can be seen that China’s hydropower generation can be improved with more space, and the level of power generation development does not match with the stock of hydropower resources.
At this stage, there are more resources suitable for small hydroelectric power stations in China, and the utilization of small power stations below 500,000 can be developed as the focus of China’s hydroelectric power resources. In terms of economic renewable green energy alternative to carbon-based energy generation security and peaking mobility, hydroelectric power generation is superior to other green energy sources and should be developed with great priority.
In terms of nuclear energy, China has started a new round of nuclear power construction peak since 2015, with an average annual start-up rate of five to six nuclear power units estimated to add about 100 billion yuan of nuclear power investment per year, of which nuclear island equipment accounts for about 20 billion yuan, and is expected to show year-on-year growth. Through national policy support, China still has a lot of space in nuclear power development.
The necessity of transformation and upgrading of new energy industry
China’s new energy industry has obvious competitive advantages in the international arena. The development of technological innovation in the new energy industry and the national policy support for the new energy industry are the driving force for the development of the new energy industry. China has realized the role of new energy industry in promoting economic development in recent years, and has put forward the important strategic idea of optimizing energy structure, paying attention to the utilization of new energy and other clean technologies, and improving the utilization rate of new energy such as solar energy and wind power (Kang et al., 2020). Along with the continuous development of the new energy industry, the cost of photovoltaic has decreased, and the state has put forward many encouraging policies for the development of new energy, and new energy sources such as solar energy have shown explosive growth rates. At present, the PV industry in China’s new energy industry includes two types of distributed PV and terrestrial power plants. China has formulated many policies to promote wind power energy in the new energy industry, which has become an important part of the new energy industry to promote industrial development. China’s new energy industry has poor technological innovation and energy structure surplus defects, new energy still has a broad market development space.
In view of the development status of China’s new energy industry, it is known that the necessity of transformation and upgrading of China’s new energy industry is as follows.
Improve the current situation of overcapacity in new energy industry segments
There is an obvious overcapacity in many traditional industries in China, and there is also overcapacity in the rapidly developing new energy industry. The government has set many supportive policies for the development of new energy industries, and some enterprises have invested massively in new energy industries for their own corporate interests (Zheng et al., 2018), and many enterprises have entered the new energy automobile industry and photovoltaic industry in China. The new energy industry, as an emerging industry, is supported by many national policies, but in terms of technology, there are still large barriers.
The new energy industry is an industry with high technological content, which has been effective in stimulating economic growth and reducing environmental pollution (Chen et al., 2021). However, many Chinese enterprises do not have the high technology level to meet the development of new energy industry, and some of them only have the manufacturing capacity, which does not enhance the competitiveness of new energy industry. At present, many enterprises expand their market development space by reducing the cost of new energy products, which does not provide a good living environment for new energy enterprises and causes new energy enterprises to enter a vicious circle and overcapacity. The capacity utilization rate of China’s new energy industry is low, and there is a large number of solar and wind power equipment utilization rate is low.
The development of new energy industry is closely related to government support, and because many people have realized the importance of new energy industry in recent years, the government has formulated more support policies for new energy industry, and too many support policies have caused false prosperity in new energy industry (Lu et al., 2022). In recent years, many Chinese enterprises spend a lot of time and money to build solar photovoltaic industrial park, some local governments for the insolvent enterprises, but still developed a corresponding support policy, resulting in the government’s support policy for the new energy industry, resulting in excessive waste of resources.
Improving technological innovation restrictiveness
Technological innovation is the core of the development of the new energy industry. China’s new energy industry has generally adopted foreign technologies until recent years, when the number of new energy patent applications in China has risen. China’s new energy industry should vigorously develop new energy innovation technologies. There are fewer new energy companies using original innovative technologies. There are still obvious limitations in China’s technology accumulation in the new energy industry, and the lack of innovative technology as support for the development of the new energy industry has hindered the further development of the new energy industry.
New energy industry is difficult to connect to the grid and has a high market development space
The market development of China’s new energy industry still has a lot of room for development, and some new energy enterprises choose the export method as a way to develop the new energy industry. The effective demand for new energy products in China’s domestic market is insufficient, and the production capacity of the new energy industry cannot meet the development needs of the industry, resulting in the new energy industry not being able to play its proper advantage. Therefore, although China has developed a large number of policies to support the new energy industry, the new energy industry still does not have a competitive advantage. China’s new energy industry development process, although can meet the installed capacity needs, but the new energy can not meet the grid demand. The main reason is that there are technical barriers to grid integration between new energy power plants and distribution grids, and there are still obvious limitations to the technology of integrating new energy into the grid. The power generation effect of new energy into the distribution network is not ideal, which may cause serious waste of resources. The main reasons why new energy cannot be connected to the grid include new energy transmission channels, new energy operation subsidies and market space. Through the upgrading and transformation of the new energy industry, we can solve the problem of new energy grid connection difficulties and broaden the market development space of the new energy industry.
Empirical analysis
Factor decomposition method
There are significant differences in the characteristics of different types of new energy production, and the new energy transition has a significant impact on the intensity of new energy consumption. The factor decomposition method was chosen to analyze the impact of new energy transition on the intensity of new energy consumption, which is an important reflection of China’s economy. Factor decomposition method is an important method to decompose the impact of variables related to new energy transition on new energy consumption using mathematical methods, and the decomposition result corresponds to the influencing factors.
Decompose the expression for the intensity of new energy consumption as follows.
[image: image]
In Eq. 1, [image: image] and [image: image] represent the total new energy consumption and the GDP of the Chinese economy, respectively, and [image: image] and [image: image] represent the energy consumption intensity of the new energy type [image: image] and the ratio of the output value of the new energy type to the GDP, respectively.
Eq. 1 shows that energy consumption intensity can reflect the energy utilization rate of different types of new energy sources, and new energy industry structure can reflect the ratio of different types of new energy output in the GDP of the Chinese economy. Therefore when analyzing the contribution of new energy transition to the Chinese economy. It is important to analyze the utilization efficiency of different energy sources in the new energy industry and the changes in the structure of the new energy industry (Su et al., 2021). Further decomposition of the new energy consumption intensity changes to obtain the expression of the impact share of the new energy industry structural transformation is as follows.
[image: image]
The expression for the impact share of new energy utilization efficiency is as follows.
[image: image]
In the above formula, [image: image] and [image: image] represent the energy consumption intensity of the new energy industry in [image: image] [image: image] and [image: image] , respectively; [image: image] and [image: image] represent the ratio of the output value of the new energy industry [image: image] in [image: image] and [image: image] , respectively, to the GDP of the Chinese economy. When the impact share of new energy industry transformation and the impact share of new energy utilization efficiency are both positive, it means that the impact share of new energy industry transformation and new energy utilization efficiency change in the same direction as the intensity of new energy consumption; when the impact share of new energy industry transformation or the impact share of new energy utilization efficiency is negative, it means that the impact share of new energy industry transformation and new energy utilization efficiency change in the opposite direction as the intensity of new energy consumption. When the share of impact of new energy industry transformation or the share of impact of new energy utilization efficiency is negative, it means that the force of new energy industry transformation and new energy utilization efficiency changes inversely with new energy consumption intensity (Pols, 2020).
Building the markov-switching vector autoregressive model
The MS-VAR model is selected as the empirical analysis model to analyze the study of the role of new energy transition on the promotion of China’s economy, which is based on the VAR model and applied to study the relationship between different variables. Since many time series variables of new energy transition and China’s economic promotion have nonlinear characteristics, the Markov zone transition vector with nonlinear characteristics is applied to the autoregressive VAR model to achieve a good combination of Markov zone transition model and autoregressive model.
The model can be applied to study the changes of variables in different time series when influenced by different zone system changes. The zone system is a potential variable in the study of new energy transition and China’s economic development, and the model needs to meet the realistic characteristics of China’s economy, and the model should meet the dynamic influence process of the interaction between the new energy transition and China’s economic development.
A vector autoregressive model VAR of order [image: image] is created as follows.
[image: image]
In Eq. 4, [image: image] and [image: image] denote the sample size and [image: image] dimensional vector, respectively; [image: image] and [image: image] denote the constants and the matrix of coefficients to be determined, respectively, and [image: image] denotes the regression parameters.
Eq. 4, which is the intercept form of the empirical analysis model established using the steady-state Gaussian VAR model, converts Eq. 1 into a mean-adjusted form, which yields the following expression.
[image: image]
In Eq. 5, [image: image] represents the [image: image] dimensional mean of the vector. [image: image]
When the time series vector [image: image] is an observable vector, the potential data is generated using the unobservable zone-based variable [image: image] . Let the zonal variable [image: image] consist of a Markov chain of discrete states and the discrete time of the [image: image] zonal system, the transformation probability expression of the zonal variable [image: image] can be obtained as follows.
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In Eq. 6, [image: image] , [image: image] .
The Markov process for the zone system transition probabilities is expressed using the matrix form as follows.
[image: image]
Through the above process, the mean-adjusted formal expression of the VAR model is obtained as follows.
[image: image]
Equation 8, [image: image] , [image: image] , [image: image] , [image: image] , [image: image] are represented by the parameters [image: image] , [image: image] , [image: image] , [image: image] for the implemented zone system [image: image] dependent variable parameter functions, the existence of expressions as follows.
[image: image]
Equation 8 is used to show the observable variables of the new energy transition as well as China’s economic promotion role when there is a jump in the mean value. The observable variables mainly include the jump case as well as the sudden change case, and the expressions for the existence of the smoothing mode are as follows
[image: image]
Equations 8, 10, obtained using the above process, are two different forms of the MS-VAR model constructed to study the role of new energy transition in promoting the Chinese economy. Equations 8, 10 can reflect the different processes when there is a shift in variables, respectively. Respectively, reflecting the differential dynamic adjustment patterns of observable variables after the zone system change. Equation 8 as well as Equation 10 rely on the adjustment of the mean as well as the intercept term, respectively. Through the above process, it can be seen that the mean adjustment method as well as the intercept term adjustment are used to study the effect of new energy transition on China’s economic promotion, showing a slow smoothing process as well as an abrupt change, respectively.
The established MS-VAR model is solved by selecting the maximized likelihood function, and the parameters of the established MS-VAR model are obtained by iterative calculation, while the parameters in the established autoregressive model and the transfer probabilities in the interval system that cannot be observed using Markov chains can be obtained.
The results of the study of the relationship between the new energy transition and China’s economic development also vary with the differences in the study area and the study population, as well as with the differences in the selected sample intervals. The relationship between new energy and China’s economic growth is non-linear (Lean and Lee, 2022). The traditional linear model cannot be used to study the relationship between the two, and the established MS-VAR model is applied to study the non-linear issue of the promotion of new energy transformation to the Chinese economy, and to clarify the dynamic development of the relationship between new energy transformation and economic growth with high validity.
RESULTS OF THE EMPIRICAL ANALYSIS AND DISCUSSION
Considering the availability of data for empirical analysis, the new energy consumption data from 2010–2020 and China’s GDP data were selected as the data for empirical analysis, and the impact of two new energy transition changes on the intensity of new energy consumption during the 11 years were selected as the object of analysis. All the data are obtained from China Industry Information Network and China Statistical Yearbook, in which the consumption of new energy such as solar energy and wind energy is taken as the data base.
The new energy consumption from 2010–2020 is shown in Table 1.
TABLE 1 | New energy consumption.
[image: Table 1]The new energy consumption data and GDP data in Table 1 were logarithmically processed, and the obtained new energy consumption and GDP logarithmic trend graphs are shown in Figure 2.
[image: Figure 2]FIGURE 2 | The logarithmic trend of new energy consumption and GDP.
By looking at Figure 2, it can be seen that China’s new energy consumption and GDP data show an increasing trend year by year for the 11 years from 2010 to 2020. Based on the slope of the line segment, it can be seen that this year-to-year upward trend is more balanced, so it can be assumed that China’s new energy consumption and GDP have steadily increased during these 11 years.
The results of the logarization of the new energy consumption intensity data for 2010–2020 are shown in 3.
The results of the new energy consumption intensity treatment in Figure 3 show that 2013–2014 and 2017–2018 are two important periods of the new energy transition, in which there is a more rapid increase in the new energy consumption intensity. And after the new energy transition, the intensity of new energy consumption increased sharply and then leveled off gradually. Therefore, the experimental results shown in Figure 3 verify that the new energy transition can increase the intensity of new energy consumption.
[image: Figure 3]FIGURE 3 | New energy consumption intensity.
The relationship between the new energy transition and energy consumption intensity was obtained using the factor decomposition method as shown in Table 2.
TABLE 2 | Decomposition results of energy consumption intensity factors.
[image: Table 2]The results in Table 2 show that the energy consumption intensity during 2010–2020 is higher than the efficiency share of new energy obtained through factor decomposition, indicating that the main reason for the increase in new energy consumption intensity is the structural share of new energy. The efficiency share and structural share of new energy consumption intensity in Table 2 fluctuate significantly, and the efficiency share of new energy is negative in 2013 as well as in 2017, when the structural share of new energy increases significantly, mainly because the new energy transition has increased the consumption intensity of new energy, and the main reason for the increase of new energy consumption intensity in China is the increase of the structural share of new energy. In 2020, the difference between the efficiency share and the structural share of new energy is small, indicating that the structural adjustment of the new energy industry and the efficiency of new energy utilization have stabilized in 2020, which has the same effect on the intensity of new energy consumption in China.
The impact of new energy transition on energy consumption intensity is analyzed by factor decomposition method, and the analysis results show that the effect of new energy differential structure transition on energy consumption intensity is higher than the effect of new energy utilization efficiency on energy consumption intensity enhancement. When the utilization efficiency of new energy is improved, the consumption intensity of new energy is reduced. The impact of new energy transition on energy consumption intensity has different effects in different periods. The new energy transition process should pay attention to the impact of energy utilization efficiency improvement on energy consumption intensity. In order to promote China’s economic development, the transformation process of China’s new energy industry should improve energy utilization efficiency, develop new processes and new technologies in the new energy industry, improve the management level of the new energy industry through scientific and technological innovation and other strategies, pay attention to the optimization and upgrading of the structure of the new energy industry, improve the consumption intensity of new energy through the transformation of the new energy industry, and promote China’s further development of China’s economy.
Both new energy transition and Chinese economy belong to macro variables, and the time series of macro variables show non-stationary characteristics, and new energy transition and Chinese economy show a fixed upward or downward trend along with the development of time series. In order to obtain a good empirical analysis, the series of each variable needs to be analyzed for smoothness. When the time series data do not pass the smoothness test, the model constructed has good fitting effect, but too much spurious information is presented in the time series, so the results obtained cannot reflect the actual development trend of new energy transition and Chinese economy, and the credibility of the conclusion is low. When using the time series of each variable for the econometric analysis of the new energy transition as well as the Chinese economy, the smoothness of the time series was tested. The ADF unit root method was chosen to test the smoothness of the time series of the new energy transition’s contribution to the Chinese economy. To calibrate the smoothness analysis problem of Chinese economy as well as new energy consumption, the lag length of the default ADF method is 0. The results of the smoothness test of the time series are obtained as shown in Table 3.
TABLE 3 | Stationarity test results.
[image: Table 3]The experimental results in Table 3 show that the results of testing the smoothness of the time series using the ADF method show that the first-order difference series of GDP and new energy consumption set up in this study are smooth at different significance levels. The validation is applied to the empirical analysis of the promotion effect of new energy transformation on China’s economy, and the constructed model has high validity and can be applied to the empirical analysis of the promotion effect of new energy transformation on China’s economy. The experimental results in Table 3 show that China’s new energy transition plays a facilitating role for China’s economic growth in the long-run equilibrium.
The results of the correlation coefficient matrix of the three variables of new energy, energy consumption intensity and GDP under different zone systems using the constructed model are shown in Table 4.
TABLE 4 | Correlation coefficient matrix.
[image: Table 4]The experimental results in Table 4 show that the correlation coefficients between the three variables of new energy, energy consumption intensity and GDP are all high under different zone systems, and the correlation coefficient between new energy and energy consumption intensity is positive, and the correlation coefficient between energy consumption and GDP is also positive. The experimental results in Table 4 show that the constructed model can clearly and intuitively demonstrate the relationship between the new energy transition and GDP, and can effectively analyze the role of the new energy transition in promoting the Chinese economy. Continuing the analysis of the results in Table 4, the impact of new energy consumption on the Chinese economy is greater, and the growth of the Chinese economy is influenced by new energy consumption, and when new energy consumption grows, GNP grows. The experimental results in Table 4 visually show that the new energy transition is an important way to promote new energy consumption and verify that the new energy transition has a catalytic effect on the Chinese economy.
In order to further verify the relationship between the new energy transformation on the Chinese economy, the model of this paper is used to test the causal relationship between the new energy transformation on the promotion of the Chinese economy using the causality test method, and the test results are shown in Table 5.
TABLE 5 | Causality check.
[image: Table 5]According to the results shown in Table 5, it can be seen that there is a double positive causality between new energy transition and economic growth at 10% significance level, not only new energy transition can promote economic growth, but also economic growth can stimulate new energy transition.
SUGGESTIONS TO PROMOTE THE DEVELOPMENT OF NEW ENERGY
In order to promote the further development of the new energy industry and to promote China’s economic development through the new energy transformation, this study proposes policy recommendations to promote the development of the new energy industry from the institutional and economic perspectives, respectively.
Institutional perspective
At present, more and more countries and regions pay attention to the development of new energy industry. Our government has also clearly put forward the goal of “carbon peaking” by 2030 and “carbon neutral” by 2060, which has also greatly promoted the development of new energy industry.
The development of the new energy industry cannot be separated from the guiding role of the government, and the government occupies an important position in the development process of the new energy industry. In order to use the new energy transformation to promote economic development, our government should develop strong policy support and escort the development of new energy industry from the perspective of the system.
The government can develop a new energy industry-related policy system as well as a supporting system to support new energy enterprises to vigorously develop the new energy industry through tax incentives and other financial policies. From the long-term planning of promoting the development of new energy, a perfect new energy management system with clear responsibilities can be established through macro-control. In order to promote the healthy development of the regional economy, cross-departmental and cross-regional coordination can be carried out to provide the basis for good transmission of electric energy and ensure the full utilization of energy, and promote further development of social economy through the full utilization of new energy.
In addition, the government should develop a perfect transformation mechanism for the technical achievements of the new energy industry to enhance the industrialization level of new energy in different regions. The government should encourage relevant enterprises to continuously innovate new energy equipment and new energy technology, establish new energy-related technologies and products with independent intellectual property rights, and provide a good foundation for the transformation of China’s new energy industry. The government should develop relevant incentive strategies in terms of taxation and finance to provide a new environment for the good development of new energy technologies.
The change in the structure of the new energy industry is also affected by the financial investment. Therefore, in order to support the transformation of the new energy industry, the government needs to develop relevant support for new energy enterprises in response to the development of new energy. Maximize to meet the funding needs of the new energy industry and promote new energy enterprises to achieve further development through technology development. The development of new energy enterprises requires long-term investment in R&D funds and technology. The stability and transparency of government policies for the development of new energy industry can help maintain the long-term investment in R&D of new energy enterprises. Through the government’s strategy for the new energy industry, it can meet the market development needs of new energy enterprises, reduce the investment risks of new energy enterprises, and encourage more enterprises to invest in the new energy industry.
Economic perspective
At present, China’s economic development maintains a high energy consumption and high emission development method, in order to better promote China’s economic development through new energy transformation, it is necessary to change the current sloppy economic growth mode, and adjusting the energy industry structure is an effective measure.
China should take low-carbon economy as an important goal of new energy transformation and adhere to the path of sustainable development of energy. Vigorously support low-carbon industries, enhance the competitiveness of new energy products in the energy market, and increase the proportion of new energy technologies in conventional energy. It should raise the threshold of new energy enterprises in the energy market, make low-carbon economy an important goal of China’s economic development, promote China’s economic development through new energy transformation, and realize the optimization of the industrial structure of China’s new energy economy.
China’s new energy industry has developed rapidly in recent years, but the share of new energy consumption in energy consumption is still relatively small. At present, the main sales method of Chinese new energy products is still export. Therefore, when developing new energy industry, we should actively learn from the successful new energy development experience of advanced countries, adjust the consumption structure of new energy economy, and guarantee the sustainable development of energy industry by diversifying energy consumption.
Technical perspective
The new energy industry needs to rely on technology as a development support. In the process of new energy industry development, it is necessary to maintain a strong core competitive ability, so the development of new energy cannot be separated from the investment in science and technology.
At present, many countries invest a lot of money in new energy industry, and actively carry out research and development of new energy-related technologies to improve the level of technological development of new energy industry. Compared with other industries, the new energy industry in China is relatively late in development, China’s development of new energy industry, need to increase the investment in technology. Through the new energy technology level investment, change the situation of China’s new energy development is too backward.
In addition to the introduction of advanced new energy technologies, China should also strengthen the level of research and development in the field of new energy, increase the cost reduction of new energy technologies and improve the production efficiency of new energy technologies, and combine the introduced new energy technologies with the results of independent research and development. The basic research of new energy in China is characterized by high risk and high investment. When developing new energy industry in China, the level of R&D of new energy needs to be fully considered when developing China’s energy development strategy and creating a favorable development environment for the development of new energy in China through long-term planning.
CONCLUSION
The new energy industry is a new industry in China, and the development of new energy in China is not perfect, which hinders the promotion of the new energy industry to China’s economic development. The development of new energy industry needs to invest a lot of money to purchase equipment as well as develop technology, and new energy development increases the burden of the country. China should transform the new energy industry through new energy transformation, vigorously develop mature solar, wind and other new energy technologies, and use mature new energy technologies to achieve the transformation of the new energy industry and promote China’s economic development. Fully analyze the cost components of new energy, clarify the impact of new energy development on China’s economy, and use the research results as an important basis for the government to make relevant policies based on new energy.
For the role of new energy transition in promoting China’s economy, this study uses the MS-VAR model as the empirical analysis model and completes the nonlinear analysis by combining the Markov zone transition model with the autoregressive model. In the empirical part, the new energy consumption data and Chinese GDP data from 2010 to 2020 are selected as the basic data, and it is found that the new energy transition plays a role in promoting China’s economic growth in the long-term equilibrium. However, due to the constraints of research time and other conditions, there are certain shortcomings in this paper’s research. Regional development imbalance is the basic condition of China, therefore, the economic promotion effect of new energy transition for different regions must be different. However, this issue has not been studied in depth in this paper. In the future, on the basis of this paper, we will further analyze the economic promotion effect of new energy transition on different regions.
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In the COVID-19 crisis, many economies suffered from sustainable energy production. The emergence of the COVID-19 crises, extreme volatility in oil prices, limited energy efficiency in energy systems, and weak form of financial stability were the key reasons for it. However, considering these issues, a recent study aims to analyze them. ASEAN countries’ energy efficiency and crude oil price volatility are examined as a solution to how financial conditions might be utilized to handle energy efficiency issues and crude oil price volatility. Extending it, the study aims to identify the influence of financial stability on crude oil price volatility and energy efficiency issues. To do this, GMM is used. According to the study’s findings, environmental mitigation was determined to be important at 18%, and financial stability and carbon risk significant at 21%. Global warming concerns have been raised due to the ASEAN nations’ 19.5% link between financial stability and emissions drift. A country’s financial stability is necessary for implementing green economic recovery strategies, among the most widely accepted measures to reduce energy efficiency and guarantee long-term financial potential on the national scale. The study on green economic growth also provides the associated stakeholders with sensible policy consequences on this importance.
Keywords: financial stability, energy efficiency concerns, oil price volatility, sustainable production, GMM
INTRODUCTION
It is necessary to adhere to new influencing elements, such as oil price volatility, energy efficiency, and financial stability, in light of the rising importance of sustainable energy production (Adeodoyin et al., 2021). Investors are increasingly taking a more systematic view of sustainable energy production, which incorporates a wide range of issues that negatively impact it (Henriques and Sadorsky, 2008). Variables such as these are trending up since they contribute to and influence renewable energy generation. As Oh et al. (2010) explained, businesses, governments, and society have lately paid too much attention to sustainable energy generation since it provides green commodities (Oyedepo, 2012). Market players care a great deal about oil price volatility, the stability of businesses, and energy efficiency in energy systems (Omer, 2008).
As a part of our research, we analyze if sustainable energy development impacts oil prices, financial stability, and energy efficiency. An analysis such as this might be necessary for policymakers to understand the influence of oil prices on energy systems and design suitable policies for boosting eco-friendly business. The motivations for power framework shareholders will diminish amid a slump in the energy market, leading to lower energy product pricing. When oil prices rise, however, incentives increase, causing the crude prices of ecologically friendly enterprises to rise. Several research studies have linked oil prices to an increase in green investments. For example, Baldi et al. (2014) showed that higher incentives for investing in green power companies encourage shareholders to shift away from rising energy prices. Oil price volatility (OVX), according to Sovacool (2013), also hurts clean energy equities, reflecting a similar trend.
Rather than using stock market returns, vulnerable to the endogeneity issues raised earlier, we look at the degree to which financial markets rely on fluctuating oil prices (Poudineh et al., 2018). Other metrics promote long-term financial stability, such as the “degree of centralization of government control,” where the flexibility expressed in a privately operated financial system is an instrument (or proxy) for financial depth. In this approach, we reduce the correlation between oil prices and financial depth, which limits the extent of short-term changes in financial measures owing to increases in oil prices (Tian et al., 2022). At the same time, addressing residual endogeneity concerns and ensuring that our findings from our first test, a quasi-natural experiment based on the synthetic control technique, stand up against endogeneity difficulties. According to our financial depth measurement, financial institutions may have mitigated the influence of oil price volatility on both growth and volatility of production among oil producers. This affects not just oil producers but also the world’s energy supply (Hassan et al., 2021).
Due to this, our research looks valuable in filling the current vacuum as it offers insight into the impact of innovation policies on renewable energy production and the shift away from fossil fuel-based energy sources (Bourghelle et al., 2021). Much theoretical work focused on the influence of energy policies on the implementation of renewable energy or the variables that led to its diffusion and progress (Yu et al., 2022). Nevertheless, research on the connection between energy policy and technological diffusion has received almost little attention. In particular, this contribution aims to examine how energy policy is dynamically adjusted to standardize renewable power deployment to meet policy objectives, such as obtaining a specific energy mix, limiting the effect of incentives on public finance, protecting local industry, and so on (Lee et al., 2021).
There are two key differences between this research and others of its kind. Concerning ASEAN economies, we first look at the correlation between crude oil price volatility and sustainable energy output. Even though the linkage among both energy and financial markets is susceptible to repeated changes throughout GMM, the existing studies on the relationship between energy efficiency, financial stability of ASEAN economies, and sustainable energy production mostly employ the GMM estimation technique. As a result, the GMM-based parameter assumption in the method of moments is too restrictive, and the applied model may be misspecified. Because it allows its probabilities to fluctuate between multiple states, the robustness analysis is useful in this context. For example, using this technique, we may investigate how the study variables respond to sustainable energy generation in the context of ASEAN economies with high and low volatility. This is followed by newly adopted energy development indices, which include enterprises that employ environmentally friendly industrial techniques and build environmentally friendly infrastructure. As a result, this research demonstrates its theoretical and empirical significance and its ability to have a practical impact on the stakeholders. Policymakers could potentially use our results in developing environmental asset management policies. Oil prices have a negligible impact on ethical investments. Thus, policymakers should focus on developing their guidelines for the industry. Detaching these assets may help policymakers make better hedging choices.
LITERATURE REVIEW
Experts and scientists are increasingly discussing the possibility of ecological change in the economy and society, but the ideal method for analyzing externalities and devising relevant procedures is still up for dispute. Increasing globalization processes, on the other hand, tends to worsen these financial difficulties. As a result of global warming, the links between financial activities and the normally related systems must be carefully investigated. Money-related businesses have taken advantage of this weakness by providing free cash in exchange for entertainment or support Figure 1. Private health care techniques, such as issuing horrible protections to express threats to capital company sectors, are examples of what is taking place here. The exaggeration of precariousness sources has boosted pre- and post-disaster financial strategies.
[image: Figure 1]FIGURE 1 | Crude oil price volatility trends in ASEAN countries during the sample period (2015–2020).
The financial sector has been required to work since the Conference of Parties (COP) in Paris in 2015. The Kyoto Protocol and the EU-ETS were studied regarding their influence on neonatal discharges and the broader economy. With no EU-ETS in place, industrialized nations could quickly boost their electricity production to adopt more environmentally friendly sources of power. According to the US Energy Information Administration (EIA), inexpensive power generation in the United States will increase by 12% in 2020 (2021). Half of the world’s controllable energy output was added in the same period. Regarding traditional energy markets, such as those in GCC countries, no previous investigation has examined how clean energy development and new trade strategies in the GCC countries interact. First and foremost, we owe it to our present colleagues. For the second time, past research has relied on data from a single country rather than on annual and regional information. New linkages between oil prices and the number of electricity users may threaten annual statistics. Long-term data, however, do not indicate much in the way of carelessness. As shown in Figure 2, we can see that energy sales have changed the ASEAN economy. This implicit relationship needs to be explored.
[image: Figure 2]FIGURE 2 | Energy production change concerns movements in ASEAN economies.
Environmental change has a significant impact on the stability of financial institutions, while the transition to a low-carbon economy and its planning and implementation provide great challenges for society as a whole (see Figure 3). Consider the mind-boggling and opportunity-creating features of capital company sites while reviewing their consistent conditions while evaluating natural and biological traits. This interconnectedness can only be effectively assessed with the development of new techniques and indicators to screen and analyze the possible spread of regular and energy production-related risks throughout financial institutions and a wider economy. These threats undermine the trustworthiness of financial institutions. While discussing the financial sector’s occupation, it proposes a method for managing input circles between the financial sector and the real economy and assessing how energy production methods started shock impacts calm or awful periods that arise in general economic activity.
[image: Figure 3]FIGURE 3 | Financial stability of ASEAN economies.
Opponents of this organization should concentrate on the many linkages between financial structures and ideas in biological and energy production. Even if a product’s origin is unknown, its principal function likely is to feed and contribute to the creative process. As a consequence, changes in the price of commodities may have an impact on the profitability of the two industries that compete. The natural change affects agricultural commodities’ production, accessibility, and safety, which composers have observed firsthand. In the same way, flood effects seem to be linked. Corn, wheat, rice, and soybeans are affected by the ozone-depleting elements generated throughout the food production process. Farmers in food-insecure regions are particularly exposed to weather anomalies and bizarre occurrences because of their dependence on self-sufficiency. This is more severe on a local level. Due to the decline in province creation, nations that rely heavily on the country region may be unable to fulfill their food demands. Their public money-related balances may suffer as a result of this. As the financial industry becomes more globalized, environmental change externalities and impacts may be spread more widely over the globe. For areas that rely more on regional growth for their livelihood than other regions, this might have the unintended consequence of impeding attempts to create a world free of hunger. How goods and services are priced domestically and internationally is critical to the success of this economy.
In this study, we evaluate the impact of weather patterns on the pricing of goods to understand better how weather patterns affect financial institutions. For this purpose, we promote the employment of a few developed indications of dwellers across data series of objects that encompass both the bridge and instantaneous components of the series during either rising or falling phases, which we subsequently tie to sufficient economic linkage. It is our main objective to provide a wide range of key points for designing strength situations for financial institutions from a realistic look at the formation of foundational hazards and budgetary truthfulness while also checking up on other effects that result from danger and reinforcing an increasingly broad viewpoint to remove clear signs of the shrouded tower’s progression in the lead from horizontally polarized and started working with the real economy. Thus, we use a sparse representation of a dimensional founder to develop market ingredients that may trigger periods of unpredictability while also having provided constructed hints and tips for investigating and verifying market position in the coming years, consistent with other proposed pointers and points of view which decided to enter the risk center console for foremost risk in more wide investment industry sectors.
In other words, we begin by looking at how individual things’ transitory characteristics change over time. Apart from being typically non-fixed, financial asset series are likely to exhibit nonlinear plans, including long-range temporary dependency or time reversibility, defined as the degree of dynamic invariance under time reversal. In recent years, many methods have been proposed for transforming time series into outlines that encode a few characteristics of the original time series into the center and edges without requiring a specific useful design for data delivery processes. Detectable quality outline approaches, for example, have been found to outperform several time series assessment criteria, particularly when complicated oddities are considered.
Energy and energy-related sources for energy production seem to be two areas where co-improvements between natural change and things have been studied thoroughly (Ghaffar et al., 2020). Irfan et al. (2021) pointed out that food stock expenditures underreact to natural variation alternatives. When it comes to green goods and fills, a flurry of writing has persuaded us to evaluate a broad range of products based on these linkages. For example, it is finned as a modest oil-food connection with no outrageous competitive correlation between oil and food pricing. As a result of the business effect, Wang et al. (2020) noted that crude Middle East oil costs have seen considerable positive co-advancements, and they also note that these co-improvements seem to be frequently driven by normal macroeconomic drivers. Co-improvements across a variety of biochemical time series have started to spread in these situations via the use of complicated structural systems. Biodiesel are miserably linked to numerous things in the short to medium term, and that in the medium term, this is the case (Purkit et al., 2020).
Human-environment interactions have a logical way in which complex relations must be answered, acknowledged, and smartened using a perplexing but hugely important analysis, according to UN Headquarters for Disaster Mitigation (UNDRR) figureheads in the Global Assessment Report on Disaster Risk Reduction (Henriques and Sadorsky, 2008; Sadorsky, 2009). One additional technique to go forward with the processes and methods intended to protect money policies from regular disruptions or energy production patterns is energized by the ephemeral character of the economy and the imaginations of ordinary risks and temperature conditions in economic market responses (Cooper, 2012).
In both fixed and non-fixed systems, graphing using observed techniques detects and protects crucial elements of the old time series (Labatt and White, 2011). It is possible to correlate two different time stamps if a direct line is drawn between them and does not intersect with the magnitude of any other time stamps (Miller, 2008). A statistical method of funding market episodes is better served by observable quality chart estimates, which are based on a direct numerical grasp of the original time series (Kok and De Conick, 2007; Baffes et al., 2015; Bodnar et al., 2018; Hepburn et al., 2020; Hussain et al., 2021).
It creates scale diagrams using uncommon story arcs and self-assertive and nonlinear sequencing (Mitchell et al., 2015). Inkpen and Moffett (2011) explained that the power-law representation of the degree distribution of the connected outline, rather than quantifiable approaches such as Hurst’s, may be used to determine the periodic series’ self-relative nature. As a result, we use this framework-embedded technique to moderate the focus on how qualities, such as lengthy dependency, may contribute to price volatility (Bondia et al., 2016). The direct accessibility method enables us to differentiate between upswings and downswings in the market by showing a separate network arrangement (Lyund, 2017). To construct an affiliation with each entity’s time series, the direct visibility algorithm (DVA) is used to create centers with significant out-(in-) degree gains, as indicated by a predefined reference theory. With the help of Puaschunder (2020), we then overlay the detectable quality graph to reveal similar traits across numerous item values in time-series data. Center and authority scores are obtained each time discrimination can be carried out because of the probabilistic tensor disintegration’s multi-layer quality connection knowledge. According to Grub (2004), financial stability and oil price scores often disclose details about multidimensional settings’ produced maxima (minima), such that the higher the authority (hub) score connected with a certain center point, the more coordinating the opposed data series of items are on particular patterns (Bigger and Carton, 2020).
The self-sustaining half of authority and hub scores is often shown as input around the center (Torul and Alper, 2010). Leadership ratings and admiration for locations with a large number of links to great administrator period centers are increased because screenshots have many connections to places with high hub score capability (Sonntag-O'Brien and Usher, 2012). To attempt to discern the evolution of understanding, it is vitally necessary to have statistics about the series’ delivery window (Harvey and Pilgrim, 2011), which is defined as the structure’s most limited time needed to return a similar condition from whence it moved material (Hamilton, 2013).
Although time series analysis is a stable and most well area, it has a few imperatives when used on more sophisticated indicators (Kunstler, 2007), such as when time series are nonlinear or display fantastic memory (Song and Woo, 2008), crazy practices, and anomalies. The data-collecting method we provide is not required since our methods for data collection are almost endless. Non-direct aspects of a system’s multi-layer relationship, such as network synchronizing, may be examined by evaluating the centrality of the system’s center points. It is clear that when the organization is compelled to deviate from its agreed-upon strategy, product costs are synchronized for a long time (Buchner and Wilkinson, 2015). When the market is current and the system is on the verge of adjustment, center point centrality findings have been more steady, on the other hand (Lv et al., 2021). Finally, multi-layer coherence scores reflect the development of synchronized relationships involving product costs and may be used to check the effectiveness of identity of operations originating from market co-improvements and positive sources of information.
It is utilized to assess the sensible directional organization of weather patterns (particularly temperature and pneumatic power, precipitation, and wind directions) and the FED Financial Stress Index (Monasterolo et al., 2020), which is used as a proxy for financial integrity (Paseda et al., 2020). Because of this, we have developed a correlation between centrality metrics and environmental change’s substantial future benefits. In addition, we identified a lead-slack relationship between the FSI and topological indicators, emphasizing the link between rising product value and new facility expansions (Naifer and Al Dohaiman, 2013; Shaikh et al., 2020). Taking a holistic prudential perspective, we will analyze the transmission mechanisms integrating energy production, macroeconomics, and financial systems (Addison et al., 2011).
METHODOLOGY
Study data
Our inquiry examines oil, financial, and environmental concerns in three distinct ways; the third choice connects the two preceding ones. Three main types of information address each of these aspects: product value time series for various items, natural factor data, and overall capital business sector monetary data are included here. We use 42 month-to-month value time series of goods from 2015–2020 of ASEAN countries for the primary arrangement of variables. FRED data are retrieved and delivered in US dollars. Co-developments in diverse financial contexts are to be explicitly shown in this series of studies. In particular, the following generic categories might be used to reference the series.
Study indicators
Environmental factors, such as precipitation, temperature, air tension, and wind strength, are stored in our minds as month-to-month information. Although this is a long way from providing an accurate representation of the natural world, it provides a useful framework for crucial aspects that may influence the selection of items. A total of five satellite evaluations are included in the typical precipitation rate esteems, including the GPI and the OPI, the dispersing SSM/I discharge, and the MSU. A global land surface temperature is defined as GHCN + CAMS (global historical climatology network + energy production anomaly monitoring system). As a result of NCEP/NCAR reanalysis, we can reconstruct the ocean-level air tension and direction and intensity of the wind. Monthly perceptions of crude oil price volatility influenced by scope and longitude are used for each environment variable in the lattice. Similarly, financial stability is a concern.
Study estimation strategy
The investigators used the generalized technique of moments to forecast the outcomes. The extended technique of moments is very useful for prediction and interpretation in approaches that rely on moment conditions. Improved performance with small and intermediate datasets and the ability to withstand tiny departures from the expected model are all part of this process. For our study in this area, we focus on the generalized technique of clipped seconds, which is more robust to significant model errors than other existing techniques and may produce estimates with essentially identical variance to the original GMM in many cases. A population adjustment may affect random estimates if we assert that an estimate is robust to little or large deviations from the model. The breakdown measure of the most widely used GMM estimator approximation equals zero.
If the number of criteria is more than the number of random factors, a system of sample moment conditions may not always be able to resolve the problem related to sampling errors. Weighted distance minimization or quasi-likelihood maximization is often employed to estimate the variable. An estimator’s attributes might differ depending on how an accessory problem is presented. An estimator’s small properties may be greatly improved by using other methodologies. The econometric model is constructed as,
[image: image]
whereas a restricted component segment which is denominated as γ is emphasized in Eq. 1 and is thought that the paralleled resolution available, christened with ˆ γ in Eq. 2;
[image: image]
It is demonstrated by the lowering concerns in mind (expressed numerically in Eq. 3). This is because a stochastic result is substituted for an average absolute and will not impact the GMM solution used for practical reasoning.
[image: image]
More precisely, the consistent factor functions are viewed as a restricted structure of statistical features, such as in equations, which are controlled by Eq. 4. The reduced form weighting estimator is, therefore, improved by Eq. 4, which also provides a measurement solution (RWE);
[image: image]
In the RWE, the reloading collection is evaluated at minimum econometric parameters instead of structural elements, which is an important distinction. The next classification is optimal because of the empirical connection shown in Eq. 5. A minimum of two GMM, the vectors in (5) are converted as follows:
[image: image]
To calculate the lesser number of weighted estimators (RWE), argument (5) will be further extended in Eqs 6–8 correspondingly. This is to evaluate the two different GMM approaches,
[image: image]
Using the findings about GMM, which directed that one may deduce the RWE higher-order asymptotic bias directly from RWE;
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in which,
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Associated with the CUE bias, the extended notation is
[image: image]
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Eqs 9, 10 are further extended to compute simulations and estimate the two-step GMM estimated in the study.
[image: image]
Nevertheless, this research uses a new technique to show the optimal weighting matrix for the two-step parametric method with a well-defined threshold multivariate regression. The purpose is to build an appropriate weighting matrix for the model using semi-parametric component estimations. The final estimate in this study is known as a diminished weighted estimate. It does not have the higher-order asymptotic bias coming from choosing a previously weighted matrix since the forecast error variance variable is clearly stated. A protracted estimator and an RWE have the same statistical parameters in linear simultaneous equation models. As long as the reduced form component is considered, statistical equivalence holds for a minimal information linear model class.
Econometric model
The study aims to test the impact of crude oil price volatility on energy production change mitigation;
[image: image]
ASEAN nations i at t time, is the vector representing the output impact of growth function, is the indicator of economic pressure with, and is a parameter. On the other hand, they are part of the world, time-specific, and error phrases.
[image: image]
The vivid model (Eq. 12) under OLS has limitations. Taking variable initial differences is required to remove fixed effects. The first differences are in Eq. 13.
RESULTS AND DISCUSSION
Study results
It has been shown that the permeability strategy may remove important data about the earliest signals in an efficient and systemically controlled manner. The interaction that generates the time series may be described using a fictitious schematic measure that obtains a few essential basic properties from the first series. The Hurst type of the series can be used to represent a nonstationary time series with a long-range dependence, such as a fragmentary Brownian movement, in terms of a sans scale permeability diagram with degree dispersion. Also demonstrated is this chart’s invariance with a few time series alterations, such as the interpretation, scaling, and extension of a linear pattern of information.
Accordingly, assume that a (self-assertive) requesting basis of the series should be defined so that in the subsequent diagrams, connections will be coordinated from time stamps where series have lower esteems to those where the series have higher values, 5 if and when there are no moderate points of quality. With the help of the direct visibility variation, we can create hubs with high upsides and low downsides for ware cost series.
Indeed, the existence of a link between two hubs is a factor in determining how long it takes for the framework to return to a comparable condition from whence it started without returning there during ages and in the severity of the series in the bowl marked by the double-cross stamps. When it comes down to it, a longer return time and a smaller standard deviation in a series will lead to more likely connections between double-cross stamps that are far apart in time.
Following that, we show in Figure 4 the elements of a reconstructed time series with 15 time stamps and the accompanying centralization scores, as ranked by the normalized in-(out) degree. To join the wheels together, bolts are required. A hub t = 10 has the most degree and jurisdiction benefits and the biggest worldwide sum in this circumstance. As seen in Figure 1’s addition plot, they are mostly associated with periodic hubs with higher hub scores (light blue bars). The basic time series is expected to begin a vertical pattern after high hub and authority scores, as indicated by their strong upward trend in shared prominence measurements. It is unclear what occurs when many separate time series move simultaneously. This model aims to provide information on the procedure’s potential to create a founder over time by awarding greater points to series that follow a similar dynamic. is a great example of this.
For each product time series, immediate transparency calculates a connection representation. Measurements of circles, i.e., monthly data, may show varying degrees of in (or out), meaning that their visible quality concerning other parts of the structure may alter according to the fundamental market features that the proposed geometric indicators aim to capture. Diagrams produced from product time series are shown in Figure 1. When the center is hidden, it suggests the hub’s importance, whereas the center’s large size suggests the authority’s importance. While the seemingly interminable period preceding the financial crisis’s collapse is less crucial, the center points related to it are more critical in terms of the responsibility level. Considering this conclusion, the item market hits a breaking point in such ranges, which affects an important percentage of the value series. When all factors are considered, two or three centers throughout the model period seem to be of very high recognizable character for each time series. These centers are monthly readers to handle important deviations from their area, thereby focusing on the most crucial seasons for examining market components and instability. Therefore, we first show the description of variables and describe the basic stability of data (see Table 1).
TABLE 1 | Descriptive statistics.
[image: Table 1]Table 2 (right board) shows the cross-association coefficients between the authority score deviation and the FSI deviation, whereas the study disclosures show the merge rates between the hub score divergence and the FSI variance from its lengthy layout. Although the hub score is positively correlated with an imperfection in FSI deviation, the correlation is statistically large for negative values of the last variable, which suggests an unexpectedly high hub score deviation for a long time prior-run design and, conversely, an unexpectedly low FSI deviation for a short period is associated with a conceivable troubling hub point total. Strong hub scores, of course, will adversely influence the FSI’s constituents 8–18 months earlier. The autonomy deviation has a higher than the 0.5 cross-regression equation with the FSI deviation, indicating that a rising divergence from the long-run means of this centralization metric leads to a rising FSI difference, which happens roughly 90 days later. Our analysis concludes that FSI’s separation from its protracted prior-run architecture will grow if the authority deviation increases or the hub deviation lowers.
TABLE 2 | One-step and two-step GMM estimates.
[image: Table 2]We employ a co-integration analysis to examine the link across weather patterns variables, product co-improvement, and financial resilience. This method allows us to evaluate the causal connections between the components by integrating the intuitive accessible in the core framework. To use the Granger causality assessment, the variables must show covariance stationarity and the models must appropriately describe the data. The statistical method may incorporate “egression” consequences if each variable’s first and second measurable minutes (mean and change) are not constant across time due to the need for covariance serial correlation. Thus, we use the extended GMM test to assess deviations from the correlated fixed premise. Stable covariances tend to return to their trustworthy mean (or deterministically moving). Large attributes are generally followed by smaller ones, while greater ones often follow smaller features. To obtain x I,t = xi,t 1, since our variables are not constant, we must first separate all of the components. Instead of focusing on multi-collinearity, we may instead pay attention to the causal links between variations in components.
Sensitivity analysis
Sensitivity analysis is shown in Table 4. These mathematical theories must also be evaluated by establishing a maximum number of deferrals that may be used. Modifications to the FSI’s potential gains have a greater impact on the hub than modifications to the authorities, whereas jurisdiction modifications have a greater impact on the FSI’s score. These findings may be decoded as follows: real changes in the FSI and hub scores demonstrate that recommended limits are moving forward on a continuum of severity, while the authority score, which indicates product co-forging ahead on an upward scale, incites a subsequent positive change in the FSI because it is based on the possibility of real economy interruption at these valuations. According to Kendall’s autonomously assessment, energy production-related elements have the highest measure of independence, but the FSI has the lowest degree of independence since it has the smallest level of confidence in this ecosystem.
Finally, we use a variant of Toda and Yamamoto’s Granger causality test to examine the link between FSI and topological pointers by examining the direction of causation, i.e., mean flood effects (1995). To establish stationarity, no changes to the main series are necessary. Therefore, there is no information deficiency due to differences. This testing does not need co-compromise and is possible even when a unit root is apparent in the time series. This method may be traced back to a long-term cause in the past.
DISCUSSION
Our examination mechanism gained legitimacy once we endorsed the Macroprudential Regulation Platform’s idea of an appraisal subject to board insights regarding capital safety with main hazard evaluation. Our suggested markers of tenuousness may help regulators better react to weather pattern issues that affect the stability conditions of monetary institutions, and help them develop suitable procedures for responding to weather pattern difficulties. Using our approach, we can construct the reloading period of the commodity response variable and focus critical information on item esteem co-advancements, which we show are impacted by energy production-related elements and, more strangely, are inconsequential (Yu et al., 2022).
Wealthy businesses are expected to be financially stable (Liu et al., 2022). Substantial value founder’s structural qualities allow for the quick retrieval of crucial weather patterns’ element combinations for econometric analyses of financial security in a broader range of income company fields (Syed and Bouri, 2022). Last but not least, we assess the impulse reaction on hub, jurisdiction, and FSI to evaluate how our components of interest respond to short-run shocks. Jordà's (2005) technique evaluates near-by predictions rather than the whole measurement window at each interval. Implementing different darkness material-generated networks has been demonstrated to be more resilient using this technique, which provides true joint and argument reasoning susceptible to confidence interval from conditional variance and unforeseen synchronization relapses (Deng, 2022). As shown in Table 3, our recommended topological metrics for grouping stuff based on their understanding and respect drive the motivating response to financial security situations. Shocks to one or more variables in the short term should be considered. Investment vehicles affected by recent floods directly impact resources and product marketing, even if these effects are only temporary (Yasmeen et al., 2019).
TABLE 3 | Empirical parameters of sustainable energy productions of ASEAN economies.
[image: Table 3]TABLE 4 | Sensitivity analysis.
[image: Table 4]CONCLUSION AND IMPLICATIONS
Our study conclusions are derived from an adaptive model that is aligned. Following that, there comes a cautionary statement. To understand the probable relative magnitudes of the oil price volatility, energy efficiency, and financial stability impacts examined, the statistics we get are important in and of themselves. Regardless, the study also highlighted a few more points concerning our investigation’s breadth. There are just a few kinds of oil reserves included in our calculations, which means that we cannot be as precise in measuring the effects of our decisions. As a result, regulators can better plan appropriate responses to energy production-related difficulties if our study depicts the nexus between energy production-related factors, goods of value, and financial stability. Intending to dissect financial instability, we propose a multidimensional graph speculative system that incorporates supplier confidence founders into adequate support points and considers both accompanying arrangements and the path these founders take in addition to central network importance. We may extract information from centrality metrics using a tensor method on a multi-layer detectable correct product. With these movements, produced scores may be secured that show the occupancy of various center points (time stamps) throughout market declines or increases, revealing, thus, the beginning of commercial anxiety. An outline estimate that can keep track of large amounts of standard statistical evidence is combined with the tensor-rot method, which is essential to eliminate many planned signals of dwellers that can then be utilized to determine market dependability situations after some time.
While analyzing the impact of oil price shocks on China’s economic stress, we break down oil prices into their parts. The increasing evidence of a quadratic connection between crude price and the stock market, quantity of money, and other multivariate time measures is leading to an increase in the popularity of regressive relationships between oil prices and these multivariate time measures. Although oil and stock prices seem to move in multiple directions, this is not necessarily the case. Our quantitative examination of the variety of interactions between oil prices in China and China’s financial market was motivated by this mismatch. Therefore, we argue that a nonlinear model is more suited to explain the relationship between oil price shocks and a financial instability index in the aforementioned circumstances. The BDS test suggests that there may be a quadratic relationship between the variables under consideration.
As previously suggested, a Markov puppet government model is used to represent the future relationship nonlinearity. Oil price volatility is one of the most used systems in dynamics models. It has often been used in the context of time series and panel data. The oil price volatility system allows for the night before going to bed correlation across domains and depends on the probability of an unknown stochastic process to determine the likelihood of a particular event occurring. External events have been successful when the modification does seem to be driven mostly by the energy efficiency model. The Markov method may tolerate time-varying causative contexts, unlike logistic regression with constant parameters and no regime changes. The impact of oil price shocks on China’s financial markets may change based on the kind of tension. Studies on the link between oil price volatility and financial difficulties have focused mostly on the presidential administration in this process. On the other hand, the standard generalized least regression’s constant hypothesis may be overly rigid, leading to an inaccurate extrapolation specification.
Oil prices and the marketplaces for debt and currencies have also been studied in depth. The association between oil prices and the foreign exchange market is also debated. When it comes to Indian petroleum products and the rupee. The Indian rupee has fallen in value versus the US dollar due to the rise in oil prices. As predicted, crude oil prices are affected by changes in the dollar’s value. Global oil prices may have a significant impact on the value of the currency, dependent on whether market equilibrium is the driving force. The research corroborates this.
The detectable quality outline framework is specifically used to grow an estimate that transforms over time into a structured graph that obtains certain key features of the primary data. These estimations change over time. By stacking up any quality chart that may be detected, we next perform tensor breaking to eliminate any knowledge from it. As a result, we suggest combining the number of co-advancements with two or three specifically developed indicators of association centralization, which we demonstrate to discern seasons of market insecurity by choice. According to the suggested centrality measures, appropriate value changes affecting a few item time series contrast with center points with high scores. Implications are used to convey information about the dispersion of multivariate time series and the amount of upward and downward founders among item costs in the multivariate time series. We next include these centralization measures into empirical models to examine the relationships between topological measures, the strength requirements of monetary structures, and weather pattern angles. Using our method, we discovered that the suggested topological markers respond to variations in energy production patterns and support the existence of an economic link. This econometric evaluation may contribute to a rational and basic investigation of the transmission elements that link climatic conditions, basic economics, and banking institutions.
Though our strategy for uncovering a link between weather pattern activities and financial stability is advantageous, we are well aware of its study limitations. A broad depiction of local energy production was chosen to show the workings of an incredibly wide construction for investigating the relationships between weather pattern scenarios (such as weather), things, and financial structures, which does not, as expect, include all energy production and perfectly natural angles that directly impact specific items. As a result, since our data are so extensive, we have been forced to average all temperature features across work centers, ignoring the influence of energy production-related qualities on surrounding item displays. For the third time, our study depends on a monthly expenditure perspective. Furthermore, we do not pay much attention to moments of market turbulence that happen more often. Enhanced product graphs are needed to show the combined proximity cross-section of the relationships between time stamps and their corresponding values. Due to our technique’s inability to secure evidence on leaps that may be utilized in the evaluation of implausible events, our method does not clearly secure information on esteem jumps that can be used, for example, in the evaluation of implausible occurrences. As a result of policy guidance, Baltic states must also embrace other existing trade legislation, define economic ties with more regions, and strengthen their global influence and voice by unifying and trying to advance trade relationships with various global economies and economic organizations. Despite technical advances in renewable energy, national power and centrality in the natural market structure may aid in developing sustainable power. This means that R and D expenditure on sustainable power production and electricity technology must be increased on the one hand, while R and D on new energies for important minerals must be bolstered, and technical achievements in recycling centers must be pushed forward.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
XD: manuscript write-up; TO: methodology and supervision, GS: data collection and visualization; LD: editing, data assembling, and visualization; and RG: data analysis and interpretation.
FUNDING
This research was funded by Marxist Theory discipline of Baise University, the new round of first-class discipline construction projects in Guangxi [Gui Jiao Ke Yan (2022) No. 1].
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Addison, T., Arndt, C., and Tarp, F. (2011). The triple crisis and the global aid architecture. Afr. Dev. Rev. 23 (4), 461–478. doi:10.1111/j.1467-8268.2011.00299.x
 Adedoyin, F. F., Ozturk, I., Agboola, M. O., Agboola, P. O., and Bekun, F. V. (2021). The implications of renewable and non-renewable energy generating in Sub-Saharan Africa: The role of economic policy uncertainties. Energy Policy 150, 112115. doi:10.1016/j.enpol.2020.112115
 Baffes, J., Kose, M. A., Ohnsorge, F., and Stocker, M. (2015). The great plunge in crude oil price volatility: Causes, consequences, and policy responses. Consequences, and Policy Responses. June 2015. 
 Baldi, L., Peri, M., and Vandone, D. (2014). Clean energy industries and rare Earth materials: Economic and financial issues. Energy Policy 66, 53–61. doi:10.1016/j.enpol.2013.10.067
 Bigger, P., and Carton, W. (2020). “Finance and energy production change,” in The Routledge handbook of financial geography ( Routledge), 646–666.
 Bodnar, P., Ott, C., Edwards, R., Hoch, S., McGlynn, E. F., and Wagner, G. (2018). Underwriting 1.5°C: Competitive approaches to financing accelerated climate change mitigation. Clim. Policy 18 (3), 368–382. doi:10.1080/14693062.2017.1389687
 Bondia, R., Ghosh, S., and Kanjilal, K. (2016). International crude oil prices and the stock prices of clean energy and technology companies: Evidence from non-linear cointegration tests with unknown structural breaks. Energy 101, 558–565. doi:10.1016/j.energy.2016.02.031
 Bourghelle, D., Jawadi, F., and Rozin, P. (2021). Oil price volatility in the context of Covid-19. Int. Econ. 167, 39–49. doi:10.1016/j.inteco.2021.05.001
 Buchner, B., and Wilkinson, J. (2015). 33 Pros and cons of alternative sources of energy production change financing and prospects for 'unconventional finance. Towards a workable and effective energy production regime, 483. 
 Cooper, R. N. (2012). Financing for climate change. Energy Econ. 34, S29–S33. doi:10.1016/j.eneco.2012.08.040
 Deng, M. (2022). China economic performance and natural resources commodity prices volatility: Evidence from China in COVID-19. Resour. Policy 75, 102525. doi:10.1016/j.resourpol.2021.102525
 Ghaffar, A., Munir, M., Aziz, O., Alhajj, R., and Sanaullah, A. (2020). COVID 19 incidence curve: Intelligent smart approach instead of lockdown. Empir. Econ. Rev.
 Grubb, M. (2004). Technology innovation and energy production change policy: An overview of issues and options. Keio Econ. Stud. 41 (2), 103–132. 
 Hamilton, J. D. (2013). “Crude oil price volatility, exhaustible resources and economic growth,” in Handbook on energy and energy production change ( Edward Elgar Publishing). 
 Harvey, M., and Pilgrim, S. (2011). The new competition for land: Food, energy, and climate change. Food policy 36, S40–S51. doi:10.1016/j.foodpol.2010.11.009
 Hassan, A., Ibrahim, M., and Bala, A. J. (2021). On the pursuit of energy security: Evidence from the nexus between clean energy stock price and energy security elements. Int. J. Sustain. Energy 41, 846–867. doi:10.1080/14786451.2021.1986043
 Henriques, I., and Sadorsky, P. (2008). Oil prices and the stock prices of alternative energy companies. Energy Econ. 30 (3), 998–1010. doi:10.1016/j.eneco.2007.11.001
 Hepburn, C., O'Callaghan, B., Stern, N., Stiglitz, J., and Zenghelis, D. (2020). Will COVID-19 fiscal recovery packages accelerate or retard progress on energy production change?Oxf. Rev. Econ. Policy 36 (1), S359–S381. doi:10.1093/oxrep/graa015
 Hussain, A., Oad, A., Ahmad, M., Irfan, M., and Saqib, F. (2021). Do financial development and economic openness matter for economic progress in an emerging country? Seeking a sustainable development path. J. Risk Financ. Manag. 14 (6), 237. doi:10.3390/jrfm14060237
 Inkpen, A., and Moffett, M. H. (2011). The global oil & gas industry: Management, strategy and finance. PennWell Books, LLC. 
 Irfan, M., Akhtar, N., Ahmad, M., Shahzad, F., Elavarasan, R. M., Wu, H., et al. (2021). Assessing public willingness to wear face masks during the COVID-19 pandemic: Fresh insights from the theory of planned behavior. Int. J. Environ. Res. Public Health 18 (9), 4577. doi:10.3390/ijerph18094577
 Kok, M. T. J., and De Coninck, H. C. (2007). Widening the scope of policies to address climate change: Directions for mainstreaming. Environ. Sci. policy 10 (7-8), 587–599. doi:10.1016/j.envsci.2007.07.003
 Kunstler, J. H. (2007). The long emergency: Surviving the end of oil, energy production change, and other converging catastrophes of the twenty-first century, 307. Open Road+ Grove/Atlantic. 
 Labatt, S., and White, R. R. (2011). Carbon finance: The financial implications of energy production change, 362. John Wiley & Sons, 288. 
 Lee, C. C., Olasehinde-Williams, G., and Akadiri, S. S. (2021). Are geopolitical threats powerful enough to predict global oil price volatility?Environ. Sci. Pollut. Res. 28 (22), 28720–28731. doi:10.1007/s11356-021-12653-y
 Liu, Q., Zhao, Z., Liu, Y., and He, Y. (2022). Natural resources commodity prices volatility, economic performance and environment: Evaluating the role of oil rents. Resour. Policy 76, 102548. doi:10.1016/j.resourpol.2022.102548
 Lv, X., Dong, X., and Dong, W. (2021). Oil prices and stock prices of clean energy: New evidence from Chinese subsectoral data. Emerg. Mark. Finance Trade 57 (4), 1088–1102. doi:10.1080/1540496x.2019.1689810
 Lynd, L. R. (2017). The grand challenge of cellulosic biofuels. Nat. Biotechnol. 35 (10), 912–915. doi:10.1038/nbt.3976
 Miller, A. S. (2008). Financing the integration of climate change mitigation into development. Clim. Policy 8 (2), 152–169. doi:10.3763/cpol.2007.0432
 Mitchell, J. V., Mitchell, B., and Marcel, V. (2015). Oil and gas mismatches: Finance, investment and energy production policy. Chatham House for the Royal Institute of International Affairs. 
 Monasterolo, I., Billio, M., and Battiston, S. (2020). The importance of compound risk in the nexus of COVID-19, energy production change and finance. Energy production change and Finance. June 20, 2020. 
 Naifar, N., and Al Dohaiman, M. S. (2013). Nonlinear analysis among crude oil prices, stock markets' return and macroeconomic variables. Int. Rev. Econ. Finance 27, 416–431. doi:10.1016/j.iref.2013.01.001
 Oh, T. H., Pang, S. Y., and Chua, S. C. (2010). Energy policy and alternative energy in Malaysia: Issues and challenges for sustainable growth. Renew. Sustain. Energy Rev. 14 (4), 1241–1252. doi:10.1016/j.rser.2009.12.003
 Omer, A. M. (2008). Energy, environment and sustainable development. Renew. Sustain. energy Rev. 12 (9), 2265–2300. doi:10.1016/j.rser.2007.05.001
 Oyedepo, S. O. (2012). Energy and sustainable development in Nigeria: The way forward. Energy sustain. Soc. 2 (1), 15–17. doi:10.1186/2192-0567-2-15
 Paseda, O., Owolabi, J., and Okanya, O. (2020). Energy production change and finance in africa: Some theoretical and practical justifications. 
 Poudineh, R., Sen, A., and Fattouh, B. (2018). Advancing renewable energy in resource-rich economies of the MENA. Renew. Energy 123, 135–149. doi:10.1016/j.renene.2018.02.015
 Puaschunder, J. (2020). “An inquiry into the nature and causes of energy production wealth of nations: What temperature finance gravitates toward? Sketching a energy production-finance nexus and outlook on energy production change-induced finance prospects,” in Governance & energy production justice (Cham: Palgrave Macmillan), 205–248.
 Purkait, S., Karmakar, S., Chowdhury, S., Mali, P., and Sau, S. K. (2020). Impacts of novel coronavirus (COVID-19) pandemic on fisheries sector in India: A minireview. Ind. J. Pure App. Biosci. 8 (3), 487–492. doi:10.18782/2582-2845.8179
 Sadorsky, P. (2009). Renewable energy consumption, CO2 emissions and oil prices in the G7 countries. Energy Econ. 31 (3), 456–462. doi:10.1016/j.eneco.2008.12.010
 Sheikh, U. A., Asad, M., Ahmed, Z., and Mukhtar, U. (2020). Asymmetrical relationship between oil prices, gold prices, exchange rate, and stock prices during global financial crisis 2008: Evidence from Pakistan. Cogent Econ. Finance 8 (1), 1757802. doi:10.1080/23322039.2020.1757802
 Song, L., and Woo, W. T. (2008). China's dilemma: Economic growth, the environment and energy production change. ANU Press, 428. 
 Sonntag-O'Brien, V., and Usher, E. (2012). “Mobilizing finance for renewable energies,” in Renewable energy ( Routledge), 197–223. 
 Sovacool, B. K. (2013). Energy policymaking in Denmark: Implications for global energy security and sustainability. Energy Policy 61, 829–839. doi:10.1016/j.enpol.2013.06.106
 Syed, Q. R., and Bouri, E. (2022). Spillovers from global economic policy uncertainty and oil price volatility to the volatility of stock markets of oil importers and exporters. Environ. Sci. Pollut. Res. 29 (11), 15603–15613. doi:10.1007/s11356-021-16722-0
 Tian, J., Yu, L., Xue, R., Zhuang, S., and Shan, Y. (2022). Global low-carbon energy transition in the post-COVID-19 era. Appl. energy 307, 118205. doi:10.1016/j.apenergy.2021.118205
 Torul, O., and Alper, C. E. (2010). Asymmetric effects of crude oil price volatility on the manufacturing sector in Turkey. Rev. Middle East Econ. Finance 6 (1), 90–105.
 Wang, B., Schlagwein, D., Cecez-Kecmanovic, D., and Cahalane, M. C. (2020). Beyond the factory paradigm: Digital nomadism and the digital future (s) of knowledge work post-COVID-19. J. Assoc. Inf. Syst. 21 (6), 1379–1401. doi:10.17705/1jais.00641
 Yasmeen, H., Wang, Y., Zameer, H., and Solangi, Y. A. (2019). Does oil price volatility influence real sector growth? Empirical evidence from Pakistan. Energy Rep. 5, 688–703. doi:10.1016/j.egyr.2019.06.006
 Yu, Y., Guo, S., and Chang, X. (2022). Oil prices volatility and economic performance during COVID-19 and financial crises of 2007–2008. Resour. policy 75, 102531. doi:10.1016/j.resourpol.2021.102531
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Du, Ouyang, Shi, Deng and Gul. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 14 October 2022
doi: 10.3389/fenvs.2022.984203


[image: image2]
Financial development, foreign trade, regional economic development level and carbon emissions
Yongchun Sun*
School of Economics and Management, Guangzhou Nanyang Polytechnic College, Guangzhou, China
Edited by:
Enzo Barberio Mariano, São Paulo State University, Brazil
Reviewed by:
Ahmed Samour, Near East University, Cyprus
Atif Jahanger, Hainan University, China
Eduardo Polloni-Silva, Federal University of São Carlos, Brazil
* Correspondence: Yongchun Sun, zixiaoronger@163.com
Specialty section: This article was submitted to Environmental Economics and Management, a section of the journal Frontiers in Environmental Science
Received: 01 July 2022
Accepted: 27 September 2022
Published: 14 October 2022
Citation: Sun Y (2022) Financial development, foreign trade, regional economic development level and carbon emissions. Front. Environ. Sci. 10:984203. doi: 10.3389/fenvs.2022.984203

Drawing on balanced panel data of 30 Chinese provinces in 2000–2020, this paper uses the Panel Smooth Transformation Regression (PSTR) model to explore the impact of financial development and foreign trade on carbon emissions under different regional economic development levels. The empirical results show that: 1) Financial development and foreign trade have a non-linear impact on carbon emissions under different economic development levels; 2) As the level of economic development exceeds the threshold, the positive effect of financial development on carbon emissions will weaken, while the effect of foreign trade on carbon emissions will change from negative to positive; 3) The sub-sample estimates further found that the impact on carbon emissions in southern and northern regions are different. The threshold in the south is lower than that in the north, but all the conversion speed is faster.
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1 INTRODUCTION
Climate change has become a global problem faced by mankind. Zhao and Yang (2020) believe that CO2 emissions are seriously damaging the atmosphere and account for 58.8% of greenhouse gases. A large amount of carbon emissions is one of the main culprits of global warming. It has brought huge challenges to people’s life and production activities. Resulting in a reduction in productivity and labor, and issues of economic output and political stability (Azam et al., 2016; Presley et al., 2017; Lin and Zhu, 2019). Governments around the world are prioritizing the reduction of greenhouse gas emissions to slow climate change. As the largest CO2 emitter, China actively responds to climate change, On 22 September 2020, President Xi Jinping solemnly announced at the 75th United Nations General Assembly, The new goal of carbon neutrality is another sublimation based on the commitment to peak carbon emissions in 2030. It is China’s solemn commitment to the international community, demonstrating China’s determination to actively respond to climate change and take a green and low-carbon development path. It provides a Chinese solution for all countries in the world to jointly address global challenges, jointly protect the earth home on which human beings depend, and jointly build a global community with a shared future for mankind, and a community of shared future between man and nature, which is widely recognized and highly praised by the international community Chen et al. (2022). Since the carbon neutrality goal was proposed, it has also attracted extensive attention from the academic circles at home and abroad. Fully affirming the significance of China’s carbon neutrality goal to the world and China’s own sustainable development, it is expected to reduce global warming by 0.2–0.3°C (Zhongming et al., 2020), Promoting China’s GDP growth rate to reach 5% in the next decade, and by reducing clean energy costs, etc., will indirectly have positive “spillover effects” on other countries (Pollitt, 2020).
In this context, the relationship between carbon emissions and other greenhouse gas emissions and economic development has become a hot research topic for scholars around the world Azam et al. (2016). The link between financial development (FD) and economic growth is crucial, and economic growth cannot be achieved without financial development (FD), the two are inseparable (Le and Ozturk, 2020). Many scholars believe that with the progress of the financial sector, the level of financial development will promote CO2 emissions, because it relies mainly on energy sources that can exacerbate carbon dioxide emissions. For example, technological upgrading and increased industrial activities caused by the expansion of financial products, services, institutions and intermediaries stimulate more energy consumption and ultimately increase CO2 emissions (Ehigiamusoe and Lean, 2019; Lahiani, 2020). Therefore, the biggest challenge faced by both developed and developing countries is to protect the ecological environment while promoting economic development. Because it is difficult for human activities to develop and upgrade technology without destroying the environment at present, but some authors have also concluded in the study that in stable economic development, when the country has sufficient resources, they started focusing on reducing CO2 emissions (Khaskheli et al., 2021). For example, China has changed from high-speed development to focusing on high-quality development. China’s current documents have repeatedly appeared in various documents such as “carbon peak”, “carbon neutrality” and carbon emission trading, and in 2021, the “two sessions” will include “carbon peak” and “carbon neutrality” in the government work report for the first time. As a practitioner of ecological civilization, it shows the determination of the Chinese government to protect the ecological environment.
The environmental problems caused by carbon CO2 emissions are not only the result of financial development (FD) and rapid economic growth, but are also affected by other economic activities. Therefore, the author also includes foreign trade (TRD) into the main body of the research. Foreign trade is a double-edged sword in carbon emissions: on the one hand, the liberalization of trade promotes the transfer of advanced environmental protection technologies, which helps to improve environmental quality and reduce pollution; on the other hand, the increase in trade activities promotes industrial activities and economic growth, but also leads to an increase in environmental pollution Muhammad et al. (2020). It can be seen that trade-related CO2 emissions are also a key factor in environmental degradation. Therefore, the author reviewed relevant literature and found that the impact of foreign trade on CO2 emissions is one of the focuses of scholars. For details, see Literature Review 2.2. In addition, this paper also includes factors such as industrial structure (IRR), innovation (INN), urbanization level (URB), population (POP), and regional economic development level (PGDP).
The contribution of this paper to the existing literature is mainly manifested in two aspects. First, in the literature, many scholars have studied the linear relationship between income, energy, financial development, economic growth, real estate and other different entry points and carbon emissions (Yang et al., 2020; Jahanger et al., 2021; Yang et al., 2021; Kamal et al., 2021; Usman and Jahanger, 2021; Qashou et al., 2022; Samour et al., 2022; Jahanger et al., 2022a; Usman et al., 2022a; Jahanger et al., 2022b; Jiang et al., 2022; Ke et al., 2022; Li et al., 2022; Usman et al., 2022b). The relationship between the variables is often not necessarily linear, there is a nonlinear relationship. Therefore, this paper adopts a nonlinear panel smooth transition regression (PSTR) threshold model to explore the relationship between financial development (FD), foreign trade (TRD), regional economic development level (PGDP) and carbon dioxide (CO2), which makes up and enriches the current literature research.
Second, existing studies (Zhang and Lin, 2012; Essandoh et al., 2020; Li and Wei, 2021) believe that China is vast, with regional heterogeneity and differences in economic level. Based on this, this paper explores the mechanism of financial development, foreign trade and other factors on carbon emissions and considers the impact of regional economic development level, that is, there is a threshold effect. This is the current literature on carbon emissions (Ehigiamusoe and Lean, 2019; Khaskheli et al., 2021; Yang et al., 2021; Kamal et al., 2021; Usman and Jahanger, 2021; Samour et al., 2022; Usman et al., 2022a; Jahanger et al., 2022a) are rarely considered, so the results of this paper enrich the content of existing research.
This paper is divided into six main parts: the first part is the research background and questions, see the introduction for details; the second part is the literature review; the third part describes the research methods; the fourth part is the data description; the fifth part is the empirical results Analysis; finally, conclusions and recommendations about the research.
2 LITERATURE REVIEW
Regarding the relationship between financial development, foreign trade, regional economic development level and carbon emissions, there have been relevant studies in the previous literature. The following discussion is divided into three parts: 1) the relationship between financial development and carbon emissions; 2) the relationship between foreign trade and carbon emissions; 3) the relationship between the level of regional economic development and carbon emissions.
2.1 The relationship between financial development and carbon emissions
As an important part of national or regional economic growth, the link between financial development and economic growth is crucial. Therefore, financial development may have a profound impact on China’s regional CO2 emissions.
According to the current literature research, the relationship between financial development and CO2 emissions is quite controversial, Many researchers believe that in stable economies, when countries have sufficient resources, they begin to focus on reducing CO2 emissions. For example, while financial development promotes economic growth, it also promotes the adoption of green, environmental protection and energy-saving new technologies in various countries, thereby improving environmental performance. Consequently, environmental pollutants including CO2 emissions will be reduced (Pata, 2018; Lahiani, 2020; Usman et al., 2022b).
This conclusion has been questioned by some scholars. Because financial development may reduce the cost of credit and make it more accessible (Nkundabanyanga et al., 2014), this is beneficial for expanding output and accelerating industrial growth, but at the expense of increased energy use and CO2 emissions. Related studies (Sadorsky, 2010; Tang and Tan, 2015; Shahbaz et al., 2019; Charfeddine and Kahia, 2019; Zaidi et al., 2019; Khan et al., 2020; Yang et al., 2020,2021; Jahanger et al., 2021; Kamal et al., 2021;Usman and Jahanger, 2021) established this hypothesis. They all show that financial development, while rapidly promoting economic growth, leads to more CO2 emissions. The empirical research in this paper is consistent with the view that financial development will lead to an increase in CO2 emissions at the same time.
In addition, China has a vast territory, and there are differences between the north and the south as well as regional differences in the level of economic development, which will affect the relationship between financial development and carbon emissions. For example Zhao and Yang (2020) studied the relationship between financial development and carbon emissions at the provincial level in China. The results of the study show that with the surge in financial development, CO2 emissions fell by 4%–5%. However, in Sichuan, Zhejiang, Xinjiang, Fujian, Shaanxi, Yunnan and other places, CO2 emissions have increased. There is a bidirectional causal relationship between regional financial development and CO2 emissions, but not in the short term. Carbon dioxide emissions are significantly affected by regional financial development. Therefore, it is suggested that it is necessary to emphasize the development of China’s financial sector at the regional level to prevent CO2 emissions.
2.2 The relationship between foreign trade and carbon emissions
Many scholars believe that foreign trade is a key factor affecting economic growth and environmental quality. But researchers have not reached a consistent conclusion on the relationship between foreign trade and the environment.
The correlation between international trade and air pollution can be explained by three theories: scale effect, technology effect and structure effect. Scale effects suggest that increased trade activity accelerates economic growth and industrial activity, leading to increased environmental pollution. The technology effect argues that trade liberalization facilitates the transfer of advanced and environmentally friendly technologies, thereby improving environmental quality and reducing pollution. According to structural effects, trade activities in the early stages of development pollute the environment due to weak environmental regulations. However, trade activities tend to reduce environmental pollution in the later stages of strong environmental policy development (Antweiler et al., 2001; Muhammad et al., 2020; Kamal et al., 2021). This is a good explanation for why in the empirical evidence of this paper, in the model estimation of the entire sample and each region, the estimated coefficient of foreign trade in the second location is positive, that is, in the early stage of China’s development, economic development was at the expense of the environment, but with the improvement of the level of economic development, The Chinese government and people are more and more aware of the importance of the environment, which is why China has implemented a series of policies in recent years, adhering to the concept that lucid waters and lush mountains are invaluable assets.
Some scholars have subdivided the relationship between foreign trade and carbon emissions into the impact of imports and exports on carbon emissions. First, from the import side, some researchers believe that the production and manufacture of imported goods are completed in a third country and will not directly affect the environment of the host country, so imports reduce environmental pollution (Cole et al., 2014). Other scholars have questioned this, arguing that more imports will lead to increased transportation activities, which in turn will require more fuel consumption and ultimately increase environmental pollution, among them Liddle (2017) studied the impact of imports on CO2 in 102 countries from 1990 to 2013, and found that imports lead to more CO2 emissions. Secondly, in terms of exports, there are also two schools of thought. One believes that exports enhance trade competition between countries to improve the efficiency of the use of scarce resources and encourage the use of green technologies to reduce environmental pollution (Davis, 1995; Helpman, 1998). However, another school of thought argues that exports lead to faster depletion of natural resources, leading to increased carbon dioxide emissions and environmental pollution (Schmalensee et al., 1998; Hossain, 2011).
2.3 The relationship between regional economic development level and carbon emissions
More and more studies have confirmed that the sharp increase in China’s regional CO2 emissions is closely related to the corresponding economic development (Wang et al., 2011; Govindaraju et al., 2013). Grossman and Krueger (1991) believed that the level of environmental pollution is related to countries with different income levels. In low-income countries, it will increase with the increase of per capita GDP, and in high-income countries, it will decrease with the increase of GDP. Further, for regions with a low level of economic development, the industrial competitiveness is relatively weak, which requires relying on the secondary industry to drive economic growth, which is not conducive to the development of clean industries. For regions with a high level of economic development, there will be more funds and people for green innovation and reduce pollution. Therefore, financial development, foreign trade and carbon emissions are constrained by the level of regional economic development.
In addition, Onuonga (2020) expounded the relationship between air pollution and economic growth in the literature, Among them, the theory of Grossman and Krueger. (1995) holds that the relationship between air pollution and economic growth is non-linear, showing an inverted U-shaped curve, which is called the Environmental Kuznets Curve Hypothesis (EKC). Since then, many scholars believe that EKC exists, such as (Mohammadi, 2017; Omri et al., 2015; Ozatac et al., 2017; Marques et al., 2018; Asumadu-Sarkodie and Owusu, 2017; Usman and Jahanger, 2021; Li et al., 2022). If the theory is correct, the economy contributes to an improved environment in the long run. However, some scholars believe that EKC does not exist (Aye and Edoja, 2017; Simiyu, 2017; Mikayilov et al., 2018). In addition, some scholars found that environmental EKC exists in some countries and not in some countries, such as Jahanger et al. (2022b) that the environmental Kuznets curve hypothesis has been verified in African, Latin American and Caribbean countries, but not in Asia Country is not verified.
2.4 The impact of other factors on carbon emissions in this study
This paper also includes the impact of innovation, industrial structure upgrade, urbanization level and other factors on carbon emissions. Innovation is an important driver of economic growth, especially for countries that are seriously lagging behind in economic development. However, innovation is a double-edged sword. On the one hand, it stimulates economic growth in a short period of time, and on the other hand, it also causes air pollution to economic development and the urban environment Zhang et al. (2018). However, most scholars believe that technological innovation is beneficial to reduce CO2 emissions and improve environmental quality (Gerlagh, 2006; Ang, 2009; Yang and Li, 2017; Chen and Lee, 2020; Jahanger et al., 2022a; Li et al., 2022) and the empirical analysis in this paper confirms that innovation can help reduce CO2 emissions, as shown in Table 7. In addition, there are relatively few literatures on industrial structure and urbanization level. However, for China, which is in a critical period of industrial structure upgrading, these two indicators cannot be ignored.
In addition, Rios and Gianmoena (2018) argue that regional analysis is of considerable importance when considering pathways to achieve national emission reduction targets. Zhao and Yang (2020) believe that it is of great significance to explore the impact on China’s carbon dioxide emissions at the regional level. However, only a few scholars have studied the influencing factors of carbon dioxide emissions at the regional level. These studies define regions differently due to different research perspectives. Some people divide China’s provinces into two regions, namely developed regions and underdeveloped regions Xiong et al. (2017). Some merged Chinese provinces into three districts: east, middle, and west Huang and Zhao. (2018). Considering the issue of regional differences, this paper divides China’s provinces into southern and northern regions, and uses the regional economic development level as the threshold variable to explore the mechanism of financial development and foreign trade on carbon emissions.
3 RESEARCH METHODS
3.1 Model construction
In order to estimate the impact of various factors on carbon emissions, this paper draws on the PSTR model of (González et al., 2005, 2017; Li and Wei, 2021), the advantage of this model is that it has a flexible nonlinear form, which allows continuous smooth transition between different states. The model uses the regional economic development level as a threshold variable to estimate a threshold value. The level of regional economic development will affect the impact of financial development and foreign trade on carbon emissions. It is helpful to determine the target of regional energy saving and emission reduction, and the model has the characteristics of fixed-effect models for individuals and time. The constructed PSTR model is as follows:
[image: image]
Among them, i = 1,2, … … ,N; t = 1,2, … … , T, N represents the cross section, and T represents the time dimension, yit is the explained variable, and the dependent variable in this article is carbon emissions (CO2), xit is an independent variable, including financial development and foreign trade, but also includes industrial structure, innovation, energy consumption, urbanization level, population, αi represents the fixed effect of individual (province), β0 is the coefficient of the linear regression part of the explanatory variable, β1 is the coefficient of the nonlinear regression part of the explanatory variable, εit is the error term set to iid, g (qit, γ, c) is the transition function between 0 and 1. It is usually a logistic function, according to González et al. (2017) proposed and Li and Wei (2021) defined the transfer function used as follows:
[image: image]
qit is a conversion variable or threshold variable, γ is a smooth slope parameter, γj>0, it determines the conversion speed from one location to another location, cj is a threshold parameter, c1≤ c2 ≤… ≤ cm, It is the threshold value in nonlinear state (in Equation 1). And qit > cj represents the model transition from one location to another. m is the number of thresholds, usually m takes values 1 and 2.
3.2 Testing and estimation
González et al. (2005) initially constructed the PSTR model and used the demean method to remove individual fixed effects. Besides, he also used nonlinear least squares (NLS) to estimate the coefficients, since then, a large amount of literature on this research has emerged (Inglesi-Lotz et al., 2020; Li and Wei, 2021). Before estimating the PSTR model, the linearity and residual nonlinearity of the data are judged to verify whether the state transition is statistically significant, and to determine the number of transition functions and the number of thresholds.
First, perform a linear test. The original hypothesis H0: γ = 0 or H0:β1 = 0, the alternative hypothesis H1: γ ≥1 means that the PSTR model has one or more conversion functions. According to the first-order Taylor expansion near y = 0 of g (qit,γ, c) derived by (González et al., 2017; Li and Wei, 2021), the corresponding auxiliary regression function is obtained:
[image: image]
The coefficient β corresponds to γ,[image: image], Rm in the equation is the remainder of the Taylor expansion. At this time, the null hypothesis of the linear test becomes:
[image: image]
The test formulas of [image: image] and LMF of the auxiliary function 3) are expressed as follows:
[image: image]
[image: image]
In the above equation, SSR0 and SSR1 are the sum of squared residuals in H0 and H1, respectively, K is the number of explanatory variables, N is the number of provinces, and T is time.
Secondly, if the null hypothesis of linear relationship is rejected, it means that the relationship between the variables in the model is non-linear. Then determine the order m of g (qit, γ, c) according to the auxiliary regression Equation 3. According to the methods described by (González et al., 2005,2017; Li and Wei, 2021), this article also chooses m = 3 to test the significance of the null hypothesis according to the auxiliary function, the null hypothesis [image: image], if the null hypothesis is rejected, then m is at least equal to 1, and so on to repeat the above hypothesis and test.
Finally, after determining the order m value of the transfer function, perform a heterogeneity test to determine the number of transfer functions:
[image: image]
Among them, [image: image] and [image: image] can be the same or different, that is, if H0:γ2 = 0 accepts the null hypothesis, it is concluded that PSTR is a model with one transformation and two zoning systems, suitable for testing the nonlinear relationship between the variables, otherwise to repeat the above steps.
4 DATA
This article uses the annual data of 30 provinces in China from 2000 to 2020. Due to the lack of corresponding data, the sample data of Taiwan, Hong Kong, Macau and Tibet are excluded. The data sources are “China Statistical Yearbook”, “China Energy Statistical Yearbook”, “China Financial Statistical Yearbook”, “China Environment Statistical Yearbook”, “Statistical Yearbook of Provinces”, “Statistical Bulletin of National Economic and Social Development of Provinces, Autonomous Regions and Municipalities”, “China Emission Accounting and Data Collection”, Wind database and CEADs database.
In order to explore the factors and mechanisms affecting carbon emissions (CO2), this paper constructs a series of variables including:
1) The explained variable (CO2)
According to the current literature, for carbon emissions indicators, many literatures are mainly based on the measurement method proposed by the United Nations IPCC Wang et al. (2019), and t this paper uses the data of carbon dioxide (CO2) emissions in the CEADs database as the explained variable (million tons of carbon dioxide emissions), which adopt the measurement method proposed by the United Nations IPCC.
2) Core explanatory variables (X)
The core explanatory variables are financial development (FD) and foreign trade (TRD). Among them, financial development (FD) is represented by deposits and loans; foreign trade (TRD) is represented by imports and exports.
3) Control variable (Z)
Control variables include industrial structure (IRR), innovation (INN), urbanization level (URB), population (POP), and regional economic development level (GDP). Among them, Industrial Structure (IRR) uses industry as a percentage of GDP as an indicator of industrial structure; innovation (INN) uses the number of patents per 1 million people in each province to represent; the urbanization level (URB) is expressed by the proportion of urban population in the regional population; the population (POP) is expressed in millions of people; the regional economic development level (GDP) uses the actual GDP of each province as a measurement indicator.
This paper uses the regional economic development level (GDP)as the threshold variable to examine the impact of financial development (FD), foreign trade (TRD) and regional economic development level (GDP)on carbon emissions (CO2), all variables are expressed in logarithmic form. Table 1 lists the descriptive statistics of all variables.
TABLE 1 | Descriptive statistics.
[image: Table 1]The results show that the average value of carbon emissions (CO2) is 5.222, while observing the maximum and minimum values of each variable. The average value is not affected by extreme values. For the coefficient of variation, the value of regional economic development, financial development, foreign trade and innovation are 0.259, 0.227, 0.259, and 0.270, respectively, which have a higher coefficient of variation.
5 ANALYSIS OF EMPIRICAL RESULTS
5.1 Unit root test
In order to avoid incorrect regression caused by the non-stationarity of the data, this paper uses LLC and Fisher for unit root test. As shown in Table 2, all variables are stable (The p-values of LLC and Fisher’s tests are both less than 10%, rejecting the null hypothesis, with statistical significance). Therefore, the requirements of the PSTR model for panel data stationarity are met.
TABLE 2 | Unit root test.
[image: Table 2]5.2 Analysis of the empirical results based on the panel smooth transition regressionl model
In order to measure the impact of financial development and foreign trade on carbon emissions, this paper examines the panel data of 30 provinces and cities in China, and uses the level of regional economic development as the threshold variable to examine whether the impacts of financial development and foreign trade on carbon emissions are the same at different levels of economic development. For the PSTR model analysis, the following three steps are used. The first is to check the linear relationship, the second is to determine the number of threshold parameters m and the corresponding optimal [image: image], that is, the number of transition functions; the third is the estimation of the PSTR model.
5.2.1 Linear relationship test
This paper has carried out a linearity test, as shown in Table 3, for the order m = 1, 2, 3, the corresponding [image: image]and LMF statistics both reject the null hypothesis (p values are both within 1%). The model is linear, and the heteroscedasticity robust [image: image]and HACF statistics also reject the null hypothesis (p values are both within 5% significance level), which shows that considering the economic development level of different regions, a nonlinear model should be established to explore the relationship between financial development, foreign trade and carbon emissions.
TABLE 3 | Homogeneity tests.
[image: Table 3]5.2.2 Determine threshold parameters and optimal transfer function
Based on the analysis of 5.2.1, in order to determine the order m of g (qit, γ, c), this paper does a sequence homogeneity test as shown in Table 4 to determine the optimal order of the transfer function m = 1. At the same time, to ensure For the robustness of the PSTR model constructed by the transfer function, we have done a robustness test and no residual heterogeneity test: H0: γ = 1, H1: γ = 2, as shown in Table 5 and Table 6, the results showed that the p values of heteroscedasticity robustness statistics were 0.0921, 0.1535, 0.1062 and 0.1723, respectively. Accept the null hypothesis that the optimal order of the transfer function is m = 1. For the test of H0: γ = 2, H1: γ = 3, it is obvious that the heteroscedasticity robustness test is not significant. Therefore, the PSTR model we set has only one transfer function, two zones, and one threshold parameter.
TABLE 4 | Sequence of homogeneity tests.
[image: Table 4]TABLE 5 | Parameter constancy test.
[image: Table 5]TABLE 6 | No remaining (heterogeneity) test.
[image: Table 6]5.2.3 Estimation of the panel smooth transition regression model
Through the above linear test, threshold parameters and the determination of the optimal conversion function, we determined that the suitable model is the logistic conversion model in Eq. 1. The results of our estimated PSTR model are shown in Table 7. Among them, the optimal threshold parameter c is 5.700, which means that when the threshold variable is lower than 5.700, the estimated model will be in the first location, otherwise it will be in the second location. As shown in Figure 1, there are many continuous points between the first location and the second location, and the smooth transition process of the sample data can be seen intuitively. With the rapid development of China’s economy, finance and foreign trade have also developed rapidly, and the impact on carbon emissions has gradually increased. When reaching a certain height, there will be a peak, the so-called “carbon peak”, so how to achieve “carbon neutral”? This is the problem that we are concerned about and must be solved. While studying the impact of financial development and foreign trade on carbon emissions, this paper also considers the level of regional economic development, and incorporates factors such as innovation, industrial structure, population, and urbanization level.
TABLE 7 | Results of the PSTR estimation.
[image: Table 7][image: Figure 1]FIGURE 1 | Smooth transition function.
In the foreign trade and financial development in Table 7, the sign of the coefficient of the linear part (β0) and the coefficient of the nonlinear part (β1) are opposite. When the threshold variable (regional economic development level) is lower than the optimal threshold (5.700), the linear relationship dominates, that is, the model is in the first location. In this location, the regional economic development level is not very high, due to the blind excessive expansion and disorderly development of finance (similar to P2P financial products, etc.), This leads to an increase in the level of carbon emissions, that is, the faster the financial development, the more it will destroy the balance of the ecological environment, especially when the environmental protection policy is relatively loose. This is consistent with the research results of scholars (Yang et al., 2020; Jahanger et al., 2021; Yang et al., 2021; Usman and Jahanger, 2021), that is, financial development will lead to an increase in carbon emissions, But unlike the above scholars Usman et al. (2022a), these scholars believe that finance is considered to be an important indicator that greatly helps to alleviate environmental degradation and promote economic growth. Then, when the financial development is in the second position (that is, higher than the threshold value of 5.700), the positive effect of financial development on carbon emissions will offset the weakened impact on carbon emissions due to the negative nonlinearity (the coefficient changes from 0.5544 to 0.3564). This situation is very similar to the Environmental Kuznets Curve Hypothesis (EKC) confirmed by some scholars such as Grossman and Krueger (1995), that is, the economy is conducive to improving the environment in the long run. At the same time, this shows that it is inseparable from the implementation of high-quality development of the Chinese economy. With the continuous improvement of China’s economic level and the transformation of financial development to green, a series of green investment and financing measures have been proposed to facilitate the green transformation of financial development, thereby reducing the impact of financial development on carbon emissions.
Foreign trade is known as one of the troikas that promote China’s economic growth, and has made a lot of contributions to the development of China’s economy. With the continuous expansion of trade and the take-off of China’s economy, the impact of foreign trade on carbon emissions is shown in 1 and Table 7, it can be seen that, when the level of regional economic development exceeds the threshold (5.700), foreign trade will lead to an increase in carbon emissions, and will lead to an increase in carbon emissions due to positive nonlinear effects (coefficient of 0.0956). With the rapid development of China’s economy and the further expansion of its opening to the outside world, foreign trade has become more frequent and convenient due to the improvement of the level of regional economic development. This is inevitably accompanied by the emergence of negative problems that accelerate the effect of environmental damage, and even the spread of carbon emissions across borders. How to avoid the increase in carbon emissions caused by foreign trade? We can draw inspiration from the theories of the following scholars, such as Walter and Ugelow. (1979)’s “pollution haven effect” that when investment goes into pollution-intensive industrial sectors, foreign direct investment will increase carbon emissions, and later scholars have confirmed the hypothesis (Cole, 2004; Lan et al., 2012; Long et al., 2018);and Zarsky. (1999)’s “pollution halo effect” that foreign trade tends to reduce environmental pollution and improve environmental quality when investment goes into green and technologically advanced industries, scholars (Lee, 2009; Govindaraju et al., 2013) also confirmed this view.
It is also found from Table 7 that the linear part of innovation is negatively related to carbon emissions, as stated by scholars Jahanger et al. (2022a), technological innovation has been shown to play a moderating role to reduce the negative environment related to natural resource consumption Consequences, that is to say, the development of innovation is helpful to reduce carbon emissions. The current hotly debated “carbon neutrality”, in the final analysis, also requires innovation, accelerating ecological innovation and the green development of various industries, and promoting the formation of a consensus on environmental protection among the whole people is the direction of our future efforts.
In addition, in terms of industrial structure, from the statistical data, industrial structure and carbon emissions are positively correlated (the coefficient is 0.1518). Therefore, the adjustment of the industrial structure should pay attention to the effect of the ecological environment, so China is indeed making efforts in this regard, such as adjusting the structure of industrial energy, developing green industries and then promoting the development of circular economy, making the governance of the ecological environment qualitatively A leap forward to truly achieve a beautiful China.
5.3 The sub-regional estimation of the impact on carbon emissions
Taking into account the difference between the north and the south, according to Li and Wei. (2021), this paper also divides the 30 provinces and cities in China into the northern regions (Heilongjiang, Jilin, Liaoning, Inner Mongolia, Xinjiang, Gansu, Qinghai, Ningxia, Shanxi, Shaanxi, Hebei, Tianjin, Beijing, Shandong, Henan)and southern regions (Jiangsu, Chongqing, Sichuan, Hubei, Shanghai, Anhui, Zhejiang, Jiangxi, Hunan, Guizhou, Yunnan, Fujian, Guangdong, Guangxi, Hainan), Taking the level of economic development as the threshold variable, the impact of financial development and foreign trade on carbon emissions was calculated respectively. The specific screening process is the same as above, further details are provided in the Appendix, Supplementary Appendix Table A1 and Supplementary Appendix Table A2 establish the optimal order of the transfer function m = 1, Supplementary Appendix Table A3 shows no residual heterogeneity, and Supplementary Appendix Table A4 is the estimated result of the PSTR model, the smoothing threshold effect presented in Supplementary Appendix Figure A1 and Supplementary Appendix Figure A1.
It can be seen from Supplementary Appendix Table A4 that the level of regional economic development does affect the relationship between financial development, foreign trade and carbon emissions. Threshold values vary by region, the thresholds in northern and southern China are 5.418 and 4.883, respectively, and the thresholds in southern China are lower than those in northern China, indicating that the southern region is more likely to have a threshold effect. As can be seen from Supplementary Appendix Figure A1 and Supplementary Appendix Figure A2, compared with the southern region, most of the points in the northern region are in the first location, perhaps the economic development of the northern region is not as good as that of the southern region. The impact of financial development and foreign trade on carbon emissions is not as large as that of the south, which has better economic development. In addition, we also found that the conversion speed of the slope parameter γ in the northern region is higher than that in the southern region, which further indicates that the impact of financial development and foreign trade on carbon emissions varies with the level of regional economic development. The results of the empirical analysis are consistent with the idea of scholars (Rios and Gianmoena, 2018; Zhao and Yang, 2020), that is, it is of great significance to explore the impact on China’s carbon dioxide emissions and national emission reduction targets at the regional level. Generally speaking, the development of finance and foreign trade will aggravate the generation of carbon emissions and deteriorate the natural environment. But the economic development of the south is relatively less than the impact of the north, because the economy has developed to a certain extent, people pay more attention to the problem of environmental quality. Therefore, promoting green low-carbon and even “zero-carbon economy” will be an important issue for enterprises to think about in the future.
5.4 Robustness test
In order to test the robustness of the model, according to the robustness test method of (Wang and Wei, 2020; Li and Wei, 2021), the financial development indicator in this paper is replaced by per capita deposits and loans, and then the entire sample is re-tested.
The results of the robustness test in Table 8 and Figure 2 are consistent with the results in Table 7 and Figure 1 of the Chinese full-sample test. The indicator of financial development is re-tested, and the results show that it is still significant. From Figure 2, it can be intuitively seen that the transition is smooth, so it can be concluded that the model estimation is robust.
TABLE 8 | Results of the PSTR estimation.
[image: Table 8][image: Figure 2]FIGURE 2 | Smooth transition function.
6 CONCLUSION AND RECOMMENDATIONS
6.1 Conclusion
Different from previous studies on the linear relationship of carbon emissions (Yang et al., 2020; Jahanger et al., 2021; Yang et al., 2021; Kamal et al., 2021; Usman and Jahanger, 2021; Qashou et al., 2022).
In this paper, the nonlinear panel smooth transition regression (PSTR) threshold model is used to deeply explore the interaction mechanism between financial development, foreign trade, regional economic development level and carbon emissions. In addition, considering China’s vast territory, vast land and abundant resources, complex and diverse natural environment, and large differences in the level of regional economic development, the total sample of the country, the southern and northern regions of China were analyzed respectively. The research results show that changes in the level of regional economic development will affect the mechanism of financial development and foreign trade on carbon emissions, and it varies from region to region. Especially when the level of regional economic development is high and higher than the optimal threshold, financial development will reduce carbon emissions due to the high level of regional economic development, but foreign trade will increase carbon emissions more frequently. However, when examining sub-regions, both financial development and foreign trade will lead to an increase in carbon emissions, which is in line with the research views of some international scholars (Schmalensee et al., 1998; Sadorsky, 2010; Hossain, 2011;Tang and Tan 2015; Shahbaz et al., 2019; Zaidi et al., 2019; Khan et al., 2020; Yang et al., 2020,2021;Jahanger et al., 2021; Kamal et al., 2021). Therefore, the author believes that after obtaining a sufficient level of development, more attention should be paid to environmental-related issues, at the same time, with the improvement of development, the level of education and awareness has also increased, and people’s awareness of environmental protection has become stronger and stronger, all of which contribute to reducing pollution.
Further, it also illustrates another problem, that is, the relationship between financial development and carbon emissions is not stable. Because carbon emissions can only be reduced when the level of economic development reaches a certain threshold, which means that we should improve the level of regional economic development while strengthening financial development. This coincides with the environmental Kuznets curve hypothesis Grossman and Krueger (1995), that is, the economy contributes to an improved environment in the long run. Recent studies (Omri et al., 2015; Mohammadi, 2017; Ozatac et al., 2017; Marques et al., 2018; Asumadu-Sarkodie and Owusu, 2017; Usman and Jahanger, 2021; Li et al., 2022) also confirmed this. In addition, innovation is negatively correlated with carbon emissions, which means that the development of innovation helps to reduce carbon emissions, and population, industrial structure, and urbanization levels all lead to an increase in carbon emissions.
6.2 Suggestions
These findings deserve the attention of policymakers. Therefore, we make the following recommendations.
First, improve the supervision of laws and regulations. Specific measures: First, form a “smart” carbon emission regulatory legal mechanism Han and Lu (2021). Give full play to the advantages of big data and other technologies, monitor carbon emissions and key enterprises with carbon emissions in real time, and accurately identify illegal entities and behaviors, so as to ensure economic development and the protection of the ecological environment. Second, strengthen the legal connection and coordination mechanism of low-carbon legislation and environmental protection, and establish a legal supervision system for carbon emission trading, forming a diversified legal supervision mechanism for the government, enterprises, and service platforms.
Secondly, due to the differences in the level of regional economic development, the impact of financial development and foreign trade on carbon emissions is also different. Therefore, when solving the carbon emission problem, relevant departments should take measures according to local conditions, take multiple measures in a step-by-step manner, and explore effective solutions for energy conservation and emission reduction in the region. At the same time, to continuously improve the level of regional economic development, in the process of opening up the financial industry to the outside world, the government should cooperate with rating agencies to effectively select investments, require financiers to share information on carbon emissions, and limit CO2 emissions in the form of contracts, develop green finance and transform to green. Encourage investment, financing and cooperation among multinational companies that use and nurture clean and green technologies.
Finally, innovation and carbon emissions are negatively correlated, so domestic and foreign companies should be encouraged to use capital for efficient and high-tech production, invest in green technologies for technological upgrading, and transform existing industries into low-carbon industries or a “zero-carbon economy”. Population is also an important factor affecting carbon emissions. It is recommended that government departments implement relevant policies to improve the public’s use of green renewable energy, green travel, and green life. In addition, there is another important factor, economic level, regional economic development will increase carbon dioxide emissions, but with the improvement of regional economic development level, carbon dioxide begins to decrease. Therefore, while promoting economic development, revising and formulating appropriate policies is conducive to environmental protection. For example, extreme rainstorm events like the one encountered in Henan in mid-July 2021 are warning us of the importance of protecting the environment.
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The aim of the study is to test the nexus between energy prices risk and energy efficiency for energy transition to recommend the implication for the period of COVID-19 crises. This study uses short-term daily data of G-20 countries for COVID-19 crises was taken to better estimate the study findings. To estimate the results Data Envelopment Analysis estimation method was applied for empirical inference. The findings revealed that the COVID-19 crises have the biggest negative influence with 47.1% on oil prices which raised energy prices risk at large. The aforementioned results hold even after substituting the magnitude of extreme list of variables, re-estimating the equations with energy efficiency. Such risk has further halted energy efficiency with 33.69% in G-20 countries during COVID-19 which is one of the largest dent of the mankind history. Our results also inferred that the relationship of energy prices risk with energy efficiency remained significant but negative with energy transition. Extending to it, the post-COVID-19, the danger of energy stock price crashes is expected to diminish dramatically. The study suggest that the corporations must participate in greater corporate social responsibility activities have lower post-COVID-19 energy price collapse risk. Finally, we demonstrate that post-COVID-19, the impact of COVID-19 on energy price collapse risk.
Keywords: energy transition, energy price risk, energy efficiency, COVID-19 crises, G-20 countries
1 INTRODUCTION
As a fundamental determinant of human pleasure in the public economy, energy is crucial. Overall political progress is affected, but there is also a link to peace and harmony across the world because of this. Because of the expansion of money-related economic sectors and the creation of item classes, energy has transformed from a raw resource for production and consumption into a hypothesis. This year has seen a sustained expansion of energy revenue markets, which has led to a rise in the scarcity of energy while also recovering its financial item credits. Shocks have little effect on the energy and financial sectors. Both associations- and organizations-and nations-affecting dangers are present in the energy money market. The value of energy is the most important and well-known risk when it comes to funding energy projects. It is also a controversial topic in the energy business to try to estimate future energy costs. Changing energy market prices may now have a greater impact on the monetary system, such as on business endeavours, stock values, import and export commerce. This is likely to be of even greater significance in the future as globalisation and mobility of money continue to grow.
Consequently, be on the lookout for hazard indicators such as rising energy costs. The majority of scientists, according to a previous research on energy value risk, are more concerned in financial factors, such as U.S. dollar exchange rates and financial transactions. Researchers also believe global risk leads to the energy sector becoming more fragile, which necessitates changes (e.g., Liu et al., 2020). If the US dollar collapses, it might have a huge impact on the energy value risk. This relationship between ludicrous events and energy value danger has been effectively and precisely isolated by restricted assessment (Tehreem et al., 2020). Our analysis will fill up this gap in the composition. Several reasons exist for considering unlikely events when evaluating the oil value risk. It is important to keep in mind that bizarre events like pandemics, as well as severe weather conditions like droughts, may have a detrimental impact on the whole economy and energy supply.
Many studies have demonstrated that in the financial services business, unusual incidences of high returns and unpredictability have predictive potential (Xu et al., 2020). The extreme conditions might cause a venture’s demise or negatively effect its use, both of which raise volatility in the financial markets. Thus, we may conclude that extreme occurrences have a significant influence on oil value risk. In a third approach, dramatic events may influence the price of oil by increasing the bounce risk. 3 According to new findings, hops may account for a considerable percentage of the volatility in unrefined petroleum prices. Statistically, it is shown that surprising time-shifting occurrences enhance the value premium to make up for the hop risk. Keep an eye out for (2008). From this vantage point, it is feasible to claim that outrageous events also contribute to the presence of hops in oil surplus returns as compensation for usage shocks, to the point that outrageous event events enhance the unpredictability of the oil market. This is true. Incidents such as oil supply outages caused by psychological oppression assaults might make oil prices more volatile. Finally, startling occurrences like epidemic and psychological persecution may also enhance the vulnerability of oil prices indirectly by affecting global examples in a roundabout way (Rasheed and Anser, 2017). COVID-19 flare-up had a greater influence on the global danger presented by the United States, as indicated (Anser et al., 2020). The COVID-19 outbreak and the government’s reaction to it pose an international security threat (Yousaf et al., 2020).
As the COVID-19 quickly spreads throughout six landmasses, nations across the world have proclaimed a well-being crisis (Lin et al., 2021). The present pandemic has had a substantial detrimental effect on many people’s life, including financial difficulty. Companies who were not in the business of delivering critical products or services were forced to close or reorganise as a result of the pandemic’s consequences. As the pandemic spreads, there will be more people affected by poverty, unemployment, and other social ills. According to the United Nations, the “Time of Action” for realising the UN’s One World and One Human-Kind objectives will be between the years 2020 and 2030. A worldwide health crisis known as COVID-19 is expected to strike in 2020, causing migration restrictions throughout the world as well as blocked networks and separated financial aspects (Jun et al., 2020). Beyond the obvious threat to public health, this pandemic has immediate as well as long-term social, economic, and ecological ramifications. As a consequence, the global SDGs are being impacted in a variety of ways. Even while early predictions for 2020 suggested that the global economy will shrink by 1%, later estimations found that GDP might collapse by 5.2 percent, the biggest loss in monetary psychology since the Great Depression.
A pandemic’s pace of environmental change and natural contamination may be slower than that of an environmental change, yet environmental change and natural contamination may be very dangerous to human endurance if not addressed quickly enough. With the global financial crisis of 2008–2009 in mind, it is easy to see how the world economy may be affected by COVID-19 (Liu et al., 2020). Achieving the United Nations Sustainable Development Goals by 2030 might be jeopardised if these outcomes occur. For example, this pandemic has triggered the unforeseen emergency in numerous regions including starvation, unemployment, chronic weakening, helplessness, and a lack of worldwide collaboration in areas like education and disinfection. Finally, this situation is setting off a major tragedy for people all around the world, and it might have ramifications for both sustainable growth and the global economy.
The aim of the study is to test the role of energy price risk in COVID-19 with energy efficiency helping to enhance energy transition. Using long-range daily data spanning from April 1983 to December 2019, this is the first research to examine how outlandish occurrences impact energy value hazard. This is a significant issue for all of us. This is the first contribution of the study. A pandemic or excessively high temperature are examples of typical outlandish events; floods, storms, or a rapidly spreading fire are examples of typical outlandish events after recovering contingent unpredictability from the GARCH (1) model (for the most part zeroing in on illegal intimidation). This is the second contribution of the study. A broad variety of remarkable occurrences and oil price threat are examined in more detail using multivariable regression models, as well. This is the third research contribution We also alter the estimate markers for outrageous events, re-evaluate the models for two subsamples, and use varied information frequencies over the course of a week and month to investigate the connection between outrageous occurrences and oil value risk. On this study presents multiple policy recommendations that is the fourth research contribution of this inquiry.
Shocking occurrences, according to our research, have a major influence on oil value danger (Liddle and Sadorsky, 2020). Even the most absurd of circumstances may put your safety at danger. The oil value risk level is also raised to new heights by catastrophic events as well as psychological subjection (Ebrahimi, Kianfar, and Bijari, 2021). The devastation caused by an oil price epidemic is on a par with all other natural disasters (Figus et al., 2020). However, even after replacing the estimation markers for outrageous events, re-evaluating the models for two subsamples, and investigating the link between outrageous events and oil value risk using an SVAR model with different information frequencies over the course of the week and over the course of the month, the upper end is still very solidly supported. When we looked at the flammable gas danger a third time, we discovered that psychological oppression had a major effect on it, even when catastrophic events increased the flammable gas value threat.
2 REVIEW OF LITERATURE
The total energy market’s ability to meet demand is dependent on it being secure. High energy costs, especially high oil prices, must be considered in order to have adequate energy markets. Determine what factors, if any, might affect the level of energy threat. These features may be divided into long-term components and temporary variables (Usman et al., 2021). The long-term pattern of increasing energy prices is influenced by earlier occurrences because to altering stock solicitation linkages in the energy market. As a result of these mental market assumptions, current changes are frequently frightful and produce short-term volatility in energy value (Usman et al., 2021). Many scientists base their study on the long-term effects on energy esteem risk factors on the market in terms of income (Owoeye et al., 2020). Oil prices, according to Scarcioffolo and Etienne, (2021), are not driven by market factors like inflation, but by basic interest and supply shocks. If market revenues do not match, we may expect an increase in oil prices very soon (Pach-Gurgul, Smiech and Ulbrych, 2021).
They found that market revenue factors are critical in understanding oil esteem instability using the SVAR model, developed by Lombardi and Robays (2011). Economic cycles have had a significant impact on oil consumption, which has resulted in price fluctuations in the US since 1982. In the DSGE model of the US economy, a real oil accumulation model is incorporated, as reported by Unalmis et al. (2012). Astveit and others (2012) use the FAVAR model to look at how crude oil prices affect developing and developed economies, notably in Asia, and they find that emerging economies have two times the interest in crude oil as developed nations. Similarly, the evolution of energy product markets links all natural market factors and long-term components that might impact on energy prices. For another way of putting it, international energy organizations seek to exercise control over the whole supply chain and affect energy prices by doing so (Fernandes, Dias and Nunes, 2021). The substitution of diverse energy sources also affects changes in energy value (Zou and Chau, 2020).
Because of the complexity and change in global financial and political institutions, an increasing number of specialists are concentrating on current second impacting elements (Ratner, Berezin and Sergi, 2021). Energy value risk is influenced by a variety of factors, but finance is a critical one. The influence of item list store theory on the risk premium plan for crude oil destinations has been more certifiable over time as the hazard price of oil has changed considerably since about 2005, according to Hamilton and Wu (2014). Theoretically, hypothetical components may have only a little effect on energy prices and eccentricity, according to some experts. This, however, has to be shown (Hanif et al., 2021). According to Antunes et al. (2021), the petroleum products spot market has a constant value for premiums and supply of raw gasoline. This value does not change over time. Spot value, solicitation, and crude oil stock are all separated using an agreement model for the purpose of simplicity. The results show that speculative factors do have an influence on crude oil’s value swings.
We must analyse whether or not SDGs are acceptable for the post-pandemic time [15] and how much they need to be altered in light of the COVID-19 impact, which is alarming in the grand scheme. You can make progress on the 2030 Agenda for Sustainable Development by understanding the effect of this pandemic on SDGs. A great deal has been achieved in confirming SDG centres since 2015 (Gil-Alana and Monge, 2020). Varied nations faced different challenges in their public development projects, but they were all able to achieve their goals to some degree. These nations’ commitment estimations, however, have changed because of the COVID-19 pandemic strategy. Consequently, the main objective of this audit is to analyse how COVID-19 has influenced current progress towards UN SDGs (Antunes et al., 2021). Environmental and energy capacity-related SDGs such as SDG-7, 9 and 13 are clearly in focus since they have a direct or indirect relationship to affecting the ecosystem or environment (Apergis and Gangopadhyay, 2020). As a result of this audit, both negative and specific environmental and SDG consequences associated with energy usage and consumption have been identified (Dawar et al., 2021). The survey makes use of the Analytic Hierarchy Process (AHP) to determine how many perceived advantages and drawbacks there are for each environmental and energy-related goal. There are also four to one assessments that monitor progress that may be used to judge if the implications for the SDGs are sincere (Nasreen et al., 2020). As a result, it is difficult to know exactly how the pandemic may affect environmental and energy-related Sustainable Development Goals (Golpîra and Bahramara, 2020).
The review’s results suggest that the pandemic offers a chance to create activity designs that might aid in the construction of a more naturally useful future (Hammoudeh et al., 2021). Only a small number of late exams have written on both the positive and bad impacts of COVID 19 on the SDGs. As stated by de Vries, (2021), “The COVID-19 should be considered as a platform for advancing further on SDGs. SDG implementation should take advantage of obstacles brought on by pandemics. SDGs, according to Mukhtarov et al. (2020), must be coordinated at the public and individual levels when pandemics arise. In order to mitigate the consequences of the COVID-19 pandemic (Christensen et al., 2020), data frameworks are critical. Researchers studied the causes of a pandemic that swept the globe. The influence of the pandemic on the Sustainable Development Goals (SDGs) is thoroughly studied in According to their predictions, the pandemic might have a negative impact on achieving the Sustainable Development Goals (SDGs). What little progress has been made on the Sustainable Development Goals (SDGs) is disappearing because of the pandemic, particularly because of the rise in excessive need (Fitzpatrick et al., 2020). The negative and positive effects of a pandemic on the 17 SDGs have been separated. In the years after the epidemic, innovators have come up with innovative ideas for meeting the Sustainable Development Goals. To minimize any inconsistencies in SDG implementation, looked into the financial ramifications of this pandemic and made a few suggestions on how it should be handled going forward. According to a study of the literature on the subject, COVID-19 had a detrimental influence on the Sustainable Development Goals. Despite this, no research has yet analysed the overall effect of the pandemic on progress toward the SDGs (Alaba et al., 2021). To put it another way, this research is ground-breaking in terms of evaluation (Wang and Wang, 2020). The review system’s system demonstrates a step-by-step procedure for you to follow (Greve et al., 2021).
According to Tiwari et al. (2018)’s study, OPEC’s oil supply management policy has a direct impact on oil price swings and patterns for the first time. According to Bonaccolto et al. (2018), monetary arrangements and stock market susceptibility were the most important driving variables in oil movements. For instance, Liu et al. (2019) used the GARCH-MIDS-GPRS model to study the effect of global oil value hazard risks and found that overseas hazards affect oil market volatility. During the COVID-19 event, oil demand and monetary regions had more moderately unfavourable openings to oil value danger, as shown by Akhtaruzzaman et al. (2020). Extreme occurrences have had a limited influence on energy value risk, according to a small number of exact research conducted to yet. Crude oil prices were the first to be affected by outlandish events, according to Zhang et al. (2008a, 2008b). In the medium term, outrageous occurrences are the most significant drivers of variations in the value of unrefined petroleum, and the shocks associated with spectacular events are more frequent and genuine now than in the past.
3 STRATEGY OF INQUIRY
3.1 Design
There seems to be a fairly little corpus of information that can be added by using the DEA severed human predictions about Energy prices risk. No research has been done on the utility DEA model for predicting Energy prices risk from the usage of economic growth and power consumption in the most recent cutting-edge research, in specific. A first-of-its-kind analysis of G20 nations’ Energy prices risk predicts the interrelationships and impudence levels of the monetary boom and electricity consumption based on the DEA model.
There is a current query that aims to use the DEA model to achieve the following goals. Using actual data from G20 nations between 2010 and 2016, explore the link between strength consumption, Energy prices risk, and monetary growth. Predict Energy prices risk by generalising the links between the input and output metrics. This will make it easier to examine how power usage and Energy prices risk tie together in G20 nations during periods of economic growth. Predicting Energy prices risk in G20 nations between 2010 and 2019 using just power use and financial boom data. Paper contrasts primary power consumption (PEC), emissions, as well as economic growth and environmental performance in G20 countries using a slack-based DEA model from 2010 to 2016. Using the DEA model, it adds to the current body of knowledge on energy efficiency, carbon dioxide emissions reductions, and environmental financial efficiency. Learn more about the calculations that show how much Energy prices risk may be reduced while maintaining the necessary energy consumption. Finally, recommendations are made for legislative changes and operational improvements that might not only lead to measurable effects in the dynamic structure of countries, but it could also serve as motivation for policymakers, academics, and everyone else who read the report.
This technique will let tricksters accurately anticipate Energy prices risk from daily datasets with non-linear data structures, in light of the aforementioned goals. Other indicators that might affect Energy prices risk could be studied using this work. Section 2 discusses the research’s methodology, and Section 3 examines the findings after they’ve been pondered and evaluated. Section 4 brings the article to a close by summarising the findings.
3.2 Data analysis technique: DEA
Research a building procedure where both desired results and unwanted outputs are generated. Assume that the directions of inputs, acceptable output, and bad throughput were available,[image: image], Y[image: image], [image: image] correspondingly. The manufacture technology T can be defined as:
The hypothesis enforced on T proposed by Faere et al. (1989) in instruction to model a production technology that produces both desirable and undesirable outputs are offered as follows.
[image: image]
1) Outputs are weakly nonrefundable, i.e.,
2) if [image: image]and [image: image] then [image: image]
3) Desirable and undesirable outputs are null-joint, i.e., if [image: image] U = 0 then Y = 0
It is strongly reversible to provide to the premise I good and unwanted results. So, as this suggests, cutting down on undesired products is not completely free. It is also feasible that the ratio of desired to unwanted production will diminish. Supposition 2) states that in order to achieve desirable results, undesirable results should be generated. To put it another way, the only way to eliminate unwanted production is to complete the manufacturing process.
In the case of nonparametric specification, the piece-wise linear production technology T is evidently protected and can be widely in use in scientific investigations. It is possible that this type of production technology T is classified as an ecologic DEA new tech, as described by, meanwhile this knowledge has enclosed in the DEA foundation. Assume there are [image: image] DMUs. So for [image: image]the instructions of contributions, necessary outputs and unwanted productions are nearby as[image: image],[image: image], [image: image] congruently. Ecological DEA skill that demonstrations continuous rate of return (CRS) can be took as follows
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For example, the outputs are weakly non-refundable and the desired and unpleasant outcomes are zero, which confirms that model (1) fits all the prerequisites outlined previously. DEA systems are either output- or insight based on a DMU’s ability to produce the highest output or, conversely, to accomplish the minimal input quantities by the particular output. The input-oriented paradigm was used in this research because a farmer has greater control on supplies than outcomes. Equation S6 may be transformed into a linear equation using the insight CCR paradigm (radial model). As Eq. 3–4:
[image: image]
3.3 Exposed to the subsequent circumstances
[image: image]
[image: image]
where x denotes the inputs vector, y is the outputs vector, v and u are the inputs’ and outputs’ weights, i and r show the number of inputs and outputs, respectively. The construct rating ranges from 0 to 1. An effective DMU with really no reduction reaction has an efficiency rating of one. A DMU with a score of 0 efficiency is considered inefficient (Zhang 2015). Non-radial models, as opposed to radial models, take into account the slacks as well as the proportional change in inputs or outputs (Cooper et al., 2007). Section S5 of SF goes into further into on the differences between radial and SBM models. Quasi models’ performance is determined using a vector called the loose measure of efficiency (SBM). Tone was responsible for introducing and developing SBM (2001). SBM is generally expressed as follows: 
[image: image]
[image: image]
Subject to: 1 = t + [image: image] [image: image] ; x0 = Xλ + s‒; y0 = Yλ ‒s+; λ ≥ 0, s‒ ≥ 0, s+ ≥ 0, t > 0.
Minimize τ = t‒[image: image] [image: image],
Subject to: 1 = t + [image: image]Sr+[image: image] ; tx0 = XΛ + S−; ty0 = YΛ ‒S+
Λ ≥ 0, S− ≥ 0, S+ ≥ 0, t > 0
Where S− = ts‒, S+ =ts+, and Λ = tλ.
A two different framework configuration, the discovery chance is obviously shown as: the PPS of standard response in use for DMUk by 2 different founding document and the assertion of usual, progressed to a large extend how they can survive a construction with expelled well-organized units, they would be able to survive amorphous because they are:
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Then the below model is solved; 
[image: image]
s.t. [image: image]+ [image: image]=[image: image] i = 1,…,m, [image: image] [image: image] [image: image] =[image: image] r = 1,…,s, [image: image]= [image: image] + [image: image], d = 1,…,D, [image: image] = [image: image] [image: image] [image: image], d = 1,…,D,
[image: image] ≥ 0, i = 1,…,m,
[image: image] ≥ 0, r = 1,…,s,
0 ≤[image: image] ≤ 1, i = 1,…,m, d = 1,…,D,
0 ≤[image: image] ≤ 1, r = 1,…,s, d = 1,…,D,
[image: image] ≥ 0, [image: image] ≥ 0, j = 1,…,n.
The evaluation of the ecological impact is an essential aspect of the sustainability assessment. While LCA assesses a manufacturing game’s environmental impact, it doesn’t offer any suggestions for change. To move an unproductive wheat farm toward a more efficient production system while ignoring the repercussions, DEA uses the appropriate quantity of inputs (i.e. less or higher input consumption).
[image: image]
Among the most difficult problems to solve in recent times was the seamless combination of LCA and DEA. This kind of integration makes it possible to verify if lower input energy demands have the potential to have a bad impact on the environment. In addition, this method aids regulators and producers in assessing the operational and environmental performance of production methods.
3.3 Data acquisition
The prediction is made using historical data spanning the years 2010–2019. Energy consumption and economic growth are the two most important factors used in Greenhouse gas estimates for G20 nations. Since 2015–2020, records from G20 nations has been utilised to develop the DEA Model for Energy prices risk, which relies heavily on only 2 indicators: basic power usage Greenhouse effect and associated economic efficiencies. For the period of 2013–2017, we used four different DEA systems to track G20 nations’ energy use, Energy prices risk, and ecological capital adequacy, and energy efficienct. Although Models 03 and 04 were used to create Economic Environmental Efficiency, Models 01 and 02 are the most relevant in terms of energy consumption and energy efficiency. This research makes use of one inputs, one acceptable result, one and unwanted outcome. Demographics (estimated in millions), Gross Domestic Product (GDP) (calculated in billions of US dollars), energy consumption (EC), energy intensity (EI), and Emissions of carbon dioxide are all factors to consider.
4 RESULTS AND INTERPRETATIONS
4.1 Empirical results
The study’s major objective is to look at how various types of extraordinary occurrences affect energy value risk. Shocking occurrences are divided into two categories: those that occur on a regular basis, and those that test human limitations. Drought, epidemics and extreme weather are examples of routinely ludicrous phenomena. To make sure that time series variables are stationary before conducting the relapse inquiry, the results of which are reported in Table 1.
TABLE 1 | Energy efficiency estimates.
[image: Table 1]Table 1 shows that in all tests, all-time series factors are fixed cycles with the same capture and pattern. Table 2 shows the impact of frequent outlandish occurrences on the WTI raw petroleum value risk on the WTI raw petroleum value. In Table 3, Brent is used as the dependent variable, and the findings show the impact of catastrophic occurrences on the Brent unrefined petroleum value hazard. This causes a faulty border assessment since autocorrelation will increase the computed relapse line’s swing scope.
TABLE 2 | Primary Energy Consumption efficiency.
[image: Table 2]TABLE 3 | Energy Price Risk estimation through DEA.
[image: Table 3]This indicates that the aggravation term is not auto correlated, as shown by the correlation test, which reveals that the vast majority of Durbin Watson insights are close to 2. To begin, let’s take a look at what happened at Table 2. Segment 1’s data show that the Drought Coefficient is 0.6241, meaning that a dry spell generates a 0.6241 percent rise in WTI oil value risk. This increases the risk by 0.6241 percent. According to this finding, the presence of a dry season affects the risk associated with WTI oil prices. This segment’s Infectious coefficient of 1.0825 is large at the 1 percent level, as seen by the findings of segment 2. WTI oil value hazards increase by an average of 1.0825 percent in response to a plague outbreak, indicating that Epidemic has a negative influence on oil value hazards.
Excessive temperature occurrences raise WTI oil value risk by 0.6451 percent, as shown in segment 3. The computed coefficient of temperature is thus 0.6451 percent at a 1 percent level of measurable significance. Section 1’s findings show that Storm’s coefficient is 0.7508, which is higher than the 1% criterion. This conclusion suggests that the unusual character of the tempest has a negative influence on the chance of an increase in the price of crude oil. As per study findings, the estimated flood coefficient is 0.9107 when the three control variables US, Gold, and Production are put together. This value is significant at the 1% level since it implies that a flood raises the risk of WTI oil value.
Regardless, they only cared about the price history of West Texas Intermediate (WTI) oil and ignored the possibility of oil price volatility. There is also a lack of research on the impact of various sorts of remarkable occurrences on oil price risk, since the time frame only goes up to May 2006. EMD-based event research approach was utilized by Zhang et al. (2009) to relate ludicrous events in raw petroleum markets. Although this procedure yielded conclusive results, they were not universally recognized or successful. In addition, we distinguish between normal and human-caused outrageous occurrences, and then utilize multivariable relapse models to explore the connection between the various types of spectacular events and oil price risk.
There is a strong correlation between wildfire and WTI oil prices because wildfires increase the risk of an oil price drop. The calculated coefficient for wildfire is 0.4886, and it is manifestly crucial at the 1% level. The mortality coefficient is shown to be positive and big in segment (7), demonstrating that the larger the power of catastrophic events, the greater the negative influence on oil value risk. After that, we’ll examine section’s repercussions (8). By analysing the coefficients of all the aforementioned absurd occurrences, we determine that a pandemic has a negative influence on WTI oil value risk. As an example, the COVID-19, which is now spreading over the world, originally delayed the rise of global oil consumption, causing in a sharp drop in oil prices and an increase in long-term oil cost risk. 15 A major oil-producing country’s decision to reduce output is more likely now that COVID-19 has had a negative influence on global demand for crude oil.
While oil demand and supply would be impacted immediately, the COVID-19 pandemic might raise oil prices’ susceptibility in the long term by impacting global patterns. 16 In spite of the small coefficients for Drought and Wildfire, their route follows the assumptions, which is important to remember. Table 3 shows the impact of catastrophic events on the Brent oil value hazard, which we examine in more detail below.
After effects of the segment show that Terrorism3’s coefficient is 0.2547, which is statistically significant at 1%. (3). A psychological warfare event’s death toll has a negative influence on the risk of the WTI oil price, according to this analysis. Terrorism4 is the last factor to consider when figuring out how much intimidation is legal. Because of this, an increase in both offenders’ and victims’ confirmed non-fatal wounds raises the chance of WTI oil’s value rising.
4.2 Sensitivity analysis
As shown by study results the coefficient of 0.3342. It is possible to infer from the results of Table 2, table 3, and Table 4 that psychological warfare raises oil value risk by having significant coefficients for the majority of illegal intimidation factors. Figures 1, 2 come up with a similar outcome as well. The reason catastrophes have such a large influence on oil value risk is explained. To begin, unexpected occurrences have lowered market estimates for oil consumption and given the market a pessimistic outlook for the rest of the year (. There is a greater likelihood of oil prices rising when the economy is under stress. A second possibility is that the occurrence of unusual events may raise oil price risk by jeopardising the whole financial system. When a super level hits a single monetary market, it has a greater impact.
TABLE 4 | Impact of energy prices risk on energy efficiency in sample period.
[image: Table 4][image: Figure 1]FIGURE 1 | Input-output based empirical movement of energy prices risk.
[image: Figure 2]FIGURE 2 | Input-out empirical nexus between study variables.
We begin by comparing the real cost of oil to the perceived cost as a measure of strength. We utilise the apparent unrefined petroleum cost divided by the US currency record as of 1 April 1983 to determine the true oil cost. To find out how unexpected occurrences affect actual oil value risk, we go deeper. Tables 5 display the findings.
TABLE 5 | Robustness analysis.
[image: Table 5]According to our results, unusual occurrences might raise the actual oil value risk, which is in line with previous relapse research. Important outcomes section also presents results when energy value risk is determined by applying the oil value risk (See Table 5).
4.3 DISCUSSION
Due to the high repetition data in a trial examination offers more advantages than low repetition data, the preceding section’s empirical delaying effects are dependent on consistent data. The repeatability of empirical results was examined by Hernandez et al. (2019) using step-by-step data, step-by-step data, and month-to-month repetition data. Re-evaluating the models using step-by-step and month-by-month data allows researchers to analyse the outcomes’ energy. Step-by-step and pay period data at the funny events oil cost risk associations. There is a lot of information in Sections 1 and 6 on the impact of various sorts of catastrophic occurrences on WTI and Brent crude oil values.
As evaluated there has a negative impact on WTI oil value risk, as shown in Figures 1, 2 and Table 4 examine the impact of unlawful terrorism on the Brent oil price risk. In Table 1, we first presented the coefficients of typical hilarious occurrences after a substantial number of data weeks. Drought and catastrophic explosion catastrophes are the only two that tend to increase the likelihood of oil depreciation. The negative effect of illness on oil value risk is considerable, as we see when we separate the coefficients of these catastrophic event factors. We get the same result while using Brent oil value risk as the dependent variable. Table 2 displays the mental fighting factor coefficients for data acquired over an extended period of time. Mentally battling raises the chance of losing esteem both inside and externally, according to research.
When dread-based oppressive occurrences produce more fatalities or injuries, oil prices are put in jeopardy. Amazing occurrences have a divergent influence on oil price risk by raising WTI peril or Brent esteem risk in light of about anything. The results are clear at all data rates, which is exactly what is needed.
The International Disaster Database (EM-DAT) reveals that the vast majority of these disasters are related to oil-producing regions and key oil-destination markets all over the world. Due to geological and geographical causes, the Middle East and North Africa, for example, have actual dry seasons. Africa has the most pandemics, Europe has the most extreme temperatures, and North America has the most flooding. Because of this, we use data from catastrophic events on each continent to figure out how crazy events are related to growing oil prices. 18 As a result, we examine the influence of catastrophic events in North America on WTI oil value risk, the impact of devastation in Europe on Brent oil value risk, and the impact of horrible events in Asia and Africa on Dubai oil value risk individually.
The results are summarised in Table 5. It turns out that the 5 percent coefficients for Drought, Epidemic, Storm, and Flood are tremendous, suggesting that the occurrence of most catastrophic events in the Americas has boosted the energy price risk significantly Because of these and other tragic occurrences, the risk that Brent crude may rise in value has grown. The heightened risk to Dubai’s oil value has been exacerbated by the fact that the great majority of catastrophic catastrophes have occurred in Asia and Africa. As you can see from the backslide results provided above, they assess the fundamental results’ strength from the side.
5 CONCLUSION, IMPLICATIONS AND FUTURE RESEARCH
Using step-by-step data from, this research explores the consequences of different forms of amusing events on energy esteem peril. Overall, our trial data first imply a strong influence of ludicrous events on oil esteem risk. In general, unusual incidents boost the danger of oil depreciation. More particular, both catastrophic events and mental persecution aggravate this. Among all the calamities, the adverse effect of a pandemic on oil price volatility is substantial. The following closures are astounding after superseding the evaluation points of unusual occurrences, re-surveying the models for two subsamples, and employing varied data frequencies of step by step data and month to month data.
• We additionally exploit vaporous petroleum cost risk as a substitute variable for energy cost risk, and find that the occurrence of catastrophic occurrences boosts combustible gas esteem risk, but mental maltreatment has the biggest influence.
• The disclosures in this paper open the way for crucial study in the domain of energy funding.
• Furthermore, these results might be beneficial to firms searching for enhanced ways for monitoring energy esteem danger, as well as councils worried about the influence that power valuation risk may have on monetary outcomes and prosperity.
We understand that our paper may serve as a warning to governing authorities and energy organisations to concentrate more on the negative impacts of catastrophic occurrences and unlawful terrorism and to respond to them on time. In particular, officials in various countries must concentrate on the adverse effect of epidemics on oil prices, such as COVID-19, which is presently sweeping the world. This work has strong coordination implications for future research in the domains of energy and finance. Energy finance danger, for example, mixes development risk, social risk, and so on, in addition to energy esteem hazard. Nonetheless, the influence of weird events on energy financial risks other than energy esteem risk should be further investigated in the future. Furthermore, the influence of COVID-19 on energy financial concerns will be examined later down.
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The aim of the study is to test the role of fiscal burden on energy transition and economic recovery. The major emphasis of this study, from this viewpoint, is on the repercussions of fiscal burden on energy transition through net GDP rate in eight different nations including the south Asia region, and to unlock the opportunities for economic recovery. In order to determine whether or not there were any effects of foreign fiscal burden on energy transition through net GDP rate in the data, the World Bank collected data for the period 2000–2018. The study conducted a GMM and quantile regression analysis to see if there were any effects of foreign fiscal burden on energy transition, and how it infers economic recovery. In spite of the facts that international fiscal burden has a considerable negative influence on economic recovery and energy transition. The robustness analysis validates these results, with influencing variables accounting for 39 percent and 31 percent, respectively, with the total external fiscal burden and external fiscal burden service of the total external fiscal burden. The findings of this research will be useful to government authorities in their attempts to design more efficient and effective economic strategies in the foreseeable future. Hence, study suggested the practical implications to reduce fiscal burden and accelerate economic recovery through energy transition.
Keywords: energy transition, economic recovery, fiscal burden, quantile regression, growth rate
1 INTRODUCTION
Energy transition is a matter of tremendous scientific, economic and practical relevance and relevancy. The energy transition encompasses a variety of dynamic concepts, from institutional shifts to technological advances to increased adaptability and cost savings in power use. Decisions made in this area of energy policy and transition will affect not just the energy supply in the United States, in addition to the world’s energy market and its financial, political, and climatic consequences. Among the many concerns raised by the energy revolution, there are a select few that stand out as particularly pressing. A significant focus is the assessment of the ecological, biological, societal, economic and political transition into viable systems. There, we conceptualize of energy transitions that pave the path for sustainable development and the construction of power visions as a network of avenues leading to desired social, ecological, and political outcomes. Moreover, renewable energy transition is tied to social transformation, renewable energy technologies accumulates and healthier outputs and expenditures. Decreased carbon emissions and, eventually, economies based more and more on sustainable energy are the projected results of sustainable energy changes. Other issues of fundamental relevance are the defining and monitoring of the connected issue of electricity sensitivity and resistance measures to counteract their influence to limit fuel poverty despite substantial cultural shifts.
The consequences of climate policy are receiving increasing amounts of scrutiny. More and more people are speaking up about energy, and many of those discussions centre on weather and climate concerns. The expanding activities prevalent in current history have included global marches and activity and the Mondays for Future movement firstly fomented by Greta Mueller, which have unique feature a segment of society and eventually brought the dialogue on concern for the environment of manmade nature. In specifically, these developments have shone emphasis on the relevance of climate policy and transition, which are implicated in changing climate adaption abatement and greenhouse gas emissions. A number of suggestions from civilised society are an attempt to adapt. Although there have been encouraging signs and initiatives to endorse energy transition pledges, the topic of energy transition is still not widely discussed and even less is known about in many nations. This is probably due to the fact that energy transformation involves technological and interdisciplinary understanding. Poor information and awareness, as well as strong or even erroneous preconceptions and prejudices, are persistent problems in the implementation of climate policy. Because presidential politics has a tendency to present simplistic solutions to complicated situations, this is also a common occurrence. Frequently, there is no clear cut solution to all these technological dilemmas. As a result of trying to appease the will of the people, policymakers and modellers may make poor choices, leading to the creation of energy transitions and paths that are either irrational, populism, or expensive. An efficient way and a step advance would have been the execution of activities and tactics targeted at understanding, distributing, and addressing critical problems connected to transitions and energy policy.
The energy transition has numerous avenues, difficulties, and prospects, but it is also vulnerable to a number of threats. Achieving energy security and a clean energy transition based on renewable energy sources through multiple generations requires careful consideration of concepts like sustainability, resilience, and vulnerability. However, it should be highlighted that the energy transition process would need most countries to go through phases where the existence of carbon-based energies will still dominate. This is further verified by the 2022 geopolitical and energy crises. Nevertheless, this pattern is gradually losing ground, and people are increasingly likely to favour sources that generate less pollution and have a smaller negative influence on ecosystems and the management of natural resources, social structures, and economic structures. Thus, natural resources are related to technological and economic modernization, and the efficiency of its administration is the key to speeding up structural transformation in oil-abundant economies.
Technical training and education in a wide range of subjects, from the hard to the soft sciences, are necessary for energy transition and, more generally, energy policy. Tools and expertise from the social sciences can be put to use in analysing and assessing the complicated dynamics and phenomena associated with the energy transition. Trend analysis, energy consumption forecasting, and future innovation roadmapping are all crucial. The capacity to recognise and adapt to these changes is becoming increasingly important in the job market, making it a worthwhile investment in training and a skill that can be put to use immediately. Investment in retraining and career reorientation, both of which are increasingly important in this field, is also essential.
While on the other side, external fiscal burden is a significant variable used to assess an economy’s ability to finance its capital creation activities. There are a variety of problems contributing to poor internal capital development in South Asian emerging nations. Fiscal imbalances are being exacerbated by economic variables such as the servicing of foreign fiscal burden and the deepening of the current account deficit. Previous studies asserted that fiscal burden is a substantial component of the capital creation restriction experienced by emerging nations. It has the potential to produce macroeconomic stagnation while also generating low rates of profit and long-term capital accumulation in the process. Large foreign fiscal burdens have a negative impact on public expenditure, which in turn has a negative impact on the mix of public expenditure with growth and welfare impacts, ultimately leading to a decrease in public expenditure. A side effect of the fiscal adjustment is an increase in social expenditure. Insufficient space for future external financing causes many fiscal burden obligations.
The one method to recompense off these loans in time while making a profit is by forming and executing an accelerated plan for the effective use of these funds. Supply and demand are the key factors used to determine a lack of management of fiscal burdens in these countries. Within these South Asian countries, the development sector consumes all the funds covering the demand side. These countries are considered flawed because of their low per capita income and inadequate economic growth. The national saving rate is positively affected by these factors while posing a setback to the domestic savings insufficient to meet countries like Pakistan, Afghanistan, Sri Lanka and India. Furthermore, an inadequate capital earned by the commodity exports is unable to cover the cost of the capital-intensive imports carried out by these countries giving rise to an increased need for external fiscal burden. The gaps need to be filled with increased assistance in the administrative, technical and financial sectors.
The most active tools that increase wealth, productivity, national income, and employment and minimize inflation are robust economic strategies that enable public service. However, finance growth and expansion are directly influenced by external funds’ availability while making it one of the key factors responsible for the lack of economic recovery. Huge external fiscal burdens can be supported by developing countries with growing export sectors equipped with keeping a balance. The economic wellbeing of these countries can face major problems if they are unable to sustain external fiscal burden as a service in itself is an indication of a higher current deficit account in any country. After the due external fiscal burden gets out of hand, the fundamentals of any economy fail to pose a huge setback to the future of investment in that country.
Recent decades have experienced a redacting financial flow globally, increasing the importance of external fiscal burdens as a critical factor to be considered while studying development economics and has affected middle and low-income countries more than the others (Zhang et al., 2018). Many external factors are inhibiting energy transition through net GDP rate and wealth creation in these developing countries (Yoshino et al., 2020). Rising external fiscal burden creates anticipations of more distorting taxes needed to repay fiscal burden, lowering investor expectations and discouraging investment. Massive amounts of fiscal burden have been taken by the South Asian countries, both internally and externally. The extent of these fiscal burdens makes it difficult for these countries to sustain. External public fiscal burden and energy transition through net GDP rate have to go hand in hand to manage fiscal burden effectively regardless of the weak institutional and regulatory framework. Energy transition through net GDP rate is an overriding concern for most of the developing countries in the world. Improving the basic standard of living for its people is the primary concern for any country, starting with the basics, such as providing them with a robust infrastructure, resources and skills. energy transition through net GDP rate can profit the poor in two different ways–either straightforwardly, when growth favors the areas and locales where the helpless exist and the components of creation that the poor own, or by implication, through redistributive strategies that include utilizing expanded monetary assets in the development of interests in the advantages of poor people or moves and security nets for poor people (Ko, 2020).
External fiscal burden is influential in filling the problem between government spending and government revenue. It enables investment opportunities amongst beneficiary states while assisting with budget support (Sun, Schloesser and Taghizadeh-Hesary, 2020). Countries with poorly managed governments are negatively impacted by external fiscal burden, as they cannot manage the assets effectively. Foreign aid can be crucial in helping developing countries sustain their economies. The displacement effect can be controlled only by containing the growth in fiscal burden (Al-Yaeeshi et al., 2020). Additionally, it has a negative impact on the generosity of donor nations.
2 LITERATURE REVIEW
This section offers an examination of the association between foreign fiscal burden and economic recovery, based on previous studies. According to a company with some room for expansion may have ‘under-investment’ issues as a result of fiscal burden. It is possible to limit the process of underinvestment because of agency costs between fiscal burden holders and investors. Investors are wary of putting their money into the hands of companies that are used to diluting their assets since doing so would prevent them from adding to the equity of the business, which is necessary for attracting new investments (Zhang and Li, 2018; Jiang et al., 2019).
In contrast to the preceding research, Hatefi et al. (2019) and Taghizadeh-Hesary et al. (2021) claimed that greater fiscal burden levels might result in stronger energy transition through net GDP rate I in the short term. According to the findings of this research, a one percent rise in the stock of foreign fiscal burden results in a 36 percent increase in total national production. Using the non-linear threshold model, Xing and Fuest, (2018) shown that there is an adverse association between liability and development. Specifically, it was shown by the research that it is at lower levels of fiscal burden, often between 30 and 60 percent, that the negative impacts of external fiscal burden begin to manifest themselves. It assists the nation in mitigating the negative impacts of foreign and external fiscal burden crowding out. With a rise in the ratio of foreign in fiscal burden to GDP, the danger of a current account deficit increases. Using the Solow model, which consists of a single ordinary differential equation, Tiep et al. (2021) showed that this non-linear model describes the total amount of capital stock per person. Employment compensation and property income are included in the foreign net primary income in this calculation, however taxes on goods do not include production value, as is the case in the previous equation.
Yousaf et al. (2020) proposed the “hierarchical financing theory” stating how internal funds are responsible for given that a firm with new asset. Keeping the over-in fiscal burden theory in mind, the return on investment is now lower, and it is tough to build internal capital. Saving and private investments are adversely affected by the fiscal burden, and the government has a substantial external fiscal burden on its head. All the benefits remain with the creditors in the fiscal burden return process. Governments become defensive by forming policies that can either increase domestic capital or decrease domestic consumption leading to energy transition through net GDP rate. Winner, (2021) uses the theory of fiscal burden to elaborate on how developing countries can undergo efficiency losses due to the fast-growing unsustainability occurring due to fluctuating levels of fiscal burden.
Proposes how energy transition through net GDP rate positively influenced by the total capital formation as the economy; in this case, it is affected by skills and knowledge of the people. In any research area, human capital investment is directly related to the knowledge gained from that specific research area (Chien et al., 2021). The aim of keeping inventory is to keep track of the “work in progress” as the saying goes. In accordance with the SNA of 1993, capital creation also includes the net purchase of valued assets. Various scholars have said that the influence of financial globalisation on the inequity between the pay sections of capital and labour does not operate in a monotonous and straightforward manner over time, but rather operates via the use of temporary serious concerns during times of crisis. Work partially saves capital in times of crisis via adjustments in the allocation of compensation between work and capital, and as a result, capital is not hurt suddenly. Studies provide experimental support for this idea by demonstrating a propensity for job offers to decline sharply during a financial crisis, with recovery occurring only halfway through the following years (Wei et al., 2021).
This is the degree at which economies or governments permit commerce with other countries in both imports and exports. It is calculated as the total of commodities and services imported and exported as a proportion of (GDP) (Aslam et al., 2021). Trade is defined as the total of commodities and services exported and imported, expressed as a percentage of gross domestic product. This is the moment at which nations and economies begin the process of exchanging exports and imports. It is calculated as the total of commodities and services imported and exported as a proportion of gross domestic product (Depa et al., 2018). However, trade openness (OP) is defined as the total of exports and imports of goods and services (Peimani and Taghizadeh-Hesary, 2019).
3 RESEARCH METHODOLOGY
3.1 Theoretical framework
According to the theory has an influence on the adjustment of important margins that are utilised to make choices about production and investment. The issue that has played a significant impact in this shift is the country’s foreign fiscal burden. The production capacity of the borrowing nation, according to Rodriguez-Gonzalez, Rico-Martinez), may prevent the borrowing country from accumulating further fiscal burden if the present foreign fiscal burden is sufficient to restore the country’s productivity levels. In his subsequent argument, Le et al. (2020) shows how external fiscal burden may have a beneficial influence on the economy of the borrowing business by ensuring that every foreign loan you incur has marginal productivity that is more than or equal to the principle and access to finance in energy sector SMEs. If the coping nation fails to return its fiscal burden, it will lose all credibility since it will cause the receiving country to lose a significant amount of foreign fiscal burden, which will have a negative impact on its economy (Malik et al., 2020). States how developing countries have to apply taxes on the private sector, although this helps them in transferring resources, the investment rate in the private sector decrease, consequently reducing investments on the whole. Cohen using the usual least square method: 1965–1973 and 1982–1987, Cohen assessed 81 developing countries with an equation based on their investment and presented that GNP growth was not affected by external fiscal burden in all of these countries. Cohen further elaborated on how the declines in investment could not be simplified if there is frequent rescheduling in the countries. Despite this, the neo-classical theory has various flaws, the most significant of which are as follows. First and foremost, the technique gives limited and insufficient information regarding energy transition through net GDP rate and development. For the second time, the neo-classicists believe that energy transition through net GDP rate is a smooth, harmonious and continuous process, and as a result, they are unable to accurately predict the possibilities for cyclical oscillations in the course of development. Finally, the assumption of full employment is unrealistic, especially in terms of capital creation; they over-emphasized the influence of the interest rate and theoretical institutional elements, which is not the case. According to the Neo-classical Assessment, if the government decides to expand its expenditure, it would drive out private investment in the nation and cause it to suffer.
3.2 Study data
The neo-classical school of thought believed that a government budget deficit enhances the economy’s consumption level because consumers believe that the current shortages would be compensated by taxes collected from future generations. In this study, a comprehensive analysis is carried out on a dataset (WDI given by the World Bank) including data from south Asian nations between the years of 2000 and 2018.
3.3 Empirical design of study
CIPS unit root tests, IPS tests (Im-Pesaran-Shin tests), ADF tests (Augmented Dickey-Fuller tests), PP tests (Phillips-Perron tests), and Hadri tests, all created by Levin, Lin, and Chu. In addition, it exhibits a wide range of short-term dynamics.
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The conceptual econometric model for the study is
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The specification for each model is given below.
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Different parameters are estimated when θ is equal to different values. The AR and sargan tests indicate the validity of instruments, and no auto-correlation was found. It includes GCF, OP, ET and CAD refer to control variables, Cross and country specifications are considered. Moreover, because private investment is more productive than government expenditure, the increased production as a result of increased government spending through fiscal burden does not entirely offset the adverse effects of the crowding-out of private investment on productivity, resulting in a decrease in GDP, according to the Neo-classical school of thought.
4 RESULTS AND DISCUSSION
4.1 Empirical results
There are a variety of taxing and charging techniques that may boost tax income while also advancing sustainability requirements, which is known as EFR. Regulation and other environmental science measures may be strengthened through the use of fiscal reforms and tools that focus on environmental issues. EFR has the ability to accomplish environmental goals more quickly and cost-effectively than command-and-control (CAC) based regulatory approaches. In developing nations, environmental fiscal changes may help to poverty reduction and development objectives. Reduce contamination and protect natural resources, which helps preserve occupations and supports the very well of the poor, as well as EFR money that can be utilised for other pro-poor policies, are two possible approaches to do this. Resources-efficient and energy friendly products and services get financial assistance for energy transition from government agencies. This is used as a tool to encourage energy transition, or to enable the adoption of new legislative frameworks, or to retain ecologically sound structures and manufacturing processes. It is possible to influence energy efficiency and energy transition in a short period of time by using such incentives. It is true that they may strain public resources and disrupt regular market growth. Significant subsidies for energy and natural resources are also provided by governments to keep these essential commodities and services affordable. This leads to inefficient use of energy resources and inefficient energy transition as well as considerable budgetary constraints on the government because of under-pricing.
When it comes to foreign fiscal burden, Sri Lanka might be considered the second most vulnerable country (51.997 percent). The Maldives (MDV) is ranked third in the world, with the third largest foreign fiscal burden (51.997) and the third biggest average deficit (−12.562 percent). Nepal (NPL) has the fourth highest average level of foreign fiscal burden of any nation in the world. However, fiscal burden has significant impact on energy transition and economic recovery as reported in Table 1. More specifically, fiscal burden on South Asian economies have negative impact on energy transition specifically.
TABLE 1 | Relationship between EXT fiscal burden and CAD.
[image: Table 1]The mean and SD for all the variables are in the explanatory summary given above. If there is more data gathered around the mean, the standard deviation would be smaller. However, a more spread out data will result in more significant variability means. From Table 2 the outliers in the dataset can be analysed with the help of the given mean and median. Despite that, the mean does not show many changes in all the variables, and consequently, there are no outliers in the study, proving the analysis to be unbiased.
TABLE 2 | The correlation Matrix.
[image: Table 2]According to the econometric theory, the model cannot have multiple interdependent variables. Klein criterion method, step regression, and the necessary tests can be used to test the multicollinearity. The easily operated Klein criterion method dictates that if the model does not have a multicollinearity problem. Estimated multicollinearity exists between the independent variable. Regardless of an existing correlation between the independent variables, they do not show multicollinearity. The absence of multicollinearity amongst the variables is explained by the variance inflation factor (VIF) (see Table 3), and if the VIF quotient I lower than 10, the study is free on any collinearity such as Tolerance -e (r2) " VIF = " 1/ (1-e (r2).
TABLE 3 | VIF Statistics.
[image: Table 3]The unit root test is used to understand the stability of the sequence in the economic variables and the variable of energy transition. Although empirical research has made use of unit root tests as a systematic method processing technique. Panel unit root tests results can be seen from Table 4.
TABLE 4 | Panel unit root tests (IPS and CIPS).
[image: Table 4]The stationarity qualities of data are shown in Table 5. The IPS and CIPS unit root tests are used to determine the source of the unit root issue. (GDP), gross domestic product per capita (GDP), trade openness, and current account balance are all stable at the level of the economy. Additionally, all of the variables are stable at the first difference, which implies that the data is normal. Due to the fact that wide subsidies tend to help the wealthy more than the energy poor individuals, they may be deemed doubly wasteful. Decreases in government deficits and market distortions may all be expected as a result of cutting or eliminating subsidies of this kind and this reduction of subisidies also have negative impact on energy transition. When subsidies are cut, targeted compensation programmes are commonly utilised to ease the burden on those who would be most badly impacted, particularly low-income families who lacks the adequate energy access.
TABLE 5 | shows the results of the pooled OLS and QR.
[image: Table 5]Table 5 shows the complete specification findings when GDP growth is taken into consideration. These findings confirm the existence of a negative link between factors relating to foreign fiscal burden and economic recovery. Table 5 demonstrates, on the other hand, a negative relationship between foreign fiscal burden as a percentage of GNI and external fiscal burden service (EXDS). Increased external fiscal burden will cause the GDP to contract by 8% as a consequence of the rise in external fiscal burden. If foreign fiscal burden is reduced by 8 percent, the economy will grow at an 8 percent rate, and vice versa with energy transition (0.085). The quantile regression model predicts that increasing external fiscal burden (TEXTD) by 5 percent would result in a 5 percent (−0.0455) decline in GDP growth (−0.0455). Our research revealed that the current account balance has a negative association with the energy transition, which we discovered when searching for a negative link between foreign fiscal burden, economic recovery and energy transition. When the CAB is increased by one percent, it is projected that the GDP growth rate will decline by eight percent.
Table 6 illustrates the statistically significant and negative effect of foreign liability stock as a percentage of GNI and total fiscal burden servicing on GDP per capita. It simply indicates that economic recovery slows as a result of a rise in foreign fiscal burden levels. Trade openness and gross fixed capital creation, on the other hand, are positively related with both GDP growth (as measured by the GDP) and GDP per capita. Model (1) shows that GDP growth is decreased by 6 percent (−0.0612) with a 1 percent rise in foreign fiscal burden, but Model (3) shows that GDP growth is cut by 7 percent (0.0686). The other case establishes a negative connection with a value of −0.0856 (9 percent). In model (3), there is a statistically significant positive connection between FCF and GDPPC of 0.0958 (9 percent), although in the quantile regression model (3), the association seems to be 0.108 (9 percent) (11 percent). However, model (3) indicates a positive link between the two variables. A similar result was obtained in the OLS models (1) and (2), where no link could be found between the CAB and (GDPPC), however the two variables exhibited a positive relationship in the OLS model (3). After everything was said and done, a positive relationship between (GDPPC) and (CAB) was discovered in the quantile regression model (3). In contrast, no influence could be shown in either the model (1) or the model (2).
TABLE 6 | Pooled OLS and QR with GDP per capita.
[image: Table 6]Risks to the economic program’s stability from energy transition and climate change are increasingly acknowledged. From Tables 7, 8, Physical hazards, liability risks, and energy transition risks are all a part of the continuous discussions on this issue. This increases the compensation for energy transition losses or liability risk as a result of these physical harm. There is an increasing number of nations that have implemented a broad variety of new laws and regulations that either tighten their current economic requirements or place wholly new requirements on the business sector, causing a transitional risk. South Asian countries must reallocate a considerable amount of money in order to make the energy transition from unsustainable growth to eventually low-economic development, and this redistribution is likely to have a systemic influence on the stability of capital markets and socioeconomic circumstances. Leading central banks and financial regulators have launched a network for improving the energy system to exchange best practises and raise awareness about the risks and possibilities process of transition among financial institutions throughout the world (source: While physical hazards have been widely examined, energy transition risks are a relatively new category and remain under-explored. In light of this, this study examines the academic and practical effects on financial stability of an energy protection aimed at decarbonisation. We focused on the ways in which the shift to a reduced sector affects the balance sheet of banking sector.
TABLE 7 | Empirics for QR.
[image: Table 7]TABLE 8 | Empirics for QR.
[image: Table 8]The explained variables can be separated into 100 quantiles, i.e., 1%, 2%, 100%. Due to the inconsistent economic data, the exact value of each quantile cannot be specified. In order to utilize the empirical analysis, this study has used qualities 10, 25, 50, 75 and 90 as proxies. Quantile regression is an extended version of the ordinary least squares used by the classical conditional mean model. The quantile regression model has used numerous quantile functions to calculate the general model. Quantile 50, the median quantile, is equivalent to the least square regression and is used as a special case in quantile regression. The exact average of the influence caused by the explanatory variables on an explained variable cannot be found by using the quartile panel data model and is unable to find how explanatory variables will affect the explained variables considering the different quantile points.
The Quantile regression model can cover all these inadequacies. Keeping the results gathered from all three models, it is easy to say that quantile regression is instrumental in spotting the key factors that influence economic performance (Table 6). Figure 1 shows a graphical representation of the results documented for quantile regression. All the quantiles are shown in Table 6 to be validated through various tests to affect the key factors influencing economic growth. The results extracted through regression indicate much significance. This analysis of the fundamental parameters forms the foundation for policymaking on how external fiscal burden can be reduced for better economic growth.
[image: Figure 1]FIGURE 1 | represents the total external fiscal burden % GNI.
4.2 Robustness analysis
The coefficient of the fiscal burden index square term is used to verify the statistical significance of the two equations in this example including energy transition and economic recovery. From Tables 9, 10, 11, If these factors are not taken into consideration in other formulae, the fiscal burden index coefficient will be negatively impacted. As a result, it is possible to establish a non-linear connection between envoirnmental stabilityand indices of fiscal burden load. When it comes to capital creation and trade openness, a statistically significant positive association is shown between envoirnmental stability and both variables. In general, a negative link exists between the current account balance and energy transition. Because their export to import ratios are larger than those of the other six nations, India and Bangladesh have seen faster economic recovery than the others. As a result, these ratios have exceeded critical thresholds in all six nations, with the exception of India and Bangladesh (see table 12). Because of these conditions, it is possible that the South Asian economy may collapse, with the brunt of the strain being felt in major economies such as India, Pakistan, and Bangladesh (see chart below). Fiscal burden servicing offsets one-third of the country’s budget, which accounts for 3 percent of GDP and one-quarter of total exports in 2015. The late 2000s had a low GDP growth rate of roughly 4.5 percent, which was considered poor by historical standards (Figure 2).
TABLE 9 | Robustness analysis.
[image: Table 9]TABLE 10 | Robustness check with FGLS.
[image: Table 10]TABLE 11 | Time lagged effects.
[image: Table 11]TABLE 12 | Summary Statistics.
[image: Table 12][image: Figure 2]FIGURE 2 | Eight South Asian countries GDP Growth rate annual % ( 2000–2018).
In the end, we found that the treatment and control groups were similar. Using this approach, we can compare default rates and loan spreads between high-polluting enterprises targeted by Clean Air Action and low-polluting firms that are less subject to regulation using the DID analysis. Financing to polluters should be treated differently than lending to other businesses if financial institutions like banks are conscious of global transformation risk.
The many relationships between fiscal burden and energy transition and economic indicators are classified according to the nation in question. According to the conclusions of this research, total foreign fiscal burden has a negative impact on GDP growth. In our novel empirical model, the statistical significance of external fiscal burden shocks persists for an extended period of time, indicating that the consequences of these shocks are felt for a long period of time. As a result, total foreign fiscal burden has an impact on GDP growth, and at the same time, GDP growth has slowed as well. The endogenous growth model developed by Casares provides support for this data in the form of an inverted U-shaped curve demonstrating a negative link between foreign fiscal burden and GDP growth (Figure 3).
[image: Figure 3]FIGURE 3 | Eight South Asian countries GDP per capita % (2000–-2018).
4.3 Discussion
Following, governments should enhance their efforts to raise income in order to pay development expenditures rather than depending on fiscal burden as a safe choice for development. For a long time, the business community could contribute to the solution of environmental issues and the promotion of environmental sustainability. The increase in per capita income is referred to as economic recovery. This will aid in the mitigation of climate change, the conservation of ecosystems, and the improvement of water and agricultural methods in the environment. This entails environmental entrepreneurship; sustainable growth, as a result, is limited to economic recovery that is compatible with ecological sustainability. Furthermore, various studies conducted in the context of environmental modernization theory have shown that industrialisation has a favourable impact on ecological contamination. The adoption and substitution of green technologies or ecological innovation, as well as their encouragement in accordance with the progress of industrialization, may help to enhance environmental quality while reducing emissions.
External fiscal burden has a negative effect on lower (less than 30 percent) levels, but has a positive effect on the margin between 30 and 60 percent. The relationship between fiscal burden and GDP varies from nation to country. When low- and middle-income countries are taken into consideration, the effect is flipped. While the aggregate level of foreign fiscal burden creates a favourable response, the level of public fiscal burden causes no reaction. Nonetheless, this has a large marginal influence on private external fiscal burden, even within benchmarks of 0 percent and 30 percent. In addition to panel unit root tests, Pooled OLS and QR tests as well as a Robustness Check utilising System GMM and coef output regression tests, these approaches include: It is discussed in this section whether or not scientific and speculative models are static in nature, and whether or not they may be used to predict the future. An increase in SD would result in an rise in the external fiscal burden stock, which would result in a decrease in GDP of 31 percent, according to the (EXDS) regress coefficient of 0.3065 (31 percent). This indicates that an increase in standard deviation would result in an increase in the external fiscal burden stock, which would result in a decrease in GDP of 31 percent. It has been computed that an increase in Gross Domestic Product of one standard deviation would result in an increase in Gross Capital Formation (GCF) of 0.8411 (84 percent) (GDP). The output of OP generates a coefficient of 1.1463 (11 percent), which implies that if the standard deviation of OP increases, the GDP will increase by 1.1463 percent (11 percent). Last but not least, the current account balance deficit (CAD) has an output of −0.0396 and is the indicator to watch (4 percent). This suggests that a one standard deviation rise in GDP growth would result in a reduction of -0.0396 (4 percent) in the current account balance deficit (CAD).
A new study by Verner and Gyöngyösi and other academics discover the beneficial benefits of employment, money, and the balance of payments on economic growth. Model-3 specifics improve the performance of quantile regression (25 percent, 75 percent, and 90 percent) in regression. If a nation is classified as either developing or developed, the relationship between growth and fiscal burden is diametrically opposed. Furthermore, these data provide important new information that complements our previous conclusions. If a government wishes to expand its expenditure, according to neoclassical analysis, it must do so at the expense of private investment in that nation. According to this perspective, the government’s budget is insufficient since its citizens rely on future generations to pay taxes and contribute to the reduction of the deficit (Canh, 2005). (2018). The success of fiscal policy is determined by the contributions of institutions and the amount of foreign fiscal burden. Private investment outperforms government expenditure in terms of long-term productivity, according to the Neo-classical approach. As a consequence, the high rates of production that arise from government expenditure are insufficient to compensate for the setbacks produced by private investment crowding, resulting in a reduction in gross domestic product.
Myers was the first to propose the notion of fiscal burden overhang theory (1977). For the sake of identifying the variances in output growth responses to different types of external fiscal burden, our categorization analysis advises that the previously existing benchmark degrees stated in the literature be used. As a result, the baseline model is re-run to observe the influence of foreign fiscal burden on growth, with the fiscal burden benchmarks remaining at 0–30 percent, 30–60 percent, 60–90 percent, and 90 percent or more, depending on the situation. The findings have shown specific tendencies of non-linearity between growth and foreign fiscal burden in cases where there was no homogeneous evidence to support the commonly recognised benchmark level of this connection, as was the case in this study. In this case, the maintenance of foreign fiscal burden has a negative effect on GDP between 60 percent and 90 percent of the benchmark, and beyond 90 percent of the benchmark, it has a negative impact on GDP. According to the findings of this research, South Asian countries should aim to minimise their foreign fiscal burden, but they need also strengthen their investment regulations for investors and other stakeholders.
5 CONCLUSION AND IMPLICATIONS
The primary goal of this study will be to look at the effect of foreign liability and management strategies on financial development in South Asian nations, as well as the non-linear effect of liability on financial development in these countries. As a consequence of the danger of long-term extinction, concerns regarding the possibility of unpaid external service are becoming more significant. According to the findings, one important conclusion to be reached is that the ramifications of expanding the quantity of new loans should be discovered thoroughly and, if possible, put into frameworks with high profit potential in order to limit risk. In order to examine the relationship between foreign fiscal burden and economic recovery, this study employs a variety of approaches. It will provide a great opportunity for finance experts who wish to pay particular attention to the critical components of capital in order to promote economic sustainability to do so in a systematic and systematic way. Practical ramifications of this research are linked to the advantages that may be acquired by implementing a green relational environmental stability strategy in order to secure the long-term sustainability of their operations, which is particularly relevant for enterprises operating in developing economies. If we look at the theoretical implications of this research, we can see that it has made a significant contribution to the existing studies. In accordance with the findings of the study, this finding is in contradistinction to the international fiscal burden speculation as well as the belief formulated discouraging the private sector from engaging in constructive investment strategies and attempts As a result of the government’s default on its fiscal burden, monies will be channelled into the Solow manufacturing sector in a number of stages, and that this has had no influence on the countries’ ability to make further economic growth.
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Variable
co,

AG

RE

GDP

GDP growih
TO

FDI

EF

Description

Territorial emissions in tCO, per capita

Source: Atlas Carbon

Agriculture, forestry, and fishing, value added (% of GDP)
Source: World Bank

Renewable electricity output (% of total electricity output)
Source: World Bank

GDP per capita, in ‘000 constant international $

Source: World Bank

GDP growth (annual %)

Source: World Bank

Trade (% of GDP)

Source: World Bank

Foreign direct investment, net inflows (% of GDP)
Source: World Bank

Economic Freedom Index Source: Heritage Foundation

Mean

262

12.72

32.00
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4.42
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4.58
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Std. Dev
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Attributes

Sample area
distrioution

Distribution of
interviewees

Types

Southwest Region
Northwest Region
Southeast Region
Northeast Region
North China region

Central south China
Eastern China
Leaders

office worker

secretarial staff
Legal department staif
Finance department staff
Technology Department Staff

Staff of water regulator

Staff of ecological
environment department
Staff of Department of
Atmospheric Environment
Staff of Department of soi
ecology

Staff of Environmental
monitoring department

Staff of Department of Natural
Ecology

Staff of the Radiation Safety
Department

Staff of the inspection team
Staff of Monitoring Center
staf of Information center

Sample
size

16
17
15
8
10

16
18

12

®wnn

~

Portion
%

16
17
15
8
10
16
18

2

®wnn

~

Attributes

Time of implementation of the
voluntary environmental agreement

Time distribution of environmental
protection work of interviewees

Distribution of sample survey methods

Types

One to three years
Four to six years
Seven to nineyears
Ten to twelve years
Thirteen to fifteen
years

Sixteen to eighteen
years

Nineteen to twenty-
one years
Twenty-two to
twenty-five years
Twenty-six to twenty-
eight years

One to five years
Six to ten years
Eleven to fifteen years
Sixteen to
twentyyears
Twenty-one to
twenty-five years
Twenty-six to thirty
years

over three decades

E-mail

telephone interview
paper questionnaire
WeChat
questionnaire
Entrust interview

Individual interview
Other methods

Sample
size

9
19
16
18
13

"

21
ar
21
12

10

19
16

32

~ o

Portion
%
9
19
16
18
13

"

21
27
21
12

10

19

16

32

~ o
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Variable name

Principal independent variable

Government Environmental
Education

Publicity of goverment
agreements

business enterprise ecosystem
ethics

Protocol information disclosure

market efficiency
Information Technology
Enhancing

General control variable
Agreement Implementation Time
Enterprise Participation Ratio
Frequency of leadership

transition
Financial institutions support

Dependent variable
The green product innovation
Green Process Innovation

End-of-pipe control innovation

Variable
symbol

14

I

gk

yx
zh

5
bl

ol

Isext
Isex2

Isex3

Variation
coefficient

B
B
Bs
B
Bs

a
L3
a

a

Variable meaning

The government has promoted environmental protection ecucation in local and municipal
districts

Publicity of voluntary environmental agreements has been promoted in local and municipal
districts

The enterprises in the district have higher ecological ethics concept and consciousness

The information of voluntary environmental agreements in local and municipal districts shall be
disclosed to the public
“The market regulation mechanism of prefectures and cities has high flexibility and efficiency
The voluntary environmental agreements of prefectures and cities are effectively supported by
information technology

The duration of the Government's implementation of voluntary environmental agreements in
local and municipal districts

Rates of enterprises participating in voluntary environmental agreements within local and
municipal districts

The frequency of the transfer and resignation of the city's main leaders in the last 5 years

The strength of financial institutions’ support for various environmental regulations in local and
municipal districts

‘The consumption and application of products within the jurisdiction are conducive to the
protection and maintenance of the ecological environment

“The manufacturing process of products in the area conforms to the international and domestic
standards of cleaner production

‘The discharge of three wastes within the jurisdiction meets the standards and requirements of
ecological and environmental protection
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Variables

Cia
Control

Time effect
Industry effect
Test of variabilty
Cons

N

i

Private enterprises

State-owned enterprises

Family enterprises

Non-family enterprises

ISAl

-0.010"** (0.002)
Yes
Yes
Yes

2.480"" (0.036)
3599
0973

p=0037

ISA|

~0.003 (0.004)
Yes
Yes
Yes

2,631 (0.069)
741
0969

ISA|

-0.013" (0.004)
Yes
Yes
Yes

2483 (0.031)

2,768
0.972

p=0037

ISA|

-0.004" (0.001)
Yes
Yes
Yes

2.465"" (0.036)
1,060
0980
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Variables r=01 r-03 T=05 r=07 T=09
ISA| ISA| ISAl ISA| ISA|

Cia ~0.019"* (0.006) -0.013"* (0.008) ~0.010"" (0.002) -0.004"** (0.001) -0.001* (0.001)

Control Yes Yes Yes Yes Yes

Time Effect Yes Yes Yes Yes

Industry Effect Yes Yes Yes Yes

Test of variabilty p=0122 p =0.000 0.000

Cons 2390 (0.026) : 0.015) 2,430 (0.014) 2467 (0.012) 0.012)

N 4,706 4,706 4,706 4,706 4,706

R 0776 0832 0864 0890 0916

Note: Robust standard emors in panentheses are bootstrap self-sampling 2,000 subsamples.
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Variables

Cia

Pia

Pcb

Pud

Pgdp
Control
Time effect
Industry effect
Cons

N

R

M(12) M(13) M(14) M(15) M(16) M(17)
Kz ISA| ISA| ISA| ISA| ISA|
-0.117* (0.062) -0.012" (0.001) ~0.009" (0.004)

~0.006"" (0.001)
0,005 (0.001)
-0.004"** (0.001)
0,000 (0.002)
Yes Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes Yes
-0.199 (0.367) 2,500 (0.042) 2499 (0.042) 2.499"" (0.042) 2531 (0.034) 2504 (0.062)
3,694 4,706 4,706 4,706 4,371 4,706
0624 0971 0971 0971 0973 0971
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Step2 Step2

Variables Stept
Cia

Cia

Df 0044 (0.002)

Control Yes

Time effect Yes

Industry effect Yes

Cons 0532 (0.046)

N 4,475

Kieibergen-Paap rk LM statistic P-val
Cragg-Donald Wald F statistic

1Al [SAlrropit
-0.011* (0.007) -0.013" (0.008)

Yes Yes

Yes Yes

Yes Yes
2.383™" (0.014) 2,508 (0.014)

4,475 4,475
P =0.000

853.911
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Variables

L(1).Cia
L2).Cia
L(3).Cia
Li4).Cia
Li5).Cia
Control

Time effect
Industry effect
Cons

N

R

mM@) M(g) M(9) M(10) M(11)
IsA| IsAl 1Al IsAl IsA|
-0.012** (0.002)
-0.011"** (0.003)
~0.009"* (0.002)
-0.007* (0.003)
-0.004 (0.004)
Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes
2572 (0.040) 2619 (0.042) 2660 (0.039) 2717 (0.035) 2739 (0.030)
3,684 3,009 2,388 1,842 1,329
0973 0972 0970 0968 0968
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Variables

Cia
Leverage

Pay

Cia* Leverage
Pay* Leverage
Control

Time effect
Industry effect
Cons

N

R

M(18) M(19) M(20)
SAl Pay SAl
-0.010"* (0002  0.045"* (0.008)  -0.010"* (0.002)
-0.0001 (0.000) 0001 (0.001) 00003 (0.000)
~0.003 (0.005)
0.0002" (0.000) ~ -0.001* (0000)  0.0002" (0.000)
0.001*** (0.000)
Yes Yes Yes
Yes Yes Yes
Yes Yes Yes
2504 (0.041)  0.0318(0022)  2.504™ (0.041)
4,627 4,627 4627
0971 0227 0971
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Variable

Lagged CO,

GOV

AGOV

cC

acc

RL

ARL

PS

APS

RQ

ARQ

VA

AVA

GE

AGE

FD

AFD

TRADE

ATRADE

FDI

AFDI

URB

AURB

REC

AREC

FD*TRADE

A(FD'TRADE)

CONS

Simulation #

Diagnostic tests
Breusch-Godfrey LM

Breusch-Pagan (heteroscedasticity)
Skewness and kurtosis (normality)

Note:

Model 1

-6.67" (-2.43)
-0.06 (-0.83)
-0.07"* (-2.03)

0.10
0.24
0.16
0.20

Model 2

-0.79" (-2.46)

047 (0.58)
0.21 (0.48)

-0.06
-1.72
-0.06
-3.33
14
-2.22
-0.14
-2.87
0.23"
231
0.14
219
0.14*
213
-0.50
-1.34
-0.09"
-2.04
-0.07
-1.77
0.01*
215
0.01*
3.07
5.69
1.68

0.77
0.63
0.90
0.36

Model 3

-0.95" (-2.88)

~1.09" (-1.78)

-060" (-1.91)

-0.48
-1.73
-0.06
-4.02
-0.14*
-2.25
-0.15
-3.73
0.23"**
295
0.14
227
017"
255
-0.79
-2.06
=03
-2.94
-0.09
-2.66
0.01*
204
0.01*
372
498
171

0.12
040
0.74
0.18

Model 4

=0.71"* (-3.31)

0.05 (0.02)
0.15(0.62)

0.08
0.51
0.74
0.18

Model 5

-0.74* (-2.53)

-0.03"* (-0.05)
-0.22 (-0.39)

-0.04*
-1.88
-0.06
-3.28
-0.13*
-2.49
-0.16
-3.09
0.21*
219
0.13
2.00
0.13"
2.06
-0.69
-1.02
-0.07*
-2.13
-0.068
324
0.001*
234
0.03*
324
5.20
1.82

0.10
0.28
0.18
0.28

Model 6

-0.65" (-3.30)

-0.02 (-0.29)
-0.01
-0.36

-004%
-263
-005"
-2.11
-002+
-1.10
0.36"
-2.11
025
3.70
003"
-2.18
0.12
3.10
-005"
-1.19
-0.06
-2.20
-0.04"
-212
0.01
341
0.01"
329
3.69"
188

0.09
017
0.10
0.14

and * denote 1%, 5%, and 10% level of significance. A denotes the value of the coefficient of the explanatory variables in the short run.

Model 7

-065"" (-3.24)

-0.22
-0.56
-0.33*
-1.49
-0.03
-1.66
-0.05
-291
-0.11*
-2.24
-0.15
-2.72
0.26*
2.69
017
2.36
012"
278
-0.44
-1.37
-0.05*
-1.91
-0.05
-1.33
0.09"
207
0.03"
272
arn
113

0.1
0.24
0.1
0.42
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Variable

co,
Gov
FD
Trade
FDI
REC

ADF Phillips-perron

Level  Firstdifference  Level First difference
-0.884 -3.185" 0727 2,664
-0.725 ~7.900" 0479 -9.019*
-0.827 -4.481" -1.494 -4.346"
-1.878 -3636™ -0367 -3.628"
-1.980 4275 -2.153 -4.170"
-1.725 -2.200" -1.198 —2,622"

5. 10%, respectively.
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REC UR GLO REM FDI FD
Panel-A: energy consumption measured by renewable energy
REC ©.12 (3.526)"* (5.9820) (3.7523) (5.6939)"
6.4505) [3.7164] 6.306] (3.955] (6.0014]
UR 09468 (6.0053)* (651307 ©017)* (1.9245)
[0.9979) (6.3296] (5.4077) 6.3419) [2.0284]
GLO (6.1094)" (3.3602)" (3.4686)" (6.4189"™ 1.5568
6.4393) 18.5417) (3.6559] 6.7057) [1.6409]
REM (2.1487) (3.2061)" 1.3634 (6.7056)" 1.4442
[2:2648) [3.3792) [1.437) [6.0137] [1.5221]
FDI (2.5929) (3.2816)" (3.6323)" (6.1004) (3.4059)
2733 (3.4588] [3.8284] [6.4393] [3.5898]
FD (65,6195 @.4176)" (5.8671) (5.7385)" (3.4176)
[5.923] [4.6561] [6.1839] [6.0484] (3.6021]
Panel-B: energy consumption measured by non-renewable energy consumption
NREC (2.3528)" 11,6641 (6.77047* 1.5589 11115
[2.4798) [12.754] [6.082) [1.6431] [1.1716]
UR @51 1.2571 1.0286 ©.1317)" (3.5302)"
[2.6456] [1.325] [1.0842) [6.4628) (3.7209]
GLO 45759 (2.4484) 09139 1147 1.0191
(5.661] [2.5806] 0.9632] [4.3369] (1.0741]
REM (@.7502)" @3772" (4.4824) 3102 (4.1466)"
5.0067] [3.5596] (4.7245] 3.2695] (4.3708]
FDI (4.0903) 3.7938)" (5.2837)" 15451 (4.7523)"
43112 [3.9987) 5.569] 1.6286] 5.009]
FD (48735 (1.9149) (6.2337)" (58692 (2.5961)"
6.1367) [2.0183) (6.5164) (6.1862] [2.7363)





OPS/images/fenvs-10-930728/fenvs-10-930728-t008.jpg
Turkey Malaysia Korea Rep. Panama Nepal
Georgia Yemen Rep. South Africa Mongolia Bosnia & Herzegovina
Moldova Saudi Arabia Albania Sii Lanka India

Hungary Kuwait Kazakhstan Belarus Iran

Lebanon Philippines Bulgaria China Slovenia

Bafvain Macedonia Israel Oman Kyrayz Rep.

Vietnam Brunei Darussalam Pakistan Ukraine Slovak Rep.

Croatia Qatar raq Jordan Singapore

Poland Bangladesh Romania Egypt UAE

Estonia Thalland Ethiopia. Tajikistan Myanmar

indonesia Azerbaijan Colombia New Zealand Russia

Morocco Armenia Czech Rep. Cambodia





OPS/images/fenvs-10-930728/fenvs-10-930728-t005.jpg
Model-[1]: Renewable energy Model ~[2): Non-renewable energy

m [2] €] 4 51 6]
oLs RE E oLs RE FE
REM 0.331 (0.0477) 0231 (0.0384) 0.36 (0.0457) 0.43 (0.0683) -0.088 (0.01) 0.143 (0.0118)
(6932 6.006] [7.87) (6.294) [-8.793] [12.087)
UR 0.489 (0.0904) -0.05 (0.0042) 0.623 (0.1226) 0.407 (0.0882) 0.587 (0.0626) 0.102 (0.0112)
5.405] [11.879) (5.078) [@4.611) [11.157) 8.909)
GLO 0,662 (0.117) -0.049 (0.0105) 0.522 (0.0549) 0.459 (0.0561) 0.184 (0.0169) -0.427 (0.0801)
5658 [-4.626) 9.495) [8.168) [10.885] [8.522)
FDI -0.239 (0.0244) 0.166 (0.0132) -0.219 (0.0242) 0.241 (0.0246) -0.242 (0.048) 0.333 (0.0305)
[-9.785) [12.495) (9.042) [0.772) [-5.038] [10.886])
FD -0.218 (0.0273) 0431 (0.0368) -0.033 (0.003) 0366 (0.0535) 0583 (0.0877) 0232 (0.0182)
7.969] [11.707) [-10976] 16.832) 6.646] [12.681]
Constant -0.053 (0.0077) 0745 (0.101) 034 (0.0284) 0.476 (0.0577) 0.23 (0.0285) 0.435 (0.0388)
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Financial institution support (zc) 0.18' 017" 0.14'
Statistical magnitude
R2 055 058 053

Notes: *p < 0.05:

< 0.01: **p < 0.001: N = 100.
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(0.515)
0251
(0.168)
0248
(0.536)
0008+
(0.002)
0008
(0.022)
08214+
(0.140)
Yes

Yes

Yes
-17.682*
(1513)
16245

Standard errors in parentheses (*p < 0.1, **p < 0.05, ***p < 0.01).

Logit
3)

Inno,
0.953*
(0.501)
0315+
(0.041)
~0.699"*
(0.109)
~0.167
(0.248)
~0.086"*
(0.024)
0013
(0.728)
0.452*
(0.238)
0838
(0.789)
~0.007**
(0.003)
-0.004
(0.029)
0797
(0.565)
Yes

Yes

Yes
~17.155%
(6.495)
16245
0,060

)

Inno,
0.959*
(0542)
0363+
(0.044)
0665+
(0.115)
-0.182
(0.267)
0082+
(0.026)
0293
(0.780)
0.475*
(0257)
1052
(0845)
0009+
(0.003)
0.008
(0032)
1547
(0.647)
Yes

Yes

Yes
~27.123%
(7416)
16245
0.065

Probit

5)

Inno,
0.549*
(0.286)
0,184+
(0.023)
0420
(0.063)
-0.104
(0.141)
0049+
(0.013)
-0.047
(0.410)
0.255*
(0.135)
0486
(0.445)
0004
(0.002)
-0.001
(0.016)
0484
(0.309)
Yes

Yes

Yes
-10.201+%
(3.555)
16,245
0.061

(6)

Inno,
0538
(0.301)
0206
(0.024)
~0.391°%*
(0.065)
~0.104
(0.147)
~0.046**
(0.014)
0.108
(0.425)
0.262*
(0.141)
0599
(0.464)
~0.005**
(0.002)
0.007
0.017)
0906
(0.342)
Yes

Yes

Yes
~15.713%
(3.933)
16,245
0.066
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Variable T+1 T+2
[¢Y] [&)] 3) ) ) (6)
INNO, INNO, INNO, INNO, INNO, INNO,
GC -4.678" -3.594* - - - -
(2411) (2073) - - — —
GE - - 0,651+ 04574 0440+ 0259*
- - (0.104) (0.086) (0133) (0.110)
Age 0,184+ 0126 0.136* 0.051 0130 0074
(0.037) (0.028) (0.079) (0.065) (0.097) (0.080)
Size 01344+ 0112 0037+ 0029 0027 0.024*
(0.018) 0.015) (0.014) (0.011) 0.017) (0.014)
Lev 0072 0079 0.104* 0.074 0041 0033
(0.080) (0.065) (0.060) (0.050) (0.071) (0.059)
Growth 0018+ ~0011** 0,000 ~0.000 0006 ~0.002
(0.005) (0.004) (0.004) (0.004) (0.003) (0.004)
ROA 0093 0127 0272 0202 0052 0086
(0.234) (0.188) (0.151) (0.124) (0177) (0.147)
Board 0126 0102 0019 0003 0058 0058
(0.088) (0073) (0.056) (0.046) (0.065) (0.054)
Indb 0341 0289 -0.119 -0.147 -0323* ~0329%
(0.262) (0209) (0.167) (0.138) (0.194) (0.161)
First 0002 0002+ -0002* 0001 0000 ~0.000
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Cash -0.001 0004 0006 0001 ~0014* 0007
(0.008) (0.006) (0.006) (0.005) (0.006) (0.005)
Fz -2.537 -1.947 ~0.176% -0022 ~0.278"* ~0.126*
(1.698) (1.477) (0.070) (0.057) (0.090) 0075)
Company- fixed Yes Yes Yes Yes Yes Yes
Time-fixed Yes Yes Yes Yes Yes Yes
Provincial-fixed Yes Yes Yes Yes Yes Yes
Constant 28573 21,669 0789 -0518 2,605+ 1064
(20.483) (17.808) (0.631) (0.520) (0818) (0679)
N 16245 16,245 12432 12432 102210 10210
R 0085 0083 0010 0.009 0004 0.003

parentheses (*p < 0.1, **p < 0.05, ***p < 0.01).
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INNO,
INNO,
GF
Size

Age

Growth
Board
Indb
First
Cash

Board

Standard errors in parentheses (*p < 0.1, **p < 0.05, ***p < 0.01).

INNO,

1
0.942*%
0.067***
0.204**
~0.051%+*
0,082+
~0.033***
0.068***
0.014%
~0.016**
-0.048**
0.037%%*
Board

i
~0.525%**
0.021%+
~0.076***
-0.096**

INNO,

1
0.075%*
0.210%*
~0.036"**
0.078%*
~0.026%*
0,068+
0.015%
0.00700
-0.040**
0.048%*
Indb

1
0.048%*
00120
0.047***

1
0113
~0.00500
~0.019*
0.041%%
~0.060"*
0052+
0.038%*
0028
0784+

First

1
-0.0110
0.016™

Size

1
0.200%%*
0.550%**
0,023+
0.254**
0.024%+*
0217%*
-0.299"*
0.096%+*
Cash

1
-0.0080

1
0.223%%
0.072%%*
0.059*+*
~0.028%+
-0.082++*
~0.166***
0.080%**
Fz

Lev

it
0.104%%%
0.141%%
~0.00300
0.086***
~0.557**
~0.020%*

Growth

1
-0.026"*
0016
00100
~0.035"*
0016
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Variable 1) 2) 3) )

INNO, INNO, INNO, INNO,

GF 0453+ 0320 0403+ 0282+

(0.081) (0.066) (0.082) (0.067)
Size - — 0047+ 0.032%

= = (0.011) (0.009)
Age - - 0027 0.006

- - (0.062) (0.051)
Lev - - 0064 0053

= = (0.048) (0.039)
Growth - — -0.003 ~0.004

- - (0.004) (0.003)
ROA - - 0183 0129

= = (0.119) (0.097)
Board - - 0000 0019

- - (0.046) (0.037)
Indb - - -0.120 ~0.076

- - (0.137) (0.112)
First - - -0.002+% -0.001%

= = (0.001) (0.001)
Cash - - 0000 0,001

— — (0.005) (0.004)
Fz - — 0007 0.084*

- - (0.053) (0.044)
Company- fixed Yes Yes Yes Yes

ime-fixed Yes Yes Yes Yes

Provincial-fixed Yes Yes Yes Yes
Constant 0076 0038 ~1.065" ~1681%*

(0.097) (0.080) (0.486) (0.397)
N 16,245 16,245 16,245 16245
R 0019 0018 0070 0070

Standard errors in parentheses (*p < 0.1, **p < 0.05, ***p < 0.01).
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Variable Obs Mean Median Std.Dev. Min  Max
INNO, 16245 0319 0 0749 0 3638
INNO, 16245 0227 0 0.598 0 3.135
GF 16245 0382 0.363 0.070 0234 0600
Size 16245 2234 2215 1.296 20 26.27
Age 16245 2766 2.833 0.370 1609 3434
Lev 16245 0440 0438 0.200 0055 0863
Growth 16245 0449 0148 1211 ~0.634  9.083
ROA 16245 0.059 0.052 0.045 -0.064 0218
Board 16245 2042 2197 0.198 1609 2708
Indb 16245 0375 0333 0.054 0333 0571
First 16245 3509 3310 1493 8930 75

Cash 16245 0790  0.364 1301 00290 8610
Fz 16245 1107 111 0.446 1013 1194
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Variables

Casht
Cash2
Treat
Post
Size
Lev
CapEx
Growth
ROE
CF
78Q
Dividend
SOE

Definitions

The ratio of cash and cash equivalents to total assets

The ratio of cash and marketable securiis to total assets

A dummy variable that equals 1 for polluting firms and O for other fims

An indicator variable equal to 1 for the period after the promulgation of the new EPL in 2014, and 0 otherwise
The natural logarithm of total assets

The ratio of total liabilities to total assets net of total liabilities

The ratio of capital expenditures to total assets

The growth rate of total assets

Retun on equity

The ratio of operating cash flow to total assets

The natural logarithm of market value of assets divided by the book vaue of assets (Bartiett and Partnoy, 2020)
A dummy variable that equals 1 if a firm pays cash dividends, and O otherwise

A dummy variable that equals 1 if a firm is ultimately controlled by governments, and 0 otherwise
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Variable

Cash1
Cash2
Treat
Post
TreatxPost
Size

Lev
CapEx
Growth
ROE

CF

TBQ
Divicend
SOE

19,959
19,959
19,969
19,969
19,959
19,959
19,959
19,959
19,969
19,959
19,959
19,959
19,959
19,969

Mean

0.166
0.188
0.382
0.527
0.233
22.060
1.078
0.053
0215
0.065
0.043
0.461
0.750
0.380

0.132
0.136
0.486
0.499
0.423
1.259
1216
0.049
0.491
0.106
0.070
0.831
0.433
0.485

P25

0.073
0.093

21.160
0.337
0.017
0.020
0.030
0.005

-0.081

0

Median

0.127
0.151

21.900
0.702
0.039
0.103
0.068
0.042
0.490

1
0

P75

0217
0245

22.790
1.361
0.074
0.235
0.110
0.084
1.026

1
1
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Var Roa Roa Roa

EUd=0 EUd=1 EU_d=0 EUd=1 EU_d =0 EUd =
EI 0.119*** (4.833) ~0.039 (-1.311) 0.119** (4.836) -0.039 (~1.305)
Esop ~0.039 (~0.256) 0858°** (3.756) 0032 (-0.212) 0857+ (3.751)
Constant ~0.402+** (-3.401) ~0.196 (~1.424) ~0299* (-2.462) -0.182 (-1331) ~0.402°** (~3.401) -0.179 (~1.311)
Control vars Yes Yes Yes Yes Yes Yes
Observations 4216 4,168 4216 4,168 4216 4168
R 0771 0598 0766 0603 0771 0.603
Adj_R* 0.659 0410 0652 0417 0659 0417
F-value 6919 3.186 6732 3246 6,900 3245
El-chi2 15543 157520+
EI-Prob > chi2 0000 0.000
Esop-chi2 11091+ 10962+
Esop-Prob > chi2 0,001 0001

t-statistics in parentheses; ***p < 0.01, **p < 0.0:

5, *p < 0.1.
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Var Tobin-Q Tobin-Q Tobin-Q
EU_d=0 EUd=1 EU_d=0 EUd=1 EUd=0 EUd=1
EI 1321 (3.792) ~0.569 (~1.011) 1319 (3.785) ~0.588 (~1.050)
Esop 5058 (1.191) 22,114 (3.326) 4975 (1.171) 22,186 (3.333)
Constant 12611+ (8.641) 32,613+ (13.593) 12712 (8.676) 32,929 (13763) 12.534°** (8.586) 32896 (13.754)
Control vars Yes Yes Yes Yes Yes Yes
Year&dnd Yes Yes Yes Yes Yes Yes
Observations 4016 3,952 4016 3952 4016 3,952
0449 0415 0445 0419 0450 0.420

Adi_R® 0423 0385 0418 0389 0423 0.389
F-value 17022 13812 16692 14042 16810 13.872
El-chi2 7.000%+*

7201
EI-Prob > chi2 0.008

0.007
Esop-chi2 5223

5301
Esop-Prob > chi2 0022

0.021

tatistics in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1.
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Var

El
Esop
Constant
Controls
Year&Ind
Observations
R

Adj_R*

EU_d =0

Audit_h

L115%** (5.232)
0542* (1.921)
~0.183** (-4.254)
Yes

Yes

2,104

0309

0302

Audit_1

0.035** (2318)
0539 (1.231)
~0321* (~1.852)
Yes

Yes

2,112

0321

0311

EUd=1

Audit_h

1.025%* (4.283)
0.174** (3.223)
~0.291** (~5.404)
Yes

Yes

2,080

0.305

0301

Audit_1

0.017 (0.632)
0.821** (2.085)
~0.201* (~1.749)
Yes

Yes

2,088

0318

0317
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Var EU_d =0 EU_d

Roa EI Roa EI Roa Esop Roa Esop
El 0.052** (2.914) 0034 (1.421)
EI_mean 0923 08557
(30.694) (27.123)
Esop 0.214 (1.071) 1022%%
(4.428)
Esop_mean 0,951 1011+
(36.672) (38.122)
Constant ~0.169** 0.041 (0487) 0116 -0.028 -0.167** 0.008 (1.197)  -0.107* ~0.006
(-3.633) (-2.012) (-0.327) (-3.563) (~1.855) (-0.880)
Control vars Yes Yes Yes Yes Yes Yes Yes Yes
Year&dnd Yes Yes Yes Yes Yes Yes Yes Yes
Observations 4216 4,168 4216 4,168
Cragg-Donald Wald 941.676 735.599 1,344.544 1452932

F-statistic

t-statistics in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1.
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Var Model (5) Model (6) Model (7)

Roa Roa Roa
EI 0.068*** (3.533) 0.071% (3.501)
Esop 0333*** (2.624) 0342*** (2722)
EU -0.002 (~0.132) ~0.002 (~1.263) ~0.002 (~1.154)
EIXEU ~0.029% (~3.533) ~0.030°** (~3.525)
EsopxEU 0.013** (1.996) 0.011% (1.683)
Constant -0.229%* (-5.454)  -0.242*** (-5.725)  -0.226""* (-5.427)
Controls Yes Yes Yes
Year&Ind Yes Yes Yes
Observations 8,384 8,384 8384
R 0331 0327 0335
Adj_R* 0314 0310 0318

Robust t-statistics in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1.
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Var

PR=0

EU_d=0

PR =1

PR=0

EUd=1

PR =1

El
Esop
Constant
Controls
Year&Ind
Observations
R

Adj_R*

0.042*** (3.263)
0034** (2.133)
~0.162°%* (-2.961)
Yes

Yes

2320

0343

0315

0462 (3.182)
0.362* (1.695)
~0.124* (~1.693)
Yes

Yes

1,896

0325

0321

0.035* (2.011)
0.324*** (3.235)
~0.163* (~6.144)
Yes

Yes

2,208

0316

0.308

0.028 (0452)
0.836 (1.061)
~0.128* (~1.892)
Yes

Yes

1960

0323

0317
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Var

El

Constant
Year&Ind
Observations
R

Adj_R?
F-test

Prob > F
Joint

t-stat

p-val

Model (2)
Roa

0.025* (1.802)
0250 (~6.002)
Yes

8,384

0325

0308

Model (3)

Roa

~0250** (-5.995)
Yes

8384
0325
0309

Model (4)
Roa

0.026* (1.763)
~0251** (-6.061)
Yes

8,384

0327

0310

4571

0033

0312

2138

0033

Esop

Controls

Yes

0.340"* (2.332)
Yes

0337 (2.324)
Yes

Boboss: standied srmes b Taresienss g r (DL, o bR fo -« B 1
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Var Model (2)

EU_d=0 EUd=1
EI 0035 (2913) 0.004 (0.345)
Esop
Constant ~0.167*** (~3.406) ~0.118* (~2.049)
Controls Yes Yes
Year&Ind Yes Yes
Observations 4216 4,168
El-chi2 2.980*
EI-Prob > chi2 0084
Esop-chi2

Esop-Prob > chi2

Robust z-statistics in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1.

Model (3)
EUd=0 EUd=1

0.038 (0.267) 0.647*** (4.092)
~0.164*** (-3.360) =0.111* (-1.921)

Yes Yes

Yes Yes

4216 4,168

7.811%**
0.005

Model (4)

EUd=0

0.036*** (2.910)
0,034 (0.232)

~0.168** (~3.445)

Yes
Yes
4216
3.031*
0.082
7.960°%
0.005

EUd=1

0.005 (0.312)
0,648 (4.093)
=0.111* (-1921)

Yes
Yes
4,168
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Variable

Roa

Esop
EU_d
Topl
Gazh
Board
Outdir

Observations

8,384
8,384
8,384
8,384
8,384
8,384
8384
8,384
8,384
8384
8,384
8,384
8,384
8,384
8,384

Mean

0035
0.066
0.006
0499
0.307
0739
2099
0375
0321
14404
22298
0.129
0248
0430
2461

Std

0.061
0.122
0.009
0.500
0.132
0.578
0.187
0.052
0.467
0712
1.079
0.173
0.729
0.192
0.474

Median

0.033
0.006
0.000

0.293
0.584
2.197
0.333

14387
22246
0.112
0.111
0.421
2485

Min

-0.253

0.084
0045
1.609
0333

12676
19.505
-0.343
~0.609
0.067
1.609

0.197
0553
0.035

0.692
2710
2485
0571

16.432
25410
0673
5540
0879
3258
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Roa Esop  EUd  Topl Gqzh  Board Dual Size  Grow_l  Grow_s
Roa 1
B o001
Esop 0040 0022 1
BUA  0amt 00 0023 1
Topl 0179 003 0014 009 1
Gazh 0063 0,035 0030 0058+ —oess 1
Boud 007 0049 0001 0108t 0013 0066 1
Outdir ~0.063*** 0.095** 0011 0.054** 0013 -0.042** ~0.650"** 1
Dual 0.003 0374 0041 0.070** 0.024 -0.021 -0.163*** 0139 1
Salary 0156+ 0.019 0076™* 0277 0031 0070 0096 ~0.017 0.021 1
Size 0097+ 0078 0054 =044 0143+ ~-0.009 0.166"* ~0.079*** 0058 0498 1
Growl — 029 009 0035¢ 00l 0059 omEe 0030 ~o01t L T
Grows  0160% 0018 003 oas ool oo o0z 0006 0007 o012 00sr oaas 1
Lev 0207 OO 0037 -0096WT 0080% 0081 008t 0028 002 016 04 onze 000
Age 0087 0360 00s# -0012 0104 0002 0007 002 0091 01I o160t -00n 0060
Motz = indicates that hilateral inspeciion Is sigaificant at the leral of 10%: = indicates tha bilsteral Inspection Is sgaificant af the level of 5% “*** knxdicater that bilsteral incpaction ke sigaificant at the level of 1%
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Variable category

Variable name

Variable description

Explained variable
Explanatory variables

Adjustment variable

Control variables

Roa

EI

Esop
EUd
Topl
Gazh
Board
Outdir
Dual
Salary
Size
Grow._|
Grow_s
Lev
Age
Ind

Year

Net profit/total assets at the end of the year
Executive shareholding as a percentage of total equity

Employee shareholding as a percentage of total equity

Dummy variable; assign a value of 0 for less than the median; assign a value of 1 for greater than or equal to the median
The ratio of the largest shareholder’s shareholding to the total share capital

Sum of 2-5 largest sharcholder's sharcholding ratio/largest sharcholder's sharcholding ratio

Natural logarithm of the total number of board members

‘The number of independent directors as a percentage of the total number of board members

When the two positions of chairman and general manager are combined, the value is 1, otherwise it is 0

The natural logarithm of the total compensation of the top three executives

‘The natural logarithm of the company’s total assets at the end of the year

Coefficient of explanatory variables of model (1)/average operating income of the past 5 years

The growth rate of the company’s operating income for the year

Total liabilities/total assets

Natural logarithm of the company’s years from listing to the current year

Belongs to the industry, the value is 1, otherwise it is 0

The value of this year is 1, otherwise it is 0
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PanelA INNO, INNO, INNO,
(1) @ 3) (4) ) ©6) )
SOE NOE High Ic Low Ic Growth Mature Regression
GE 0.501% 0268 0566 0.145 0521+ 0366 0363
(0.116) (0.128) (0.132) (0.128) (0.148) (0157) (0.207)
Constant -0.836 -1493° -1.187 0.179 -3.095** -0.928 0758
(0.743) (0.785) (0.746) (0.790) (0879) (0945) (1.224)
N 6314 8682 8124 8121 7661 5799 2785
R 0.011 0.019 0017 0.004 0.022 0.006 0009
PanelB INNO, INNO, INNO,
(eY) ) (3) @) (5) ©6) @)
SOE NOE High Ic Low Ic growth mature regression
GE 04137 0.108 0458+ 0.066 0.356° 0219 0242
(0.100) (0.101) (0.111) (0.103) (0.121) (0.129) (0.161)
Constant s <192t =220 -0.726 =3403¢ 1910 0325
(0.640) (0621) (0.626) (0634) 0.722) (0.778) (0.955)
Controls Yes Yes Yes Yes Yes Yes Yes
Company- fixed Yes Yes Yes Yes Yes Yes Yes
Time-fixed Yes Yes Yes Yes Yes Yes Yes
Provincial-fixed Yes Yes Yes Yes Yes Yes Yes
N 6314 8682 8124 8121 7661 5799 2785
R 0.015 0.020 0.020 0.004 0.023 0.010 0.006

parentheses (*p < 0.1, **p < 0.05, ***p < 0.01).
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level(D)

Region/Time 2019 2014 2009 2019 2014 2009

Guizhou I I 1 1 2 1
Yunnan v % n 2 2 2
Sichuan v % v 3 2 2
Chongging v v in 3 1 2
Hubei v Y in 3 2 2
Hunan [l Y v 3 4 4
Jiangxi v v 1 3 2 1
Anhui it ] mn 4 2 2
Jiangsu v v v 4 1 5
Zhejiang A\ v v 4 1 3
Shanghai v % v 3 1 3
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Year/Region

2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019

Guizhou

037
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Yunnan

0.00
039
0.16
0.15
051
059
0.86
049
065
0.80
0.63
0.00
022
073
078

Sichuan

079
099
038
0.99
0.82
1.00
0.99
092
088
095
028
042
077
073
0.98

Chongqing

013
1.00
074
0.89
041
1.00
1.00
0.95
097
0.99
073
096
051
0.93
093

Hubei

0.00
0.00
0.00
0.00
032
028
0.84
099
095
078
017
032
048
034
0.62

Hunan

052
099
095
073
061
0.86
077
097
0.93
076
026
040
048
038
047

Jiangxi

0.04
0.00
026
070
0.00
034
073
0.89
085
0.82
029
026
024
027
077
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Year/Region

2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019

Anhi

0.84
1.00
0.93
0.99
052
0.90
1.00
1.00
1.00
040
044
022
0.56
0.60
043

Jiangsu

039
0.66
1.00
1.00
097
091
1.00
1.00
1.00
1.00
073
092
077
085
092

Zhejiang

076
1.00
092
0.88
094
072
078
0.83
083
094
088
1.00
096
097
083

Shanghai

093
075
070
093
075
093
0.82
076
086
091
095
094
089
088
091
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Lag  LoglL

FPE

AlC

0 —3.43E+01
I -323.9865
~3203050

-3.15E+02

LR

~293.5096

LI3E+25
250e+23
271E+23
225E+23
3.02e+22%

63.35864 6334077
59.53619 5948260
59.54748 59.45816
59.19249 59.06744
56.79681% 56.63603*

53.03812
5021457
5041 717
5032861
57.28920%

Note: # Denotes the lags that should be chosen for the corresponding statistical
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0.469909 + 0.539393i 0715374
-0.241691 0.241 691
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Coordination Coordination level  Degree of coupling

D value interval coordination
0-0.09 1 Extremely dysfunctional
0.1-0.19 2 Severe disorder
02-0.29 3 Moderate disorder
0.3-0.39 4 Mild disorder

04-0.49 5 Near dissonance
0.5-0.59 6 Weakly coordinated
0.6-0.69 7 Low coordination
0.7-079 8 Moderate coordination
0.8-0.89 9 High coordination

0.9-0.1 10 Extremely coordinated
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Differential order t P Threshold
1% 5% 10%
Ainflict ~0434 0986 ~4.668 -3.731 ~3.309 ~0.434
-1580 0800 -4988 -3.865 -3383 1580
-3.696 0023 -4884 -3.822 -3359 3696
AlnOFDIit 7481 1000 -5.118 -3918 -3411 7.481
1118 1000 -5.283 -3.985 -3.447 1118
-5738 0000 -5.283 -3.985 -3.447 -5.738

iy st vt v S el
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Coupling degree value
interval

Coupling type

Evaluation of the degree of coupling

C=0
0<C<03
03<C<05
050 < C < 0.80
08<Cx<1

| Coupling degree is 0
ILow degree of sexual coupling
I antagonistic coupling
IVAbrasive coupling

V high degree of sexual coupling

The two systems are uncorrclated

Coupling between the two systems is gradually formed
Coupling between the two systems already exists to a certain degree of development
‘The degree of coupling between the two systems is good

The two systems promote each other and tend to develop in an orderly manner
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Country Constant Constant and trend Constant and slope Constant,
slope and trend

France -5.08" (-5.28) (2001) -4.86 (-5.57) (2001) -6.77"** (-6.00) (2000) -6.56™ (-6.32) (2000)
Spain -4.52 (-4.61) (2003) 453 (-4.99) (2003) 484" (-4.95) (1990) -5.46" (-5.50) (1997)
Germany -4.43" (-4.61) (1991) 5,04 (-5.57) (1991) -4.73" (-4.95) (1991) -5.22 (-6.50) (1991)

Source: our elaborations.
Notes: Z, statistics are reported. Constant specifies a break n the constant term only. Constant and trendrefers to a breakin both the constant and the trend. Constant and siope indicates

a break in both the constant and the slope. Constant, siope and trend correspond to a break n the constant, the slope and the trend. 5% Critical Values and break date are reported in
parentheses. *p < 0.01, **p < 0.05, *p < 0.10.
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Country ~ Equation

France AGDP
- ANEC
= AREC
- AK
- AL
- AEXP
- AIC

Spain AGDP
- ANEC
= AREC
- aK
a AL
- AEXP
- AIC

Germany  AGDP
- ANEC
- AREC
- AK
- AL
- AEXP
= AC

ECT coefficient

-0.218" (0.0981)
-1.297 (1.0375)
2.477 (1.6459)
-0.311 (0.2521)
0504 (0.1513)
-0.365 (0.3433)

-0.895" (0.4482)
-3.775 (3.2790)
-35.76 (31.594)

3,537 (1.3378)
-3.335 (2.2295)
-1.304 (1.6802)

-0.329 (0.8217)

-8.436"" (3.2387)

-22.189" (11.8194)
0.431 (1.6605)
4.385 (4.6755)
0595 (2.3495)

Ry

0.7496
0.2402
0.1493
06377
0.8120
0.6265
2

0.8579

0.7302

0.9252

0.7771

0.7834

0.6876
3

0.4823

0.3402

0.5608

02776

0.3593

0.6399
2

RMSE

0.000475
0.005023
0.007964

0.00122
0.000732
0.001662

0.000599
0.004378
0.042185
0.001786
0.002977
0.002243

0.000791
0.003117
0.011374
0.001598
0.004499
0.002261

Notes: Standard Errors in parentheses. ***p < 0.01, **p < 0.05, *p < 0.10.

Source: our alaborations.

F

68.8350
7.26943
4.03561
26.7460
99.3605
38.5736

78.5056
351772
160.757
45.3306
47.0124
286171

21.4255
11.8568
29.3690
8.83624
12.8977
26.9899
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Dep. Var.

AGDP
AK
AL
AEXP
ANEC
AREC

AGDP
K
aL
AEXP
ANEC
AREC

AGDP
AK
AL
AEXP
ANEC
AREC

Source: our elaboration.

0 < 0.01, **p < 0.05, p < 0.10.

AGDP

0.021691

1.196,248
0.741,530
0011904
0.460,572

4.302,388"

0.273,488
0.090456
1.103,693
0.501,763

1.988,092
2.238,643
0.047907
0.927,701
1.094298

AK

0.001076

1.865,990
0.559,914
0.025369
2.477,702

0.051151

0.954,485

0.0331,129

1.440,945
1.437,142

0.380,264
4.007689
0.929,993
0.496,167
0.411,941

AL

0.948,454
0.012843

0.003353
1.130,271
1.410,681

0.004616

4.976,599"

0.0567,845

0.302,638
0.117,568

0.095689
2.207,136
0.073301

0.749,674
2.630,642

AEXP

0.455,365
0.170,907
1.137,502
0.000136
0.637,933

0.325,882
0.002285
0.082092

0.0834,452

0.277,814

3.671,362
255787
3173517

2.318,995
2.044741

ANEC

1.350,871
1.221,687
0.113,824
0.091484

0.007242

1.789,036
0.000102
1.295,578
1.318,324

0.885,670

3529,732
2.347,682
1.123,139
2.431,702

1.357,483

AREC

0.050952
0.000505
0.028557
0.475,590
0.004897

0.108,282
0.035883
0.362,369
0.239,591
0.569,347

5.568,856"
3.550,016
0.258,716
9.76064"
0.202,698
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Country Variable

France GDP

- NEC
- REC

Spain GDP

o NEC
= REC

Germany GDP
- K

- EXP
- NEC
- REC

ur elaboration.

ADF

-2.2858 (-2.9458)
-1.4870 (-2.9484)
~0.4710 (-2.9458)
1,549 (-2.9458)
05675 (~2.9458)
-1.4671 (-2.9484)

~1.7137 (-2.9484)
~2.9776" (-2.9484)
—1.4111 (-2.9571)
~1.6012 (-2.9458)
-3.6491" (-2.9511)
-3.9474" (29511)

-2.1495 (-2.9511)
~1.1968 (-2.9458)
-1.8226 (-2.9484)
-1.0752 (-2.9458)
-1.0222 (-2.9458)
-0.0262 (-2.9484)

PP

20357 (-2.9458)
-1.1299 (-2.9458)
-0.5036 (-2.9458)
15030 (-2.9458)
04831 (-2.9458)
-1.3128 (--2.9484)

~1.7168 (-2.9458)
~1.8930 (-2.9458)
-1.4979 (-2.9540)
-1.3513 (-2.9540)

-29.164"* (-2.9458)

-21.938"" (-2.9458)

-3.5675" (~2.9458)
-1.1911 (-2.9458)
~1.6106 (-2.9458)
~1.7386 (-2.9458)
~1.0497 (-2.9458)
-0.2639 (-2.9484)

are performed without trend. 5% Critical Values are provided under parentheses.

DF-GLS

00929 (~1.9506)
-0.2347 (-1.95)

-0.2576 (-1.951)
0.4000 (~1.950)
0.3916 (-1.950)

~1.1732 (~1.9506)

-0.3664 (~1.9506)
~1.4176 (~1.9506)
05556 (~1.9516)
-0.6151 (—-1.9513)
-0.1017 (~1.9506)
-0.4731 (~1.9506)

0.8575 (~1.9503)
0.3785 (~1.9503)
-0.5649 (~1.9506)
1.0171 (-1.9503)
-1.0351 (~1.9503)
0.5195 (~1.9506)

ERS

9000576 (2.97)
70.7322" (2.97)
281.3926* (2.97)
511.9329" (2.97)
20.7382** (2.97)
9.5734" (2.97)

153.8110™ (2.97)
34.1747" (2.97)
45.2687"** (2.97)
603.0258"" (2.97)

1,300.956"" (2.97)
260.8083 (2.97)

642.4028" (2.97)
94.7000* (2.97)
41.5349" (2.97)

397.9871* (2.97)
10.6249" (2.97)

104.8377 (2.97)

KPSS

0.7193 (0.463)
0.7150 (0.463)
0.7030 (0.463)
0.7060 (0.463)

0.3991*** (0.463)

0.4514** (0.4630)

0.7041 (0.463)
0.5728" (0.463)
06103 (0.463)
06992 (0.463)
0.4650 (0.463)
0.4854 (0.4630)

0.7182 (0.463)
0.6667 (0.463)
0.6121 (0.463)
0.7209 (0.463)
0.1807"** (0.463)
0.6322 (0.4630)

<0.01, *p<0.05, 'p <0.10. Z (t) statistics are displayed. The number in parentheses refer to the lag length selected based on the AIC, HQIC, and SBIC criteria. Stationary tests
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Country Variable

France GDP
== K
o L
- EP
- NEC
- REC

Spain GDP
o K
o 3
- EXP
o NEC
= REC

Germany GoP
= K
- L
- P
= NEC
- REC

Source: our elaboration.

ADF

-3.7991" (-2.9484)
-3.6421" (-2.9484)
-5.1356"" (-2.9484)
-5.0004 (-2.9484)
-5.4565"" (-2.9484)
-6.6545" (-2.9511)

-3.4261" (-2.9484)
~2.9980" (-2.9484)
32711 (-2.9571)
~3.7090" (-2.9540)

-8.7067""* (-2.9484)

-6.9265"" (-2.9484)

-4.7525" (-2.9511)
-4.6099" (-2.9484)
-5.1082"" (-2.9484)
-5.4313" (-2.9484)
-5.7764"" (-2.9484)
-5.1881* (-2.9511)

PP

-3.7896" (~2.9484)
-3,6352" (~2.9484)
-5.2083" (-2.9484)
-5.0063 (-2.9484)
-5.5078"" (~2.9484)
-6.9032"" (-2.9511)

-3.5562" (-2.9484)
-3.8841 (-2.9484)
-3.3243" (-2.9571)
-4.5558" (~2.9484)

-8.7067"* (-2.9484)

-6.7429"" (-2.9484)

-4.8995* (~2.9484)
~4.4730" (-2.9484)
~5.0733" (~2.9484)
-5.6362"" (-2.9484)
-5.7980"" (-2.9484)
-5.4118" (-2.9511)

DF-GLS

-3.8318" (~1.9506)
~3.4707 * (-1.9506)
-4.3057* (~1.9506)
-5.0351 (~1.9506)
-5.4914" (-1.9506)
-6.7519"" (-1.9510)

~2.4427 (-1.9506)
~2.4125 (~1.9506)
—2.2800 (-1.9516)
-1.4452 (-1.9513)
-0.1064 (~-1.9510)
-1.0250"* (-1.9506)

-4.9466" (~1.9506)
~4.5894" (-1.9506)
-5.1279" (~1.9506)
-5.3505" (1.9506)
-5.8609"" (~1.9506)
-5.2369"" (-2.9484)

ERS

1.6957 (2.97)
2.2688 (2.97)
21720 2.97)
1.5985 (2.97)
1.6817 (2.97)
1.3985 (2.97)

26596 (2.97)
3.7034* (2.97)
30393 (2.97)
103827 (2.97)

488128 (2.97)
59128™" (2.97)

0.9146 (2.97)
15173 (2.97)
1.3878 (2.97)
1.6692 (2.97)
1.3258 (2.97)
14011 (2.97)

KPSS

0.3461** (0.463)
0.1360" (0.463)
0.1374* (0.463)
0.2053" (0.463)
0.3929" (0.463)
0.1521*** (0.4630)

0.2330" (0.463)
0.1992" (0.463)
0.1699" (0.463)
0.2316" (0.463)
05216 (0.463)
0.5486 (0.4630)

0.3507 (0.463)
0.1207* (0.463)
0.1217** (0.463)
0.2675" (0.463)
0.3309"" (0.463)

0.1636™ (0.4630)

Notes: ***p <0.01, **p < 0.05, 'p < 0.10. Z (t) statistics are displayed. The number in parentheses refer to the lag length selected based on the AIC, HQIC, and SBIC criteria. Stationary tests
are performed without trend. 5% Critical Values are provided under parentheses.
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Country Variable Intercept Intercept and trend

t-Statistic (k) 5% critical Breaking point Th t-Statistic (k) 5% critical Breaking point
value value T
France GoP -4.179.0) -4.80 2008 ~4.9780) -5.08 1904
- K -3.635 (0) -480 2008 -4.563 0) -5.08 1994
- L -6.308"(0) -4.80 2009 -6.390"(0) -5.08 2009
- EXP -6.301"(0) -4.80 2002 -6.189"(0) -5.08 2001
- NEC -6.977(0) -4.80 2013 -8.540""(0) -5.08 2009
- REC -6.001**(1) -4.80 2007 -6.049"(0) -5.08 2008
Spain GoP -3315(0) -4.80 2008 -4.066 (0) -5.08 2008
- K -2.949 (0) -4.80 2007 -4.074 0) -5.08 2008
- L -3.117 (0) -4.80 2008 -3.630 (0) -5.08 2008
- EXP 3477 2 -4.80 2001 2937 ) -5.08 2001
- NEC -4.306 (1) -4.80 2010 4,068 (1) -5.08 2010
- REC -4.306 (1) -480 2010 -4.068 (1) -5.08 2010
Germany GoP -6.192(1) -4.80 1993 -5.851""(1) -5.08 1993
- K -5.289"(0) -4.80 1993 -5.111"(0) -5.08 1993
= L -6.377(0) -4.80 1993 -10.88"(0) -5.08 1902
- Exp -5.599""(1) -4.80 2008 -5.630""(1) -5.08 1996
- NEC -4.919"(2) -4.80 2006 -6.350"(2) -5.08 2009
- REC ~7.189"(0) -4.80 1997 ~7.147(0) -5.08 1997

Source: our elaborations.
Notes: In both models, k denotes the lag length selected according to the AIC criterion with a maximum allowed of 10 ags. The eft panel corresponds to the model alowing for break in
intercept whereas the right panai refers to the specilication allowing for break in trend. T, the breaking point, is the break dale endogenoushy defennined. **p <0.01, " < 0.05, o < 0.10.
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Country

France

Spain

Germany

Data trend
specification

Trace
Maximum eigenvalue

Trace
Maximum eigenvalue

Trace
Maximum eigenvalue

Source: our elaboration.

None None Linear Linear Quadratic
No intercept Intercept No Intercept No Intercept trend Intercept trend
No trend trend trend
3 4 3 3 2
2 3 1 1 0
4 3 2 3 5
1 1 1 1 1
2 4 1 3 3
0 0 0 1 1
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Author(s)

Sadorsky (2009)
Apergis et al. (2010)
Hung-Pin (2014)

Shafiei and Salim (2014)

Bigii et al. (2016)
Bhattacharya et al. (2016)

Ito (2017)
Saidi and Omri (2020)
Pilatowska and Geise

(2021)
Radmehr et al. (2021)

Source: our elaborations.

Countries

G7 countries

14 developed and 5 developing countries
9 OECD countries
29 OECD countries

17 OECD countries

Top 38 renewable energy consuming
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increase in renewable energy consumption reduces CO; emissions. AMG: Augmented Mean Group; ARDL: Autoregressive Distributed Lags Bounds; DOLS: Dynamic Ordinary Least
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Recycling of rare earths: A critical review

Adapting agriculture to climate change

Binnemans et al.
(2013)

Howden et al.
(2007)

Journal of cleaner production 941

Proceedings of the matinal 899
academy of sciences of the
United States of America

Argues that Rare Earth Elements (REE) are
becoming more important in the transition
towards a green economy. The document
provides a general view of the literature,
emphasizing three main applications:
permanent magnets, nickel-metal hydride
batteries and lamp phosphors

‘The authors argue that greater adaptation
requires the integration of climate change-
related problems with other risk factors, such
as market risks and climate variability, as well
as policy areas such as sustainable
development. The multidisciplinary
problems require multidisciplinary solutions,
ie. focusing on integrated rather than
disciplinary science and strengthening the
interface with decision makers

‘The politics and policy of energy system
transformation - Explaining the German
diffusion of renewable energy technology

Jacobsson and
Lauber (2006)

Energy policy 513

To detain climate change, a transition to low
carbon economy must occur quickly. The
spread of new technologies, such as electricity
generation from renewable sources has
become a central theme. The article explores
the reasons for the rapid spread of two of
thesetechnologies in Germany, wind turbines
and solar cells

Mesoporous materials for energy conversion
and storage devices

Li et al. (2016)

Nature reviews materials 490

‘They argue that to satisfy the increasing
energy demands of a low carbon economy,
the development of new materials that
improve the efficiency of energy conversion
and storage systems is essential. The principal
methods of preparing some materials are
summarized. They describe the challenges
that research, and development must
overcome in order to increase the
contribution of renewable energy
applications

Robust adaptation to climate change

Clean energy new deal for a sustainable
world: From non-CO2 generating energy

sources to greener electrochemical storage
devices

Geographies of energy transition: Space,
place and the low-carbon economy

Wilby and
Dessai (2010)

Poizot and
Dolhem (2011)

Bridge et al.
(2013)

Weather 388

Energy and Environmental 383
Science

Energy policy 377

The article compares two different
approaches to evaluating climatic risk in
adaptation planning. It also describes a solid
framework for adaptation decision-making,
which differs from the traditional methods of
‘predict and provide’. Examples of the water
industry in developing and developed
countries are used as evidence of how
significant progress can be made in most
cases without the climate change projection

This article deals with the difficult energy
question and the personal perception of the
associated environmental problems. It
particularly emphasizes the eminent role of
the electrical energy produced from
decarbonized sources in a future sustainable
economy, as well as its storage problems

This article presents the case for studying
energy transition as a geographic process,
which implies the reconfiguration of the
current patterns and scales of economic and
social activity. The document is based on a
series of seminars; “Geographies of energy
transition: security, climate, governance”
organized by the authors between 2009 and
2011, which started a dialogue between the
disciplines of energy studies and human

geography

10

Community level adaptation to climate
change: The potential role of participatory
community risk assessment

Van Aalst et al.
(2008)

Global environmental change- 377
human and policy dimension

This explores the value of community risk
evaluation (CRA) in the adaptation to climate
change. CRA refers to participative methods
to evaluate dangers and vulnerabilities and
the ability to support a reduction in the risk of
community-based disasters, used by many
NGOs, community organizations and the
Red Cross
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Type Author Definition

of SF
GE Bergedieck et al. (2017); G20 Green Finance Study Group, ~ Supports green growth and the transition to a green economy and reduces negative
(2016); Ryszawska, (2018) environmental results. Means investment in renewable energy and the reduction of industrial

emissions, sustainable transport, recycling, organic agriculture, waste management, water
management, eco-innovation, clean technology used by public and private bodies

CCF Ryszawska, (2018); Stewart et al. (2009) ‘The aim is to support adaptation and mitigation of climate change, as well as financing a shift
to low emission and climate resistant development and is considered a critical element in
global climate policy

CF Labattand White, (2007); Ryszawska, (2018); Ziolo et al. (2019)  Mitigates the impacts on health and climate of national carbon-based emissions. Presented as

a solution to climate change

GF: green finance; CCF: climate change finance; CF: Carbon finance. Source (UNEP, and Lehmann, 2013; Ryszawska, 2018; Ziolo et al., 2019).
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Ranking Journal Publications h-index Impact factor Category Quartile

1 Sustainability 188 68 2576 ESGEStGScT Q2Q2,Q3

2 Journal of cleaner production 159 173 7.246 EE; ESc; GScT QL QL Q!
3 Advanced materials research 156 33 039 Eng Q

4 Energy policy 105 197 5.042 EGEFESGESt QLQLQLQL
5 Climate policy 67 62 4011 EStPA QLQ1

6 Ecological economics 67 189 4482 EcoEGESGESt QLQLQLQL
7 Climatic change 60 175 4134 ESGMASc QQL

8 Renewable and sustainable energy reviews 57 258 12110 EE;GScT QuQl

9 Climate and development 9 30 2311 DEESt QLQ2

10 Applied energy 39 189 8.848 EF;ChE QQL
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Lines of research

Climate risk and adaptation
Low carbon energy economy

Environment, social and governance

Low carbon emission technologies

Economic model and social cost

Description

Related to the risks associated with climate and environment
Technological innovation and methods to finance and coordinate the transition to a low-carbon economy

Develop standards, promote dissemination, encourage the integration of sustainable environmental, social and governance (ESG)
concepts in investment and financial decisions

Promote and generate innovation in the decarbonization process and low carbon emission technologies

Incentives and market and social policies to reduce externalities and the social and environmental cost of current and future
economic activities
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Mean

Period (N = 107)

Return on equity
Net operating interest rate
Revenue growth rate
Tobin Q value

T-statistics in parentheses™p < 0.01, *p < 0.05, *p < 0.1.

0.0520
0.1160
0.2853
17111

Period (N = 244)

0.0833
0.1389
0.5687
2.3740

Sample differences inspection

0.0001 *** (3.7099)
0.0935 * (1.3221)
0.0041 *** (2.6605)
0.0000 *** (6.1488)
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Stage
Stage*VC_rounds
VC_rounds
VCC-Director
VC_num
VC_union
VCG

Firm Location
Time

TAT

ROE

Size

Fir
Constant
Observations

Industry
Year

Z-statistics in parentheses*'p < 0.01, *'p < 0.05, *p < O.1.

1-1 model

0088
(18.47)

0.069 ***
(5:36)
0071
(7.95)
0.066 ***
(358)
0316 ™
(19.70)
0.187
(18.81)
0272
(17.60)
0034
(1.52)
0.705 ™
(6.65)
0563 ***
(57.61)
1.105
(18.85)
0010 ™
©.10)
0.045 ™
(3.06)
0113
3.09)
8272
(@1.18)
670
YES
YES

Model 2-1

0.097
(6.04)
0.002
0.22)

0042
(1.91)
0015
(1.14)

0.042
(4.26)

0073
@.78)

0293 **
(17.94)

0.153
(11.44)

0.467 ***
(23.18)

0.200 **
6.28)

1187 =
(7.44)

0541 ™
(@8.77)

1.530
(18.85)

0010
(5.82)

0.123
(5.59)

0.300 **
©.01)

7.567
(25.89)

345
YES
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Model

Path/Eftect

Bootstrap analysis test
results (unstandardized)

Significance
(two-tailed

95% confidence
interval

p-value) (bootstrap with
Estimated Standard bias :
value error correction)

Model 1 Years of education —Financial market participation —Household ~0.222 0029 0.000 0.165, 0.279

commercial insurance holdings

Years of education —Risk preference— Household commercial ~ 0.051 0.016 0001 0022, 0.086

insurance holdings

Comparison of indirect effects 0.170 0.034 0.000 0.103, 0.239
Model 2 Physical health status —Financial market participation — 1.353 0.204 0.000 0.994, 1.781

household commercial insurance holdings

Physical health status —Risk preference — household commercial ~ 0.287 0.110 0.009 0.123, 0.573

insurance holdings

Comparison of indirect effects 1.066 0235 0.000 0,641, 1.554
Model 3 Financial literacy —Financial market participation — household ~ 0.310 0.143 0.030 0.024, 0.590

commercial insurance holdings

Financial literacy —Risk preference — household commercial 0.182 0.082 0027 0.045, 0.374

insurance holdings

Comparison of indirect effects 0128 0.137 0353 ~0.140, 0406
Model 4 Years of education —Financial market participation — Level of ~ 0.230 0.036 0.000 0.162, 0.304

household commercial insurance holdings

Years of education —Risk preference — Level of household 0.058 0.019 0.002 0.024, 0.100

commercial insurance holdings

Comparison of indirect effects 0.172 0.041 0.000 0.093, 0.253
Model 5 Physical health status —Financial market participation — Level of  1.318 0.230 0.000 0924, 1.828

household commercial insurance holdings

Physical health status —Risk preference — Level of household ~ 0.296 0123 0016 0.116, 0.615

commercial insurance holdings

Comparison of indirect effects 1.022 0.261 0.000 0.545, 1.562
Model 6 Financial literacy —Financial market participation — Level of ~ 0.300 0.141 0033 0.026, 0.581

household commercial insurance holdings

Financial literacy —Risk preference — Level of household 0.189 0.091 0037 0.045,0.416

commercial insurance holdings

Comparison of indirect effects 0111 0.138 0421 ~0.152, 0.389
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Variable Commercial Level of Years of Physical Financial Financial Risk
insurance commercial education health status  literacy market preference
holdings insurance participation

holdings

Commercial 1

insurance holdings

Level of commercial ~ 0912 1

insurance holdings

Years of education  0.171** 0158 1

Physical health 0079 0080 0278% 1

status

Financial literacy 0,054 0056 0.040% 0.024°* 1

Financial market 0182 0167 03587 0105 0.010 1

participation

Risk preference 0076 00717 0.165% 0057 0.036" 0,150 1
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Model

Model 1
Model 2
Model 3
Model 4
Model 5
Model 6

Total eftects

Years of education —household commercial insurance holdings

Physical health status — houschold commercial insurance holdings
Financial literacy — household commercial insurance holdings

Years of education — level of household commercial insurance holdings
Physical health status —level of household commercial insurance holdings

Financial literacy — level of household commercial insurance holdings

Regression coefficient

0366
2237
0934
0353
2051
1014

Standard error

0.030
0298
0222
0.039
0272
0285

p-value

0.000
0.000
0.029
0.000
0.000
0.000
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Variable Variable Variable description Average Standard
type value deviation

Commercial insurance Category Covered by any commercial insurance = 1, otherwise = 0 012 033

holdings variable

Level of commercial Continuous Amount spent on commercial insurance in the past year (logarithmic) 710 325

insurance holdings variable

Years of education Continuous No schooling = 0, primary school = 6, junior high school = 9, high school or ~ 1036 395
variable secondary school = 12, college = 15, bachelor's degree = 16, postgraduate = 19,

doctoral degree = 22

Physical health status Category Very good, good, average = 1, bad, very bad = 0 086 030
variable

Financial literacy Continuous Level of financial literacy, taking a value of 0-2 005 027
variable

Financial market Category Holding financial assets = 1, otherwise = 0 019 039

participation variable

Risk preference Category High risk, high reward and slightly higher risk, slightly higher reward = 1, the ~ 0.12 033

variable

other options = 0
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Dependent variable: Patent

1-1 model

vC Q.1eg "™
(19.43)

VC_rounds

L-period

VC_rounds*L-period

VC-Director

VC_num

VC_union

vCG

Firm Location

Time

TAT 0.086 "
3.96)

ROE 0.585
(5.66)

Size 0.554
(56.96)

PPEperc 1.414
(24.34)

ER 0019
(1.32)

Age 0,007
6.37)

Fir 0137
78

Constant BOTT =
(40.43)

Observations 670

industry YES

Year YES

Z-statistics in parentheses™™ < 0.01, *'p < 0.05, *p < 0.1

Model 2-1

0437 "
(23.15)

0.035 ***
(@61
0.070 ***
(7.07)
0,002 ***
@.72)
0.295 ***
(18.13)
0.166 ***
(12.53)

0.197
(6.26)
1.253 =
851)
0556 ***
(40.20)
1.427
(18.13)
0.160 **
(7.35)
0.004
(2.72)
0308
(6.05)
8.497
(29.39)
351
YES
YES

Model 3-1

0059 ***
.77

0029 "
@11)
0085 ***
(6.37)
0001 "
(4.66)
0201 "
(17.90)
0.162 "
(12.22)
0422
(@1.47)
0.192
(6.09)
1.439 "
(9.65)
0561
(40.41)
1.546
(19.20)
0170
(7.85)
0004 ***
(2.69)
0359
(7.00)
8214
(2859
351
YES
YES

Model 3-2

0.082 "
(7.31)

0.046 ***
@75
0.068 ***
6.77)
0.168 ***
(6.85)
0327
(16.26)
0.193 "
(11.24)

0251 ***
(6.39)
2,000 **
(11.54)
0.188 ***
©.91)
1031
(11.48)
0058 **
(2.30)
0.005 ***
(2.72)
0053
(0.84)
1.168
(2.82)
238
YES
YES

Model 3-3

0:161. ™~
“21)

0.088 ***
(2.76)
0033
(1.32)

0273
6.59)

0224
7.22)

0.133 "
(6.42)

0543
842)
3527
(10.47)
1.006 ***
(43.67)
0418+
(1.74)
0069
(129)
0.021
©6.85)
0510
5.07)
17.708 **
(38.20)
107
YES
YES

4-1 model

0.081
(7.60)
0710
(15.73)
0.238
(7.02)
0011
(0.80)
0,050 **
(4.92)
0,096 **
(4.94)
0.299 **
(18.42)
0.154 **
(11.54)

0.184
(6.80)
1.373
(9.08)
0533 ***
(38.51)
1.476 **
(18.03)
AR
(6.30)
0.003*
(1.71)
0350
©.79)
8128
(27.83)
345
YES
YES
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Variables
Ln (dist)
Fir

TAT

ROE

Size
PPEperc
ER

Age

Constant

Observations

One-stage estimation Probit

0.124
(1.99)
1.106 *
(1.84)
0.334
(0.88)
1.680
(1.00)
0.081
(0.49)

3615
@.93)
0.068
0.32)

0098 ***
(5.16)
1.954
(0.57)

345

Z-statistics in parentheses™p < 0.01, *'p < 0.05, *p < 0.1

Variables
L-period
Fir

TAT

Size
PPEperc

ER

Age

resid
Constant
Observations

industry FE
Year FE

Two-stage estimation

0383
@)
0239
@97
0128
@.83)
1.281
(©.06)
0560 ***
(40.81)
1.795
(13.88)
0159 ***
(7.25)
0003
©0.97)
0046
(0.45)
8516
(28.29)
345
YES
YES





OPS/images/fenvs-10-935441/fenvs-10-935441-t003.jpg
Variables

1.patent
250
3.L-period
4.C_rounds
5.VC-num
6.VC-Director
7.Time
8.VC_union
9NCG
10.10.Firm 11
Location
11.TAT
12.ROE
13.5ze
14.PPEperc
15ER

16.Age
17.Fir

)

1.000
0.061
0.058
0.046
0.043
0.003
0.042
0.041
0.085
0.003

0.005
0.039
0117
0.097
0.069
0.059
0.089

@

1.000
0.087
0.095
0.124
0.143
0.144
0.129
0.088
0.003

0.06
0.07
0.078
0.01

0.01

0.051
0.004

®

1.000
0.238
0.111
0.085
0.961
0.092
0.001
0.007

0.128
0.039
0.001
0.188
0.089
0.316
0.075

@

1.000
0.444
0.210
0.261
0.414
0.139
0.000

0.015
0.041
0.057
0.175
0.047
0.066
0.139

®

1.000
0.159
0.144
0.847
0.243
0.089

0.042
0173
0.031
0.086
0.040
0.086
0.004

©

1.000
0.045
0.139
0251
0.044

0.145
0.156
0.041
0014
0.052
0173
0.040

1.000
0.127
0.023
0.008

0.122
0.031
0.012
0.199
0.093
0.325
0.066

®

1.000
0.186
0111

0.038
0.146
0.047
0.092
0.040
0.083
0.008

©

1.000
0.099

0.059
0.085
0.021
0.068
0.068
0.053
0.028

(10)

1.000

0.080
0.002
0.046
0.238
0.031
0.039
0.060

()]

1.000
0.328
0.009
0.139
0.329
0.181
0.004

(12)

1.0000
0.0079
00522
0.0081
0.0014
01214

3)

1.0000

0.0106

0.2322
0.136
0.028

(14

1.000
0.078
0.037
0.139

(15)

1.000
0.155
0.041

(1)

1.000
0.066

7

1.00
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(V)

Variables RDS
L-period 0014
(1.66)
Obsenvations 250
R-squared 0.593
industry FE YES
Year FE YES

T -statistics in parentheses

< 0.01, *p < 0.05, *p <0.1.
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Dependent variable: Patent

F-Stage
L-period
Stage'L-period
VC-Director
VC_num
VC_union
Vel

Firm Location
TAT

ROE

Fir
Constant
Observations

Industry
Year

F-stage

[+ 3] | R
@.97)

0.190 **
(7.28)
0.131
(9.66)
0.308 **
851
0205 ***
(7.31)
0.339
(13.11)
0.106
(1.59)
0413
(1.48)
0.036
(1.14)
0999
(7.36)
0.214 ™
(5.59)
0016 ***
(5.69)
1.081
(9.39)
T
@.27)
123
YES
YES

No-stage

0.458 ***
(19.59)

0012
070
0.141
(6.92)
0.127
(3.95)
0364
(17.31)
0175
(10.80)
0099 **
(@54
0.464 **
(2.48)
0.786 **
(49.12)
0.350 **
8.04)
0.396 **
(13.95)
0.009 ***
(456)
0.266 **
(@29
12.909 *+*
(@8.21)
228
YES
YES

Z-statistics in parentheses*'p < 0.01, *'p < 0.05, *p < O.1.

Al

0.098 **
(6:37)
0.432
(21.00)
0094 **
(2.42)
0.053 **
(3:88)
0.080 **
(7.94)
0073 **
@8.70)
0.298 ***
(1832)
0.170 **
(1278)
0.198 **
©27)
1119
(7.52)
0560 **
(4034)
1.280 **
15.73)
0.158 **
(7.28)
0.004 **
@70)
0.286 **
(659)
8.569 ***
(2053)
351
YES
YES
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Variables
L-period
F-Stage
VC-Director
VC_num
VC_union
Vel

Firm Location
TAT

ROE

Fir
Constant
Observations

Industry
Year

Z-statistics in parentheses*'p < 0.01, *'p < 0.05, *p < O.1.

F-stage

0676 ™
(2.86)

0.609 **
(3.39)
0.354 ™
(2.96)
0623 **
(263
0109
(0.58)
0.160
092
0.411
(1.01)
3.050
(1.63)
0.174
(0:88)
3600 **
@61)
0.090
(0.33)
0.000
001)
1.439
(205)
4.607
(112)
350
YES
YES

Patent

0.116 **
(7.04)
0.414 **
(21.60)
0053 **
389)
0.082 **
8.10)
0072 **
@67)
0299 **
(18.37)
0.173 *
(13.06)
0.204 **
(647)
1.102
(7.41)
0561
(40.50)
1.308 **
(16.12)
0.162 ***
(7.45)
0.004 **
@71)
0281 **
(550)
8605 "
(29.69)
351
YES
YES
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Dependent variable: Patent

Model 1-4 Model 2-4 Model 3-10 Model 3-11 Model 3-12
ve 0187
(229
VC_rounds 0.141* 0.131 0096
(1.69) (1.44) 036
L-period 0451
(2.83)
VC_rounds*L-period
VC-Director 0070 0040 0.068 0057
(0.60) (0.34) (0.45) 029
VC_num 0.065 0019 0.004 0099
(0.80) 022) (0.96) 052)
VC_union 0.124 0132 0357 0289
©.73) ©.77) (1.68) 0.98)
vCG 0202 0.187 0231 0024
(1.63) (1.51) (1.49) ©.11)
Firm Location 0215+ 0200 * 0315 0029
(1.83) .71 (2.04) ©.16)
Time 0.456 ***
(@81
TAT 0043 0.169 0.137 0250 0417
©21) (0.54) (0.44) (0.65) ©71)
ROE 0322 1.849 2475 2786 2443
033 (1.39) (1.60) (1.68) 0.90)
Size 0540 *** 0528 " 0542 0256 0.820
(6:39) (4.03) @.11) (1.48) @.10)
PPEperc 0830 * 0909 1182+ 1.079 0920
(1.76) (1.35) (1.69) (1.36) 050
ER 0.051 0.131 0.150 0030 0250
©37) ©.71) ©.82) (©0.14) 0.49)
Age 0002 0013 0011 0009 0011
022 0.96) ©.78) (059 0:41)
Fir 0.050 0082 0257 0.157 0527
©17) ©0.18) (057) 027) 068)
Constant 7.784 8062 8020 2687 14.063
(4.55) (3.00) (2.98) (0.74) (3.45)
Observations 670 351 351 238 107
Industry YES YES YES YES YES
Year YES YES YES YES YES

Z-statistics in parentheses™p < 0.01, *'p < 0.05, *p < 0.1
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Dependent variable: Patent

Al
F-Stage 0.120
(7.26)
L-period
F-Stage*L-period
VC-Director 0045
(3.28)
VC_num 0081 ™
©.03)
VG_union 0073 **
(3.69)
VoG 0.304 ***
(18.66)
Firm Location 0173
(12.95)
Time 0391 ™
(19.79)
TAT 0216 ***
©.82)
ROE 0983 ***
(6.57)
Size 0554
(39.65)
PPEperc 1.331
(16.38)
ER 0132
(6.97)
Age 0,003 *
(.79
Fir 0274
(5.34)
Constant 8029
(27.66)
Observations 345
Industry YES
Year YES

Z-statistics in parentheses*'p < 0.01,

E-period

0.125 **
6.67)

0007
(5.80)
0.100 **
8.65)
0.126
(5.02)
0323 ***
(16.14)
0218
(12.71)

0.289 ***
(7.38)
1678
©.27)
0.205
(10.76)
0.875
9.70)
0043
(1.73)
0.006 ***
@.19)
0.136 **
@.14)
1501
(364)
233
YES
YES

| *'0 < 0.05, "D < O.1.

L-period

0.166 **
(3.84)

0071
(2.87)
0034
1.21)

0.268 ***
©.51)

0222
(7.15)

0.133 "
(6.40)

0.542
(©.40)
3551
(10.22)
1.005
(43.64)
0.488 **
(2.06)
0071
(1.32)
0021
©81)
0512
(5.08)
17.864
(38.34)
107
YES
YES

Al

0.008 **
(537)
0.432 **
(21.00)
0094 **
(242
0083 **
(3.:88)
0.080 **
(7.94)
0073 **
@870
0.298 **
(18.32)
0.170 **
(12.78)

0.198 **
©®27)
1,119
(752
0560 **
(40:34)
1.280 ™
(15.73)
0.158 **
(728)
0.004 **
@70
0.286 **
(559)
8.560 **
(29.53)
351
YES
YES
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Dependent variable: Patent
Model 22 Model 3-4  Model 3-5  Model 3-6

VC_rounds 0.167 = 0.483 ** 0.032

(10.66) (16.41) (1.07)
L-period 0289 "
(12.03)

VC-Director 0.127 " 0.088 *** 0264 0.242
8.22) (6.53) (7.38) (10.22)

VC_num 0.085 " 0.083 *** 0394 ™ 0111 7%
(4.05) (3.92) (10.90) 6.27)

VC_union 0014 0.030 0576 ™ 0.172
(0.51) (1.11) ©.74) (4.69)

VCG 0.241 0.192 0724 0.184
(12.49) (10.26) (18.36) (7.08)

Firm Location 0.257 = 0231 " 0.484 0.480 ***
(15.56) (14.13) (11.94 (22.10)

TAT 0.308 " 0212 0265 " 0.742
©.28) (4.39) @.70) ©.28)

ROE 4295 4924 5965 12.061 ***
(@2.79) (©7.18) (15.90) (42.28)

Size 0.719 0.774 ** 0.608 *** 0.970 **
(39.32) (@1.67) (15.59) (36.43)

PPEperc 3.008 " 2775 2307 2011
(25.52) (23.46) ®.80) (10.71)

ER 0.118 " 0.107 = 0378 = 0.276
(5.28) (4.84) ©.71) ®.61)

Age 0026 0.017 0.004 0.047
(14.55) (9.65) ©0.89) (19.77)

Fir 0.854 0.808 *** 0557 ** 1.044 **
(1291) (12.26) 682 (10.28)

Constant 12.979 14.255 8725 19.909 ***
(34.32) (36.41) (10.45) (35.76)
Observations 328 328 9 226
Industry YES YES YES YES
Year YES YES YES YES

Z-statistics in parentheses**'p < 0.01, *'p < 0.05, *p < 0.1.
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Dependent variable: Invention

1-3 model
vC Q8
(15.79)
VC_rounds
L-period
VC_rounds*L-period
VC-Director
VC_num
VC_union
VCG
Firm Location
TAT 0007
(0.24)
ROE 0.767 "
(6:31)
Size 0691
(50.34)
PPEperc 1.863
(21.51)
ER 0103+
(4.95)
Age 0,006 ***
3.82)
Fir 0059
(1.12)
Constant 11.697 **
(40.98)
Obsenvations 670
Industry YES
Year YES

Z-statistics in parentheses™p < 0.01, *'p < 0.05, *p < 0.1

Model 2-3

0.208 **
(11.14)

0.105 ***
(5.46)
0029 **
(1.96)
0.141
(4.90)
0202 ***
872
0.188 ***
9.76)
0318 "
(7.08)
0138
(0.68)
0655
(33.68)
2619
(22.05)
0.086 ***
(.87
0001
0.62)
0093
(1.26)
11.086
(27.13)
351
YES
YES

Model 3-7

0.047 ***
(323

0084 ***
(4.23)
0.009
(061

0.148 "
(6.15)

0.224 "
©.73)

0471
©.85)

0324 "
(7.22)
0.239
(1.47)

0631 "
(32.54)

2874
(23.91)

0.060 **
(2.00)

0.005 **
@14
0.007
(0.09)

10.364
(25.61)
351
YES
YES

Model 3-8

04125
(7.12)

0031
(.27
0.025
(1.47)

0.121
@3.47)

0222
(7.93)

0221
(9.03)

0.267 ***
(4.85)

1.495
(6.95)

0.289 ***

(11.29)

2335

(17.68)

0.114
(8.24)

0012
(4.40)
0.067
©.75)

4327
(7.33)

238
YES
YES

Model 3-9

0242
391

0096 **
(2.47)
0054
(.21
0060
0.96)

0.206
@37)

0.205 "
(5.48)

0644 "
©.19)

6.401 "
(12.38)

1.283
33.97)

0960 **
@.48)
0009
0.12)

0016
359)

0.466 ***
(3.05)

23.164
(31.76)

107
YES
YES

4-3 model

0098
(6.46)
0583 ***
881)
0223
(4.24)
0084
(.27
0006
(0.42)
0.149
©6.17)
0201 "
8.67)
0173
©.94)
0200
(6.42)
0159
(0.76)
0648 "
(33.27)
2663
@1.77)
0077
(2.58)
0001
0.62)
0041
(0.55)
10.988 ***
(26.91)
351
YES
YES
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Variables

R

FG
EFG
LMR
PFC
LnSIZE
LnTAX
ROA
sroa
e}

Obs

1,420
1,420
1,420
1,420
1,420
1,420
1,420
1,420
1,420
1,420

Mean

9.969
0.007
2.398
0.270
0.555
15.290
16.416
4.048
7.665
2128

P25%

3.279
-0.033
0.372
0.082
0.402
14.254
16.399
-1.73
3.372
0.771

Median

5.431
0.043
0.851
0.231
0.569
15.259
16.401
3.135
5.678
1.134

P75%

8.156
0.164
2.078
0.421

0.710
16.374
16.416
9.805
8.610
1.749

Std dev

76.861
0.483
12.066
0.215
0.225
1.762
0.432
16.234
10.449
10.080
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Sr#

Author

Lu & Ma (2016)
Meher & Getaneh (2019)

Hussain et al. (2020)

Xua & Zhou (2016)

Lopez-Gutiérrez, Sanfilppo-Azofra &
Torre-Oimo (2015)

Loderer & Waelchii (2015)
Kim (2018)

Wennberg, Delmar, & McKelvie (2016)

Akber et al. (2019)

Data

2012-2013
2011-2017

2013-2017

2009-2013

1996-2006

1978-2009
1988-2010

1995-2002

2005-2014

Findings

The state owned business had a negative impact of audit quality and income growth on defaut risk
In banking sector, the Ethopian commercial banks under analysis a significant positive impact of
growth measured through net income on financial entrenchment was observed

This study on the contrary provrd a significant negative association between frm growth and
insolvency risk in 330 firms listed at PSX.

Their study proved the credit risk caused by over-investment in growth options and the intemal
control measures to control the credit risk

They reported that firms facing high distress have fewer growth opportunities which transiate into
lower investments

Growth measured through market value to book value ratios is unrelated to a decrease in falure risk
This study employed debt to equity ratio, equity growth, stock price trends, net profit margin,
account receivable turnover and management practice as determinants of financil distress

If the firms do not find enough growth opportunities, they will squeeze their existence and hence
move towards bankruptcy

With reference to life cycle theory a positive association was established between firm groth
opportunities and risk but it was truly dependent n the lite cycle stages
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Category

Explained variable
Explanatory
variables

Control variables

Variables

Patent applications
Venture capital
Venture capital timing
intervention
Investment rounds
Holding period

Joint investment
Participatory governance

The goverment background
The geographical position

Number of venture capital
The enterprise scale
Return on equity

Total asset turnover
Tangible asset ratio

Equity ratio

Enterprise age

the first largest shareholder

Symbol

Patent
Vo
L-period

VC_rounds
Time

VC_union
VC_Director

VCG
Fim
Location
VC_num
Size
ROE
TAT
PPEperc
ER

Age

Fir

Instructions

Total number of patent applications from 2 years before to 2 years after listing

If one of the top 10 shareholders has venture capital, it is 1 and O otherwise

If one of the top 10 shareholders has venture capital within 3 years prior to listing, it is 1 and

0 otherwise

Total number of cash investments by venture institutions before IPO

Before the IPO, the duration of the venture capital holding the shares longer than 3 years is 1 and
0 otherwise

When the number of venture capital institutions is greater than one, it is 1 and O otherwise

When the venture capital serves on the board of directors or the board of supervisors of the invested
enterprise, the value is 1 and 0 otherwise

If a venture capital firm has government backing, the value is 1 and 0 otherwise

If the enterprise is located in Beijing, Shanghai, Guangdong, Zhejiang, and Jiangsu, the value s 1 and
0 otherwise,

Number of venture capital institutions involved in enterprises

Take the log of total assets at the end of the year

The ratio of corporate net profit to year-end Stockholders’ equity

The ratio of year-end total operating income to year-end total assets

Ratio of fixed assets to total assets at year-end

Ratio of total liabiities to total equity at the end of the year

The number of years a company has been in existence until the IPO

The shareholding ratio of the largest shareholder when the company is listed
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Variables

Ve

VG
VC-Director
Time
L-period
VC_union
VC_rounds
VC_num
Firm Location
Patent
PPEperc
Fir

ROE

TAT

Size

ER

Age

U]

670
351
351
351
351
351
351
351
670
670
670
670
670
670
670
670
670

@
Mean

0.523
0.308
0.544
0.678
0.305
0.490
1.416
1.838
0.534
66.12
0.116
0.348
0.138
0.611
20.62
0.409
12.759

®)
Sd

0.500
0.462
0.504
0.468
0.461
0.501
0.691
1.044
0.499
92.18
0.0920
0.132
0.0494
0.244
0.501
0.412
4.660

@)
Min

o-+000000

1
0.00289
0.067
0.0477
0.199
19.61
0.0258
1.926

©)
Max

B L LT T e

600
0.393
0.8985
0.306
1.555
22.08

2241
32.748
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New energy
Energy consumption intensity
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New energy
Energy consumption intensity
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New energy
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0.8615
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0.7841
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07561
1
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Assumption

F statistic
p value
Critical result

Conclusion

New energy transition
is the reason
for GDP growth

0.0254
0.0054
Agree

New energy transition is the reason for GDP growth

GDP growth is
the reason for
the new energy
transition

0.3512
0.0064
Agree

GDP growth is the reason for the new energy transition
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Year New energy efficiency share New energy structure share

2010 0.1352 0.8648
2011 00352 09648
2012 00352 09648
2013 -0.2541 1.2541
2014 02845 07155
2015 02546 07454
2016 0.1025 0.8975
2017 -0.0512 10512
2018 00234 09766
2019 03152 06848

2020 05846 04154
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Inspection index

First order ditference

Second order difference

GDP New energy consumption GDP New energy consumption
1% standard threshold -3.5612 ~3.5612 -36151 -3.6151
5% standard threshold -2.8546 -2.8546 -28951 -2.8951
15% Standard Threshold -2.5164 -2.5164 -2.5342 -25342
ADF test value -5.8456 ~5.6484 ~6.1584 ~8.4645
Test result Smooth Smooth Smooth Smooth
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Year  Total energy consumption/(10,000 tons  The proportion of  New energy consumption/(10,000 tons  GDP/

of standard coal) new energy/% of standard coal) (100 million
yuan)
2010 335846 85 2854691 72645.8
2011 415865 98 4075477 79854.5
2012 535184 103 55123.952 894515
2013 615284 15 70757.66 99541.5
2014 689,451 1.9 82044.669 102645.5
2015 725468 125 90683.5 1125465
2016 798,541 135 107803.035 1264854
2017 856451 157 134462.807 135467.5
2018 905418 16.8 152110224 1452648
2019 954235 185 176533475 156485.1

2020 978,541 19.5 190815.495 168451.6
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Countries Level shift Regime shift

Brazil 2002 2002
Russian federation 2012 2003
India 2008 2008
China 2002 2003
South Africa 2009 2009
Note: s for p-values <0.01, 0.05 & 0.10.
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Level shift Regime shift

LMt -3.740"* -4.056""
LM¢ -2.368™ -2.835"*

is for p-values <0.01, 0.05 & 0.10.
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Variable CIPS CADF

Level First-difference Level First-difference
InRE -2.059 -3.689"* -2.119 -3.689"*
InFG -3.027*** -56.321** -2.334 -3.850"*
InGDP ~1.455 -2.856™ -1.455 -3.044*
InET -4.728* -6.068"** -3.083** -4.873*
INEPR -2.570 —-4.027** -2.656 —-4.027**
InEP -1.6756 -4.956" -1.675 -4.053"*

is for p-values <0.01, 0.05 & 0.10.
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Variables

InRE
InFG
InGDP
InET
INEPR
InEP

Note: *

Breusch-pagan LM Pesaran Scaled LM

79.900"*
204.970**
209.648™

13.0078
134.763**
216.459

is for p-values <0.01, 0.05 & 0.10.

15.630"*
43.597**
44,643
0.673
27.898"™
46.166"

Pesaran CD

7411
14303
14.328"
0.244"
5.728"
14,670
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Variable

InFG
InGDP
InET
InEPR
InEP

Note: *

Cup-FM Cup-BC
Coefficient ~ T-Statistics ~ Coefficient  T-Statistics
0.10346" 28028 008690 4.29829
-0.5428" 17.8395 06235 17.0217
006450 30158 006381 30197
0.42135" 33189 04111 3.115
0.0409"** 14.0292 005121 15.1797

s for p-values <0.01, 0.05 & 0.10.
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Variable Symbol

Renewable energy consumption REC
Financial globalization FG
Economic growth GDP
Environmental innovation ET
Energy productivity EPR
Energy prices EP.

Measurement

Renewable energy consumption (% total energy)

Financial globalization index

GDP (constant 2010)

Environmental related technologies (% of total technologies)
GDP/Primary energy consumption

Consumer price index

WDI, World Development Indicators: SWI, Swiss Economic Institute; OECD, Organization for.Economic Cooperation and Development.

Source

WDI
swi
WDI
OECD
OECD
WDI
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Value measures FPI13/15 FPI14/16 FPI15/17 FPI16/18 FPI7/19 FP118/20

2015 Market value 0.002

2016 Market value -0.027 -0.157

2017 Market value -0.157 -0.225

2018 Market value -0.070 .208 -0.286 -0.380

2019 Market value -0.090 .231 -0.317 -0.409 -0.390

2020 Market value -0.110 .254 -0.357 -0.453 -0423 -0.335
2015 Rate of retum 0.223 -0.024 0.062 -0.018 -0.039 -0.205
2016 Rate of retun -0.098 0.227 0.352 0.258 -0.293 -0.559
2017 Rate of retum -0.204 0.034 -0.087 -0.139 -0.462 -0.328
2018 Rate of retumn -0.141 -0.451 -0.560 -0.581 -0175 0.113
2019 Rate of retum 0.137 -0.107 -0.148 0.043 0.403 0.463
2020 Rate of retun -0.007 -0.175 -0.362 -0.322 0.084 0.303

Source: own calculation.
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Statistical FPI13/15
parameters

Average 0253
Standard dev 0.143
Vs, 56.6%
Mediana 0261
Quartie dev 0.0855
va 32.7%

FPI4/16

0.355
0.151

42.4%
0.420
0.0952
22.7%

Source: own calculation on the hase of Notoria Serwis 2021,

FPI5/17

0272
0.153
56.2%
0.323
0.1192
36.9%

FPI16/18

0.195
0.121

62.3%
0.218
0.0904
41.5%

FPI7/19

0.206
0.107
51.9%
0.226
0.0556
24.7%

FPI118/20

0.307

0.128

41.6%
0.329
0.0570
17.4%
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Company

BEDZIN
CEZ

ENEA
ESTAR
ENERGA
INTERAOLT
KOGENERA
PGE

PEP
TAURON
ZEPAK

FPI13/15

0.198
0.172
0.330
0.000
0.364
0.469
0.422
0.337
0.188
0.261
0.038

FPI114/16

0.420
0.205
0.449
0.000
0.461
0.507
0.500
0.436
0.202
0.401
0.325

Source: own calculation on the hase of Notoria Serwis 2021,

FPI1517

0.396
0.066
0.361
0.000
0.323
0.436
0.397
0.416
0.049
0.293
0.251

FPI16/18

0.199
0.000
0.280
0.045
0.263
0.380
0.289
0.296
0.009
0.163
0218

FPI17/19

0.000
0.041
0.281
0.268
0.226
0.385
0.263
0.292
0.156
0.197
0.165

FPI118/20

0.000
0.142
0.329
0.450
0.338
0.436
0.208
0.423
0.379
0.275
0.310
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Hypothesis

INME does not cause InSD
INSD does not cause INME
InHE does not cause InNSD
InSD does not cause INHE
InFL does not cause INSD
INSD does not cause InFL
INME does not cause InHE
InHE does not cause InME
INME does not cause InFL.
InFL does not cause INME
InHE does not cause InFL.
InFL does not cause IHE

Chi-square p-value

0.799
0.665
0.083
0.831
0.010
0.634
0.195
0.225
0913
0.069
0.137
0.844

Decision

Fail to Reject
Fail to Reject
Reject

Fail to Reject
Reject

Fail to Reject
Fail to Reject
Fail to Reject
Fail to Reject
Reject

Fail to Reject
Fail to Reject

Notes: Bootstrapped critical values are calculated with 5,000 simulations. Hacker and
Hatemi-J (2012) (HJC) criteria are adopted for the selection of the ideal lag length.
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Model: InSD = f (INME, Coefficients Prob
InHE, InFL)

LnME -0.199 0.002
LnHE 0.070 0.000
LnFL 0.056 0.000
Intercept -1.257 0.000
Trend 0.066 0.000
Std. Error of Regression 0.045

Long run variance 0,003

Note: Structural breaks which are obtained from Model 3 of Maki's (2012) cointegration
test are added to the Model as deterministic regressors.
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Variables Linear ARDL model Non-linear ARDL model
coefficient (std. errors) coefficient (std. errors)
Constant -0.502"(0.143) -0.562(0.022)
D (LnME) -0.038"(0.013)
D (LAME)+ ~0,020 (0.020)
D (LnME)- 0.012 (0.058)
D (LnHE) 0024°(0.027)
D (LrHE)+ 0.075"(0.032)
D (LnHE)- -0.078"(0.039)
D (LFL) 0.156"4(0.009)
D (LFL)+ 0.146'4(0.010)
D (LnFL)- 0.160"(0.012)
ECM(-1) -0.282(0.663) -0.388"(0.305)
Long run ARDL Model
LLnME -0.129"(0.069)
LLAME+ 0.023 (0.022)
LLnME- 0.138"(0.027)
LLnHE 0.083 (0.111)
LLnHE+ -0.084°(0.036)
LLAHE- 008
LLnFL 0.477*4(0.026)
LLnFL+ 0.162'4(0.008)
LLnFL- 0.178"*(0.014)
Note: Figures in parentheses indicate the standard errors while, ***, ** and * denote level

of significance at 1, 5, and 10% respectively.
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Variables Linear ARDL model Non-linear ARDL model
coefficient (std. errors) coefficient (std. errors)
Constant 1,202 (4.474) ~1.569"* (3.799)
D (LnME) -0.081"" (1.366)
D (LAME)+ -0.039"* (0.034)
D (LnME)- 0.008 (0.095)
D (LnHE) 0.031"(0.012)
D (LnHE)+ 0.024 (0.015)
D (LnHE)- -0.012" (0.074)
D (LFL) 00214(0.009)
D (LFL)+ 0.004* (0.011)
D (LnFL)- -0.032"(0.013)
ECT (-1) -0.326"* (0.076) -0.543™" (0.119)
Long run ARDL Model
LLnME 0.305"* (2.663)
LLAME+ -0.804*(2.385)
LLnME- 1.078" (2.391)
LLnHE 1.165* (2.388)
LLnHE+ 1.144* (2.761)
LLAHE- —~0.603 (2.776)
LLnFL 1.944" (8.122)
LLnFL+ 0.204'4(0.413)
LLnFL- ~1.552'4(3.337)
Note: Figures in parentheses indicate the standard errors while, ***, ** and * denote level

of significance at 1, 5, and 10% respectively.
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Number Test statistics [critical
of break points values]

Model 1: InSD = f (INME, InHE, InFL)

Te<5
Model 0 -7.12 [-6.55]"
Model 1 -804 [-6.78]"
Model 2 -8.70 [-867)"
Model 3 -13.66 [-9.42

Break points

1981; 1984; 1989; 2008; 2011
1975; 1979; 1988; 1996; 2000
1978; 1988; 1994; 2004; 2011
1982; 1988; 1994; 2003; 2010

Notes: Numbers in comer brackets are critical values at 0.05 level from Maki (2012).

“denotes statistical significance at 0.01 level.
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Linear ARDL Model

NARDL Model

AIC lags F-stat

Model (InSD = f (inMe, InHe, nFL)
Critical bond values for F-statistics
Critical value of F-statistics (%)

(1,00,1)
4797
Pesaran et al. (2001)

Lower bound critical value I (0)

1% 429 5.61
5% 323 4.35
10% aT 377

* and ** denote significance at 10 and 5% level.

Upper bound critical value | (1)

AIC lags F-stat

(1,0,1,000.0)
4702
Narayan (2005)

Lower bound critical value | (0)  Upper bound critical value I (1)

315 443
2.45 361
212 323
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LnSD
InME.
InHE
InFL

AInSD
AInME
AInHE
AlnFL

"Note: Break years are obtained through using the quasi GLS-based unit oot tests of Carrion-i-Sivestre et al. (2009).

Levels

Pr

18.47 [7.58)
2157 [9.13)
15.01 [7.79]
20.06 (8.91)

475" (554
4.52° [5.54]
3.90° [5.54]
4.60° [5.54]

MP;

16.78 [7.58]
2072 9.13]
15.12 [7.79)
18.77 [8.91)

491°[5.54]
4.59° [5.54]
407° [5.54]
4.56° [5.54]

Mz,

-20.18 [-43.40]
-2129 [-47.24]
-2298 [-43.42]
-22.46 [-46.35]
First differences
-2161° [-17.32]
-20.99° [-17.32)
-22.34° [-17.32)
-19.97° [-17.32]

MsB

0.15
0.15
0.14
0.14

0.10]
0.10]
0.10]
0.10]

0.14° [0.16]
0.15° [0.16]
0.14° [0.16]
0.15° [0.16]

denotes the rejection of the null hypothesis of a unit root at the customary 0.05 significance level.
“Numbers in brackets are critical values from the bootstrap approach by Carrion-i-Silvestre et al. (2009).

Mz,

-3.14
-3.21
-3.35
-3.35

4.67)
4.84]
4.67)

-
i
o
[-4.80]

-3.34° [-2.89]
-3.15° [-2.89]

Break years

1978; 1994; 2000; 2007; 2012
1976; 1981; 1992; 1999; 2005
1975; 1981; 1988; 2006; 2011
1975; 1987; 1999; 2005; 2011





OPS/images/fenvs-10-877285/fenvs-10-877285-t002.jpg
Variable(s) Augmented dickey-fuller (ADF)

Phillips perron (PP)

Level

Constant without trend

LnSD 0.665
LnME -0.406
LnHE -2.399
LnFL. -2.497
First difference
LnSD -3076"
LnME —4.440"*
LnHE -5.496**
LnFL -5.593"

* and * denote level of significance at 1, 5, and 10% respectively.

Constant with trend

-2.905
-1.794
-2319

4818

-3.081*
-4.411"
-6.393**
-5.583""

Constant without trend

0.676
0.743
-2.421
-2.100

-5.536""
-5.458""
=741
-5.581""*

Constant with trend

-2.501
-1.285
-2.323
-3.366

-5.542"
-5.354""
-7.368"
-5.501
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Mean
sD
Min

Skew
Kurtosis
SWik
p-value

sD

0.000
1.000
-1.368
2.287
0.148
-1.199
0.951
0.046

ME

22.078
0.568
21.036
23.236
-0.471
-0.247
0.624
0.000

HE

0.787
0.469
-2.204
1.006
3.334
12.875
0.878
0.000

FL

0.000
1.000
—-1.368
3.143
1.431
2107
0.960
0.106
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Control variables

InSIZE
INTAX
ROA

oROA

e}

Leverage maturity ratio

Insolvency risk (EMZ score)

Model 1 Model 2

0.006"* (0.00) ~ 0.006"* (0.00)

Independent variable

EFG

Mediator

LMR
PFC

Moderator

LMR*PFC

Year effect

Industry effect
Wald chi?
Prob > ch?

Note: The sion *

-0.003 (0.01)  -0.003 (0.01)
000005 (0.00) 0.00014 (0.00)
-0.002 0002
(0.00) (0.00)
-0.006 (0.00)  0.0067 (0.00)

-0.001*
(0.00)
Yes Yes
Yes Yes
2,330.97 2,364.94
000 000

Model 3

-0.284"
©004)
0.116 (0.14)
0251 (0.01)
-0.23" (0.01)

1.218"* (0.02)

Yes
Yes
5,187.81
0.00

Model 4

-0.289"
(0.04)
0.134 (0.14)
0253 (0.01)
-0.217**
©0.01)
1.216™* (0.02)

-0.023* (0.01)

Yes
Yes
4,781.89
0.00

Model 5 Model 6 Model 7
-0.057 0.10)  -0.093 (006  -0.134 (0.11)
0112(029) 0078 (0.14) 0.133 (0.30)
0258" (001) 0245 (0.01)  0.233™ (0.01)
-0.208" 0199 -0.189" (0.03)
0.02) (0.02)
11917 (0.03)  1.143" (001)  1.098" (0.02)
-0.024(001)  -0013(001)  -0.002 (0.01)
6.146"" (0.89) 7.487" (1.26)
-5.268" -8.44526™"
(0.44) (1.00)
Yes Yes Yes
Yes Yes Yes
2,270.45 6.293.73 3,781.07
000 000 000

mapresents significance at 10, 5 and 1% level of sionficance and valuse within parenthesis mpresent standard erare.

Model 8

0.205 (0.14)

0.074 (0.33)
0.245"* (0.01)
-0.203"* (0.03)

1.112°* (0.03)

0,025 (0.02)

14.384" (4.30)
5,631 (1.17)

-9.04904"
(6.37)
Yes
Yes
1951.11
0.00
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Leverage maturity ratio

Insolvency risk (EMZ score)

Model 1 Model 2
Control variables
nSIZE 0006 0.006™" (0.00)
(0.00)
INTAX -00031  -0.0029 (0.01)
©.01)
ROA 000005 0.00001 (0.00)
(0.00)
6ROA -0.02* -0.002**
(0.00) (0.00)
La ~0.0006  -0.0002 (0.00)
(0.00)
Independent variable
IFG 0.039" (0.01)
Mediator
LMR
PFC
Moderator
LMR'PFC
Year effect Yes Yes
Industry effect Yes Yes
Wald chi® 2,330.97 2,490.38
Prob > ch? 0.00 000

Note: The sign *

Model 3

-0.284""
(0.04)
0.1168 (0.14)

02513
.01
-0.230""
0.01)
1.218" (0.02)

Yes
Yes
5,187.81
0.00

Model 4

0284
(0.04)
0.1070 (0.14)

0.2523**
0.01)
-0.231**
0.01)
1.220"** (0.02)

-0.052 (0.14)

Yes
Yes
5,187.569
0.00

Model 5 Model 6
-0065(0.06)  -0.086 (0.10)
0.1221(028)  0.0741(0.13)
0250 (0.01)  0.243"* (0.01)
0222 -0.207"" (0.02)
0.02)
1.185"* (0.08)  1.137" (001)
-0303(0.36) 0204 (0.17)
6413 (0.89)
-5.24100"
(0.44)
Yes Yes
Yes Yes
2,332.34 7,102.33
000 000

Model 7

~0.1366 (0.11)
0.13668 (0.29)
0217 (0.01)
-0.204** (0.03)

1.100*** (0.01)

-0.015 (0.34)

7.603" (1.25)
-8.85842
0.98)

Yes
Yes
4,592.24
0.00

epresents significance &t 10, 5 and 1% level of signiicance and valuss within parenthesis rapresant standard erare.

Model 8

0.1979 (0.14)

005597 (0.32)
0220 (0.01)
-0.225"* (0.03)

1.117** (0.039)

0.138 (0.37)

16.225"* (4.23)
588700 (1.16)

-10.81954*
(5.326)
Yes
Yes
2068.08
0.00
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Long-run outcomes

Regressors

GDP

TGLO

NRR

FD

Short-run Outcomes
AGDP

ATGLO

ANRR

AFD

c

ECT (-1)

R-squared

Adjusted R-squared

Coefficient

2.249°
0.497°
0.160°
-0.173

1.766%
0.289%
0.129°
-0.173
-4.162%
-0.660%
0.88
0.87

“Stands for 1% level of significance.
"Stands for 5% level of significance.
°Stands for 10% level of significance.

A denote short-run.

Std. error

0.920
0.250
0.090
0.151

0.483
0.058
0.065
0.127
1.251
0.113

t-statistic

2.443

1.988

1.773
-1.140

3.656

4.924

2312
-1.359
-3325
-5813

Prob.

0.022
0.058
0.089
0.265

0.001
0.000
0.030
0.187
0.002
0.000
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Leverage maturity ratio

Insolvency risk (EMZ score)

Control variables
InSIZE

INTAX
ROA
oROA

LQ

Independent variable
EFG
Mediator

LMR
PFC

Moderator
LMR'PFC

Year effect

Industry effect
R
Prob > chi?

Note: The sign *

Model 1

0.00186
(0.00)
0.00787
0.01)
-0.0000
(0.00)
-0.00"
(0.00)
-0.0003
(0.00)

Yes
Yes
0.23
0.00

represents significance at 10,

Model 2 Model 3
000230 (0.00) ~ -0.935™
0.32)
000821 0.01)  -0.16739
0.19)
-0.00002 0365 (0.09)
(0.00)
-0.002"* -0.538"
0.00 ©0.09)
-0.00043  1.149"* (0.03)
(0.00)
-0.00" (0.00)
Yes Yes
Yes Yes
024 0.06
0.00 0.00

Model 4

o053
0.32)
-0.18093
0.19)
0361 (0.09)

-0.540"*
0.09)
1.151"* (0.03)

0.04591 (0.03)

Yes
Yes
0.06
0.00

Model 5

~1.023"
0.33)
-0.43269
(0.38)
0.362"* (0.09)

-0.454"
(0.09
1.165"* (0.04)

0.080" (0.04)

364" (6.76)

Yes
Yes
0.06
0.00

Model 6

-0.898" (0.31)

-0.20568 (0.19)

0.33631"*
(0.08)

-0.547" (0.08)

1.109" (0.03)

0.044 (0.03

-12.288""
(4.02)

Yes
Yes
0.06
0.00

Model 7

-0.924" (0.32)

-0.58308 (0.44)

0.30879" (0.07)
-0.43781"

0.07)
1.073"* (0.02)

0.089™ (0.03)

42,003 (8.60)
-28.348"" (4.56)

Yes
Yes
0.07
0.00

), 5 and 1% level of significance and values within parenthesis represent standard errors.

Model 8

-1.068" (0.30)
-0.58214 (0.45)
0.29791"* (0.07)

-0.42703" (0.07)

1.135™ (0.04)

0.119"** (0.04)

136.2331 (21.97)
-0.18372 (2.42)

-142.3594"
(22.28)
Yes
Yes
0.08
0.00
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Model F-statistics T-statistics Ho Ha

CO, = GDP, TGLO, NRR, FD 5905° —4.264° No cointegration Cointegration

1% levels of significance.
b5% levels of significance.
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Leverage maturity ratio

Insolvency risk (EMZ score)

Model 1
Control variables
INSIZE 0.001 (0.00)
INTAX 0.007 (0.01)
ROA -0.000 (0.00)
oROA -0.002**
(0.00)
LQ -0.000 (0.00)
Independent variable
IFG
Mediator
LMR
PFC
Moderator
LMR*PFC
Year effect Yes
Industry effect Yes
R 023
Prob > chi? 0.00

Note: The sign *

Model 2

0.001 (0.00)

0007 (0.01)
0,000 (0.00)
0,002
(0.00)
-0.0003 (0.00)

0.04132*(0.02)

Yes
Yes
024
0.00

Model 3

-0.935""
©0.32)
-0.167 (0.19)
0365 (0.09)
-0.538"
(0.09)
1.149™ (0.03)

Yes
Yes
0.05
0.00

Model 4

-0933
0.32)
~0.166 (0.19)
0.365** (0.09)
-0538"*
0.09)
1.149* (0.03)

-0.349 (0.50)

Yes
Yes
0.06
0.00

Model 5

-0.982"*
0.32)
-0.403 (0.37)
0.369" (0.09)
-0.449"*
0.09)
1,160 (0.04)

-1.619* (0.91)

30.74" (6.83)

Yes
Yes
0.08
0.00

Model 6 Model 7
-0.880" (0.31)  -0880" (0.30)
-0.192(0.19)  -0.550 (0.42)
0339* (0.08)  0.311** (0.07)
-0.545"* (0.08)  -0.433"* (0.07)
1107 (0.03)  1.068* (0.02)
-0.056 (0.61)  -1.410"(0.80)

41.923" (8.63)
-12.300"* -28.150""
3.99) (4.57)
Yes Yes
Yes Yes
0.06 0.07
0.00 0.00

represents significance at 10, 5 and 1% level of signiicance and valuss within parenthesis represent standard emars.

Model 8

-1.019"* (0.29)

0541 (0.44)
0.306"" (0.08)
-0.423"** (0.07)

1.120"* (0.04)

-0.159 (0.67)

134,72+
(21.76)
-0.307 (2.45)

-140.8"* (21.99)
Yes
Yes
0.08
0.00
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PP

ADF
10
CO. -3.499
GDP -4.417°
TGLO -2.191
NRR -1.953
FD -1.230

“depicts significance level of 0.01
bdepicts significance level of 0.10.
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Sources: World Bank IMF.

Description

Per capita tCO2 emissions
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Level of primary energy measured in MJ/$2011 PP P GDP
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Rule of Law Index
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Mean
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Double threshold  Triple threshold

F.Stat
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", *%, and *** mean significant at the levels of 10%, 5%, and 1%, respectively. The F-value

statistics and significance are simulated by the Bootstrap method.





OPS/images/fenvs-10-844479/fenvs-10-844479-t003.jpg
Main

Wx

Spatial (tho)
Variance sigma2_e

LR_Direct

LR_Indirect

LR_Total

Variable

1A

InP
InA
InT

SDM (W1)

0131 (3.41)
0161 (12.97)
0217 (12.97)
0.048" (4.50)

0.471% (1.74)
-0079" (092
-0.574" (6.61)
0.139" (1.78)

2.062*** (37.43)
0.054™* (23.09)

0154 (2.10)
0.168" (6.59)
0.214*** (11.42)
0055 (2.69)

~0.728"" (-2.86)
-0.251"" (-3.18)
0.125" (1.63)

-0.232"" (3.08)

-0.569" (-2.37)
-0.082" (-1.06)
0.339" (4.38)

-0.177" (-2.42)

indicate significant at the level of 10%, 5%, and 1%, respectively.

SDM (W2)

0.129"* (3.24)
0176 (13.98)
0.224* (13.35)
0.048" (4.34)

0.532* (1.74)
-0.134" (-1.04)
-0.714" (-6.58)
0.091** (0.98)

2.592"* (34.97)
0.085" (23.71)

0.116™ (1.84)
0163 (8.92)
0.182* (10.16)
0.051* (2.91)

~0.641" (1.5)
-0.192" (2.54)
0.174" (2.24)

-0.159" (-2.22)

-0.525" (-2.24)
-0.029" (-0.077)
0.302"* (6.03)
-0.108" (-1.92)

SDM (W3)

0102 (2.59)
0169 (13.27)
0240 (15.18)
0050 (4.60)

0.751* (1.75)
-0218* (-1.39)

-1.112" (-9.16)
-0019" (-0.15)

2.767*** (33.42)
0.055"** (23.86)

0092 (1.73)
0.166"" (11.60)
0.246"" (13.29)
0.048"* (3.47)

~0576" (-0.25)
0.041" (-1.72)
0249 (3.70)
0.067* (1.00)

-0.484" (-2.07)
00242 (0.28)
0.495"" (7.04)
-0.0193 (-0.28)

SDM (W4)

0.148" (3.75)
0477 (14.07)
0.209" (13.37)
0.055** (4.97)

2199 (4.37)
0.893" (4.52)
—1.177* (8.29)
1.672" (11.16)

3.907"" (20.03)
0.057* (23.89)

0.246 (0.95)
0.221* (2.02)
0.168 (1.56)
0.125(0.72)

-0.242 (0:39)
0.123 (-098)
0.403 (5.79)

0.121 (0.830)

0.004 (0.003)
0.344 (0.411)
0571 8.11)

0.246 (0.301)
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Test Statistic  p-value Test Statistic  p-value

LM (ag) 0585 0444 LRsdmsar 2065  0.0004
Robust LM (ag) 276 0097
LM (error) 1165.63 0  LRsdmsem 232  0.0001

Robust LM (error) ~ 1167.8 0
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Variable

NO (g m~)

A

A (Yuan)

P (10000)

T (%)

EL (10000 yuan)
INV

Obs

1128
1128
1128
1128
1128
1128
1128

Mean

30.95
1.02
58334.23
456.41
o1
28081490.31
017

Std.Dev

9.94
0.21
33361.5
320.64
017
38278012.68
0.52

Min

1125
032
10987
2021
0.0036
1313938
-0.89

Max

61.33
1.63
215488
3397
2.52
326798688
9.39
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Province

Guangdong
Jiangsu
Zhejiang
Shanghai
Shandong

Fujian

Beijing
Liaoning
Tianjin
Hebei
Sichuan
Chongging
Henan
Anhui
Hubei
Jiangxi
Xinjiang
Heilongjiang
Guangxi
Hunan
Shaanxi
Yunnan
Shanxi

jlin

Inner Mongolia
Guizhou
Gansu
Hainan
Ningxia
Qinghai
Eastern
Central

Western

2004

32295
14750
9.801
12391
6.043
4.955
3.468
3.188
3515
1.574
0.671
0352
0.704
0.664
0570
0336
0514
0.620
0.402
0524
0.404
0377
0.680
0.289
0228
0.146
0.168
0.184
0.109
0.077
0.922
0.044
0.034

If-calculated and made by the authors.

2006

31170
16.559
10415
11.726
6.049
4259
3918
2923
3457
1325
0.684
0346
0685
0706
0.646
0387
0737
0871
0371
0526
0375
0350
0427
0309
0221
0.107
0.156
0.142
0.097
0055
0919
0.046
0.035

2008

28.368
16.646
10.790
11.828
6517
3985
4021
2942
2944
1679
0918
0.400
0750
0795
0819
0540
1350
1175
0514
0588
0376
0349
0.647
0334
0251
0.133
0.112
0111
0.088
0029
0.898
0.056
0.045

2010

28.738
17.155
11444
11459
6.609
4534
3515
2733
2377
1.430
1195
0475
0.668
0.787
0.916
0.851
0.822
1.032
0.609
0.505
0.39%4
0.482
0.298
0.284
0.211
0.122
0.104
0.147
0.074
0.030
0.901
0.053
0.045

2012

28.066
16.062
10977
10.107
6293
4783
2915
2834
2362
1447
1.881
1.886
1451
1.308
0.948
1228
0.946
0.706
0756
0616
0423
0.490
0343
0.293
0.194
0242
0175
0.153
0.080
0.036
0.860
0.069
0.071

2014

27.608
14.607
11.680
8979
6184
4.848
2664
2510
2247
1.526
1916
2709
1.683
1.345
1138
1.368
1.003
0741
1.040
0852
0595
0.803
0382
0247
0273
0.402
0228
0.189
0184
0.048
0.830
0078
0.092

2016

28543
15214
12773
8743
6537
4944
2481
2053
2111
1458
1333
1.939
2041
1.356
1242
1421
0743
0240
1.093
0.844
0755
0548
0474
0.200
0210
0226
0.194
0.101
0.119
0.065
0.850
0.078
0072

2017

27519
16053
12677
8558
6500
4637
2585
1.984
1925
1.386
1.659
1.882
2078
1.347
1.348
1444
0783
0227
1213
1.024
1.085
0510
0451
0.196
0218
0256
0.081
0.193
0.161
0019
0.840
0.081
0079

Mean

29.212
15.913
11.220
10.589
6.330
4.624
3.289
2.698
2.640
1.451
1.261
1.189
1183
1.004
0.933
0.917
0.863
0.734
0.730
0.643
0501
0.497
0.425
0273
0.225
0.206
0.153
0.146
0.106
0.043
0.881
0.061
0.058

Rank

[ L I

1
12
13
14
15
16
17
18
19
20
21
2
23
24
25
26
27
28
29
30
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Province

Guangdong

Shanghai
Jiangsu
Shandong
Zhejiang
Tianjin
Fujian
Liaoning
Hebei
Sichuan
Henan

jlin

Anhui
Heilongjiang
Hubei
Guangxi
Chongging
Jiangxi
Shaanxi
Hunan
Yunnan
Inner Mongolia
Hainan
Shanxi
Xinjiang
Gansu
Guizhou
Ningxia
Qinghai
Eastern
Central

Western

2004

29.503
13.188
15415
14854
4422
4.823
3774
3231
2762
0.746
0515
0.436
0.905
0584
0.554
0.603
0337
0315
0273
0222
0416
0.268
0422
0411
0240
0461
0.137
0.115
0.047
0.022
0.931
0.040
0.029

If-calculated and made by the authors.

2006

28.464
15174
14397
15615
4.627
4834
3914
2704
2536
0720
0556
0399
0621
0683
0559
0.695
0389
0268
0309
0219
0286
0358
0483
0.186
0314
0248
0293
0073
0.062
0015
0932
0.039
0.030

2008

24.663
18913
13.502
13.620
5758
5.019
3382
2457
2681
1273
0793
0597
0756
0779
0558
0794
0520
0335
0520
0.260
0365
0.407
0470
0.260
0454
0258
0397
0.129
0055
0.024
0915
0.048
0.036

2010

23.758
17.640
13.482
13.985
6.083
5234
3.196
2671
2.694
1.397
0.992
0.523
0.886
0.849
0.661
0.823
0.583
0.354
0.588
0.422
0.480
0417
0.386
0.453
0.564
0.298
0413
0.088
0.057
0.023
0.906
0.054
0.040

2012

22,546
19.165
12,641
12.068
6425
4833
3702
3196
2537
1153
1137
1213
1022
0.689
1273
0691
0771
0.805
0457
0.338
0514
0.605
0.401
0615
0.441
0320
0293
0.092
0032
0.024
0.889
0.063
0.048

2014

21.974
18.028
13.081
11318
6749
4171
4.150
3265
2820
1234
1.295
1.306
1.052
0903
1101
0.837
0828
1635
0546
0.686
0556
0552
0417
0584
0372
0214
0.169
0.070
0.058
0.030
0.874
0.067
0.060

2016

22467
14.508
15773
11.983
6.126
4328
3677
3348
2740
1.014
1345
1.789
0.898
1.006
0725
0.841
1,556
1392
0.644
0.889
0539
0530
0456
0581
0424
0.129
0.175
0.060
0.048
0010
0.865
0.069
0.066

2017

20.847
14410
15345
12378
6300
4944
3770
3591
2.964
1.002
1.661
1.662
0767
1258
0743
0.859
1617
1.304
0.640
0.847
0.699
0.650
0487
0326
0379
0.159
0.175
0.129
0075
0013
0.859
0.070
0.071

Mean

24.542
16.462
14.036
13.399
5.776
4.810
3.683
3.006
2.692
1.098
0.978
0.944
0.847
0.814
0.784
0.767
0.764
0.724
0.480
0476
0475
0.444
0.441
0.429
0.421
0.272
0271
0.095
0.050
0.021
0.899
0.055
0.045

Rank

[ L I

1
12
13
14
15
16
17
18
19
20
21
2
23
24
25
26
27
28
29
30





OPS/images/fenvs-10-979177/fenvs-10-979177-g001.gif
oss00
Mo s e 0 W W 300 200 W02 M e s W6 0

B R e A





OPS/images/fenvs-10-979177/fenvs-10-979177-t001.jpg
Variables Sample size Mean Std. dev. Maximum Minimum
GTFEE 420 0549 0174 1100 0235

Export 420 14214 1673 17983 10134
Import 420 13.974 1748 15452 12478

EL 420 10302 0.683 11767 8370

RD 420 1390 0010 6010 0170

IS 420 46700 0.081 61500 27.300

ER 420 1300 0.0066 4200 0.300

UR 420 52400 0142 89.600 26,500
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Spatial weight Variables

w, Export
Import
W, Export
Import
W, Export
Import

R e s ik TR 0. 06 i T Tl et T pioviliog N ik it waccitioe

Direct effect

0.035*** (0.000)
0019

(0.018)

0.046*** (0.000)
00224

(0.005)

0.041°** (0.000)
0,026

(0.002)

Indirect effect

~0.034*** (0.002)
0,015

(0.008)

~0.026* (0.025)
0.029°

(0.056)

~0.08"* (0.023)
0,014

0.018)

Total effects

0.001** (0.028)
0,034
(0.021)
0.020** (0.020)
0.051**
(0.031)
0.089** (0.031)
0.040*+*
(0.008)
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Year Moran’sI(W,) p-value Moran’s I p-value Moran’s 1 p-value

(W2) (W3)
2004 0.365*** 0.000 0.223+** 0.002 0.164*** 0.008
2005 0.370%+ 0.000 0.221** 0.002 0.168** 0.007
2006 15 0.000 015 0.003 017 0.006
2007 0.379** 0.000 02350 0.002 0.206*** 0.002
2008 0.361*** 0.000 0.241%* 0.001 0.240** 0.001
2009 0.345%+ 0.001 0.238+* 0.002 0.248*** 0.000
2010 03374 0.001 0233 0.002 0.262*** 0.000
2011 0.330*** 0.001 0.241* 0.002 0.270*** 0.000
2012 03594+ 0.001 0.269%* 0.001 0.286** 0.000
2013 0.358*** 0.001 0.273*** 0.001 0.290*** 0.000
2014 0.403*+* 0.000 0317+ 0.000 0.314** 0.000
2015 0.388*** 0.000 0.307* 0.000 5 i 0.000
2016 0.435% 0.000 0.380** 0.000 32 0.000
2017 0.425%** 0.000 0.375%** 0.000 0.321%** 0.000

P o Sl St o s F08 S8k mnl GO0 T reaeativallys ‘Tie poniie Tacaliown i savecibenss:
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Variables

Export

Import

EI

RD

IS

ER

Inreg?

Weexport

Wrimport

Spatial rho

Variance sigma2_e

Year effect

Individual effect

N

Export Import
W1 w2 w3 w1 w2 w3
00321 004734 00427
(0.000) (0.000) (0.000)
00179 00230+ 00259+
(0.017) (0.003) (0.001)
00984+ 0.0768* 00908+ 00961 00857 00943+
(0.002) (0.018) (0.003) (0.003) (0.011) (0.003)
—LI -1.2710% ~1.100%* ~0.898°** ~1135°* ~0.928*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
8.156%* 2303* 6077 8703 2692 68020
(0.000) (0.088) (0.000) (0.000) (0.052) (0.000)
~0315%* 0295+ ~0241% 0279+ 0219 0152
(0.000) (0.000) (0.002) (0.000) (0.002) (0.050)
-3.754" 5003+ -2842 ~3.458% ~4.659°* -2264
(0.013) (0.001) (0.065) (0.024) (0.002) (0.151)
54.39 7106 43.62 5349 69.59° 35.48
(0.138) (0.049) (0242) (0.151) (0.059) (0350)
00430 00396+ 0.0470°**
(0.012) (0.007) (0.004)
00112 00272 00171
(0.025) (0.015) (0.037)
0456+ 0299%* 03174 0456+ 0296 0271
(0.000) (0.000) (0.000) (0.001) (0.000) (0.003)
00016 00015+ 0.0016** 00017+ 00016+ 00017+
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Yes Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes Yes
420 420 420 420 420 420

L L (T ey oo
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Variables

Lgfiee

Export

EI

RD

IS

ER

Inreg2

_cons

R
AR (2)

Hansen test

F/Wald test
N

N, el ¥ ot alkniiiaie i ike DK BN il 1OR vk, shepentivaly. "6 fivalie s ahown. i pareniiies.

0,024+
(0.005)
0.044%+%
(0.003)
07930
(0.000)
7.463***
(0.000)
~0381%+
(0.000)
—4.815"*
(0.005)
73.640*
(0073)
0301+
(0.000)
0355

23.19%%
420

0,029+
(0.000)
0,010+
(0.000)
~0479%
(0.009)
8,043+
(0.000)
~0.349%
(0.000)
~5.638"
(0.000)
88,893+
(0.006)
039144
(0.000)
0.2855

24793
420

Ols

0,041+
(0.000)
0,039+
(0.000)
~0.623**
(0.030)
7.446"*
(0.000)
~0318%
(0.000)
=7.446*
(0.000)
121200
(0.006)
049144
(0.000)
07176

30463
420

DIFF-GMM

0,612
(0.000)
0012+
(0.000)
0.003*%
(0.001)
~0.064°%
(0.035)
2502
(0.000)
~0.176"*
(0.000)
=1.426***
(0.002)
20.980*
(0.058)
0.501%%
(0.000)

131%
(0.082)
27.98
(1.000)
67,8535
360

SYS-GMM

0885+
(0.000)
0.003*
(0.097)
0,004+
(0.007)
01114
(0.000)
018"
(0.000)
-0.026*
(0.059)
2,509
(0.001)
38,860
(0.042)
0035+
(0.009)

140°
(0.076)
28.16
(1.000)
69,5606
390
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Variables

Lgfiee

Import

EI

RD

IS

ER

Inreg2

_cons

R
AR (2)

Hansen test

F/Wald test
N

N, el ¥ ot alkniiiaie i ike DK BN il 1OR vk, shepentivaly. "6 fivalie s ahown. i pareniiies.

0,008+
(0.003)
0,051+
(0.002)
~0.683
(0.000)
7,626
(0.000)
~0331%
(0.000)
—4.719%*
(0.006)
74.050*
(0075)
037144
(0.000)
03431

28.58%%
420

0,024+
(0.000)
0,002+
(0.000)
-0313
(0.403)
7.9210m
(0.000)
~0.306%+
(0.000)
~5.806%
(0.000)
97.350
(0.020)
044344
(0.000)
03562

21622
420

Ols

0,044+
(0.000)
0,045+
(0.000)
~0.083
(0.403)
6.491%**
(0.000)
-0282%
(0.000)
=7.743*%
(0.000)
136600
(0.002)
04744
(0.000)
07509

330.22%%
420

DIFF-GMM

0,613+
(0.000)
0,005
(0.004)
0,007+
0.022)
-0.034
(0321)
24917
(0.000)
~0.149"*
(0.000)
=1.588+**
(0.000)
27,2080
(0012)
0,076+
(0.001)

131
(0019)
2693
(1.000)
4757863
360

SYS-GMM

0885+
(0.000)
0009+
(0.006)
0002
(0.028)
0115
(0.000)
OF7Rme:
(0.000)
-0.015*
(0.092)
=2.501***
(0.003)
34,690
(0.021)
0036+
(0.006)

140
(0.016)
2737
(1.000)
7491979
390
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Null hypothesis

LGINV < LCO,

LCO,  LGINV

LTECH < LCO,

LCO, « LTECH

LGDP « LCO,

LCO, « LGDP

LNREC « LCO,

LCO, ® LNREC

LGLO « LCO,

LCO, « LGLO

LGINV * GLO < LCO,
LCO, « LGINV * LGLO
LTECH * LGLO + LCO,
LCO, @ LTECH * LGLO
LTECH « LGINV

LGINV < LTECH

LGDP @ LGINV

LGINV < LGDP

LNREC # LGINV

LGINV < LNREC

LGLO « LGINV

LGINV < LGLO

LGINV * LGLO < LGINV
LGINV < LGINV * LGLO
LTECH * LGLO < LGINV
LGINV < LTECH * GLO
LGDP « LTEGH

LTECH « LGDP

LNREG < LTECH
LTECH < LNREG

LGLO « LTECH

LTECH @ LGLO

LGINV * LGLO < LTECH
LTECH < LGINV * LGLO
LTECH * LGLO < LTECH
LTECH < LTECH'LGLO
LNREC « LGDP

LGDP < LNREC

LGLO « LGDP

LGDP « LGLO

LGINV * GLO < LGDP
LGDP « LGINV * GLO
LTECH * GLO « LGDP
LGDP « LTECH * GLO
LGLO « LNREC

LNREGC « LGLO

LGINV * LGLO < LNREC
LNREC « LGINV * LGLO
LTECH * LGLO < LNREC
LNREG @ LTECH * LGLO
LGINV * LGLO < LGLO
LGLO @ LGINV * LGLO
LTECH * LGLO « LGLO
LGLO @ LTECH * LGLO
LTECH * LGLO < LGINV * LGLO
LGINV * LGLO « LTEGH * LGLO

., unidirectional causalty; «, bidirectional causalty; <, no causalty relationship.

“Significance level at 1%.
“Significance level at 5%.
eSignificance level at 10%.

W statistics

7.76153"
1.92040
6.15814°
2.87247
4.75651°
2.78656
5.65116°
3.95736
8.39439"
3.74871

278099
1.87260
6.13509"
269973
5.22214°
294195
3.95654
3.74806
7.97536°
3.66635
109219
0.87765
6.12150°
6.25305"
5.60996”
325170
250241

3.33327
5.40246"
7.36736%
8.50903"
3.36069
292618
5.25624"
112076
1.35566
4.11847
2.39875
6.03309*
7.24436°
6.68948"
392475
7.49381°
251281

401718
6.02548°
3.75492
211272
352370
4.43333
7.85950°
11.0402°
323139
167144
5.66200°
325795

Zbar statistics

3.31019
-0.29914
277076
0.39056
1.75539
0.32833
2.40349
1.17648
4.04423
1.02533
0.32429
-0.33376
2.75406
0.26543
2.09270
0.44089
1.17588
1.02486
3.85932
0.96566
6.22170
-1.05452
2.74422
2.83966
2.37364
0.66528
0.12248
0.72437
2.49891
3.74907
4.59714
0.74424
0.42947
211741
-0.87189
-0.70824
1.29318
0.04739
268017
3.55764
2.64242
1.15285
3.84067
0.13002
1.21981
267465
1.02982
-0.15982
0.86232
1.52128
3.06767
6.30743
0.65067
-0.4794
241134
0.66981

Probability

0.0000
0.7648
0.0056
0.6961
0.0792
0.7427
0.0162
0.2394
0.0000
0.3052
0.7457
0.7386
0.0059
0.7907
0.0364
0.6593
0.2396
0.3054
0.0000
0.3342
0.0000
0.2916
0.0061
0.0045
0.0176
0.5059
0.9025
0.4688
0.0139
0.0000
0.0000
0.4567
0.6676
0.0342
0.3833
0.4788
0.1959
0.9622
0.0074
0.0004
0.0021
0.2490
0.0000
0.8966
0.2225
0.0075
0.3031
0.8730
0.3885
0.1282
0.0000
0.0000
0.5153
0.6316
0.0159
0.5030

Remarks

LGINV — LCO,

LTECH — LCO,

LGDP — LCO,

LNREC — LCO,

LGLO — LCO,

LGINV * LGLO  LCO,
LTECH * LGLO — LCO,
LTECH — LGINV

LGDP @ LGINV

LNREC — LGINV

LGLO — LGINV

LGINV * LGLO & LGINV
LTECH * LGLO — LGINV
LGDP « LTECH
LNREC « LTECH

LGLO — LTECH

LTECH — LGINV < LGLO
LTECH'LGLO < LTECH
LNREC « LGDP

LGLO « LGDP
LGINV'LGLO — LGDP
LTECH'LGLO — LGDP
LNREC — LGLO
LGINV'LGLO < LNREC
LTECH'LGLO < LNREC
LGINV'LGLO « LGLO
LTECH'LGLO « LGLO

LTECH'LGLO — LGINV*LGLO
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Model 1 Model 2 Model 3 Model 4
FMOLS DOLS FMOLS poLs FMOLS poLs FMOLS poLs
LGINV -0.386392* -0.19562* -0.173616* -0.388884° -0.18225" -0.138384* -0.010784° -2.84938°
[-4.56428) (~4.7967) [-4.76611) (-5.39125) [-2.2523) (~4.05276] [-2.24658) [-2.6547)
(0.0000) (0.0000) (0.0000) (0.0000) (0.0283) (0.0000) (0.0276) (0.0348)
LTECH 0.108007° 0042713 0.063012° 0052152° 0.038627" 0.054481° 0.765434° 0.23378*
[2.55045) (3.21662) (5.30511) 1.91566) [2.21342) [1.86311] 5.660163] [4.8510)
(0.0129) (0.0023) (0.0000) (0.0636) (0.0300) (0.0688) (0.0000) (0.0000)
LGDP 0.674855% 0.525811° 0.498482° 0.494286° -0.517552° -4.115308% 0.490426° 0.33316*
0.5167) 2.65406) (15.3881) (351247) [-2.2523] (~4.16725) [15.74352) [2.8493)
(0.0000) (0.0327) (0.0000) (0.0010) (0.0283) (0.0001) (0.0000) (0.0065)
LGDP? - 0.062217° 0.267617° -
- [3.51671) [4.77787)
. (0.0008) (0.0000)
LNREC 0.170349° 0.795727° 0.773952° 0.934403° 0.735505° 0.993716° 0.762291° 0.35667*
3.18926] 6.78739] [21.8675] [2.76158] [18.4242) 3.22496] 23.00792) [5.2641]
(0.0021) (0.0007) (0.0000) (0.0082) (0.0000) (0.0023) (0.0000) (0.0003)
LGLO -0.719457% -1.765550° -043423" -0.50448° -0.62488° -0.96523" 0.64886" -0.37173°
[-13.2123) [-5.96042) [-10.043] [-3.1717) (1.76808) [-3.13201] [-18.7832) [-6.7605)
(0.0000) (0.0006) (0.0000) (0.0027) (0.0812) (0.0030) (0.0000) (0.0000)
LGINV * LGLO -067804* -0.59532° -
- [-14.7749) [-9.3980] -
(0.0000) (0.0000) :
LTECH * LGLO - -1197174° -0.62645°
- [-6.22068] [-5.1875)
- (0.0000) (0.0000)

The t-statistics are presented inside square brackets, and the probabilty values are inside parentheses.

“Significance level at 1%.
bSignificance level at 5%.
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Hypothesized Trace test statistics Max-Eigen test statistics

Number of CE(s) Fisher statistics® Probability Fisher statistics® Probability
None 239.79% 0.0000 104.475% 0.0000
At most 1 150.38% 0.0000 112.572* 0.0000
At most 2 62.380% 0.0000 61 759° 0.0000
At most 3 21.025° 0.0071 18 044° 0.0209
At most 4 9.877° 0.2738 4.8041° 0.7783

“Significance level at 1%.
bSignificance level at 5%.
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t-statistic

ADF -2.056929*
Residual variance 0.002987
HAC variance 0.002677

Probability

0.0198
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Pedroni residual co-integration method

Alternative hypothesis: common AR coefficients (within dimension)

Statistic Probability Weighted statistic Probability
Panel v-statistic 0.575691 0.5425 -8.726074 0.9578
Panel rho-statistic 2.837421 0.9669 3.772617 0.9619
Panel PP-statistic -6.380793* 0.0000 -5.321094* 0.0000
Panel ADF-statistic -7.616058% 0.0000 -3.403869% 0.0000

Alternative hypothesis: individual AR coefficients (between-dimension)

Group rho-statistic 2.725573 0.9968
Group PP-statistic -16.706579% 0.0000
Group ADF-statistic ~7.446238% 0.0000
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Series At level I(0) At first difference |
Statistic p-value Statistic p-value
Levin, Lin, and Chu (LLC) test
LCO, 0.95074 0.8291 -8.02044 0.0000
LGINV -1.22443 0.1104 -9.72908" 0.0000
LTECH -2.01845° 0.0218 -7.98243" 0.0000
LGDP -0.58911 0.2779 6.70308" 0.0000
LGDP? -0.40384 0.3432 -5.81044° 0.0000
LNREC -1.52549 0.0636 -5.94897* 0.0000
LGLO -1.98545° 0.0235 -4.87331° 0.0000
LGINV * LGLO -1.19526 0.1160 -9.62728" 0.0000
LTECH * LGLO -2.16485 0.0152 -6.14614% 0.0000
Im, Pesaran, and Shin (IPS) test
LCO, 1.84685 0.9676 -6.70628" 0.0000
LGINV -0.81325 0.2080 -10.2450* 0.0000
LTECH 063111 0.7360 -8.21390° 0.0000
LGDP 118114 0.8812 ~7.96949° 0.0000
LGDP? 1.27178 0.8983 -4.98594° 0.0000
LNREC -0.24400 0.4036 -497314° 0.0000
LGLO -0.00227 0.4991 -3.53065" 0.0002
LGINV * LGLO -0.75908 0.2239 -10.1342° 0.0000
LTECH * LGLO 0.31354 0.6231 -6.09265" 0.0000
Fisher augmented Dickey-Fuller (F-ADF) chi-square test
LCO? 4.33885 0.8253 50.3435" 0.0000
LGINV 10.3845 0.2391 81.8560° 0.0000
LTECH 0.63111 0.7360 68.9555" 0.0000
LGDP 264586 0.9546 16.1835° 0.0398
LGDP? 2.45240 0.9639 36.1691% 0.0000
LNREC 9.89607 0.2724 40.2878* 0.0000
LGLO 7.07556 0.5285 29.4793° 0.0003
LGINV * LGLO 10.1642 0.2537 80.5397° 0.0000
LTECH * LGLO 13.7454 0.0886 55.5318° 0.0000
Fisher Philip Perron (F-PP) chi-square test
LCO, 430710 0.8284 56.6799" 0.0000
LGINV 19.2011° 0.0138 338.208" 0.0000
LTECH 6.96099 0.5408 71.5884° 0.0000
LGDP 11.5816 0.1709 17.4190° 0.0260
LGDP? 107183 02182 37.3885% 0.0000
LNREC 978263 0.2806 40.3620° 0.0000
LGLO 3.79227 0.8754 42.5062° 0.0000
LGINV * LGLO 18.4144° 0.0183 336.795" 0.0000
LTECH * LGLO 5.34694 0.7199 71.9099* 0.0000

“Significance level at 1%
bSignificance level at 5%.
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Probability

LcO,
LGINV

LTECH

LNREC

LGDP

LGLO

Lco;

1.00000
0.49428
5.1488]
(0.0000)
074592
[7.3639]
(0.0000)
062962
[6.8441)
(0.0000)
0.71274
[10.231)
(0.0000)
0.75151
9.7056)
(0.0000)

059948
6.7825)
(0.0000)
0.42153
4.2003)
(0.0001)
053839
[5.7855]
(0.0000)
0.60691
6.9151]
(0.0000)

LTECH

1.000000

0.61976
[6.4718)
(0.0000)
0.47884
[4.2443)
(0.0000)
062605
[7.0201)
(0.0000)

t-statistics are presented inside square brackets, and probability values are inside parentheses.

LNREC

1.000000

0.55741
[5.5042)
(0.0000)
059582
[5.9012)
(0.0000)

LGDP

1.000000

062288
(6.1141)
(0.0000)

LGLO

1.000000
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Stats.

Mean
Median

Maximum
Minimum
Standard deviation
Skewness
Kurtosis
Jarque-Bera
Probability

Sum

Sum of squared deviations
Observations

Lco,

0.721502
1.012152
1.712964

-0.731757
0.779065

-0.556163
1.764120
9.676336
0.007922
60.60617
50.37623

84

LGINV

2.454642
3.322698
6.872294
-4.605170
3.014227
-0.625476
2.383650
6.806691
0.033262
206.1899
754.1017
84

LTECH

6.000639
6.344728
9.028099
0.000000
1.989080
-0.929693
3.636916
13.52041
0.001159
504.0453
328.3844
84

LNREC

4.040426
4.450340
4511486
2.763431
0.627343
-1.092628
2.399657
17.97513
0.000125
339.3958
32.66539
84

LGDP

8.452784
8.487508
9.395577
7.279859
0.690703
-0.096365
1.323327
9.969318
0.006842
710.0339
39.59684
84

LGLO

4.121334
4.132427
4.274636
3.890370
0.104789
-0.367772
2.436097
3.006542
0.222401
346.1921
0.911398
84
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Variables

CO, emissions
Green investment
Technological innovation
Economic growth

Fossi fuel energy use
Giobalization

Explanation

Carbon emissions per capita
Public investment in renewable energy
The total number of patent applications
Economic growth constant 2010

Fossil fuel energy consumption (% of total)
Index value between 1 to 100

Data sources

WDI (2021)
IRENA (2021)
WDI (2021)
WDI (2021)
WDI (2021)
(KOF 2021),
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Author

Charfeddine and Mrabet (2017)
Mrabet and Alsamara (2017)
Belo et al. (2018)

(Pata et al., 2020)

Altntas and Kassouri (2020)
Dogan et al. (2020)

Destek and Sinha (2020)
Usman et al. (2020¢)

Dogan et al. (2019)

Allard et al. (2018)

Danish and Ulucak (2020)
Arshad Ansari et al. (2020)
Balsalobre-Lorente et al. (2022)
Usman and Jahanger (2021)

Period

1976-2007
1980-2011
1971-2016
1965-2016
1990-2014
1980-2014
1980-2014
1995-2017
1971-2013
1994-2012
1992-2016
1991-2016
1990-2019
1990-2016

Country/region

14 MENA countries
Qatar

Malaysia

Six countries

14 EU nations
BRICST countries
24 countries

20 most poluted countries
MINT countries

74 countries
BRICS countries

5 ASIA countries
PIGS countries

93 countries

Methods

FMOLS, DOLS
ARDL

VECM

FB-ARDL

Heterogenous estimation
FMOLS, AMG, DOLS
Second-generation method
AMG, PMG, FMOLS
ARDL

POR

FMOLS, DOLS

FMOLS

DoLS

Quantie regression

3
3
a

DZRCZWXxx xDxDx8

BRICST, Brazi, Russia, India, China, South Africa, and Turkey; FB-ARDL, Fourier-bootstrap autoregressive distributed lag; MENA, Middle East North African; TQF, traditional quadratic
function; PQR, panel quantile regression; ECM, eror comection method; FMOLS, fully modlified ordinary least squares; AMG, augmented mean group; DOLS, dynamic ordinary least
square; PMG, pooled mean group; VECM, vector error-correction model; GMM, generalized method of moments; MINT, Mexico, Indonesia, Nigeria, and Turkey; x, ‘not existing”; U ,
U-shaped relationship: n . inverted U-shaped relationship: @, mixed results: X, N-shaped relationship.
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Variable At level At first difference Result
t-statistics Break date t-statistics Break date
O, ~4025 2000 ~6.8233% 2000 1()
GDP -3915 1993 —5.378%x 2002 1)
TRD ~4.675 1989 ~4.9465%wx 2006 1()
FD -4225 1995 ~8.857+ 2004 ()
SE ~4.7676 1995 ~7.496% 1993 1()
SMCAP —4.1341 2006 ~6.271% 2008 ()

Nl Wl o ek DO S0k O e il e M i it . diniclivaly.
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Model F-statistics ‘T-statistics H, H,

CO, = f (GDP, TRD, FD, SE, SMCAP) 5.736* —4.237** No cointegration Cointegration

Moo 0 ol B Tpulle o diaviibenne: woe flutontol iy % a3, sesneciivel
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0O FD GDP SMCAP
Mean 0.624805 15.02514 1765.418 59.80436 5584.306 32.30051
Median 0686199 1250333 1573.278 58.63000 4723000 3402388
Maximum 0.872344 24.89526 2550.470 79.32000 25890.22 5327796
Minimum 0309567 8.464230 1317.360 42.54000 5.000000 9.135846
Std. Dev 0.174056 5184589 4432129 8578813 7881274 1240409
Skewness ~0.543942 0.687986 0578729 0.214636 1.135669 ~0.368582
Kurtosis 2002065 1.859179 1.706165 2391835 2868621 2250726
Observations 39 39 39 39 39 39
Correlation
CO, 1
FD ~0.545* 1
GDP -0.524* 0.674* 1
SE. 0.164 -0.305** ~0.285 1
SMCAP ~0.643* 0763 0841 ~0.134 1
TRD ~0.473* 0.160 0.246 0.338* 0.574* 1

Note: *, **, and *** represent 1%, 5%, and 10% significant levels, respectively.
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Variables ADF
Level A Results Level A Results

CO, ~2.0520 ~6.2549 1(1) -2.0523 ~6.2554% 1(1)
GDP -15128 ~3.7771%% 1(1) -3.1767 ~3.7771x 1(1)
TRD ~2.0158 -7.3707 1(1) -19323 ~7.4348% 1(1)
FD -22317 -5.6403 1(1) -2.3243 ~6.3736% 1(1)
SE ~2.5448 ~64911% 1(1) -27362 ~6.4911% 1(1)
SMCAP ~1.14047 ~4.6838% 1(1) ~1.4547 ~4.6287% 1(1)

Sl W o A DO S0kt 0N el ol il it seciiivli. & veeiti ik dilaiay:
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Variable

GDP per capita

CO, emission

Trade

Financial depth

Stock market capitalization

Shadow economy

Symbol

GDP
CO,
TRD
FD
SMCAP
SE

Measurement

In constant 2010 USD
Per capita carbon emission (metric tons)
Total export plus import (% GDP)

iquid liabilities (M3 and M1) to GDP (%)
Stock market capitalization

Currency demand approach

Source

WDI 2020
WDI 2020
WDI 2020
CBN 2020
CBN 2020

Author computation
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+B.Gazhy + B, Board, + f,Outdir, + f, Dua,
+ i Salary, + fSizes + B, Grow.ls + B, Grows,
© BuLev, + BuuAge + Bslndy + B Yeary + o
(6)





OPS/images/fenvs-10-962409/math_7.gif
Roay = Po + Py Elin + PyEsopu + P EUs + P ELy x EUy
+ BiEsop, x EU, + fTopl, + f.Gazhe + f,Boardy
+ ,Outdiry + f,,Dual, + B Salary, + B Size,
+ BGrow.ly + f Grow.s, + BsLeva + fiiAges
4B Indy + B, Yeary + . %






OPS/images/fenvs-10-962409/math_4.gif
Ko = Po * Py Elw + PyEsopu + PyTopla + P GGz
+ B Board, + f,Outdir, + f, Dual, + BSalary,
+ BySize, + BoGrow.ly + B, Grow.s, + fLev,
4B, Ages + B Indy + B Year + & @





OPS/images/fenvs-10-962409/math_5.gif
Roay = Py + P\Elu + PoEUs + PyEly x EUs + P, Topli
+B.Gazhy + B, Board, + f,Outdir, + f, Dua,
+ B, Salary, + B Sizes + B, Grow.ls + B, Grows,
© BuLevy + BuuAgen + Bslndy + B Yeary + o
(5)





OPS/images/fenvs-10-962409/math_2.gif
Roay = Py + P, Elu + Pyl oply + p,Gqzhy + P Board,
+ B,Outdir, + B, Dual, + . Salary, + B Size,
+ ByGrow Ly + By Grow.s, + B, Leve + B Ageu
VB Ind, + B Years + 6 @





OPS/images/fenvs-10-962409/math_3.gif
ROu = Po + PEsopu + Py T0PLu + PGzl + P Boardy
+B.Outdir, + f,Dual, + B.Salary, + B,Size,
+ BuGrowly + B Grow.s, + B Leve + B, Ageq
VB Ind, + B Years + & 3)





OPS/images/fenvs-10-983729/inline_7.gif
Y15 Vs Var Va» Vs GNd Y





OPS/images/fenvs-10-983729/inline_8.gif





OPS/images/fenvs-10-983729/inline_5.gif





OPS/images/fenvs-10-983729/inline_6.gif
By Py Py Py Psand





OPS/images/fenvs-10-983729/math_qu1.gif





OPS/images/fenvs-10-983729/math_qu2.gif
Hoternative: O1 # Y, 2V, #V, 8y, 2. #), # 0.





OPS/images/fenvs-10-983729/math_2.gif
COu =6, + Y B,ACO,. 1 + YB.AGDP, , + Y BATRD,

AFD,. + SPASMCAP,. + SRASE..

+1COu1 + 1.GDP.1 + YiTRD + 3, FDiy
4 1SE,s + y SMCAP,, + &, @)





OPS/images/fenvs-10-983729/math_3.gif
ACOy = B + (O + TIAGDP, + mGDP., + T:ATRD,
+TTRD, . + TyAFD, + mFD, , + TiASE, + 1SE,
+TASMCAP, + mSMCAP,., +

3)





OPS/images/fenvs-10-983729/inline_9.gif





OPS/images/fenvs-10-983729/math_1.gif
COu =0 + PGDF + p,IRD, + P, FD; + P SMCAF, + PSE

()





OPS/images/fenvs-10-983729/fenvs-10-983729-t007.jpg
Variable Coefficient S.E T-Stat Prob

L(nGDP) 0.0904 0.4488 0.20 0.842
L(nTRD) -0.09%4 01293 -075 0.462
L(nFD) 06993 02991 234 0.028
L(SE) 00429 02997 0.14 0.887
L(nSMCAP) 0.1677 0.1205 1.39 0.176
ECM,.1 03337 01325 -352 0.000
Diagnostic check X p-values Conclusion

Normality test 0769 0.680 Residuals are distributed normally
Ramsey RESET test 0364 0.583 ‘There is no issue of misspecification
Breusch-Pagan-Godfrey 0.944 0510 There is no heteroskesdascity issue
Serial correlation LM 0.806 0458 There is no serial correlation issue

Note: *, **, and *** stands for 1%, 5%, and 10% level of

P R—
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Variable Coetficient N t-stat Prob
GDP 0.869798" 0037307 2331488 0.0000
TRD 0.044014* 0.011562 3.806924 0.0006
FD 0048771 0011357 4294365 0.0001
SE ~0.008473* 0001169 ~7.250285 0.0000
SMCAP 0.037245 0.027100 1.374365 0.1786

Note: *, **, and *** gtands for 1%, 5%, and 10% level of significance, respectively.
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India 0.10
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consumption (the “conservation hypothesis'). NE« Indicates a bidirectional causalty between nuclear energy consumption and economic growth (the ‘“feedback hypothesis'); and
NE < Y indicates no causal relationship between nuclear energy consumption and economic growth (the *neutral hypothesis"). BPC: Bootstrap Panel Causalty; DHC: Dumitrescu-Hurln
causalty test (Dumitrescu and Hurin, 2012); DPR: Dynamic Panel Regression; ECM: Error Correction Model; FEVD: Forecast Error Variance Decomposition; GC: Granger causalty
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test (Toda and Yamamoto, 1995).
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Po
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SO,

2006-2013

0.0394"** (-0.0139)
0.0336 (-0.198)
0221 (-0.0055)
-2.467"* (-0.8399)
0.197* (:0.0419)
0.299 (-0.2154)
0.268 (:0.1678)
-0.184 (-1.90170
210
03763

2014-2020

-0.0203" (-0.0112)
2797 (-1.0175)
-0.02 (-0.2858)
7.309" (-1.2391)
0.0437 (-0.0508)
-0.247 (-0.1855)
0.433" (:0.233)
3.489 (-2.2866)
180
0.7343

2006-2013

00109 (-0.0139)
-0.0665 (-0.1982)
0.334""* (:0.0956)
-1.659" (:0.8406)
0.259" (:0.0419)
0535 (-0.2155)
-0.00763 (-0.168)
-2.32 (-1.9032)
210
04756

2014-2020

-0.0259" (-0.013)
062 (-1.1842)
1109 (-0.3326)
8.975" (-1.4422)
-0.0122 (-0.0591)
-0.416" (:0.2159)
019 (:02711)
1.36 (-2.6612)
180
07274

2006-2013

000483 (-0.0063)
0.139 (:0.0902)
-0.144"* (-0.0435)
00767 (-0.3827)
00727 (-0.0191)
-0.300** (-0.0981)
-0.0741 (-0.0765)
6.427** (-0.8664)
210
02232

2014-2020

0.00159 (-0.0103)
3.167"" (-0.9388)
~2019"* (:0.2637)
5.002"*" (-1.1433)
0.118" (-0.0469)
-0.315° (:0.1711)
0.249 (-0.215)
1.706 (-2.1097)
180
0.8063
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Variables
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Bo

Obs

Code Ane S0,
Eastern Central Western Eastern Central Western Eastern Central Western
00172 -0.0058 -0.0561* -0.0291* -0.00637 -0.003" 000228 -0.0842" 000465
(0.0118) (-0.0182) (-0.0269) (-0.0159) (-0.0225) (-0.0267) (0.0127) (0.0171) (-0.0192)
1,120 2476"" 1.303 1818 2,747 1,658 2574 1342+ 0652
(-0.5271) (-0.305) (-0.5382) (-0.6537) (-0.3025) (-0.4308) (-0.4973) (0.2176)
! 0976 0432 -0.418" 419 -0.432 -1.008" 0981 -0.446™
(0.1251) (-0.2737) (0.1615) (-0.1681) (-0.3394) (-0.1602) (-0.1346) (-0.2582) (0.1152)
5216 2520° 3075 5412 232(15885 3362 6963 4508 2431
(-1.3351) (+1.2809) (1.0754) (-1.794) (+1.0666) (-1.436) (-1.2084) (0.7671)
0203 0308 0291 0286 0297 0205 0257 0.179" 0231
(-0.0546) (-0.0803) (-0.0669) (-0.0734) (-0.0996) (-0.0663) (-0.0588) (-0.0757) (:0.0477)
021 0615 -0.880"" 023 1431 -1.020* -0.167 0311 0832
(-0.2164) (-0.4471) (-0.2551) (-0.2907) (-0.5545) (-0.253) (-0.2327) (-0.4218) (-0.182)
015 1.009" -0.0835 0296 1.181% -0.418" 0303 0962 -0.242"
(03215) (-0.4063) (-0.1637) (:0.432) (-0.5039) (-0.1623) (-0.3458) (-0.3834) (0.1167)
2528 3829 6854 0721(-4.309 -3.551 7621 2412 -4.163 9371
(-3.2024) (-4.5034) (-2.2396) (-6.5848) (-2.2212) (-3.4443) (-4.2487) (-1.5976)

140 84 154 140 84 154 140 84 154

03962 05243 04502 03456 0.4900 04978 07758 07749 07328
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Variables Code Ane B

Tax -0.0088 (0.0093)  -0.0224(0.0103)  -0.751"**(-0.0611)
InGDP 0.819"%(-0.1758) 1.197(0.195)  -0.00418 (-0.0078)
InGDP? -0.216"*(-00733)  -0.289(-0.0818)  1.157**(-0.1466)
Stru 3.827"*%(-0.5742) 3.930"(-0.6368)  2530"*(-0.4788)
ininve 0277**(0.0382)act  0.304""(-0.0424)  0217*(-0.0319)
InFDI -0.643" (0.1527)  -0.742'**(-0.1693)  -0.638"(-0.1273)
inPopu 0.0080 (-0.1288) -0279'(0.1429)  -0.0137 (-0.1074)
By 4.882"(-1.509) 5.146"(1.6734)  6.462"(-1.2583)
Obs 420 420 420

R? 04114 0.4012 0.7308
Note: ***, **, * indiicate that the variables are significant at the level of 1, 5, and 10%,

respectively: the statistics are in parentheses. Tables 3, 4 are identical.
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Variables

inCode
inAne
NSO,
Tax
InGDP
InGDP?
Stru
ininve
InFDI
inPopu

Variable
implications

Chemical oxygen demand emissions/10,000 tons
Ammonia nitrogen emissions/10,000 tons

Sulfur dioxide emissions/10,000 tons
Environmental taxes fees/100 milion yuan

GDP per capita/yuan

Square terms of GDP per capita/yuan

Industrial structure/%

Pollution control efforts/100 million yuan

Degree of opening up/$10,000

Population density/person per square kiometer

Mean

3.6324
1.2763
3.5639
1.9638
6.2078
1.2787
0.4488
2.5821
6.7628
7.8585

Std

0.9074
09673
1.1950
15130
5.4700
0.5850
0.0874
1.0540
0.6360
04415

Min

0.6769
7898
7148
0.0013
0.1799
-0.4938
0.1680
-3.0449
5.3006
6.3933

Max

5.2806
3.1394
5.2791
7.4114
35.8888
2.7224
0.6150
4.9530
8.4385
8.7495
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Indicators

kof tr
kof fin
epi
desi_tech
gdp_cap

Authors’ contribution in Stata.

Cluster 1 (C1) Cluster 2 (C2 Cluster 3 (C3

N mean sd N mean sd N mean sd
10 73.11 10.39 5 69.80 16.42 12 74.33 793
10 90.77 3.92 5 86.40 10.13 12 74.75 8.70
10 7929 246 5 75.28 5.26 12 67.56 347
10 9.39 1.82 5 7.84 118 12 6.20 1.54
10 4113889 7,981.25 5 23,780 2,501.24 12 13,497.5 3613.39

N, number: Sd, Standard Deviation; R-sq, R-squared: F, Fisher-tests.

R-sq

0.2324
0.5502
0.7407
0.4731
0.9147

2.2568
9.3769"
21,8951
6.8851"
82.1919""
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Clusters EU-27 member states Cluster modelling—Ward method

© Performance
c1 France, Belgium, Sweden, Finland, the Netherlands, Denmark, Germany, Austria, ~ High (through largest levels of kof_fin, kof_tr, epi, desi_tech, gdp_cap)
Ireland, Luxembourg
c2 Italy, Malta, Spain, Cyprus, Slovenia Medium (through all variables, with notable differences between kof _trand
kof fin)
c3 Hungary, Lithuania, Bulgaria, Estonia, Greece, Poland, the Slovak Republic,  Low (particularly through low levels of golp_cap, epi, desi_tech and kof.fin,
Croatia, Portugal, Romania, Latvia, the Czech Republic but with good levels of kof:tr

Authors’ contribution in Stata
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Description SEM

Likelihood ratio

“Baseline vs saturated” chf®_bs (16) 107.761

p>ch? 0.000
Information criteria

“AIC (Akaike's information criterion)” 2,533.576

“BIC (Bayesian information criterion)” 2,556.222
Baseline comparison

“CFl (Comparative fit index)” 1.000

“TU (Tucker-Lewis index)” 1.000
Size of residuals

“SRMR (Standardized root mean squared residual)” 0.000

“CD (Coefficient of determination)” 0984

Authors’ contribution in Stata,
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Variables

Kof_tr
kof_fin
eng_cons
gge_ec
renew_eng
eng_prod
eng_eff
air_poll
hs_internet
gerd
gdp_cap
env_exp
epi

desi_hc
desi_con
desi_tech
desi_dpserv

Authors’ contribution.

an
27
27
27
27
27
aT
26
27
27
o
27
27
27
27
s
27

Mean

72.8888
83.1481
2.43740
84.7963
21.4760
8.6100
50.9466
22.5269
39.4518
1.6525
27,228.15
1.8111
73.3311
11.5868
8.8657
7.6293
13.842

Standard Deviation
(sd)

10.2369
10.8191
1.1907
95722
11.8340
27761
72.3420
6.2702
25.1592
0.8662
17,509.41
06417
63314
23362
1.6618
2.0653
37492

Minimum

49
56
121
576
7.34
4.788
0.82
15
04
05
6,330
06
64.11
7.5032
5.1030
4.2246
3.1757

Maximum

87
9
7.16
1021
54.651
18.54
292.15
338
87.8
332
84,040
32
83.95
16.7782
11.6231
11.7674
19.1353
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item Sign Item-test correlation Average interitem correlation Alpha

kof_tr - 02152 02530 08356
kof_fin + 06576 02174 08065
eng_cons + 05454 0.2265 08146
age_ec = 0.5007 02295 08172
renew_eng + 0.4199 02366 08229
air_poll N 0.8157 0.2041 0.7937
epi + 0.7500 02101 0.7996
hs_internet + 0.2684 0.2488 08324
desi_tech + 07613 02008 0.7988
desi_hc + 08414 02029 0.7924
desi_con + 05455 02266 08146
desi_dpserv + 07670 0.2087 07983
eng_prod + 0.1508 02582 08302
env_exp + 02794 02479 08317
eng_eff + 02494 02508 08335
gerd + 06346 02193 08082
Total scale - - - 08254

Authors’ contribution in Stata
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Variables

Main
kof_tr
kof_fin
epi
desi_tech
eng_cons
eng_prod
eng_eff
env_exp
gge_ec
renew_eng
air_poll
hs_internet
desi_hc
desi_con
desi_dpserv
gerd

cons

—/ var (e.gdp_cap)

Model 1 Model 2
(RREG) (SEM)
—-409.3"* (6.903) -154.2 (119.1)
-176.4"** (4.364) 62.23 (110.5)
478.6™ (9.975) 551.4* (194.4)
246.2™ (51.86) -302.8 (675.0)

10,2078 (108.3)
1,093.4"* (15.67)
-56.92"** (1.291)

-8,518.4™" (93.53)

25.00" (7.156)
-172.3** (3510)
301.0"* (5.562)
-320.2"** (3.123)
1874.2" (36.85)
3,447.6™" (40.32)
1,194.1%* (11.96)
29229 (56.62)

-45112.9" (858.0)

Authors’ contribution in Stata,

6.956.8"" (860.4)
1,660.8"* (258.0)
~33.40° (16.33)
-6,587.7" (17132)
—73.43 (98.72)
-265.7"" (79.81)
346.8" (152.7)
-139.3 (79.36)
1,139.3 (738.4)
20736 (1,058.6)
860.6" (380.9)
5,643.4" (1,274.9)
-63081.5™ (18,395.8)
4,843,625.6 (1,343,380.0)
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Estimation result Province

Bias-FR>0, Subs-FR>0 Anhui, Gansu, Guangdong, Guizhou, Hebei, Henan, Hunan, Jiangxi, Liaoning, Neimenggu, Ningxia, Shandong, Shanxi,
Shanxi, Shanghal, Tianjin, Xinjiang, Yunnan, Chongging
Bias-FR<0, Subs-FR>0 Beijng, Fujian, Guangxi, Hainan, Hubei, Jiiin, Jiangsu, Qinghai, Zhejiang

Bias-FR>0, Subs-FR<0 Heilongjiang, Sichuan
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Order

F>N>R

F>R>N
N>R>F
N>F>R
R>F>N
R>N>F

Province

Anhui, Gansu, Guangdong, Guizhou, Hebei, Henan, Heilongjiang, Hunan, Liaoning, Neimenggu, Ningxia, Shandong,
Shanxi, Shanxi2, Sichuan, Xinjiang, Yunnan

Shanghai, Tiarjin, Chongding

Guangx, Jiangsu, Qinghai, Zhejiang

Jiangxi

Hubel, Jiin

Befjng, Fujan, Hainan
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Province

Anhui
Beiing
Fujan
Gansu
Guangdong
Guangxi
Guizhou
Hainan
Hebei
Henan
Heilongjiang
Hubei
Hunan

Jiin
Jangsu

Bold value of Bias-i indicates the technical change i biased 1o § factor.

Bias-NR

0.116
-0.037
-0.106

0.059

0.076

0.471

0.002
-0.166

0.077

0.067

0.207
-0.263

0.141
-1.233

0.007

Bias-NF

-0.208
0.178
0.873
-0.613

-0.569
1.462

-0.090
0.866

-0.166
-0.176

-0.434
-0.109

-0.352
-0.268
8.106

Bias-FR

0.324
-0.215
-0.980

0.672

0.645
-0.990

0.182
-1.032

0.242

0.242

0.641
-0.154

0.494
-0.965
-8.008

Province

Jiangxi
Liaoning
Neimenggu
Ningia
Qinghai
Shandong
Shani
Shanxi2
Shanghai
Sichuan
Tianjin
Xinjiang
‘Yunnan
Zhejiang
Chongaing

Bias-NR

0.206
0.124
0.134
0.070
0.076
0.073
0.074
0.002
-0.369
0.904
-0.279
0.158
0.081
0.202
-0.866

Bias-NF

0.051
-0.795
-0.033
-0.212

0.642
-0.069
-0.068
-5.588
-0.747
-0.085
-0.305
-2.167
-0.403

0.523
-1.174

Bias-FR

0.155
0920
0.168
0282
-0.567
0.143
0.142
5.681
0378
0.989
0.026
2326
0.483
-0.322
0.308
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Variables Coefficient

Translog production function

Constant -2.5034°
InK 4.5196°
InN -3.7228%
InR -0.0261

InF 0.4115°
t -0.3045"
tink 0.0514°
tinN 0.0054

thR -0.0017
tinF -0.0307*
05(Ink?) -0.5019*

Technical inefficiency equation
% 033012
d -0.0099
exp -0.0083"
o -0.0170*
Related test
@ 0.0366°
Log likeihood function
LR test

(0.9697)
(0.3470)
(0.4563)
(0.0635)
(0.2429)
(0.0459)
(0.0106)
(0.0122)
(0.0013)
(0.0076)
(0.0964)

(0.0428)
(0.0151)
(0.0020)
(0.0046)

(0.0027)

Note: Standard errors for coefficients are in parentheses.

“Statistical significance at the 1% level,
“Statistical significance at the 5% level.
Statistical significance at the 10% level.

t-Value

-2.6745
13.0254
-8.1592
-0.4110
1.6940
-6.6393
4.8554
0.4455
-1.3124
-4.0419
-5.2080

7.7072
-0.6574
-4.0827
-3.7135

13.6772

Variables

05(n\?)

0.5(nR?)

05(InF?)
0.5InKInN
05hKInR
05InKInF
05hNInR
05INInF
05InFinR

0stt

Les
4

]

1.0877%
0.0009
-0.1083
-0.4515°
-0.0175
0.7641°
-0.0019
-0.7951%
0.0434
-0.0038"

0.0468%
0.0253*
-0.0468"

0.4118*
164.63
199.37

(0.1864)
(0.0012)
(0.0674)
(0.2195)
(0.0274)
0.1127)
(0.0284)
(0.1976)
(0.0303)
(0.0015)

(0.0168)
(0.0022)
(0.0039)

(0.0590)

t-Value

5.8364
0.6919
-1.6058
-2.0570
-0.6367
6.7802
-0.0677
-4.0249
1.4318
-2.4553

2.7835
11.2723
-12.1208

6.9798
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Null hypothesis LR statistic LBos

P = Puc+ = Brr =0 87.08 1551

B =Bu =B =B =Br=Pr =0 43.03 1551
B =B =Br =P =0 140.16 1551
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Variable (unit)

GDP (109RMB)

K (109RMB)

N (10dtce)

F (104tce)

R (104tce)

RD (%)

EXP (%)

FDI (%)

LP (10°RMB/person)
KL (10°RMB/person)
LSTR (%)

Observation

540
540
540
540
540
540
540
540
540
540
510

Mean

10,509
24,246
3,836
1,204
3309
1.263
156.51
2.551
4.329
10.65
738

Standard error

10,710
24,500
2,356
1,138
522.3
1.031
18.22
2248
3.128
8.506
811

Minimum

263.7
848.2
216.9
32.08
[
0.091
1.001
0.0386
0.542
1.321
49.2

Maximum

61,431
139,859
14,001
6,321
3,961
6.014
92.72
14.65
16.69
52.14
90.9
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Estimation result

Bias-NF>0, Subs-NF>0
Bias-NF<0, Subs-NF>0
Bias-NF>0, Subs-NF<0
Bias-NF <0, Subs-NF<0

Province

Fujan, Hainan, Jiangsu, Qinghai
Gansu, Neimenggu, Ningxia, Tianjin, Xinjiang

Befjng, Guangxi, Jiangxi, Zhejang

Anhui, Guangdong, Guizhou, Hebei, Henan, Hellongjiang, Hubei, Hunan, Jiin, Lizoning, Shandong, Shanxi, Shanxi,
Shanghai, Sichuan, Yunnan, Chongaing
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Estimation result

Bias-NR>0, Subs-NR>0

Bias-NR<0, Subs-NR>0
Bias-NR>0, Subs-NR<0
Bias-NR<0, Subs-NR<0

Province

Gansu, Guangdong, Guangxi, Guizhou, Hebei, Helongjiang, Hunan, Liaoning, Neimenggu, Ningxia, Shandong, Shanxi,
Shanxi, Sichuan, Xinjang, Yunnan

Befjng, Fujian, Hainan, Tianjin, Chongaing

Anhui, Henan, Jiangsu, Jiangxi, Qinghai, Zhejiang

Hubei, Jilin, Shanghai





OPS/images/fenrg-10-873324/fenrg-10-873324-t006.jpg
Province

Anhui
Beiing
Fujan
Gansu
Guangdong
Guangxi
Guizhou
Hainan
Hebei
Henan
Helongjiang
Hubei
Hunan

Jiin
Jiangsu

Bold value of Subs-j means there is a complementary relationship between factor i and j.
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High regulation group

“0 < 0.001, and
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Effect

-0.3264"
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Standard error
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Dependent variable

Control variables

Main effects

Two-dimensional interactive effects

Note: *p < 0.05, *p < 0.01, **p < 0.001, and

191.

Enterprise size
Enterprise age
Ownership

CCER
MBER
Environmental dynamism

GCER‘environmental dynamism
MBER‘environmental dynamism
F

2

AR?

Model 1

-0.036
-0.026
-0.083

0.529**

-0.015
-0.151"
25.401

0.330
0.017*

GSCM

Model 2

-0.064
-0.024
-0.079

0.475"*
-0.108

-0.185"*
30.428
0.371
0.046"*
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Enterprise size

Enterprise size =
Enterprise age 0.054
Ownership 0078
CCER -0.09
MBER -0.054
Environmental dynamism 0.020
GSCM -0.11
Mean 325
Standard deviation 096

Enterprise age

-0.019
0.050
0019
0023

-0.017

327
0.74

Ownership

0.006
-0.002
0.044
-0.085
1.79
0.45

CCER

0.376"

-0.204*

0.477*
522
172

MBER

-0.200"
0475
537
1.48

Environmental dynamism

-0.121*
191
043

GSCM

0.795
5.22
1.46

Note: 1) p < 0.05, *'p < 0.01, ***p < 0.001, and N'= 191, 2) The diagonal reports the square roots of AVE., The diagonal elements of control variables and measured data are filed with~for

the lack of AVE. for these variables and data.
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Dependent variable GSCM

Model 1 Model 2
Control variables Enterprise size -0.160 -0.093
Enterprise age -0.023 -0072
Ownership -0.156 -0179
Independent variables CCER - 0.398"*
MBER - - 0.483"
F 1.520 24.170 25448
R 0014 0.237 0246
AR 0222 0.236"*

Note: *p < 0.05, *p < 0.01, **p < 0.001, and

191.
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Variable

GSCM

Item

GS1
Gs2
GS3
Gs4
GS5
GS6
Gs7
GS8
GS9
GS10
Gs11
GS12
G813
GS14
G815
GS16
G817
GS18
Gs19

Factor loadings

0.818
0.773
0.719
0.822
0.742
0.782
0.775
0718
0.734
0.769
0.694
0.727
0.708
0.696
0.815
0.762
0.759
0.769
0.762

CR

0.873

AVE

0.632
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Index Index feature Sample size Percentage (%) Cumulative percentage (%)

Enterprise scale <50 people 14 7.33 7.33
50-100 people 32 16.75 24.08
100-500 people 4 21.47 4555
>500 people 104 54.45 100.00

Enterprise age <5 years 6 314 314
5-15 years 2 1361 16.75
15-30 years 72 37.70 54.45
30 years 87 4555 100.00

Ownership State-owned enterprise 138 72.25 72.25

Private enterprise 53 27.75 100.00
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Online distribution Offline distribution Total
Number of distributed questionnaires 200 100 300
Number of recovered responses 159 54 213
Number of valid responses 133 58 191
Effective recovery rate 66.5% 58.00% 63.67%
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Gs12
Gs13
GS14
GS15
GS16
GS17
GS18
Gs19

cITc

0.645
0.666
0.657
0.638
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0.647
0.631
0.657
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0.669
0.696
0.696
0.643
0.621
0.621
0.647
0.626

Cronbach’s alpha if
items deleted

0.809
0.796
0.796
0.806
0.794
0.787
0.782
0.797
0.792
0.806
0.793
0.795
0.805
0.782
0.784
0.801
0.791
0.793
0.783

Cronbach’s alpha

0.832
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Ridge regression with K = 0.35

Multicolinearity R 09971
R-square 09942
Adj. R-square 09841
SE 00772
ANOVA table
of ss
Regress 14.0000 81880
Residual 80000 00480
F-value sig F
98.0469 0.0000

Variables in the equation

MS
0.585
0.006

Variable Coefficient SE(B) Beta
inC 0.0717* 0.0057 0.0963
InN 0.0456* 0.0194 0.0275
nR 0.0703"* 0.0031 0.0739
InF 0.0664*** 0.0036 0.0650
InCinC 0.0067** 0.0005 0.0997
InNInN 0.0041* 0.0016 0.0288
InRinR 0.0073** 0.0004 0.0775
InFinF 0.0068*** 0.0003 0.0680
InCinN 0.0066"* 0.0003 0.0766
InCinR 0.0065* 0.0004 0.0888
InCinF 0.0064*** 0.0003 0.0849
InNInR 0.0067** 0.0003 0.0610
InNInF 0.0062*** 0.0006 0.0540
InFInR 0.0071** 0.0003 0.0730

Constant 5.3637" 0.2871 0.0000

T

12.5538
2.3520
23.0433
18.3479
11.3749
2.5256
20.7654
21.8796
22.3325
15.6887
18.6974
19.2517
11.0668
25.0069
18.6797

VIF

0.0812
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0.0142
0.0173
0.106
0.1797
0.0192
0.0133
0.0163
0.0442
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Variables Actual value Sustainable energy production High rate Energy production shock

level
FRCS 176.1 4447 0.85 40.44
SRCS 3339 4821 0.90 035
TRCS 2445 2338 0.83 803
LSEC 737.0 555.1 0.32 634
TSFC 1038 101.1 0.10 495.1
op 275 35.10 0.03 10.01

cCl 313 3213 0.01 10.76
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2015-2017 2018-2020

FS op cc FS op cc
Financial stability ., 0.701 0338 0628 6237 6001 5449
Wald test [0.23)* [0.29] [0.37)* 277 (243 [3.01)**
Significance (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Crude oil price volatility ., 236 211 202 367 3.143 2967
Wald test (201 [2.99) [2.63] [3.63)* (3221 [3.94)
Significance (0.000) (0.000) (0.000 (0.000) (0.000) (0.000)
Energy production change concerns ., 402 465 478 519 488 507
Wald test [0.32] [0.49] [0.95] [0.10] [0.10] [0.13]
Significance (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
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Constructs of financial
stability

INV

RVY
MS
NEQ
APV
ML
TCPS
oP

2015-2017

Median

259
210
288
218
0.17
218
201
219
233
1.90

SD

3.66
537
440
321
267
317
101
578
333
1.01

2018-2020

Median

217
0.99
4.46
6.13
279
344
217
334
219
4.50

SD

0.10
0.67
5.8
4.32
3.8
201
298
392
211
317
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One-step Two-step One-step Two-step
(1) @) 3) 4)
INV 0312 0.049% 0244+ 0606
(0.002) (0.000) (0.000) (0.000)
FV 0111+ 0,133 0290 0892°%*
(0.001) (0.000) (0.000) (0.001)
RVY 0.089* 0.085 0,013 0054
(0.000) (0.000) (0.000) (0.071)
MS 0,395+ 0,096 0,074+ 0005
(0.000) (0.000) (0.001) (0.000)
NEQ 0.078 0.037* 0.049 0067
(0.031) (0.001) (0.000) (0.094)
APV 0.574+* 0.567% 0,634 03374
(0.035) (0.003) (0.000) (0.001)
ML 077 0,67 0817 0867
(0.000) (0.000) (0.000) (0.000)
TCPS 0.34 041 0417 046
(0.000) (0.000) (0.000) (0.000)
MTC 0117 0.16* 0.19* 025
(0.000) (0.000) (0.000) (0.000)
FRCS 0.45 045 0.40° 038
(0.000) (0.000) (0.000) (0.000)
SRCS 020 022 028" 025
(0.000) (0.000) (0.000) (0.000)
TRCS 0.66° 057 071 069
(0.000) (0.000) (0.000) (0.000)
LSEC 034 037 0417 048
(0.000) (0.000) (0.000) (0.000)
TSFC 0,10 016" 013 014
(0.000) (0.000) (0.000) (0.000)
TSCC 0.35 010 017 022+
(0.000) (0.000) (0.000) (0.000)
op 032 030 035 037
(0.000) (0.000) (0.000) (0.000)
ccr 0.7 071 080 014
(0.000) (0.000) (0.000) (0.000)
Adjusted R* 0.85 089
Arellano-Bond AR (1) -3445 -2919
(0.002) (0.004)
Arellano-Bond AR (2) -0.672 ~0.689
(0.514) (0.533)
Sargan test 341011 301334
(0.8561) (0.882)
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RD
SF
LF
SF1
SF2
LF1
LF2
TRA
SIZE
DBR
EBIT
TOBINGQ
AM
AGE

Note: * represents the significance &t the level of 10%.

RD

i
0.0248"
-0.0570"
0.0127
0.0543*
-0.0591*
-0.0099
0.0568"
-0.1771*
-0.1715*
0.0685*
0.2108*
0.0743"
-0.0985"

SF

1
0.2933*
0.9728
0.2767*
0.2471*
0.2025*

-0.0657"
0.0617*

-0.0759"

-0.0235"
0.0351*
0.0078
0.1608"

0.3109"
-0.0248"
0.9403"
0.4312*
-0.0343"
0.1167*
0.0357*
-0.0501"
-0.0601*
-0.0402*
0.1827*

1
0.0465*
0.2647*
0.2072*
0.0543"
0.0843"
-0.0234

-0.0457"
-0.0012
-0.0131
0.1696"

-0.0326"
0.0136
0.0579*
-0.0837*
-0.2303"
0.0882"
0.1563*
0.0880"
-0.0101

1
0.0083*
0.0330*
0.1315*
0.0369"

-0.0450"

-0.0564"

-0.0397*
0.1650*

LF2

-0.0128
-0.0073
0.0067
-0.0272*
-0.0262"
-0.0124
0.0967*

Size

1
0.5363"
0.0090

-0.4233"
0.0645"
0.3087*

DBR

1
-0.3603"
-0.3976"
-0.1482"

0.2273*

EBIT

1
0.1428"
0.2970%

-0.0757*

TOBIN'Q

4
0.1096*
-0.1265"

AM

1
0.0175

Age
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Variable RD
F SF SF1 SF2 LF LF1 LF2
(Y] @ ® @ ®) C] (U]
FC -0.0003* (-156)  0.0023" (216) 00032 (285)  00014(1.78)  -00017* (-1.97) -00018" (-1.89)  -0.0014" (-1.62)
SIZE -0.0029"* (-9.38)  -0.0035"" (-6.80) -0.0034"" (-6.75) -0.0035"* (-6.97) -0.0036"* (-7.11) -0.0036"" (-7.04) ~-0.0036" (-6.99)
DBR -0.0041** (-2.60)  0.0000(-0.02) ~ -0.0001 (-0.03)  -0.0005 (025  -0.0041"" (-2.60)  -0.0002(-0.12)  -0.0002 (-0.12)
EBIT -00030 (-1.44)  0.0004 (-1.19) -00005(020)  -0.0002(-007)  -0.0003(-0.14)  -0.0003 (-0.15) 0.0000 (0.01)
AM 00121 (4.39) 00123 (0.19)  00078™ (265)  00076™ (2.60)  00075™ 257)  00076™ (259)  0.0075™ (2.56)
TOBIN'Q 00005"* (6.58) ~ 0.0005™* (4.96) ~ 00005™* (5.00)  00005™* (4.91)  00005™ (4.82 00005 (4.83  0.0005™" (4.88)
CONC -0.0001*" (-2.76)  0.0000 (1.26) 0.0000 (1.24) 0.0000 (1.21) 0.0000 (1.08) 0.0000 (1.14) 00000 (1.17)
AGE 00018" (202)  00076™ (4.32)  00075™* (4.24) 00079 (453  00083" (470) 00082 (4.64)  0.0080"* (4.57)
YearMindustry Control Control Control Control Control Control Control
Prob > F 0.000 0.000 0.000 0.000 0.000 0.000 0.000
R® 0.1255 00780 00765 0,079 0082 0082 0.081
Observations 12086 12086 12086 12086 12086 12086 12086
Note: and * represent the significance at levels of 1%, 5% and 10% respectively.
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Variable

FCt-1
SIZE

DBR

EBIT

AM

TOBIN'Q

CONC

AGE

Year and Industry
Prob > F

R2

Observations

Note:

RD

SF SF1 SF2 LF LF1 LF2

) @ ® @ ® ©)
0.0017* (1.79) 0.0006" (1.70) 0.0220"* (6.45) -0.0023"* (-3.89) -0.0025"* (-4.22) -0.0016" (-1.73)

-0.0022"* (~7.95)
~0.0068"** (~4.20)
00041 (1.44)
0.0382** (9.92)
00015 (5.17)
~0.0001"* (~6.06)
-0.0089"" (-5.01)
control
0,000
0.1113
9383

-0.0022*** (-6.94)
-0.0069"* (-3.55)
0.0041 (0.87)
0.0381°** (8.69)
0.0015"** (5.17)
~0.0001""* (-7.12)
-0.0039"" (~4.83)
control
0.000
0.1136
9383

-0.0022*** (-7.26)
-0.0063"* (-3.01)
00042 (0.91)
00379 8.77)
00015 (5.17)
00001 (-6.77)
-0.0039"* (~4.86)
control
0.000
01139
9383

and * represent the significance at levels of 1%, 5% and 10% respectively.

-0.0021*** (-6.76)
-0.0072** (-3.77)
0.0038 (0.83)
0.0377"* (8.59)
0.0015™ (5.15)
~0.0001"" (-7.29)
00085 (-4.31)
control
0,000
0.1150
9383

~0.0020"* (-6.72)
-0,0072"* (-3.78)
00038 (0.82)
00375™ (8.47)
00015 (5.16)
~0.0001** (-7.24)
-0.0085" (-4.31)
control
0.000
01150
9383

-0.0022*** (~7.23)
-0.0068""* (-3.57)
00042 (0.90)
0.0382" (8.75)
0.0015™ (5.18)
-0.0001""* (-6.86)
-0.0039"" (-5.09)
control
0.000
01137
9383
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First Stage
regression

SIZE
DBR
EBIT

AM
TOBIN'Q
CONC
AGE

M2

AFC

Pseudo R2

Notes:

and

FC Second Stage
Regression
05314 FC
(18.85)
02294 SF
(1.84)
-0.6474'  SF1
(-1.94)
04954 SF2
(.73
00342 LF
(4.05)
-00102*  LF1
(-7.39)
01027 LF2
(2.03)
-0.0128"  SIZE
(-2.20)
20573 DBR
(9.75)
- EBIT
- AM
- TOBING
- DATE
- IMR

0.2049 Adj R2

-0.0011*
(-1.69)

-0.0014**
(-5.80)
-0.0062"""
(-4.36)
0.0044*
(1.68)
0.0200"
(6.16)
0.0014"
(14.64)
-0.0037"**
(-6.01)
-0.0022"
(-1.95)
0.1671

00036
(2.38)

-0.0014*
(-5.88)
-0.0055""
(-392)
0.0047"
(1.80)
0.0203**
(6.27)
00014
(14.57)
-0.0087"
(-6.14)
0.0045"*
(2.84)
0.1680

* represent the significance at levels of 1%, 5% and 10% respectively.

00034+
852

-0.0014**
(-5.85)
-0.0058""
(~4.11)
0.0047"
(.79
00205
©.31)
0.0014"*
(14.66)
-0.0037"**
(-6.14)
0.0039""*
(@57
0.1686

RD

0.0041*
(1.66)

-0.0014%*
(-5.81)
-0.0058""
(-4.05)
0.0045"
(1.69)
00201
(6.19)
0.0014"
(14.55)
-0.0037"
(-6.02)
0.0012*
1.93)
0.1670

-0.0033"*
(-4.61)

-0.0014**
(-591)
-0.0059"
(-4.16)
0.0047"
(1.78)
00199
(6.02)
00014
(14.44)
-0.0037"**
(-6.08)
-0.0049""
(-2.78)
0.1686

-0.0032**
(-4.42)

-0.0014*
(-5.71)
-0.0060""
(~4.25)
0.0046"
(.73
00196
(©.02)
00014
(14.55)
-0.0037*
(-6.09)
-0.0037"*
(-2.29)
0.1684

-0.0008*
(-1.69)
-0.0014"
(-5.80)
-0.0060"
(~4.27)
0.0045*
(1.70)
0.0203"*
(6.25)
0.0014"*
(14.65)
-0.0037"
(-6.09)
-0.0080"
(-2.64)
0.1669
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Variable

FC
FC'CONC
CONC

SiZE
DBR

EBIT

AM
TOBIN'Q
AGE

Year and Industry
Prob > F
R

Observations

Note:

RD
F SF SF1 SF2 LF LF1 LF2
[t} @ ® @ ® © 4
0.0025 (1.47) 0.0098" (2.08) 0.0087* (1.89) 0.0583* (2.60) -0.0002 (-0.12) -0.0011 (-0.73) -0.0074 (1.43)
-0.0001*** (-2.67)  -0.0002* (-2.51)  -0.0002** (-2.32) -0.0001*** (-6.13)  -0.0000" (-1.65)  -0.0000** (-1.96)  -0.0002* (-1.74)
-0.0001*** (-5.68) -0.0001*** (-5.19) -0.0001*** (-6.00) -0.0010"** (-2.71) -0.0001*** (-7.45) -0.0001*** -0.0001**
(-7.67) (-7.43)
-0.0011*** (-4.96) -0.0012"** (-5.45) -0.0012*** (-6.38) -0.0012"** (-5.59) -0.0011*** (-4.89) -0.0011*** (-4.81) -0.0012"*
(-5.48)
-0.0054"*" (-2.85) -0.0048" (-2.44)  -0.0048" (-2.54)  -0.0043" (-2.21) -0.0054"** (-2.99) -0.0055"* -0.0050"**
(-3.01) (-2.78)
0.0072* (1.79) 0.0079* (1.91) 0.0078" (1.93) 0.0076" (1.91) 0.007* (1.75) 0.0070" (1.74) 0.0074* (1.83)
0.0256*** (7.46) 0.0261*** (7.64) 0.0260" (7.61) 0.0259*** (7.53) 0.0256** (7.41) 0.0256*** (7.39) 0.0262*** (7.63)
0.0015** (6.10) 0.0015"* (6.14) 0.0015*** (6.13) 0.0015*** (6.15) 0.0015*** (6.09) 0.0015"** (6.11) 0.0015** (6.11)
-0.0032"** (-4.88) -0.0035"** (-5.40) -0.0035"** (-6.29) -0.0033*** (-4.99) -0.0031** -0.0031** -0.0034***
(-4.63) (-4.63) (-5.25)
Control Control Control Control Control Control Control
0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.1235 0.1241 0.1236 0.1242 0.1235 0.1235 0.1224
12086 12086 12086 12086 12086 12086 12086

and * represent the significance at levels of 1%, 5% and 10% respectively.
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Variable

FC
DBR

EBIT

AM

TOBIN'G

CONC

AGE

Year and Industry
Prob > F

r2

Observations

Notes:

LnPAT

SF SF1 SF2 LF LF1 LF2
) @ ®) @ ©®) ©)
0.2845" (2.68) 0.2636" (2.30) 05404 (1.65) -0.1093" (~1.67) -0.1253" (-1.69) -0.0365" (~1.65)
1.1980"** (8.03) 1.1692*** (7.90) 1.1963"** (7.91) 1.1416"* (7.74) 1.1394"* (7.73) 1.1457*** (7.77)
22799 (6.19) 2.2746™ (6.15) 22685 (6.17) 22719 (6.08) 2.2706™ (6.08) 22614 (6.10)
1.3493"* (3.48) 1.3678"" (3.53) 13273 (3.42) 1.3660"" (3.52) 1.3674" (3.52) 1.3628"" (3.51)
-0.0581" (-5.02)  -0.0584"" (-5.04)  -00596""(-5.15)  -0.0593" (-5.11)  -00594" (-5.11)  -0.0599"" (-5.17)
~0,0025 (-1.44) -0.0024 (~1.41) -0.0028 (-1.61) -0.0024 (~1.41) -0.0025 (~1.44) -0.0026 (-1.51)
~0.0990 (-1.43) 00989 (~1.43) 0,080 (-1.16) -0.0933 (~1.35) -0.0927 (-1.34) -0.0829 (~1.20)
control control Control control control control
0,000 0.000 0.000 0.000 0.000 0.000
0.1477 0.1475 0.1472 0.1471 0.1472 0.1469
12086 12086 12086 12086 12086 12086

and * represent the significance at levels of 1%, 5% and 10% respectively.
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Variable

FC
SiZE
DBR

EBIT

AM
TOBIN'Q
AGE

Year and Industry
Prob > F
R

observations

Note:

RD
F SF SF1 SF2 LF LF1 LF2
0] @ @ @ ® ® Q)
-0.0006" (-1.74)  00017" (223)  0.0018" (2.28) 00075* (2.26)  -0.0017"**(-3.48) -0.0026"" ~0.0020" (~1.80)
(-5.29)
-0.0006™ (-2.35)  -0.0014"** (-5.81)  ~0.0011*** (-4.26) -0.0025"" -0.0013"*(-607) -0.0023" (-9.39) -0.0024"
(-10.69) (-10.58)
-0.0052" -0.0045"" ~0.0085"" -0.0086™" -0.0063"* (-292) -0.0070"" (-4.48)  -0.0065""* (~4.69)
(-2.76) (-3.18) (-3.91) (-6.10)

0.0052 (1.39) 00066 (2.55) 0.0035 (1.33) 00067 (2.53) 0.0068 (1.52) 0.0062 (1.17) 0.0058™ (2.21)
00243 (6.99)  00250** (7.76)  0.0192** (590)  00243"* (7.43)  0.0244™* (7.12)  0.0369"" (9.86)  0.0375™" (11.29)
00023 (6.70)  0.0015™* (13.83)  0.0020™* (17.15)  0.0028" (18.25) ~ 0.0015™* (592) ~ 0.0032" (6.71)  0.0032"" (11.03)

-0.0032" -0.0031"* -0.0041" -0.0034" ~0.0026"* (~4.06) -0.0029"* -0.0032"
(-4.90) (-4.87) (-6.75) (-5.68) (-4.43) (-5.01)
Gontrol Control Control Control Gontrol Gontrol Control
0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.130 0.1172 00735 0.0508 0.1193 0.1150 0.1075
12086 12086 12086 12086 12086 12086 12086

and * represent the significance at levels of 1%, 5% and 10% respectively.
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Variable

FC
FC'TRA

TRA

SIZE

DBR

EBIT

AM

TOBIN'G

AGE

Year and Industry
Prob > F

R

Observations

Notes:

RD
F SF SF1 SF2 LF LF{ LF2
(U] @ ® “@ ®) ©) (U]
-0.0007 (-1.41) 00021 (280)  0.0018" (234)  00075" (225)  -0.0020" (433 -0.0022"* (-4.13) -0.0007" (-1.68)
00004 (045)  -0.0030"* (379)  -0.0038™ (4.56)  -0.0051°(1.90) 00078 (535) -0.0086™ (4.04)  -0.0860"" (6.02)
~0.0066"" (12.29) -0.0075"* (15.37) -0.0076"* (15.65) -0.0067"** (14.50) -00059"* (12.17) -0.0061""* (12.75) -0.0065"" (14.16)
-00010(-4.08) -0.0010"" (-4.12) -0.0010"* (-3.95) ~-0.0010"" (-4.20) -00010""(-4.24) -0.0010"" (-4.05) -0.0010"" (~4.28)
-0.0090"" (-6.35) -0.0086"" (-6.09) -0.0090""* (-6.36) -0.0082""* (-5.73) -00082"** (-5.84) -0.0087"" (-6.16) -0.0075"" (-5.33)
00081 (3.14) 00074 (288) 00071 (2.75)  0.0086"* (3.34)  0.0090"* (350)  0.0087"* (3.39)  0.0081"* (3.15)

0.0189" (5.86)

0.0015"* (14.63)

-0.0035"" (-5.44)
Control
0.000
0.1364
12086

0.0190™" (5.90)
00016 (14.73)
~0.0035™" (-5.50)
Control
0.000
0.1395
12086

00191 (5.91)

0.0016"* (14.76)

~0.0035"* (-5.48)
Control
0.000
0.1380
12086

and * represent the significance at levels of 1%, 5% and 10% respectively.

00186 (5.74)
00015 (14.68)
~0.0036"" (-5.78)
Control
0.000
0.1368
12086

00182 (5.65)

0.0015"* (14.48)

-0.0034"" (-5.42)
Control
0.000
0.1391
12086

00185 (5.74)
0.0015™ (14.56)
~0.0035™" (-5.44)
Control
0.000
0.1384
12086

00174" (5.38)
00015 (14.66)
~0.0035"" (-5.59)
Control
0.000
0.1388
12086
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Variable Symbol inition and Calculation Method

Firm innovation RD R8D/total assets

Financialization F SF + LF

Transaction-oriented financialization ~ SF (SF1+SF2)total assets

Investment-oriented financialization ~ LF (LF1+LF2)otal assets

Financial assets avalable of trade  SF1 (Financial assets whose fair value is measured and whose changes are indluded in current profit and loss + net short-term
investment + net hold-to-maturity investment + financial assets in other liquid assets)/total assets

Financial assets available of sale  SF2 Wealth management and trust products/total assets

long-term equity investrment LF1 Long-term equity investment/total assets

Real estate investment LF2 Investment property/total assets

Tumover ratio of asset TRA Sales revenue/total assets™1

Ownership concentration CONG  The shareholding ratio of the top three shareholders

Firm size SIZE The natural logarithm of total assets

Asset-liabilty ratio DBR total liabilties/total assets

Firm profitabiity EBIT Net profit/total assets

Firm growth TOBIN'G  Market value of total assets/book value of total assets

Net cash flows AM Net cash flow from business activties/total assets

Firm age AGE The natural logarithm of the firm's age
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Variable Mean Std Min Med Max

RD 0.0232 0.0244 0 0.0191 0.1880
SF 0.1198 0.2897 0 0.0218 0.8493
LF 0.1909 0.4369 0 0.0661 0.8106
SF, 0.0067 0.2787 0 0.0079 0.8493
SF2 0.0231 0.0672 0 0 0.8160
LFy 0.1533 0.3961 0 0.0323 0.8105
LF> 0.0377 0.1495 0 0 0.7044
SIZE 21.9885 1.1958 19.0072 21.8222 27.3864
DBR 0.3919 0.2057 0.01 0.38 0.99
EBIT 0.3661 0.0936 -4.95 0.04 0.38
TOBIN'Q 2.4073 215623 0.0811 1.8193 33.44750
AM 0.0419 0.0699 -0.76 0.04 0.65

AGE 2.7633 0.3846 1.0086 2.8332 3.9512
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